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Meaningful Outcome 

IOá,c,, 
Ea ftyv; atov 7nyati6 yin qv I06ict1, 
vu c(eaat vâvcn taicpç o öpóog, 
yeiâtoç anputhteteç, yqtdtoç 'yvthaetç. 
Iouç Aawrpuyóvaç KUL touç Kic)uoiraç, 
roy uxjthvo HoactSthvu prl qo3âaat, 
TL-rota otov 8p6po aou xoTt aou &v Oa pFl;, 

u' ithv' 1 athinc aou uijn4 uv cicXnicrI 
auyictviiai.ç to rvcta icut to athLta aou uyylct. 
Touç Autatptr'ôvaç icat rouç KthcAoMraç, 
toy ã?pto  Hooct&va &v Oa avavriaetç, 
av &v touç KOu3czvclç pcç aniv  iru oou, 
av in iru aou Scv rouç atfivet el.urpóc  aou. 

Na cixcaal  vãvat l.talcp'ôc 0 Sp6goq. 
loAM ta icaXoicatptvd itpwIã vu sivat 
ltOl) 1E Tt cuXaPiaTnm, lE vt XUPâ 
Oct jututvciç ac A.tthvaç itpwtoeiwthvouç 
vu arcqtarractç a' q.uropeta DotvucudL, 
KUt teç Ka1ç ltpufltâtelEç v' wto1ct1'aetç, 
acvtpta loll KopáA?ta, K6yj)tutâpta ic' f3vouç, 
icat iovucá ItupcoBucd icOeXoyfç, 

óao juropelç irto âpOovu r18owucâ J.rnpwötKá 
ac IZÔXEIç Atyuirrtaicç 3toA)4 vu taç, 
vu tàOciç icat vu pOsiç an' touç cnvouuathvol)ç. 

Hãvra atov you aou vâctç triv IOâial. 
To (pOatiov cicet clv' o 7rpooptai6g aom 
AAM pig ptd4t; to tat& ötOA.om 
KczA?.ttcpa ypóvta voAAâ vu &aplcacv 
icut ypoç 7nU V apâctç aro vial, 
irAokrtoç JIE óaa icáp&acc atov 8p6lio, 
pil irpoaoic6)vtczç vAoiti vu ac &iact ii  IOâicri. 

H lOâicq a' Mwac to topato tut&. 
Xo)ptç autiv &v Oâ3yatvcç atov 8p6jio. 
AAXO 6ev &Zet vu ac ödact inst. 

Kt av =arkKfl nlv  pct;, 71 IOâicq 6ev ac yéXaac. 
Erm aopóçivou ytvcç, lw t6aT netpa, 
i'61 Oa to Kat&uJ3ec fl  IOâiccç ri mtatvouv. 

Ko.ivoravrIvoc H. Kafláçoic (1911) 

Ithaca 
When you set out on your journey to Ithaca, 
pray that the road is long, 
full of adventure, full of knowledge. 
The Lestrygonians and the Cyclops, 
the angry Poseidon -- do not fear them: 
You will never find such as these on your path, 
if your thoughts remain lofty, if a fine 
emotion touches your spirit and your body. 
The Lestrygonians and the Cyclops, 
the fierce Poseidon you will never encounter, 
if you do not carry them within your soul, 
if your soul does not set them up before you. 

Pray that the road is long. 
That the summer mornings are many, when, 
with such pleasure, with such joy 
you will enter ports seen for the first time; 
stop at Phoenician markets, 
and purchase fine merchandise, 
mother-of-pearl and coral, amber and ebony, 
and sensual perfumes of all kinds, 
as many sensual perfumes as you can; 
visit many Egyptian cities, 

to learn and learn from scholars. 

Always keep Ithaca in your mind. 
To arrive there is your ultimate goal. 
But do not hurry the voyage at all. 
It is better to let it last for many years; 
and to anchor at the island when you are old, 
rich with all you have gained on the way, 
not expecting that Ithaca will offer you riches. 

Ithaca has given you the beautiful voyage. 
Without her you would have never set out on the 
road. 
She has nothing more to give you. 

And if you find her poor, Ithaca has not deceived 
you. 
Wise as you have become, with so much 
experience, 
you must already have understood what Ithacas 
mean. 

Constantine P. Cavafy (1911) 

It 
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Abstract 

The advent of System-on-Chip technology and the continuous shrinkage in silicon 

device feature size are dictating the need for realization of miniaturized integrated 

robust and autonomous systems. This need is especially evident in systems operating 

within hostile environments, such as aerospace. 

Evolvable Hardware (EHW) is a technology, which shows promise in meeting the 

needs of systems facing malfunctions due to harsh electronics environments. Key 

features of EHW are a reconfigurable fabric and an evolutionary strategy. The design of 

a complete and efficient EHW framework must consider both these features 

concurrently. This comprehensive approach to the design of EHW based systems is an 

issue considered by only a few researchers in the literature. 

This thesis presents a novel holistic EHW framework that accomplishes all the 

electronics associated with the JPL/Boeing gyroscope sensor. It includes an efficient 

fault-tolerant reconfigurable fabric and an integrated on-chip multi-objective 

evolutionary strategy. The conception and implementation of both parts also consider 

real-time adaptation and low-power consumption for enabling ultra-long life aerospace 

missions. 

A number of key objectives have been achieved: a) The Verilog implementation of an 

autonomous reconfigurable fabric that is capable of accomplishing the sensor's 

electronics with substantial accuracy (>99.7%), b) The implementation of numerous 

xvii 



evolutionary strategies that are able to primarily guide the hardware evolution even in 

the presence of 30% faults injected in the user and configuration memory of the system, 

c) This in addition to a reduction from 8.6 to 9.8 times in the number of generations that 

are needed for the evolution of a 31-p  FIR filter, compared with previous research in 

this field, d) Furthermore, the circuits evolved consume 3.3 times less power than 

similar implementations within industrial reconfigurable devices. 
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Chapter 1 

Introduction 

1.1 Introduction 

Evolvable Hardware (EHW) is a very promising field at the confluence of 

reconfigurable hardware, automatic design, artificial intelligence and autonomous 

systems. In a narrow sense, EHW is reconfigurable hardware whose on-chip 

configuration is under the control of an Evolutionary Algorithm (EA) [32], [42]. EAs 

provide genetic search/optimization algorithms, which work on a population (multiple 

chromosomes usually expressed with binary strings) of prospective solutions and apply 

operations motivated by natural selection to provide better solutions to multi-objective 

problems. 

The main objective of EHW is to automate the design of mixed-analog electronic 

circuits that are capable to adapt/reconfigure their hardware structure [39], [50] over 

time, so as to achieve an optimal configuration that meets better their functional 

specifications. Since the emergence of EHW, evolutionary reconfigurable systems have 

successfully been employed for numerous applications that demand adaptive 

reconfiguration, such as in fault-recovery systems [92], [100], automated circuit 

synthesis and design [12], [56], [57], [123], dynamical control of MEMS circuits, 

evolutionary Global-Positioning-System (GPS) attitude determination of vehicles [119], 

automated antenna design [66], etc. 

1 
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The underlying theme of this thesis has been to investigate a number of custom 

reconfigurable architectures for the autonomous design and reconfiguration of digital 

high-order FIR filters using the principle of EHW. Each reconfigurable architecture is 

therefore configured using a Genetic Algorithm (GA) that derives from a class of non-

heuristic search and optimization techniques termed EAs, which are inspired by the 

process of biological evolution. 

The outcomes of this research work are evaluated using a real-life application such as 

the vibratory gyroscope, which has been fabricated by Jet-Propulsion-Laboratory (JPL) 

and Boeing. Due to the nature of the applications that this sensor targets, the overall 

design policy of this architecture must be guided by the fact that nowadays ultra-long 

life space missions require hardware to remain operational within specified performance 

parameters for decades. Therefore, power consumption is a factor that has a key role in 

the design of the reconfigurable platforms employed to accommodate the sensor's 

electronic circuits. Moreover, the reconfigurable hardware fabrics must be able to cope 

with anticipated faults that occur mainly due to radiation. The goal of this research is 

very challenging, considering that micro-machined gyroscopes for measuring rotational 

rates have attracted a lot of attention during the past few years for several applications 

involving space conquest, military missions, biomedical activities, etc. 

This thesis focuses on investigating and implementing a low-power autonomously 

reconfigurable EHW architecture that aims at controlling the core electronics of the 

JPLfBoeing gyroscope against several unstable factors like aging of electronic devices, 

fault occurrence and temperature variations. 

IN 
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The novelty in this research lies on the implementation of an efficient Very-Large-

Scale-Integration (VLSI) EHW framework including a low-power and fault-tolerant 

reconfigurable hardware substrate and a customized reconfiguration mechanism able to 

efficiently guide the implementation and/or reconfiguration process of the JPLfBoeing 

gyroscope's electronics, in terms of accuracy and speed of adaptation. The 

reconfigurable hardware must be able to accomplish and maintain the gyroscope's 

functionality in the presence of endogenous and exogenous factors, such as anticipated 

faults and environmental variations. The recovery method should not be based on 

hardware redundancy because this method is impractical, due to restrictive size and 

weight requirements imposed on spacecraft. On the contrary, the fault-tolerant method 

is based on the reconfiguration of fine-grained configurable components, which 

comprise the reconfigurable hardware. This approach differentiates from commercial 

architectures and presents better performance in terms of silicon occupation, power 

dissipation and efficiency in adaptation. 

1.2 Thesis Achievements 

As has been mentioned in the introduction of this thesis the main scope of this research 

is to invent and implement an EHW framework that is able to accomplish the 

electronics associated with the JPL/Boeing gyroscope's electronic circuits and satisfy 

the requirements imposed by the nature of the targeted application. The final 

achievements of this research work can be summarized below: 
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The development of a low-power and fault-tolerant EHW framework that is 

able to accommodate the JPL/Boeing gyroscope's electronic circuits and 

provide to these real-time adaptation/reconfiguration in the presence of 

endogenous and/or exogenous factors. 

The development of four novel reconfigurable hardware substrates, which 

target the implementation of the sensor's electronics. The temporal order in the 

demonstration of these designs within the thesis reveals the problems, which 

have been emerged, during the implementation of the targeted circuits and the 

actions, which have been taken in order to work these problems out. 

The development of a fault-tolerant reconfiguration mechanism. It .is a novel 

implementation of a parallel fine-grained GA that aims at providing a fault-

tolerant solution to applications that require autonomous dynamic 

reconfiguration mechanisms. 

The development of three novel reconfiguration mechanisms, which in 

collaboration with a novel reconfigurable hardware substrate target, to further 

improve the implementation of the sensor's electronics in terms of accuracy, 

power-consumption and real-time adaptation. 

1.3 Thesis Outline 

This thesis therefore focuses on the implementation of an efficient EHW framework 

including a low-power and fault-tolerant reconfigurable hardware substrate and a 
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customized reconfiguration mechanism able to efficiently guide the implementation 

and/or reconfiguration process of the JPLfBoeing gyroscope's electronics, in terms of 

accuracy and speed for adaptation. This thesis is organized as follows: 

• Chapter 2 introduces the JPL/Boeing gyroscope and provides an overview of its 

structure and operation principles. Moreover, it analyses the electronic circuits that 

implement the control-loops of the gyroscope and presents previous work that has 

been done concerning the gyroscope itself and possible architectures that could be 

used to efficiently accomplish the sensor's electronics. 

• Chapter 3 introduces the concept of GAs and describes the methodology that these 

are applied on EHW in general and particularly in this thesis in order to evolve the 

electronics associated with the JPL/Boeing gyroscope's control-loops. 

• Chapter 4 introduces the concept of a stand-alone architecture that consists of a 

reconfigurable hardware and a reconfiguration mechanism. It mainly presents the 

implementation of a novel fault-tolerant reconfiguration mechanism. The 

architecture is based on a parallel fine-grained GA. The overall idea is a System-

on-Chip fault-tolerant implementation that would be able to compensate for faults 

occurring either in the reconfigurable hardware that accommodate the sensor's 

electronics or the reconfiguration mechanism that guide the evolution of the 

digital circuits. 

• Chapter 5 composes the main part of this thesis and presents the continuous 

development of several reconfigurable hardware substrates in order to reach the 
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main objective of this thesis that is to evolve the sensor's electronics under certain 

requirements. 

Chapter 6 is mainly concentrated on comparing conventional reconfiguration 

mechanisms with three proposed evolutionary strategies that have not been 

published before. In this Chapter the best found reconfigurable hardware substrate 

is employed in order to evaluate the evolutionary strategies. 

Chapter 7 employs the most successful combination of reconfigurable hardware 

substrate and reconfiguration mechanism to evolve the electronic circuits related 

with the control-loops of the sensor. Total power calculation is also provided for 

the majority of the associated electronics. 

Chapter 8 summarizes the conclusions obtained from each of the previous 

chapters. Furthermore, improvements are suggested concerning the research work 

that is presented in this thesis in order to further extent the gained knowledge. 

1.4 Summary 

This research work aims at investigating several architectural solutions for identifying 

the most appropriate physical mean for the autonomous design of high-order FIR filters. 

Moreover, these filters must incorporate several techniques such as primitive 

operations, multi-objective optimization and effective approaches for minimizing the 

search space of the employed EAs in order to meet the criteria imposed by the 

electronics associated with the JPL/Boeing vibratory sensor. The following chapters 
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analyze the nature of the targeted application, the specification of electronics that have 

to be implemented and presents several EHW architectures that target to successfully 

achieve the ideal functionality and simultaneously meet the targeted performance in 

terms of power consumption, speed for adaptation, throughput and fault-robustness 

when stuck-at faults are injected in the user and configuration memory of the system. 

-7- 



Chapter 2 
JPL/Boeing Gyroscope 

2.1 Introduction 

A gyroscope is a commonly used sensor for measuring angular velocity. Although 

conventional rotating-wheel, fiber-optic and ring-laser gyroscopes are dominant in 

many applications, their size, power inefficient mechanism and cost limit their 

utilization in a wider range of industries such as automobile, satellite, video game and 

handheld positioning systems. However, with the advent of MEMS machining 

technologies, micro-machined gyroscopes for measuring rate or angle of rotation have 

attracted a lot of attention during the past few years, for several applications. They can 

be used either as a low-cost miniature companion with micro-machined accelerometers 

to provide heading information for inertial navigation purposes or in other areas 

including automotive applications for ride stabilization and rollover detection, 

biomedical applications, in consumer applications (video-camera stabilization, virtual 

reality, etc.), in robotics and in a wide range of military applications. 

JPL/Boeing MEMS gyroscopes aim at providing future Space missions with a low-cost,. 

reduced mass and low-power consumption inertial measurement unit [11]. Typical 

applications that would benefit from this technology include: inertial spacecraft 

navigation to complement a star tracker or sun sensor, integration of the device in a 

planetary rover and detection of angular rotation in all axes of a robotic arm. This 
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sensor presents superiority over conventional designs (spinning-mass) because it is 

typically orders of magnitude smaller and consumes less power. Moreover, optical 

gyroscopes such as Fiber-Optic-Gyros (FOGs) [122] and Ring-Laser-Gyros (RLGs) [8], 

[107] are also large, power consuming and expensive. In addition to this, FOGs suffer 

from performance degradation when they are left exposed in radiation due to optical 

fiber darkening [31], while RLGs suffer from laser life issues [63]. Moreover, while 

there have been several MEMS gyroscopes [13], [14], [54], [121] reported in the 

literature, the performance of these devices for spaceflight has been inadequate due to 

large bias stabilities (>1 deg/hr) resulting in non zero-rate drift. On the contrary, the 

JPL/Boeing gyroscope presents a vastly improved bias stability of 0.1 deg/hr [30], [75]. 

2.2 Structure and Operation Overview 

The JPL/Boeing gyroscope is a vibratory rate sensor whose operation depends on the 

Coriolis coupling [80] of one degree of freedom to another degree of freedom within the 

sensor. Figure 2.1 depicts an electron microscope photograph of the JPL/Boeing 

gyroscope [20]. There are four paddles labeled D 1 , D2, S 1  and S2 that compose the drive 

and sense rocking modes, respectively. These paddles are suspended above four 

electrodes by the thin silicon springs, which are evident in Figure 2. 1, between the 

paddles. Paddles D 1  and D2  compose the drive axis inputs. Applying a potential 

between the electrodes beneath D 1  and D2  causes the paddles to pull closer to the 

electrodes due to electrostatic forces. Consequently, these forces rock the assembly 

about the y-axis, shown in Figure 2.1. The large post, in the center, adds inertia to the 
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rocking modes and aids in coupling the degrees of freedom. Excitation at the drive axis 

natural frequency is desirable, since a large response is obtained, which boosts the 

sensitivity of the sensor. Furthermore, angular rotation of the frame about the z-axis 

induces post-rocking, due to Coriolis Effect, about the x-axis. The x-axis is called the 

sense axis and the rocking velocity about this is measured by capacitive sensors at 

paddles S 1  and S2. These measurements are related to the angular rate of rotation of the 

frame. In an ideal device, both the sense and drive rocking modes have equal 

frequencies and the nodal axes coincide with the x-axis and y-axis in the sensor frame. 

However, fabrication irregularities may cause a split between the rocking mode 

frequencies as well as a change in orientation of the nodal axes with respect to the 

electrodes. Moreover, the drive and sense axis frequencies are sensitive to temperature 

variations. Therefore, the JPL/Boeing gyroscope, as any other vibratory sensor, needs 

the implementation of numerous control-loops to improve its bandwidth, linearity, 

dynamic range and to maintain performance in the presence of perturbations to the 

sensor dynamics. 

The electronics that compose the control-loops of the gyroscope are presented in the 

next section, while further details on the design, identification of the sensor's dynamics 

and operation principles of the sensor can be found in [71], [97], [98], [99], since these 

are beyond the scope of this research. 
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Figure 2.1: Electron microscope photograph of the JPL/Boeing gyroscope [20] 

2.3 Circuits Analysis 

As it was mentioned in Section 2.2, JPL/Boeing gyroscope relies on the coupling of an 

excited vibration mode into a secondary mode due to Coriolis acceleration. Figure 2.2 

depicts a high-level schematic, which presents the functionality of the JPL/Boeing 

gyroscope [20]. It employs feedback compensation to achieve harmonic excitation of 

selected modes, disturbance rejection and tuning of the sensor's dynamics. These tasks 

are employed by two control loops named drive and sense-rebalance loop. There is also 

a demodulation stage that estimates the angular rotation rate of the gyroscope by 

demodulating the sense rebalance signal with respect to a measurement of the drive loop 

response. 
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Figure 2.2: High-level schematic electronics of the gyroscope's control-loops [20] 

Since the Coriolis acceleration is proportional to the velocity of the driven mode, it is 

desirable to keep the amplitude and the frequency of the drive oscillation as large as 

possible and maintain it constant because small variations can swamp the Coriolis 

acceleration. This task is accomplished by the drive-control loop, which employs for 

amplitude control, an Automatic-Gain-Control (AGC) loop [72]. According to Figure 

2.2, the AGC consists of an all-pass filter (FIR 1), an amplitude detection scheme, a 

comparator for identifying the amplitude error and a Proportional-Integral (P1) 

controller that is in charge of providing feedback compensation. According to [20] FIR 

1 is an 85-tap filter that achieves attenuation at 2700 Hz. Furthermore, due to the lag 

that is introduced by the analog-to-digital (ADC) and digital-to-analog (DAC) 

converters and the anti-aliasing filters, the phase of FIR I must be shaped to achieve the 

target loop phase of 0 degrees at 4428 Hz. Subsequently, the amplitude detection 
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scheme consists of a 2's compliment module and a 51-order low-pass filter with 50 Hz 

cut-off frequency and stop-band attenuation of 40 db. The scope of this module is to 

produce an estimate of the drive mode response amplitude. Then this amplitude is 

compared to a programmable level and the error that is generated by the comparator is 

fed to the P1 controller. Finally, the output of the controller modulates the drive mode 

signal before the signal is fed back to the actuators. The second control loop consists of 

a linear rebalance loop controller, implemented by FIR3. The primary objective of this 

loop is to reject the disturbance injected by the Coriolis Effect into the second degree of 

freedom. A secondary objective is to achieve disturbance rejection in the neighborhood 

of 2700Hz, which corresponds to damping an elastic mode, whose excitation can lead to 

degraded sensor performance. Finally, the demodulation stage consists of the FIR4 and 

FIRS filters, which are typically used to shift signal phases and FIR6 and FIR7, which 

are low-pass filters, located after the multipliers. 

2.4 Previous work and new challenges 

Significant research work has been done by both JPL and University of California Los 

Angeles (UCLA) associated with the design, packaging, identification and analysis of 

the JPL/Boeing gyroscope's dynamics and the implementation of a reprogrammable 

ASIC solution that incorporates the gyroscope's tasks, introduced in Section 2.3. In 

[99], JPL has presented up-to-date work on the design, fabrication and packaging of a 

silicon MEMS gyro design for Space applications. Furthermore, UCLA in [71] 

discusses the identification of multi input/output models of the JPL/Boeing gyroscope. 

Subsequently, the authors in [73] show the analysis of a non-linear control system that 
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is used to excite and maintain a pre-defined amplitude of a lightly damped degree of 

freedom in the JPLfBoeing gyroscope. After the completion of the dynamics analysis, 

further work from UCLA [33] presents on-going achievements on the implementation 

of the control-loops on a reprogrammable ASIC solution. In addition to this JPL reports 

in [II] on-going research into a MEMS gyroscope and presents a new fabrication 

method that improves the gyro's performance. Work analyzing the gyroscope's 

dependence on temperature variations, is presented in [30], where JPL determines the 

effect of hysteresis over the range of 35°C to 65°C. 

From a hardware perspective, the platform, which accommodates the electronics 

associated with the gyroscope's control-loops, needs to meet some criteria, such as low-

power consumption, adaptability and fault-tolerance that compose significant 

prerequisites for designs targeting Space applications. UCLA has implemented a low-

power reprogrammable ASIC environment, which nevertheless does not provide more 

flexibility than custom reconfigurable designs, industrial FPGAs such as Virtex-11 and 

Virtex-4 devices [118], 2' generation reprogrammable flash devices (ProASIC), 

provided by Actel [1], AT6000, AT40K and AT40KAL series provided by Atmel [5], 

programmable logic devices (PLDs) [3], [61] and digital signal processing (DSP) 

platforms, such as the TMS320 provided by Texas Instruments (TI) [105]. On the 

contrary, these coarse-grained reconfigurable structures are not optimized for a certain 

application and they target general purpose applications. Therefore, they are quite 

inefficient in terms of power, while performing evolution on these devices is quite 

challenging, since their hardware structure is not transparent to the user and the their 
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configuration string is very long. On the other hand, ASIC designs are not able to 

compensate for faults that occur in Space, due to the high density of radiation and hence 

it is very difficult for an organization to invest a huge budget in a Space mission, 

without securing first high reliability. Therefore, there is a need for new custom 

reconfigurable architectures that would be able to efficiently accommodate the 

gyroscope's electronics that mainly consists of seven high-order (up to 128 taps) FIR 

filters. 

FIR filters are employed in the majority of DSP based electronic systems (image, 

audio/video processing and coding, sensor filtering etc.) and therefore their efficient 

implementation within embedded System-on-Chip (S0C) systems is a crucial issue. 

Specifically, the arithmetic unit and especially the multiplier block in conventional FIR 

filters, produces several drawbacks that negatively affect the power consumption, the 

throughput and the fault-tolerance of these filters. Thus, it is imperative for 

reconfigurable SoC systems that primarily target high robustness, to use a fine-grain 

design model. According to this model, redundancy can be employed more efficiently 

because the electronic components that compose the overall architecture are primitive, 

not complicated operations (such as addition, subtraction and shifting) that do not 

introduce extensive area overhead, like conventional multipliers do. Hence, the 

primitive operation filtering technique (POF) [17] is suitable for reconfigurable fabrics 

that target fault-tolerant applications. Systems that operate in Space must be robust to 

high density radiation in order to recover from faults without the need of human 

intervention, which is usually impossible. Particularly, in highly radiated environments, 
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the existence of alpha-particles and cosmic-ray radiation creates Single-Hard-Errors 

(SHEs) [47]. These are permanent stuck-at fault errors that mainly affect the latch state 

and the memory cells of electronic devices. Conventional fault-tolerant VLSI systems 

employ techniques such as redundancy, check-pointing [96] and concurrent error 

detection [78]. Their purpose is to maintain system operation or prevent further 

successive faults by minimizing the damaged sustained [65]. However, these 

approaches are costly as they reduce operational speed and increase physical area. 

Alternatively, the approach of using evolutionary based techniques in the expanding 

field of EHW [67], [76], [92], [100] has proved to be suitable for providing to 

reconfigurable structures the best possible configuration string under faulty operational 

conditions. These approaches provide novel techniques for fault recovery without the 

need for additional redundancy, fault detection or diagnosis [52]. Hence, they can detect 

the functional deviation of a system and provide alternative configuration schemes to 

the hardware substrate in order for the system to maintain its original functionality 

without any procurance. 

Moreover, it has been proven that the POF technique can also be used in order to 

substitute the inefficient (in terms of silicon area and power consumption) multipliers, 

which are contained in FIR filters, with primitive operators. This problem is known as 

multiple constant multiplication (MCM) and it is considered a fundamental problem in 

computer arithmetic and is particularly relevant for the multiplier-less implementation 

of FIR filters. The multiplication of a variable by a known integer can be decomposed 

into additions, subtractions and binary shifts. The problem of finding the decomposition 
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with the least number of operations is known as single constant multiplication (SCM) 

problem and it is NP-complete, as shown in [19]. Initially, using the canonical-signed-

digit (CSD) method [10], the decomposition of a multiplication can be done more 

efficiently, than using conventional two's complement (2's) coding. However, the 

optimal decomposition is not obtained with CSD. The existing MCM algorithms can be 

divided into four general classes [113]: 

Digit-based recoding 

Common sub-expression elimination (CSE) algorithms 

Graph-based algorithms 

Hybrid algorithms 

Digit-based recoding employs simple methods like CSD [83], [110]. It is the fastest 

method in terms of computational effort but still the worst performing in terms of adder 

cost. 

Common sub-expression elimination employs an algorithm [35], [64], [77] that mainly 

attempts to find common sub-patterns in the representations of the constants after the 

constants have been converted to a convenient number system, such as CSD. Moreover, 

recent research work [25] has proposed alternative number representations to retrieve 

considerably better solutions using a CSE algorithm. However, this algorithm does not 

provide the optimal MCM solution and it has the disadvantage that it depends on the 

number representation. 
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Graph-based algorithms incorporate the bottom-up methodology that iteratively 

constructs a graph that consists of vertices (additions and/or subtractions) and binary 

shifts to represent the multiplier block. These algorithms are guided by a heuristic that 

determines the next graph vertex to add to the graph. Moreover, they produce solutions 

with the lowest number of operations. There are several representative examples such as 

[17], which proposes four MCM algorithms and [23] that present an enhancement over 

the previous algorithm. Subsequently, the authors in [114] presented a POF-based 

methodology for the synthesis of FIR filters, while in [7] the authors investigated a 

number of configurable arithmetic macro structures designed to perform coefficient 

multiplication using the POF design technique. Furthermore, there is the Reduced-

Adder-Graph (RAG-n) algorithm [23] that has been derived by an exhaustive search 

using the Minimum-Adder-Graph (MAG) algorithm [22]. The RAG-n algorithm is 

assumed to provide optimal solutions only for word-lengths up to 12 bits. This work has 

been extended for constants up to 19 bits [34]. However, both algorithms share the same 

important disadvantage, that is, the dependence on a pre-computed table of optimal 

single constant decompositions, whose size is exponential to the number of bits. 

Subsequently, the authors in [82] presented a GA based on RAG-n algorithm that can be 

used for the ASIC implementation of FIR filters. Finally, the authors in [113] presented 

a new MCM algorithm that achieves a 20% reduction in additions and subtractions for 

word-lengths up to 32 bits, compared with the best previously known algorithms and 

furthermore it considers additional optimization metrics, such as the critical path [24]. 
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Hybrid algorithms employ a mixture of different algorithms in order to obtain the 

optimal result. A representative example is the RAG-n algorithm, which is a 

combination of the MAG and a heuristic algorithm. Hence, the hybrid algorithm can 

switch between different algorithms at a given iteration, in order to obtain better result. 

All the previous research work is composed of software implementations that mostly 

incorporate multiplier-less solutions, which suit the implementation of ASIC low-power 

FIR filters. Furthermore, the authors in [115] presented a synthesis technique for the 

implementation of medium-order filters, which are superior to equiripple method in 

terms of chip area and clock rate. The drawback of this technique is that it becomes 

computationally impractical when implementing higher-order filters. Finally, from a 

software perspective, work has been reported in [89] that uses a GA for the 

implementation of a 2-dimensional FIR filter (up to 13 taps). 

From the hardware perspective, previous research work on FIR filters' evolution can be 

found in [74], where the author performs evolution at gate level to achieve the 

functionality of up to 6-tap filters. However, the disadvantage is that the evolved filters 

are nearly linear and that this methodology is not suitable for the realization of high-

order filters. The work in [44] presents an evolutionary driven reconfigurable 

architecture that is suitable for fault-tolerant and considerably low-power applications. 

However, the achieved results have been limited to small or medium-order filters and 

the whole design incorporates significant area overhead. Consequently, this overhead 

increases the power consumption of the design and enlarges the search area which 

higher-order filters require for their encoding. 
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2.5 Summary 

Considering the previous work that has been done in the realization of FIR filters and 

the limitations implied by the nature of the targeted application, it is apparent that the 

ideal architecture for the gyroscope's electronics must be an amalgam of characteristics 

adopted from different methodologies. Therefore, the POF technique is indispensable 

for the implementation of low-power and simultaneously fault-tolerant reconfigurable 

structures. However, the MCM problem cannot be solved using large memories that 

store the single constant decompositions because a global memory is very prone to 

SHEs and moreover the architecture must be autonomous, which is a characteristic 

provided by EAs. Therefore, a specially tailored EA has to be implemented for the 

efficient guidance in terms of accuracy, power and adaptation-speed of the filters' 

evolution. 
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Chapter 3 
Evolvable Hardware 

for the Design of Digital Circuits 

3.1 Introduction 

Evolvable hardware lies at the intersection of evolutionary computation and physical 

design. Through the use of evolutionary computation methods, the field seeks to 

develop a variety of technologies that enable automatic design, adaptation and 

reconfiguration of electrical and mechanical hardware systems in ways that outperform 

conventional techniques [68]. EHW employs reconfigurable hardware whose 

configuration is under the control of an EA. There are different types of EAs, such as 

Genetic Algorithms, Evolutionary Programming, Evolution Strategy, Genetic 

Programming and Learning Classifier System. 

It is well known that MEMS sensors are devices whose functionality is highly affected 

by manufacturing irregularities, temperature and pressure variations and that their 

associated electronics operating in Space environments are prone to faults, due to high 

densities of radiation. Due to this need of adaptivity, EHW seems to be the most 

suitable framework for the implementation of the JPLfBoeing gyroscope's electronics. 

It inherently comprises unique features, compared with other reconfiguration 

mechanisms (static, compiler driven reconfiguration, etc.) that facilitate dynamic 
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reconfiguration, autonomous learning for adaptation to environmental variations and 

anticipated faults and continuous evolution towards better solutions. 

3.2 Overview of Genetic Algorithms 

This section presents the main operation and features of a conventional GA. The 

concept was first proposed by John Holland in 1975 [42], and was the first EA to 

encode possible solutions using bit-strings. 

To apply evolution to the design of circuits, one or more candidate designs are 

described by a string of bits within a memory pool. This memory keeps the so called 

phenotype or population, which initially, consists of randomly selected binary-strings 

named chromosomes, individuals or genotype and may encode the configuration of 

reprogrammable arithmetic and logic units and/or reprogrammable interconnections 

between hardware components. Each one of these chromosomes is evaluated in terms of 

how accurately the given configuration (chromosome) approaches the targeted 

functionality. The evaluation mechanism is called the fitness-function and incorporates 

one or more objectives that characterize the ideal behaviour of a circuit. Therefore, in 

the evolution of FIR filters the primary objective of the fitness-function is the 

coefficient-set that determines the filter's functionality. Selection mechanisms are then 

used to identify the most successful chromosomes within the current population. 

Moreover, GAs employ simple operators during reproduction, such as crossover and 

mutation. At each reproduction two new chromosomes are produced (offsprings) from 

the parents, which are selected based on their fitness-score from the current population. 
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The aim of the GA is to potentially produce fitter chromosomes compared with those 

comprising the old population. This iterative process is repeated until an acceptable 

solution is found or a specified number of iterations, called generations, have been 

completed. Figure 3.1 depicts the design flow of a generic GA. According to this, the 

first population is initialized with random candidate designs. 

Initialize 
Population 

Update 
Population 

Random 
Selection 

Crossover 

Ranking 

Mutation 

Converge 	 Selection 

Evaluation 
yes 

Download 
Configuration 

Figure 3.1: Design flow of a generic GA 

The initialization of the population is quite important process. During the 

implementation phase of different electronic circuits the initialization must be random. 

This happens in order for the individuals to present diversity and maximize the chance 

of the GA efficiently exploring the total search space. However, during 
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adaptation/reconfiguration phase, the initial population must contain a priori knowledge 

concerning the initial implementation. This approach is very beneficial because the GA 

has to perform minor modifications on the system's behaviour and not to evolve from 

scratch the functionality of the targeted electronics. Subsequently, the population is 

extended by selecting pairs of chromosomes to perform reproduction. 

Selection is a very critical parameter in EAs and significantly affects the convergence 

time and the accuracy of the solution. Therefore, if selection is too low then the rate of 

convergence towards the optimum is likely to be slow. Alternatively, the GA may 

become stuck in a local optimum due to the loss of diversity in the population; There are 

different kinds of selection approaches such as random selection, tournament selection, 

truncation or deterministic selection and proportional selection. 

In random selection the parents that are going to be used in the next reproductions are 

randomly selected by just generating two random numbers at a time that correspond to a 

position within the memory that stores the population. This strategy does not secure that 

the most successful parents are selected but it manages to balance exploration and 

exploitation [2]. An efficient search methodology must be time-limited and therefore 

intelligent search must combine exploration of new search regions with evaluation of 

potential solutions already identified. Too much stress on exploration results in a pure 

random search, whereas too much exploitation results in a purely local search that does 

not give the optimum solution. 
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In tournament selection, the selection of the each parent is done by randomly selecting 

two chromosomes and keeping the dominant one based on the fitness-score. In the 

contrast to random selection, tournament selection considers the fitness-score of the 

randomly selected candidates that are to become parents. However, the candidates that 

participate in the tournament are randomly selected and therefore it is possible for not 

very successful parents to participate in new reproductions. Due to its simplistic 

functionality, tournament selection is very popular for hardware implementations of 

GAs 

In truncation or deterministic selection, the most successful parents are selected to form 

the new population. In this thesis the employed GAs extend the initial population from 

size 50 to 100 by performing 25 reproductions. According to truncation or deterministic 

selection the 50 higher ranked individuals are always selected to form the new 

population after each generation. 

In proportional selection, the probability of an individual becoming a parent is 

proportional to its percentage of population total fitness. This process corresponds to a 

weighted roulette-wheel that is divided in slices. The size of the slices is proportional to 

each individual's percentage of the population's total fitness. Therefore, each time an 

offspring is required, a simple spin of the weighted roulette wheel yields the 

reproduction candidate [32]. Compared with the other selection techniques, 

proportional selection is the most fair, since the chance criterion is minimized and it is 

always proportional to the individual's fitness-score. However, this approach requires 
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more computational effort compared with the previous selection schemes and therefore 

proportional selection is not preferred in hardware implementation of GAs. 

After selection, the following step is to generate the next generation population of 

solutions by using genetic operators, such as crossover and mutation. The offsprings, 

which are produced using these genetic operators, typically share many of the 

characteristic of their parents. Generally, the average fitness of the new population 

increases through this reproduction process, since only the most successful parents from 

the previous generation are selected for breeding, along with a small proportion of less 

successful solutions. 

Crossover has always been regarded as the primary search operator in GAs. During this 

genetic operation the two parents exchange information to form the two offsprings. 

Generally, crossover can be categorized in three different types based on the manner 

that information is exchanged between the parents: 

One-point crossover 

Multi-point crossover 

Uniform crossover 

Figure 3.2 depicts a paradigm in which one-point crossover is used to generate the 

offsprings. The cross-point is arbitrarily selected using a random number generator. It is 

apparent that after crossover, child A adopts from parent A the information that 

corresponds on the left part of the cross-point and from parent B the information on 
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right hand of the cross-point. Similarly, child B adopts from parent B the part of the 

chromosome that corresponds on the left part of the cross-point and the right one from 

parent A. 

Cross-point 

Figure 3.2: Paradigm of one-point crossover 

Figure 3.3 depicts a paradigm of a two-point crossover and Figure 3.4 shows an 

example of a uniform crossover. In two-point crossover, there are two cross-points that 

are randomly selected. The parents exchange the genetic information that corresponds 

to the part of the chromosome between these two points, in order to produce the 

offsprings. Finally, in uniform crossover, the parents exchange information by 

swapping genes (bits) with a predefined probability that, in the paradigm in Figure 3.4, 

is equal to 25% per gene. The arrows indicate which genes of the chromosome have 

been randomly selected to be swapped. 

A 

B 

A 

B 
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Cross-point I 	 Cross-point 2 

Parents 

Offsprings 

A 

L] 

1*1 

Figure 3.3: Paradigm of two-point crossover 

Cross-point I Cross-point 2 	Cross-point 3 Cross-point 4 Cross-point 5 

Figure 3.4: Uniform crossover with probability 25% per gene 

The role of mutation is to maintain genetic diversity from one generation of a 

population to the next. Thus, it allows evolution to avoid local optimal solutions by 

maintaining a non uniform population. Similarly with selection, high rates of mutation 

support the exploration of new search spaces, whereas low rates of mutation support 
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exploitation since the offsprings are only generated by using crossover. The operation 

of mutation is very simple and associates the flipping of randomly selected bits. Figure 

3.5 depicts a paradigm according to which mutation probability is equal to 10% per 

gene. 

Mutation point 
	

4, Mutation point 

A 

Parents 

F1 

A 

Figure 3.5: Mutation with probability 10% per gene 

After the reproduction phase has finished, the total population, including the parents and 

offsprings is evaluated based on the fitness-function, which composes a mathematical 

formula that is application specific and incorporates fundamental objectives of the 

circuit's behaviour. Therefore, after evaluation, the GA assigns a fitness-score to each 

chromosome that indicates how close the ideal circuit behaviour is to the evolved one, 

as it is described by the specific chromosome. Subsequently, the chromosomes are 

ranked based on their fitness-score from the most successful to the least one. Finally, 

after the ranking phase, the GA considers the best found solution and checks whether 
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this solution meets the criteria of the targeted application. If it does, the configuration 

string is downloaded to the hardware, otherwise the GA proceeds for a new generation. 

3.3 Different Levels of Evolution 

A major problem in the evolutionary design of digital circuits is the level of granularity. 

Initial attempts to apply EHW to complicated circuits suffered from insuperable 

problems that primarily originate from the large and non-linear search spaces of such 

circuits. This is mainly because hardware evolution has initially been based on transistor 

[60], [91] or gate (AND and OR gates) level [111]. Therefore, as the level of abstraction 

in circuit design decreases, there is a need for more bits to encode the targeted 

electronics including the enormous number of transistors and/or primitive gates that 

have to be used and the associated interconnections. Another obstacle of performing 

evolution at transistor or gate level is the time needed to calculate the fitness-score of a 

circuit. Hence, the evolution time increases as the size of the truth table of the evolved 

circuit becomes larger. Many approaches have been used such as a priori knowledge 

[106], scalability (re-use of previously evolved circuits to evolve more complex ones) 

[1111 and generalized disjunction decomposition [95] in order to improve the efficiency 

of transistor and gate level evolution. However, based on up-to-date achievements, 

these two types of evolution have only been successfully employed for the 

implementation of small circuits such as a 6-tap FIR filter [74], a 3-bit multiplier [111], 

a 4-bit multiplier [106], a 6-bit adder [95], an analogue comparator [108] and a 3-bit 

[124] and 6-bit [60] digital-to-analogue (DAC) converter. 
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To overcome this obstacle the authors in [38] introduced the evolution at functional 

level, which can use adders, subtractors, shifters and sine generators to build more 

complicated designs. This type of evolution reduces significantly the search space 

because the encoding of the evolved circuits incorporates functional blocks and not 

transistors or primitive gates. Moreover, the number of interconnections that compose 

the interface between functional blocks is substantially smaller than in the first two 

types of evolution. Therefore, by keeping the same search area, more complicated 

circuits can be implemented in functional level, than in transistor and gate level, 

respectively. However, one of the most intriguing discoveries in the field of EHW is 

presented in [102] and shows that it is possible for artificial evolution to create 

electronic circuits in FPGAs using the physical characteristics of the silicon substrate. 

Thus, the author discovered that unconstrained evolution, unlike evolution at functional 

level, can explore unusual ways to solve problems because it is able to exploit the 

physical characteristics of the hardware substrate. However, this intriguing discovery 

has a stability problem because the physical characteristics of a hardware substrate 

differ with temperature variation. Hence, the same design may not operate properly in 

different environmental conditions or when the same configuration is applied on a 

different reconfigurable fabric of the same type. Therefore, the selection of the most 

appropriate type of evolution in terms of abstraction is a dilemma that has to be 

considered by the designer, based on the technical specification of the targeted 

application. 
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3.4 Different Modes of Evolution 

The previous section concentrated on the types of evolution based on the level of 

granularity that this takes place. However, since the emergence of the field of EHW, 

there have been introduced several methods that aim at designing more complicate 

circuits with more accurate transfer functions and within a shorter time. Therefore, 

evolution can be categorized in three different modes [62]: extrinsic, intrinsic and 

mixtrinsic, based not on the degree of evolvability (granularity level) but on the manner 

that evaluation is performed. In the first mode the search for the optimal solution is 

made by using software simulations of hardware models, whereas in intrinsic mode the 

evolution occurs directly in hardware. Mixtrinsic evolution mode combines both 

extrinsic and intrinsic elements in order to summarize the advantages of the previous 

two modes and eliminate the mismatches between models and physical hardware. 

3.4.1 Extrinsic 

Extrinsic evolution is more versatile compared to intrinsic and it is easier to implement. 

It is carried out using a simulation model and only the final configuration is downloaded 

to the hardware [37]. Specifically the population consists of netlists that describe 

different configurations of electronic circuits. Therefore, it affords the research more 

freedom since there is not limitation on the type of basic elements and their 

interconnection 

However, extrinsic evolution presents several disadvantages. Firstly, it introduces a 

computational overhead in modeling and evaluating the evolved circuits. Secondly, the 
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results of the extrinsic evolution are not always mapped successfully into hardware, 

unless very well defined constraints are imposed during evolution. Finally, exploiting 

continuous-time dynamics and subtle physical effects, intrinsic evolution can produce 

circuits beyond the scope of the human designer. 

3.4.2 Intrinsic 

In intrinsic evolution each individual genotype, which may specify component types, 

values and interconnections of a candidate electronic circuit, is instantiated in physical 

hardware using a reconfigurable device. Hence, the fitness evaluation is done in 

hardware [49], [125]. 

Intrinsic evolution can reduce the evolution time by orders of magnitude because the 

evolution process takes place on hardware. Therefore, it seems to be the most promising 

solution for high-speed, adaptive control applications. However, it is constrained by the 

availability and product support for the up-to-date industrial reconfigurable devices. 

Moreover, circuits that have been evolved on a FPGA may be extremely difficult to be 

analyzed, since it is not possible to access individual circuit elements with test 

equipment. 

3.4.3 Mixtrinsic 

This mode of evolution emerged from the need to solve the portability problem between 

the extrinsic and intrinsic evolution. This problem is mainly associated with the 

mismatches between the software models of the hardware and the physical hardware 
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substrate itself [101]. According to this evolution technique, a part of the population is 

probabilistically selected to perform extrinsic evolution, while the rest is evaluated in 

hardware. A further enhanced technique derived from mixtrinsic evolution is called 

combined mixtrinsic evolution [93]. According to this, each individual is evaluated both 

extrinsically and intrinsically and subsequently, the overall fitness-score of the each 

evaluation is calculated from the average value. 

3.5 Background Theory of the Gyroscope's Electronics 

This section presents background theory for the digital electronic circuits that are 

associated with the JPL/Boeing gyroscope. The perfect understanding of these 

electronics is very important for the conception of the EHW platform that will 

accommodate them. As was mentioned in Section 2.3, the most complicated electronic 

circuits that compose the control-loops of the gyroscope include 7 high-order FIR filters 

and a P1 controller. 

3.5.1 Finite Impulse Response filters 

A filter is essentially a system that selectively changes the wave shape, the amplitude-

frequency and/or phase-frequency characteristics of a signal in a desired manner [45]. 

Common filtering objectives are to improve the quality of a signal (remove or reduce 

noise, etc.), to extract information from signals or to separate two or more entwined 

signals, to make, for example, efficient use of an available communication channel. 

Digital filters play a very important role in DSP and compared with analogue filters, 
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they are preferred in numerous applications such as data compression, biomedical signal 

processing, speech/image processing, data transmission, digital audio, and telephone 

echo cancellation. Their advantages are summarized below: 

Digital filters can have fully linear phase response. 

The performance of digital filters does not vary with environmental changes, as 

in analogue filters. 

The frequency response of digital filters can be automatically adjusted, using 

adaptive hardware of software filters. 

Several input signals can be filtered by one digital filter without the need to 

replicate the hardware. 

• Both filtered and unfiltered data can be saved for the further processing. 

• Tremendous advancement in VLSI technology facilitates the implementation of 

digital filters with tiny size and very low-power consumption. 

• Digital filters can be employed at very low frequency, where the use of 

analogue filters is impractical. 

On the other hand, digital filters face problems such as speed limitation and finite word- 

length effects. The former disadvantage implies that the highest frequency of a digital 

filter is limited by the conversion time of the ADC and the settling time of the DAC. 
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The latter emerges from the quantization of a continuous signal and the round-off noise 

that is incurred during computation. 

Digital filters are broadly divided into two classes, namely finite-impulse-response 

(FIR) and infinite-impulse-response (IIR) filters. This thesis is only concerned with FIR 

filters since these are the main electronic components of the sensor's electronics. The 

basic FIR filter is characterized by the following two equations: 

y(n) = 	h(k)x(n - k) (3.1) 

H (z) = 	h(k)z 	(3.2) 

Where h (k), k=O, 1,..., N-i, are the impulse response coefficients of the filter, H(z) is 

the transfer function of the filter and N defines the filter's order (number of filter 

coefficients). Equation (3.1) is the FIR difference equation. It is a time domain equation 

and describes the FIR filter in its non-recursive form. According to this, the current 

output sample,y (n), is a function only of the past and present values of the input, x(n). 

One of the most important advantages of FIR over IIR filter is that the former is always 

stable, suffers less from round-off and coefficient quantization errors and achieves 

exactly linear phase response. 

-36- 



Chapter 3- Evolvable Hardware for the Design of Digital Circuits 

Linear phase response is one of the most important properties of FIR filters. When a 

signal passes through a filter, it is modified in amplitude and/or phase. The nature and 

extent of the modification of the signal is dependent on the amplitude and phase 

characteristics of the filter. The phase or group delay of the filter provides a useful 

measure of how the filter modifies the phase characteristics of the signal. Hence, if a 

signal consists of several frequency components, the phase delay of the filter dictates 

the amount of time delay each frequency component of the signal suffers in going 

through the filter. On the other hand, the group delay defines the average time delay the 

composite signal suffers at each frequency. Further analysis and mathematical details 

can be found in [45]. 

The frequency response of a FIR filter is often specified in the form of a tolerance 

scheme. Figure 3.6 shows such a scheme for a low-pass filter. Similar schemes can be 

drawn for other frequency selective filters. Referring to the figure, the following 

parameters are of interest: 

ö,, peak pass-band deviation (ripple) 

&, stop-band deviation 

• fr,, pass-band edge frequency 

• J, stop-band edge frequency 

• F3, sampling frequency 
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Figure 3.6: Frequency response specification of low-pass filter 

The difference between f  and f gives the transition width of the filter. Moreover, the 

pass-band (20*Log  (1+8,)) dB and stop-band (20*L og  (Os)) dB deviations are 

expressed in decibels. 

3.5.2 Proportional Integral Derivative controller 

A feedback controller is designed to generate an output that causes corrective effort to 

be applied to a process so as to drive a measurable process variable, y(t), towards a 

desired value, known as the set-point or. reference, noted r(t). As it is shown in Figure 

3.7, the concept is the system output to follow the reference r(t). Therefore, feedback 

controllers determine their output by observing the difference, called error e(t), between 

the reference r(t) and the actual process variable measurement. 
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r ? t) controIIer c Pross Y9 

Figure 3.7: Feedback control system 

For the class of linear systems, a very widely used controller is the PID (Proportional 

Integral Differential). This controller considers different aspects of the system, such as 

the current value of the error, the integral of the error over a recent time interval and the 

current derivative of the error signal to determine not only how much of a correction to 

apply but for how long, as well. Each of these quantities is multiplied by a tuning 

constant and added together [4]. Thus, the output of the PID controller, c(t), is a 

weighted sum, as shown in Figure 3.8. 

Figure 3.8: PID controller 

Nowadays, there is a trend for digital controllers to substitute analogue ones due to the 

availability of low-cost digital computers and the flexibility provided by digital designs. 
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A digital version of a PID controller is shown in Figure 3.9. In the digital version, the 

integral part becomes a sum and the differential a difference. The continuous time 

signal e(t) is sampled in fixed time intervals, which equal a determined sample period, 

T. A/D and D/A converters are employed to establish the interface with the input and 

output, respectively. The digitalized input, e 0[j], is valid only in time instants t = kT for 

all k >= 0 e Z. It is desirable for the controller to have sample period as small as 

possible in order to have more levels of quantization. 

Figure 3.9: Discrete-time PID controller 

The PID controller receives as input the error, given by e(t) = r(t) - y(t) and computes 

the control variable c(t), which is its output. The PID has three terms: a) the 

proportional term P. corresponding to proportional control, b) the integral term I, giving 

a control action that is proportional to the time integral of the error and c) the derivative 

term D, proportional to the time derivative of the error. The control signal c(t) is 

calculated as follows [4]: 
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c (1) = k 	* e (i) + k i* J e (r ) d r + k 	
• d e (1) 

(3.3) di 
0 

It is common to define K = K, Ki = KIT 1  and K1 = K*Td. Where T1 and Td correspond to 

integral and derivative time, respectively. Hence, equation (3.3) becomes: 

c (1 	k 	e (t) + ___ 	 d e(t) 1 	* f e ( r ) d r + T 	
• 	di 	(3.4) ) = 	*[ 

T 
0 

In the digital version, it is necessary to discretize the controller by approximating the 

integral and derivative terms [4]. 

de(i) 	e(t) - e(i - T) 
d(i) 	 Tc 	

(3.5) 
 

Je(r )dr z Tc *e(n * Tc) (3.6) 

In equation (3.4), it is assumed that K = t/T. Moreover, considering the approximations 

described by (3.5) and (3.6), equation (3.4) can be approximated by the following 

equation: 

c(k * Tc) = k [e(k * T) + 	e(n * Tc) + Td 
e(k * Tc) - e((k - 1)* T)1 

(37)
Ti 

1:
to 

3.6 Conclusions 

This chapter initially presents an overview of GAs and criticizes on different features 

such as initialization, genetic operations, selection, exploration and exploitation that 
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determine the functionality of a GA. Moreover, it analyses the different levels and 

modes of evolution and emphasizes how these may have an important role in the 

successive evolution of an electronic circuit and which are the factors that have to be 

considered by the designer in order to achieve the best possible results. The chapter 

concludes with background knowledge related with the electronic circuits (FIR filter 

and PID controller) that have been evolved in this research work. 
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Chapter 4 

Designing a Stand-Alone 
Fault-Tolerant Architecture 

4.1 Introduction 

Apart from a fault-robust hardware substrate that accommodates the electronics of the 

JPL/Boeing gyroscope, the implementation of a stand-alone fault-tolerant architecture 

must provide a fault-tolerant environment for the EA, as well. The concept of a stand-

alone board-level evolvable system was first introduced in [94]. It consists of two main 

components, including the reconfigurable hardware and the reconfiguration 

mechanism. 

This chapter focuses on a single chip solution that accommodates a fault-robust parallel 

GA (PGA) capable of resolving in real-time the attitude determination of a GPS based 

system [119], [120]. However, this is preliminary work and the obtained achievements 

can be used for the implementation of the reconfiguration mechanism related with the 

JPL/Boeing gyroscope. In previous research work a variety of platforms have been 

employed to act as reconfiguration mechanisms including a supercomputer [53], [55], a 

single PC [101], a DSP [29], an FPGA [86] and an ASIC [40], [116]. Moreover, a 

number of programmable logic devices have been used to implement EAs in hardware 

[21], [81], [87], [109]. These are capable of running considerably faster than those 

implemented on general-purpose micro-processors and are therefore suitable for 

applications, which require on-line adaptation. However, these are implementations of 
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conventional GAs, which are generally able to find good solutions in a reasonable 

amount of time, but as they are applied to harder and more complicated problems there 

is an increase in the time required to find adequate solutions. As a consequence, there 

have been efforts to make GAs faster and more accurate. One of the most promising 

choices is to use PGA implementations. Moreover, the targeted reconfiguration 

mechanism needs to be robust to the presence of faults and therefore PGAs compose an 

ideal solution. On the contrary to the previous research work, the architecture presented 

in this chapter exploits: a) massive parallelism of fine-grained processing elements 

(PEs) and b) a two layers approach, in order to cope with faults. 

In general, PGAs consist of multiple populations that evolve separately most of the time 

and exchange individuals occasionally. The basic idea is to divide a task into chunks 

and to solve these simultaneously using multi-processors [18]. This divide-and-conquer 

approach can be applied to many different PGA approaches. Different methodologies 

can exploit massively parallel computer architectures or take advantage of multi-

computers with fewer and more powerful PEs [79], [85]. 

4.2 System Description 

The overall system consists of two distinct layers. The first performs the intended 

functionality and is called the Computational Layer (CPL). Its functionality can be 

differentiated based on the targeted application. The second controls the execution of 

the CPL and therefore is termed the Control Layer (CTL). 
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The ideal fine-grained PGA requires a large number of PEs because the population is 

partitioned into a large number of sub-populations that ideally must consist of one 

individual. Furthermore, each PE has its own chromosome that provides a different 

optimized solution to the problem. Hence, each one of the two layers consists of N PEs. 

The exact number can differ according to the trade-off between the degree of robustness 

and the area occupation that a specific application requires. For the purpose of this work 

both CPL and CTL consists of 64 PEs each. Their structure is similar, however their 

functionality is different. The taxonomy of the PEs in both layers is arranged in an 8x8 

array that forms the fine-grained PGA that act on each member of the population in 

parallel. Consequently, each member of the population performs crossover with its 

immediate (north, east, south, west) neighbours. Figure 4.1 illustrates the topology of 

the PGA and the interface between PEs belonging in the same layer, while Figure 4.2 

illustrates the interface between a unique controller in the CTL and CPL. Each one of 

the controllers in the CTL takes an input, which corresponds to the fitness-score (5-bit) 

of each computational PE in the CPL. Hence, controllers are able to monitor the 

performance of the PEs. In addition to this, each controller has 64 output signals 

(PE—Enable - 1-bit) and each one corresponds to a PE defining which of these should 

operate. The fitness-score of the GPS PEs is presented by decimal numbers with 

fractional accuracy and its range may vary from 0 to 0.96875. 
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1-* Communication 

fl Processing 
Element 

l[J] Distance of one 

Figure 4.1: Topology of the PGA and interface between PEs belonging in the same 
layer 

Fitness (0-63) 

Controller 
PE Enable 
(0-63) 

CPL 

Figure 4.2: Interface between a unique controller in CTL and CPL 

4.2.1 Computational Layer 

The 64 PEs forming the CPL run a fine-grained PGA, which performs a parallel search 

to identify the following parameters: 
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Azimuth Angle p, of the baseline 

Elevation Angle P , of the baseline 

Length b, of the baseline 

The first two are used to determine the attitude of an object. The length of the baseline 

is defined as the distance between the two receiver antennas that are attached on the 

vehicle. The Finite-State-Machine (FSM) that controls the operation of each PE is 

identical. Figure 4.3 depicts a brief description of the states that compose the FSM. The 

population of each PE consists of one individual, which is initially evaluated. Then, in 

the third state (Exchange Data) of the FSM, each PE exchanges information with the 

four PEs existing in the north, east, south and west direction. Thus, it forwards to them 

its own best solution (chromosome) and the equivalent fitness-score and similarly 

receives the same information from its four neighbours. In addition to this, in the 

Selection state the best delivered chromosome is selected, according to its fitness-score, 

to participate with the unique individual that forms the initial population in a new 

reproduction. After, the two offspring are generated the PE evaluates the two children 

and the best received chromosome, as well, for verification. Finally, it selects the best 

out of the three and updates its population. 
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- Initialize Population X 1  

- Evaluate X 1  

- Exchange Data with adjacent PEs (XN ,  XE ,  Xs, Xw) and (FN ,  FE ,  Fs, FW) 

- Selection of best chromosome XM = max (XN ,  XE ,  Xs, Xw) 

- Crossover X 1  X (probability 90%) 

- Mutation (probability 0.1%) 

- Evaluation of two children chromosomes X, X" and the best chromosome XM 

- Ranking Chromosomes X 1  = max (XM, X', X") 

- GA Convergence 

Figure 4.3: Description of the states comprising the FSM of each PE 

4.2.2 Control Layer 

The structure of this layer is identical to the CPL. It is organized as an 8x8 array and the 

64 PEs, termed Controllers due to the nature of their functionality, run a fine-grained 

PGA. The scope of the PGA is to optimize the problem that indicates the optimal and 

most efficient selection of the "alive" PEs in the CPL. This means that when a PE is 

surrounded by faulty ones in all the possible (north, east, south, west) directions, there is 

no point for it to operate. This is because it cannot disseminate its solution to the rest of 

the PEs and contribute to the solution. Therefore, the PGA continuously tries to resolve 

8 combinations of five PEs, which form a cross, as it is shown in Figure 4.4. This 

information is given by each one of the 64 chromosomes that compose the whole 

population of the CTL. The faulty PEs are depicted in a black color. It can be deduced 

that crosses, which contain even one faulty PE are not valid because the information 

that the faulty PE transfers to its neighbours is invalid and hence the maximum search 

area that can be reached at an ideal case is decreased. The "alive" PEs, which are not 
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used, will remain in stand by mode until the next generation. In addition to this, they 

exchange information with the "alive" ones but it is not imperative for them to 

converge. 

Concerning the implementation details of the PGA in the CTL, each chromosome 

encodes the coordinates (x, y) of 8 PEs in the CPL. These PEs exist in the centre of the 

crosses selected by the chromosome. The coordinates are 8-bit long each and therefore 

the total length of each individual is 64 bits. The fitness function is defined as the 

summation of the fitness-scores corresponding to the 8 selected PEs, which form a cross 

in the CPL. Equation 4.1 below expresses the mathematical formula. 

Fitness (CTL) =fitness_i  (CPL) 	(4.1) 

Whenever the 8 selected crosses consist of "alive" PEs the fitness value should not be 

less than 38.75. This number comes out from the multiplication of the following 

parameters: 1) the number 8, which defines the crosses selected by a chromosome, 2) 

the minimum, acceptable fitness score (0.96875) for each PE in CPL and 3) the number 

5, which defines the PEs that form each cross. 

Similarly to the CPL, faults can also occur in the CTL. In the contrast to the CPL, the 

robustness of the control layer is only based on the inherent parallelism of the PGA. 

Therefore there is no mechanism to evaluate the quality of the solutions that are given 

by the CTL in order to isolate the faulty PEs. 
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00000000 
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• Alive 	• Faulty 	0 Standby 

Figure 4.4: Potential combinations of valid (groups of 5 "alive" PEs forming a cross) 
solutions 

4.3 Introduction of Faults 

It is a primary concern for a designer who tests a system for its ability to tolerate against 

faults induced into its hardware resources, to accurately specify the possible nature of 

faults that may occur and how these can be efficiently modeled into the system under 

test. This work presents a fault-tolerant platform that targets Space applications, where 

Single-Hard-Errors (SI-lEs) and multiple SHEs dominate. These errors occur when 

charged particles, which usually originate from radiation belts or cosmic-rays, lose 

energy by ionizing the medium through which they pass. Consequently, SHEs appear as 

a substantial deviation from the expected level values. In digital systems this is 

translated to single or multiple bit flips in memory elements. 

Both the CPL and CTL have been subjected to different levels of SHEs in order to 

explore and demonstrate the capability of the overall architecture to compensate for 
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failures. In order for the system to meet all the constraints imposed by fault-tolerant 

applications, it is imperative for all the selected (alive) PEs in the CPL to converge. One 

of the most destructive scenarios for the functionality of the system is to cope with 

stuck-at zero and/or one faults that occur on the input/output registers of the PEs in both 

layers (CPL and CTL). In the case of stuck-at zero faults, it will be an unattainable 

objective for the "alive" PEs to converge because one or more bits of the register 

representing the fitness-score may be stuck-at zero. As a conclusion, there will be a 

deadlock in the operation of the PGA preventing the "alive" PEs converging. 

On the contrary, whenever a stuck-at one fault occurs on the memory cells that keep the 

fitness-score, the controller may erroneously believe that a PE in CPL has converged. 

However, even this worst-case scenario is not destructive for the system because this 

fault will not be absorbed by the adjacent PEs. This can be deduced from Figure 4.3 that 

describes the FSM of each PE. Specifically, after the Exchange state at which each PE 

exchanges both the best chromosome and its respective fitness-score, it subsequently 

performs another reproduction. Thus, it is impossible for an erroneous value affected by 

a stuck-at one fault, to propagate to the whole array. Therefore, the simulation patterns 

of this promising approach have been concentrated to the study of stuck-at zero faults. 

According to this approach each fault was individually injected into the system by 

pulling to logic zero the input/output registers of the faulty PEs. 
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4.4 Results Analysis 

Initially, the average number of generations, which the PGA in the CPL needs to 

converge, was investigated. The obtained measurements correspond at different failure 

levels (0%, 15%, 30% and 40%) that have been injected in the CPL. These results were 

obtained assuming that the CTL is out of operation. The ultimate scope of this 

simulation approach is to present the crucial role of the CTL, as the amount of faults 

gradually increases. Figure 4.5 depicts the results of the first simulation scenario (CTL 

out of operation). 

The conclusion of the first simulation is that the mean number of generations is relative 

not only to the amount of faults but also to the way these emerging inside the array. 

Figures 4.6, 4.7 and 4.8 depict the three distinctive configurations of the faults that were 

applied on the CPL. Based on the different scheme of faults that were simulated, it is 

apparent that the number of generations increases significantly when "alive" PEs are 

surrounded by faulty ones. This is more obvious in the third scenario that is depicted in 

Figure 4.8, where five PEs cannot take advantage of the fine-grained parallelism, as 

they operate individually. 

- 52 - 



Chapter 4— Designing a Stand-Alone Fault-Tolerant Architecture 

8 

7 

6 
(I) 
c5 
0 

20  4 
(D 
C 
a) 3 
0 

2 

1 

0 

0 	 15 	 30 	 40 

Fault Percentage (%) 

Figure 4.5: Mean number of generations that CPL needs to converge for different 
percentages of faults without the utilization of CTL 

The majority of the simulations showed that in these worst-case scenarios the number of 

generations can substantially increase and thus the performance of the system may be 

inadequate for real-time applications. Subsequently, the same simulations were 

repeated, incorporating this time the functionality of the CTL. During these simulations, 

it is assumed that the CTL is immune to faults because initially the main scope is to 

present its beneficial effect over the CPL. Figure 4.9 depicts the results of the two 

different simulation approaches. The two graphs present how the performance of CPL is 

affected by the CTL in the presence of 4 different fault-levels. It is apparent that the 

existence of the CTL significantly improves the performance of the CPL. This 

enhancement becomes more evident whenever the number of faults increases. 

Apparently, this is the maximum boost that the CTL can provide because it has been 

ideally assumed that there are not any faults in the CTL. 
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Figure 4.6: Simulation scenario for percentage of faults 15% (shaded PEs are faulty) 

Figure 4.7: Simulation scenario for percentage of faults 30% (shaded PEs are faulty) 

Figure 4.8: Simulation scenario for percentage of faults 40% (shaded PEs are faulty) 
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Figure 4.9: Mean number of generations that CPL needs to converge with and without 
the CTL usage 

Moreover, it is also very important to investigate how the performance of the CTL is 

affected whenever a growing number of failures occur on the controllers. Figure 4.10 

demonstrates that the mean number of generations that the controllers need to converge 

increases with a higher rate, for a CPL fault percentage larger than 20%. Therefore, 

after numerous simulations, it can be inferred that the CTL is able to cope with fewer 

faults than the CPL does. This is reasonable because CTL does not have a self-

mechanism to isolate the PEs, which are surrounded by "faulty" ones. However, the 

simulation results proved that the CTL can compensate very efficiently for percentage 

of faults between 0 and 35%. 
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Figure 4.10: Mean number of generations that CTL needs for different percentage of 
faults in both layers 

4.5 Conclusions 

This section presented the VLSI implementation of a PGA that exploits massive 

parallelism and a two-dimensional array topology. Due to the massive parallelism that is 

employed, the overall architecture is able to maintain its functionality despite the 

presence of faults. According to the obtained results, the percentage of the occurring 

faults can securely reach 35% and 30% for the CPL and CTL, respectively. The 

obtained results showed that this architecture outperforms other conventional methods 

that deal with fault-tolerance, such as Triple Modular Redundancy (TMR), which has 

traditionally been used for protecting digital logic from Single Event Upsets (SEUs) 
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and/or SHEs in Space born applications. This approach uses three identical logic 

circuits performing the same task in parallel with corresponding outputs being 

compared through a majority voter circuit. In the simulation scenario depicted in Figure 

4.8, there are 26 faulty PEs in the CPL, 27 "alive" PEs that efficiently contribute to the 

final solution and 11 PEs that are in a stand-by mode. On the contrary, TMR approach 

would require 27 (number of alive PEs that form the active part of the PGA) multiplied 

by the redundancy factor of 3. This implies that TMR methodology would require 81 

PEs instead of 64 that are used for the implementation of the fine-grained PGA. Thus; it 

can be deduced that there is a reduction of 21% in the number of PEs that are required 

for providing a fault-robust reconfiguration mechanism. 

Future work can be done in this architecture, in order to embed within the CPL the 

actual functionality of the electronics associated with the JPL/Boeing gyroscope. 

However, due to massive parallelism the whole implementation and integration would 

be very challenging and therefore, a smaller number of PEs must be considered. 

-57- 



Chapter 5 
Custom-Reconfigurable 

FIR Structures 

5.1 Introduction 

This chapter presents five novel reconfigurable hardware substrates that are specially 

tailored for the implementation of the sensor's FIR filters, shown in Figure 2.2. 

Nowadays, FIR filters constitute the back-bone of most DSP systems. Based on the 

nature of the targeted applications, there are several issues that must be considered like 

performance, physical area, power consumption and the system's robustness. General 

purpose DSPs, such as TMS320 series from Texas Instruments do not provide adequate 

throughput and lack of reliability since they do not provide any redundancy. On the 

other hand, general-purpose FPGAs present high flexibility in terms of design re-

usability but are not suitable for low-power applications. Therefore, there is a need in 

the industrial, electronic market for hybrid reconfigurable fabrics that constitute a trade-

off solution between general-purpose DSPs and FPGAs [36]. This chapter ends with the 

latest achievement that is later used for the realization of the sensor's FIR filters. This 

reconfigurable hardware substrate exploits the majority of the beneficial outcomes from 

the previous four architectures and manages to meet all the requirements imposed by the 

JPL/Boeing gyroscope. 
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5.2 Zig-zag Interconnection Scheme between CALBs 

5.2.1 Introduction 

This section presents a custom reconfigurable VLSI architecture that targets the 

implementation of low-power medium/high order digital FIR filters. These are realized 

within a reconfigurable array that consists of heterogeneous programmable arithmetic-

logic units, which have been optimized for area, speed and power. The design is a 

multiplier-less architecture, which is based on the primitive operation filtering (POF) 

[17] technique that presents superiority over canonic signed digit code (CSD). 

According to this technique the arithmetic and accumulation unit of the FIR filters is 

realized using only primitive operations such as shifts, additions and subtractions. 

Furthermore, a hybrid arithmetic approach is followed that makes the reconfigurable 

architecture able to cope with overflow events. Finally, an evolutionary strategy is 

introduced, which utilizes a radix-4 256-point single delay commutator (R4SDC) 

pipelined Fast-Fourier-Transform (FFT) module to calculate the frequency response of 

the evolved filters and provide the best possible configuration string to the 

reconfigurable hardware substrate. 

5.2.2 System Architecture 

From the hardware prospective, the architecture consists of 13 by 13 configurable 

arithmetic/logic units (CALUs) array. Unlike more macro-based approaches [7], this 

architecture is more fine-grained. It constitutes a heterogeneous array since it consists of 

three different kinds of CALUs. The aim behind this is to reduce the complexity and the 

configuration bits needed per CALU in order to increase the performance and decrease 
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the physical-area and power-consumption of the array. Almost all of these are 

configurable and able to implement right/left shifting or addition/subtraction operations. 

The output of each CALU is fed into a synchronous register. This hardware approach 

composes a pipelined architecture, which increases data throughput. Moreover, there are 

a few blocks (switch boxes) that provide data routing in the horizontal/vertical level and 

store the output in a register. Considering the size of the reconfigurable hardware array, 

it can be deduced that the total number of registers is 169 and the maximum filter's 

order that can be achieved is: 

Taps= 169—(width+ height— 1) (5.1) 

Width denotes the number of CALUs in the horizontal axis, while height denotes the 

number of CALUs that are attached on the vertical axis of the array. Thus, it can be 

implied that a 13 by 13 array structure may theoretically achieve a 144-order filter. 

Figure 5.1 depicts the topology of the reconfigurable array and how the CALUs are 

connected to each other. It can be seen that a zig-zag interconnection scheme has been 

selected that can theoretically increase the efficiency of the architecture to utilize the 

majority of the synchronous registers. Figures 5.4 and 5.5 show the functional hardware 

description of the A/S and RIL shifter CALU, respectively. It can be deduced that by 

using the proper bit-configuration, both CALUs have the ability to output the input 

signal without performing any manipulation. Therefore, for different configuration 

schemes applied to the reconfigurable hardware in Figure 5. 1, CALUs that belong in the 

same row but are not adjacent can communicate within a single clock cycle. Moreover, 
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it is apparent that numerous data paths with different delay times can be created in 

different physical areas of the reconfigurable hardware. 	 - 

- 	- 
K 
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In In -h.hIl -r 
A: addition/subtraction CALU 
S 	left/right shifting CALU 
F 	registered switch box 

Fast Interconnections 
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Figure 5.1: Topology of the reconfigurable array 
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Each data path may compose a distinctive tap of the filter or alternatively two or more 

data paths can collaborate to produce one tap. In addition to this, the switch-boxes 

denoted with "F" define the critical path in the design and fix the timing violations that 

may occur when invalid configuration schemes are applied on the hardware substrate. 

Hence, the output of a switch-box is always stored in a register in both horizontal and 

vertical direction. Moreover, a 4 to 1 multiplexer, attached before each switch-box, is 

employed in order to establish thefast interconnection. This approach enables a switch-

box to select each input from each one of the previous 4 CALUs. The terminology fast 

derives from the fact that the communication occurs in one clock cycle. Concerning the 

configuration process, the hardware needs 464 bits in total to be configured. The load of 

the configuration string occurs in parallel and hence only one clock cycle is needed for 

the hardware to change its configuration. This may be a drawback from physical-area 

point of view compared with a bit-serial loaded architecture but on the other hand, this 

approach decreases tremendously the power-consumption during configuration time. 

The achieved reduction factor is very important because the implementation of the 

filters is evolutionary based and hence many configuration schemes will be applied and 

evaluated until the GA's convergence. Figure 5.2 depicts the overall architecture which 

consists of a reconfigurable hardware substrate and a custom GA that is responsible for 

the evolution of medium/high order FIR filters. The proposed GA uses a 256-point 

R4SDC FFT module to calculate the frequency response of the evolved filter and 

compare it against the ideal one. Figure 5.3 depicts the three stages of the FFT 

architecture [15]. Each stage includes a commutator, a complex multiplier and a simpler 
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butterfly element, which generates 256 outputs consecutively in 256 clock cycles. The 

function of the commutators, which comprise memory blocks, is ordering sequential 

input data into parallel output data for the data temporal separation requirement of FFT 

algorithms. From the first stage to the third one, the size of the commutators is 384, 96 

and 24 words, respectively. The R4SDC architecture can be directly interfaced to a 

sequential word input without the requirement for input buffers. 

X (t 	 Reconfigurable 
Architecture 

Saturation I 	I Configuration 
Y (t)1 Signals 	Signals 

I FFT I 
GA 

Figure 5.2: Overall system architecture comprising a reconfigurable hardware substrate 
and a GA performing evolution in frequency domain 

Stage I 	 1 	Stage 2 	 1 	Stage 3 

Input 
Output 

Coefficient I 	 Coefficient 2 

Figure 5.3: Three stages Fast Fourier Transform module 

Finally, the fitness-function of the GA besides the frequency response, it also considers 

the number of saturation events that appear for a specific hardware configuration 
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scheme. Based on this technique, the GA penalizes configuration schemes that produce 

extensive saturation events and the evolution of noisy filters is prevented. 

5.2.2.1 Addition/Subtraction CALU 

The addition/subtraction CALU (A/S-CALU) consists of both combinational and 

sequential logic. The combinational part includes a unit that performs either 20-bit 

addition or subtraction. As it can be seen in Figure 5.4, the inputs of AIS-CALU are 

determined by two multiplexers. The vertical output is fed into a synchronous register 

that stores the output of the A/S unit. Moreover, the horizontal output can be either the 

output of the register of the one of the two CALU's inputs. Thus, each A/S-CALU is 

able to obtain a different output value at each of the two output-ports. Furthermore, 

A/S-CALU is associated with some additional logic that copes with overflow 

phenomena by using a new arithmetic scheme that is a combination of fixed and 

floating point arithmetic, truncation, saturation and scaling. The detailed mechanism 

will be fully described in Section 5.2.3. 
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Figure 5.4: Addition/subtraction CALU 
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5.2.2.2 Left/Right Shifting CALU 

Similarly to the A/S-CALU, the left/right shifting CALU (L/R-S CALU) has identical 

combinational logic but obviously different arithmetic unit. As Figure 5.5 depicts, the 

binary shifter itself is configured by 1-bit and based on its value, the arithmetic unit 

shifts on the right or left by I position the input value. Furthermore, the L/R-S CALU 

has two multiplexers that select the input and output of the CALU. The enable attached 

to the horizontal output can either select to forward the value stored in the register or 

automatically pass the selected input to the output, without performing any shifting 

operation. 

Ver_out 

1-bit 
1-bit. 

Input A 	I lL / 1I L 	 1-bit Left Is.IgnL 
shifter 	Reg 	Hor_out 

Input B 

Figure 5.5: Binary L/R shifter CALU 

5.2.3 Overflow Protection Mechanism 

As the design consists of numerous arithmetic units that perform primitive operations, 

overflow is very likely to happen. Therefore, reconfigurable fabrics must be very 

carefully designed and incorporate additional logic in order to secure the precise 

behavior of the targeted applications. This section presents an evolutionary based 

mechanism that has been employed in this custom reconfigurable structure for the 
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prevention of overflow phenomena. According to this mechanism, a protection-bit has 

been added in the 20-bit data bus and set whenever an overflow occurs. In each CALU, 

there is an overflow detection mechanism embedded inside the arithmetic unit and 

whenever overflow is to occur, the data is shifted on the right by 3 bits. After the shift, 

the sign bit is extended and the 3 less significant bits are truncated. This can happen 

only once for a specific data sample and the protection bit is latched high in order to 

indicate that there is a binary exponent of 3. Using this protection bit, the architecture 

can safely add and subtract data samples, which have different binary exponents. Hence, 

it can be deduced that the employed arithmetic representation is a kind of hybrid one 

that mainly acts like fixed-point but utilizes the simplest form of floating-point, as well. 

In addition to this, each CALU utilizes a 1-bit register that indicates whether saturation 

has occurred. This composes an alternative approach to handle the overflow. Based on 

this, if the result is out of the range that can be represented, it takes the closest value 

within the available range. Saturation takes place whenever the protection bit has 

already been latched to logic high and an overflow is going to occur again. 

Consequently, the GA that controls the configuration of the system considers the 

"saturation" signals and adds the equivalent penalty in the fitness-function in order that 

such configurations are avoided. Moreover, the role of the right shifts can also be other 

than performing a conventional division by 2 on a single number. The division of the 

whole coefficient-set by a constant scale factor inserts attenuation into the frequency 

response but it does not affect its shape. This is an alternative way to prevent overflow 

that is known as scaling. However, it is very important to determine how much scaling 

Imm 
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is necessary to avoid overflow because it results in a loss of the effective number of 

digits and therefore increases the quantization error. The process of scaling is controlled 

by the GA, which is responsible for finding the configuration scheme with the most 

acceptable frequency response. 

5.2.4 Synthesis Results 

Considering the order of the targeted filters, the reconfigurable substrate consists of 

13x13 CALUs. The hardware has been synthesized using the Synopsys synthesis tool 

and UMC 0.18 gm technology cell library. The results depicted in Table 5. 1, are very 

promising in terms of physical area comparing with industrial purpose FPGAs. 

Moreover, the timing analysis shows that the clock frequency of this architecture can be 

up to 100 MHz which is quite competitive even compared with ASIC applications. 

TABLE 5-1: SYNTHESIS RESULTS OF THE RECONFIGURABLE HARDWARE (13x13 ARRAY) 

Area (sq.mm) A/S CALU L/R-S CALU SBox Array (13x13) 

Total cell 0.0074 0.0042 0.0025 1.139 

Net 0.0015 0.0008 0.0004 0.326 

Total 0.0089 0.005 0.0029 1.465 

5.2.5 Power Analysis 

The power consumption of this architecture has been calculated using Prime-Power tool 

(Synopsys), considering the standard-delay-format (SDF) information, which has been 

extracted after synthesis. Figure 5.6 depicts the results from the top module of the 
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reconfigurable hardware that consists of 169 CALUs, from which 63 perform 

addition/subtraction operations, another 63 perform left/right binary shifting and the rest 

41, are used to switch data samples. 

100% 
	

$akage. 0.065641 

90%------ 

switching 
0.522 

80% -. 

70%•  

80% 

50%- 	- 	 -- 
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1223 	I 
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20%--- 	 -- 	-- 

10% 

0% 

Figure 5.6: Power analysis of the reconfigurable hardware 

The figure illustrates the power in mW, which is consumed per MHz of operation for 

the evolution of a 12-tap low-pass filter. It is important to mention here that the 

operational voltage of the design is 1.8 Volt, which implies that the design pulls current 

equal to lmA/MHz. In Figure 5.7 is depicted the maximum power consumed by each 

CALU separately. The obtained figures are very significant because since each CALU 

is clocked through an AND gate, it can be switched-off in the case it does not on a 
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certain configuration. Hence, the total consumption depicted in Figure 5.6 can be further 

decreased under certain circumstances. 

100% - 	_______ 
leakag 

90% 	
O2 

	

I 	 switctirig 
80% 	 8 

70%  

60% 

50%  

40% 	 - 
internal 

	

30% -. 	 1534 

20% 

10% 

0% 
NS CALU 

Figure 5.7: Power analysis of the 3 different CALUs 

5.2.6 Conclusions 

This section presented a novel low-power custom reconfigurable VLSI architecture that 

is tailored for FIR filters realization. The novelty of this architecture lies in several 

fields that are associated with the interconnection scheme of the 169 CALUs within a 

fine-grained architecture and the way the coefficients are retrieved from the same 

output, using paths with different delay times based on a certain configuration. 

Additionally, by using the POF technique and designing heterogeneous configurable 

blocks, the power calculation of the reconfigurable hardware substrate has been proved 
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proved through the paradigms of a low-pass and high-pass filter, using evolution in time 

and frequency domain. The obtained results demonstrate the physical characteristics of 

the reconfigurable substrate and the performance of the GA in successfully designing 

low order FIR filters. Finally, the power results of the reconfigurable architecture are 

compared with these of the AT6000 series FPGAs [9] and an algorithmically power-

optimized reprogrammable FIR core [27]. 

5.3.2 System Architecture 

The architecture of the overall system consists of a reconfigurable hardware substrate, 

which is based on the POF design principle and a GA module, which is responsible for 

providing the best solution for the realization and the autonomous adaptation of the FIR 

filters. The substrate comprises an array structure that consists of 4x12 CALUs. There 

are two kinds of CALUs. The first performs addition/subtraction (A/S-CALU) of 20-bit 

numbers and the second left/right shifting (L/R-CALU) operations. Each CALU 

contains a programmable delay chain, which can generate delays that vary from 0 to 3 

clock cycles. The interconnection scheme between two adjacent columns is controlled 

by six 4:1 multiplexers. Moreover, a column of six registers is inserted, in order to 

prevent timing violations in the case of configurations that do not insert the proper 

number of delays. Figure 5.8 depicts the structure of the reconfigurable hardware in 

which the evolution of the filters takes place. At the right end, there is a single A/S-

CALU that gathers all the outputs. This CALU can only create a delay of one clock 

cycle. Therefore, it can be deduced that the minimum path for a data sample to go inside 
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the reconfigurable architecture can be 12 clock cycles, while the maximum path can be 

3+12*3=39 clock cycles. Hence, theoretically this specific array is capable of realizing 

a FIR filter with maximum of 36 taps. Figure 5.9 shows the architecture of the two 

CALUs. It is apparent that the AIS CALU needs 3 bits to be configured, while the LIR 

needs four. Moreover, in the A/S CALU there is 1 bit that determines whether the block 

will perform addition or subtraction and 2 bits that define the delay. Respectively, in the 

L/R CALU there is 2-bit programming of the delay chain and 2 bits that define the kind 

of shifting (shift left by 1, shift right by I or 2, no shift). Hence, it is apparent from 

Figures 5.8 and 5.9 that it is a pipelined architecture capable of convolving the different 

samples by creating paths with different delay times. 

4:1 MUX 	 4:1 MUX 
	

4:1 MUX 
ARRAY 	 ARRAY 

	
ARRAY 

NS 
CALU 

R/L 
CALU 

NS 
CALU 

Rh 
CALU 

Figure 5.8: Custom reconfigurable hardware tailored for the implementation of FIR 
filters 

The overall system architecture is the same as that depicted in Figure 5.2. The 

reconfigurable architecture informs the GA of the number of saturations which occur 
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after each applied configuration. Moreover, the overflow prevention mechanism that is 

used in this architecture is identical to the one in Section 5.2. 

1-bit 
2-bit 

nl 
H Addition/ 	DELAY 	O 
n2 Subtraction 	CHAIN 

A/S CALU 

2-bit 

CHAIN VO 
Figure 5.9: Hardware description of the two employed programmable CALUs 

5.3.3 Genetic Algorithm 

The two GAS that are used for the evolution of the coefficients and the frequency 

response, utilize the (1.i+X) methodology. According to this, the initial population 

consists of 50 chromosomes (parents) and is then extended to 100 by the addition of 

another 50 chromosomes (children). The children chromosomes are generated by 

crossover and mutation operations, which are applied on randomly selected 

chromosomes taken from the initial population. The rate of crossover is 80%, while the 

rate of mutation is 0.014% per gene. After evaluation and ranking the best chromosome 

is selected through elitism and in conjunction with another 49 survivors, which are 

selected through tournament selection, they compose the new parent chromosomes 

(population). Each chromosome consists of a 309-bit binary string, which encodes the 

operation of 25 A/S—CALUs, 24 RIL-CALUs and 70 4: 1 -multiplexers. 
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5.3.3.1 Evolution of Coefficients (time-domain) 

The fitness function of the first GA is expressed as the sum of the square of the 

difference between the ideal and the evolved coefficients. Moreover, there is a penalty 

applied on configurations that realize filters with different numbers of taps. Finally, 

there is an additional penalty associated with configurations that cause extensive 

saturation. The mathematical equation that expresses the final fitness-score is given 

below: 

I s-I 

Fitness =(coef ideal - coef evolved 2 - penalty lap 
- penalty 

Sal (5.2) 

Because the reconfigurable architecture is capable of dealing with fractional coefficients 

as well, both coefficients in equation (5.2) are multiplied first by a constant number 

(x103), in order to achieve the appropriate accuracy. 

5.3.3.2 Evolution of Frequency Response (frequency-domain) 

The fitness function of this GA is expressed by the sum of the difference of the evolved 

and ideal squared magnitudes. The ideal squared magnitude is pre-computed. according 

to the applied specification, while the evolved one (amplitude spectral density IF Ow) 2)  

is calculated by dividing the square of the output Y 2  (z) with the square of the input 

X2(z). Hence: 

2. 	2 	2 	2 	2 
I F(jw)  I =(Re 0,+Im out)/( Re ,+Im in) (5.3) 
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Because the FFT module is 256-point one, only the half frequencies have to be 

compared. Similarly with the previous methodology, configurations that produce 

extensive saturation are penalized. Therefore, the fitness-score is derived by the 

following equation: 

127 

Fitness = 
	

(IF (jw) 12,d"'.1 
- F(jw) I 2 

evolved) - penalty0, (54) 
i=O 

5.3.4 Simulation Results 

The simulation results that were obtained, concern the realization of two FIR filters (a 

low-pass and a high-pass) by using evolution in the time and frequency domain. The 

simulation process consists of two components: the reconfigurable architecture, which 

is synthesizable and the GA unit (including the FFT module) that runs in a Verilog 

testbench environment that is not fully synthesizable. The characteristics of the filters, 

which were designed by the evolution of coefficients, are shown in Tables 5-2 and 5-3. 

TABLE 5-2: Low-PASS FILTER SPECIFICATION 

Characteristics Fixed point Equiripple Low-pass filter (13-taps) 

Passband edge 0 	 0.1 radls 

Passband Attenuation 3 db 

Stopband Edge 0.15 rad/s 

Stopband Attenuation 20 db 
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TABLE 5-3: HIGH-PASS FILTER SPECIFICATION 

Characteristics 
Fixed point Equiripple High-pass filter 

(9-taps) 

Stopband edge frequency 0.01 md/s 

Stopband attenuation 20 db 

Passband edge frequency 0.1 md/s 

Passband attenuation 3 db 

5.3.4.1 Results in time-domain 

In order to obtain the transfer function of the evolved filter, the impulse response is 

applied to the architecture at the beginning of each evaluation followed by 39 

(maximum path delay) samples which are zero. The word length of the achieved 

coefficients can be up to 20-bit. Moreover, because a number of negative coefficients 

are used, a 2's compliment encoding is required. Figure 5.10 depicts the transfer 

function of the ideal and the evolved low-pass filter. It is apparent that the evolved filter 

has similar pass-band characteristics and that the stop-band of the evolved filter presents 

the same attenuation with the ideal one. However, the GA evolved a symmetrical 9-tap 

filter, instead of a symmetrical 13-tap one (ideal). The GA retrieves the best solution 

after 3500 generations. The process for the realization of the high-pass filter is exactly 

the same as before. Figure 5.11 illustrates the comparison in the transfer function 

between the evolved filter and the specification. The GA achieves the best solution after 

6300 generations and corresponds exactly to a 9-tap filter. However, as it can be seen, 

there is a small deviation in the stop-band and pass-band edge frequency. 
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Figure 5.10: Transfer function of the 13-tap low-pass filter 
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Figure 5.11: Transfer function of the 9-tap high-pass filter 
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5.3.4.2 Results in frequency-domain 

This methodology presents superiority over the previous one because it calculates the 

magnitude from the frequency response of the input and output, when real data is fed in 

to the reconfigurable architecture. Therefore, a more accurate estimation can be 

achieved in comparison with previous work reported in [109], [112] concerning 

overflow phenomena that generate noise in digital filters. Moreover, results prove that 

the GA requires much fewer generations to converge with respect to the previous 

methodology. However, it has the drawback that a single generation needs more 

computational time due to the FFT calculations. 

It has been mentioned in section 5.3.2 that the maximum number of taps that can be 

achieved by this architecture is 36. Therefore, considering the 256-point FFT, 220 

randomly selected data samples are fed in to the reconfigurable architecture. The 

remainder of the 256 is padded with zeros. The frequency response of the input is 

calculated only once, while the frequency response of the output changes in each 

generation. 

Figure 5.12 illustrates the comparison between the evolved low-pass filter and the 

applied specification. The actual number of generations needed is only 72. This 

reduction in the number of generations in comparison with the previous low-pass filter 

realization is quite sensible, considering the fact that the GA is not attempting to 

precisely match the value of each coefficient, but instead it. tries to evolve a filter that 

has the same spectral density with the one applied in the specification. After the design 
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of the filter, the coefficients of the filter were obtained by applying the impulse unit to 

the reconfigurable architecture and verifying the achieved magnitude in Matlab. Table 

5-4 summarizes the results. It is apparent from the evolved coefficients that the filter is 

not linear phase. 

100  

0.2 	0.4 	0.6 	0.8 
Normalized frequency (rad/s) 

Figure 5.12: Magnitude of the evolved low-pass filter 

For the design of the high-pass filter the GA needs 204 generations in order to find the 

optimal solution. In Figure 5.13 is the magnitude of the evolved filter is depicted in 

comparison with the ideal filter. Similarly to the previous example, Table 5-5 shows the 

coefficients of the evolved filter. 
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TABLE 5-4: COEFFICIENTS OF THE 8-TAP LOW-PASS FILTER 

Coefficients Value 

Co -0.125 

C 1  -0.129 

C2 -0.203 

C3 -0.254 

C4  -0.207 

C5 -0.203 

C6  0.129 

C 7  -0.078 
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Figure 5.13: Magnitude of the evolved high-pass filter 
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TABLE 5-5: COEFFICIENTS OF THE 12-TAP HIGH-PASS FILTER 

Coefficients Value 

CO  0.0098 

C 1  -0.0117 

C2 -0.0215 

C3 -0.0019 

C4  -0.0058 

C5 -0.1 152 

C6  0.6328 

C7  -0.2520 

C8  -0.2340 

C9 -0.1289 

C 10  0.0313 

C 11  0.0313 

5.3.5 Synthesis and Power Analysis 

A reconfigurable 4x 12 array has been synthesized using the Synopsys synthesis tool and 

utilizing the UMC 0.13jim technology cell library. The post-layout netlist was then 

employed in order to calculate the power consumption of the reconfigurable architecture 

by running a simulation with 1000 data samples both for the low-pass and high-pass 

filter. Table 5-6 summarizes the area results of the synthesized design. 
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TABLE 5-6: SILICON AREA OF THE RECONFIGURABLE HARDWARE 

Area (sq. mm) AIS CALU L/R CALU Reconfigurable Array (4x12) 

Combinational 473* 10 3.6* 10 0.2613 

Sequential 2.08* 10 2* 10 0.1087 

Interconnections 1.2*  10-' 1*1 0 0.1028 

Total chip 8.01* 10 6.6* 10 0.4728 

Figure 5.14 depicts the power consumed by the evolved low-pass and high-pass filters, 

which have 8 and 12 taps, respectively. The power is measured in mW and corresponds 

to the clock frequency equal to 1 MHz. It is important to mention that the operational 

voltage of the design is 1.08 Volts, which implies that the reconfigurable architecture 

pulls current equal to 0.32 mA and 0.34 mA for the low-pass and high-pass filter, 

respectively. 
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Figure 5.14: Power analysis of the evolved filters 
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It is interesting to examine the power that is consumed by each CALU because they are 

clocked through AND gates and therefore some CALUs can be switched-off, when they 

do not participate in a certain configuration and further reduce the total power 

consumption. In the example of the high-pass filter realization, the utilization of the 

CALUs is 81%. This implies that there are 9 CALUs (5 adders/subtractors and 4 

left/right shifters), which can be switched-off without affecting the filters behaviour. 

Figure 5.15 depicts the power results concerning the two kinds of CALUs and the 4 to 

imultiplexer, respectively. Consequently, Table 5-7 summarizes the power consumed 

by the reconfigurable hardware. This is compared to the power consumed by AT6000 

series FPGAs [9], specifically for the realization of FIR filters. Based on the power that 

the 12-tap filter consumes and on the utilization of the CALUs, the power consumption 

for the 16, 24 and 32-tap filter has been estimated. 

Moreover, the evolved filters are also compared against an algorithmically power-

optimized reprogrammable 128-tap FIR filter [27] implemented in the System Level 

Integration group that belongs in the University of Edinburgh. It comprises an ASIC 

implementation that exploits efficient algorithms in order to reduce power. Specifically, 

the first algorithm decomposes individual coefficients into two sub-components, such 

that a part can be produced using a single shift operation leaving another one with a 

reduced word-length to be applied on the multiplier. 
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Figure 5.15: Power analysis of the CALUs 

As a result, the effective switched capacitance decreases on the input of the multiplier 

and coefficient buses. The second algorithm reduces the switching activity not only at 

the multiplier inputs but also on the address and data buses, by processing multiple data 

samples at the same time, rather than one at a time. The filter has been synthesized 

using the same technology cell library (UMC 0.13i.tm ), with the proposed 

reconfigurable architecture. The power results of this comparison are also depicted in 

Table 5-7. Finally, analysis of the work in [72] reveals that the ASIC core that has been 

designed to implement the filtering tasks of the JPL/Boeing gyroscope consumes 
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4.5mW for a 128-tap filter (ASIC operating frequency is equal to 37 MHz), by using 

0.25 gm technology cell library and 2.5 core voltage supply. 

TABLE 5-7: POWER COMPARISON BETWEEN THE RECONFIGIJRABLE ARCHITECTURE AND 

SIMILAR FIR IMPLEMENTATIONS WITH ASIC AND FPGA TECHNOLOGIES 

FIR Filter 
(mA/MHz) AT6000 Reconfigurable 

 Architecture  ASIC 

8-tap 1.048 0.21 3.3* 10-3 

12-tap - 0.24 5*10-3  

16-tap 1.29 0.35 6.6* 10-3 

24-tap 1.94 0.47 10.1*10-3  

32-tap 2.62 0.58 13.3* 10-3 

5.3.6 Conclusions 

This section reveals an EHW architecture that targets a very power-optimized 

reconfigurable substrate to accomplish the control and filtering tasks of the JPL/Boeing 

gyroscope. The obtained simulation results emphasize the capability of this platform to 

realize FIR filters by using GAs in both time and frequency domain. Moreover, it has 

been proven that the evolution of the amplitude spectral density of the filter is more 

efficient than evolving the coefficients themselves directly, considering the number of 

generations that the GA needs to converge. This improvement is translated to a 

reduction of approximately 97% in the number of generations for both the realization of 

the low-pass and high-pass filter. Finally, the obtained power results classify the 

presented reconfigurable hardware sübstrãte in an intermediate category between FPGA 
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and ASIC technology. Specifically, it presents a reduction in power that is about 68% 

over the AT6000 series FPGAs and an increase that comes up to 98% over an ASIC 

implementation of a programmable FIR filter. 

5.4 FIR Architecture with Chain Interconnection Scheme 
between CALUs 

5.4.1 Introduction 

The EHW architectures, which have been presented so far in Sections 5.2 and 5.3, 

suffer from low-accuracy and the EAs, which have been employed to guide the filters' 

evolution, require a substantial amount of time to converge. 

The performance of the employed EAs is constrained by deceptive problems, such as 

pleiotropy (a single gene may simultaneously affect several phenotypic traits) and 

epistasis (one gene masks the phenotypic affects of another) [48], which prevent the 

algorithm reaching a global maximum within a time period that satisfies the time 

limitations of the targeted application. A typical example can be found in [43] where the 

evolution of the targeted filter can either take a significant number of generations or the 

evolved filters may not present very high accuracy. The phenomenon of pleiotropy 

occurs when the same hardware resource affect the realization of two or more 

coefficients, while epistasis occurs when a change in the control-bit of a multiplexer 

negates a part of hardware that was responsible for a part of the coefficient-set. In the 

paradigm of filters' evolution the phenomenon of pleiotropy is more destructive because 

a single change in control-bits of a piece of hardware may affect two or more 
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coefficients in a contradictive manner and therefore it is infeasible to resolve a 

configuration that accurately satisfies all the involved coefficients. Another problem 

that conventional evolutionary techniques encounter in the evolution of filters is their 

inability of drastically changing the hardware configuration after a significant number 

of coefficients, within thecoefficient-set, have been partially satisfied. 

5.4.2 System Architecture 

This section reveals an EHW architecture that mainly targets the reduction of the 

deceptive problems (epistasis and pleiotropy) that the previous architectures (Sections 

5.2 and 5.3) encounter. Hence, the first aim was to reduce the multiplexers within the 

design that produce an alternation in the behaviour of the circuit when their control-bit 

changes. Therefore, after investigating the manner of filter evolution in the previously 

presented EHW architectures, a new topology (chain interconnection scheme) has been 

introduced that mainly targets to minimize the deceptive effect of epistasis and 

pleiotropy and evolve more accurate filters. 

Similarly with the previous architectures, it combines both the adaptability of 

reconfigurable devices and the powerful search methods of GAs. This amalgam 

provides distinctive characteristics such as autonomous reconfiguration and recovery 

from faults. Compared with previous research achievements [43] in this field, this 

design presents several advantages. Firstly it can evolve each part of the FIR filter 

(delays, arithmetic and accumulation unit). Secondly, the interconnection scheme of the 

CALUs enables the power cut-off of the hardware components that do not participate in 
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the filter's evolution. Moreover, the proposed architecture, compared with previous 

research [109], [112], composes a fine-grained architecture that can be efficiently used 

for low-power and fault-tolerant applications. Figure 5.16 presents the overall 

architecture, which consists of the custom reconfigurable device that is adequate to 

realize higher-order FIR filters and the GA that guides the reconfiguration process and 

provides the best possible configuration. Similarly to the overall architecture, presented 

in Section 5.2, this one utilizes a radix-4 256-point FF1 to perform filter evolution in 

the frequency domain. 

x (t) 	
0 1 RECONFIGURABLE 

ARCHITECTURE 

configuration 

y (t) /256 I 	saturationi 	IFIR_order 

x (t) I 256 I 256-point IL1 FFT 
GENETIC 

ALGORITHM 
X (z) 

ASIC/pC 

Figure 5.16: Overall EHW architecture comprising a custom reconfigurable hardware 
and an evolutionary driven reconfiguration mechanism 

Moreover, random data samples X(t) are used because one of the purposes is to control 

and avoid overflow and saturation. Consequently, the output Y(t) of the reconfigurable 

architecture is obtained and then the frequency response of the input X(z) and output 

Y(z) is calculated in order to obtain the square magnitude of the system. The only 
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difference compared to that in Section 5.2 is that the GA also considers the order of the 

filter that is evolved. Hence, whenever there is a substantial deviation between the ideal 

and the evolved order, the GA applies a penalty in the fitness-score of these hardware 

configurations. 

5.4.2.1 Reconfigurable Architecture 

The main target of this reconfigurable architecture is to employ a more customized 

physical mean for the evolution of the digital filters. Figure 5.17 depicts the 

interconnection scheme of programmable elements. Similarly to the previous designs, 

this reconfigurable architecture is based on the POF technique, which is suitable for 

area and power optimization. Hence, the arithmetic unit of the system consists of the 

same A/S and RJL-S CALUs that have been introduced in Section 5.2. According to this 

hardware topology, the circuitry between two subsequent A/S CALUs is called 

Configurable Arithmetic/Logic Block (CALB) and is illustrated in Figure 5.17 within 

the dashed frame. 

ml 	i 1I 	LI 	I 	IL. 1  

1n2 	2 

Fir 
	 Fir in 

A/S CALU 	 R/L-S CALU 	Delay 

Figure 5.17: Functional description of the custom reconfigurable hardware 
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Moreover, non-adjacent CALBs are connected to each other via 2:1 multiplexers, 

according to Figure 5.18. This additional interconnection scheme is beneficial because it 

enables the system to control the order of the filter and/or avoid faulty components by 

providing alternative routing solutions. Furthermore, Figure 5.18 shows that CALB5 is 

connected directly with CALB 1 and that the intermediate CALBs are over-passed. It 

can also be seen that the employed power control mechanism utilizes the control-bit of 

the two multiplexers to control the enable signal of CALBs 2, 3 and 4. Hence, according 

to this configuration, the architecture switches-off these CALBs to reduce the power-

consumption of the evolved circuit. 

CALBs 2,3,4 are switched-off I ______ 

CALBI I 	I CALB2 hR CALB3 h- 1 CALB4 I 	H CALB5 

Figure 5.18: Power control mechanism - CALBs 2, 3 and 4 are switched-off because 
CALB 1 is virtually connected to CALB 5. The control-bit of the two multiplexers 
control the operation of CALBs 2, 3 and 4 

5.4.2.2 Genetic Algorithm 

The problem of identifying the binary configuration for the reconfigurable hardware, 

based on a certain specification and the random appearance of faults, is uniquely suited 

to EAs. Each individual that composes the population of the GA, encodes the control 

bits of the different reprogrammable elements (A/S CALU, RJL-S CALU and 
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multiplexers). The length of each individual is 528 bits. The selection of applying 

evolution in frequency domain has the advantage that the converging process speeds-up. 

Especially for online reconfiguration the GA does not have to accurately match the 

same set of the specified filter coefficients but just to evolve a filter with equivalent 

amplitude spectral density. In Figure 5.16 it can be seen that the GA also considers the 

order of the evolved filter after each generation. The GA has a priori knowledge of the 

order of the targeted filter. Moreover, based on this order, it is given a freedom to 

design filters that have similar order within a range that varies according to a pre-

defined number. Hence, when the GA evolves a filter that has more taps than the 

'number provided by the specification, a penalty is introduced in the fitness-function. 

Moreover, based on the required frequency response the GA is also provided with a 

rough estimation of the filter's order. This approach proved to facilitate significantly the 

convergence of the GA since it reduces the search space of the algorithm. Moreover, the 

GA, which was employed for the evolution of the low-pass and pass-band filters, 

utilizes the (.t-I-?.) methodology. According to this, the initial population consists of 50 

individuals, which after the genetic operations (crossover and mutation) is extended to 

100. The fittest chromosome is selected through elitism and in conjunction with another 

49 chromosomes, which are selected through tournament selection compose the new 

population. The rate of elitism (1%) and the kind of selection have been intentionally 

chosen in order for the GA to find a creative balance between exploration (searching of 

new solutions) and exploitation (taking advantage of previously found solutions). The 

fitness-function is given in equation 5.5 and slightly differs from the equation 5.2 in 
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Section 5.3. It calculates the ratio between the evolved and the ideal squared magnitude 

but also introduces a penalty for configuration schemes that produce substantially 

different filter orders. 

127 

(5.5) 
i=O 

The ideal squared magnitude is pre-computed according to the targeted filter 

specification, while the evolved one (amplitude spectral density IF(ici)1 2) is calculated 

by dividing the square of the output Y 2(z) with the square of the input X 2(z). The 

evolved amplitude spectral density is given by equation (5.6) below: 

2 	2 	2 	2 	2 

	

I F(jw)  I =(Re 0t+Im out)/(Re +Im 	(5.6) 

Where Rein, IMin represent the real and imaginary part of the data samples applied on 

the input of the reconfigurable architecture and similarly Re out  and Irn,,,ut  represent the 

complex output. Finally, equation 5.5 includes another two objectives, which are 

associated with the occurrence of saturation events and the order of the evolved filter, 

respectively. In both cases the GA applies a penalty on the fitness score in order to 

control saturation and prevent the implementation of filters with a substantially different 

specification. 

5.4.3 Injection of Anticipated Faults 

As was mentioned in Chapter 2, the JPL/Boeing gyroscope has been designed for 

airspace application where harsh environmental conditions prevail, such as radiation 
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and temperature variations. Single-Hard-Errors (SHEs) and multiple-bit SHEs [26], [59] 

dominate in electronic devices, which are exposed to highly radiated environment. The 

interaction of radiation particles with VLSI circuits can produce charge decomposition 

in critical regions of the circuit. This can in turn lead to bit-reversal errors. JPL/Boeing 

gyro is meant to operate in such environmental conditions and therefore the design of its 

electronics must be tolerable to behavioral deviations caused by such conditions. For the 

purpose of this simulation, the anticipated SHEs are modeled as permanent stuck-at 

faults, which occur on the memory elements of the system. Moreover, the 

reconfiguration can be distinguished in two different types (off-line and on-line 

reconfiguration), depending on the initial conditions of the evolution and the timing 

limits of the system for recovering its performance in the presence of faults. 

5.4.3.1 Off-line Reconfiguration 

The computation time of this approach usually takes longer than the online one because 

it does not employ any apriori knowledge for the realization of the targeted electronics. 

Thus, the content of the population is randomly selected. In the simulation results that 

are presented in Section 5.4.4, it can be seen that offline reconfiguration is capable of 

coping with fabrication imperfections and faults that occur at the very early state of 

reconfiguration. 

5.4.3.2 On-line Reconfiguration 

Alike the offline reconfiguration, the online one incorporates knowledge of the design 

implementation. Hence, the initial population comprises the achieved population after 
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the first convergence of the GA. Its scope is to make the reconfigurable device adapt in 

real-time with operational perturbations, which lie in environmental changes 

(temperature, pressure, etc.) or occurrence of faults after the initial realization of the 

electronic circuit. 

5.4.4 Simulation Results 

This section presents the simulation results associated with the realization of the low-

pass (73-tap) and pass-band (60-tap) filters, shown in Tables 5-8 and 5-9. These filters 

have been designed in MatLab using the equiripple algorithm [70]. The three simulated 

scenarios correspond to 0%, 5% and 10% of faults. It must be mentioned here that the 

initial conditions (population content and seeds of the random number generators) for 

these three simulation cases were exactly the same. Figure 5.19 and 5.20 show the 

filters, which have been designed with the help of the GA for the two given 

specifications. From the results it is obvious that using the proposed overall architecture 

it is feasible to precisely achieve the desired specification. 

TABLE 5-8: Low-PASS FILTER SPECIFICATION 

Sampling frequency 1 KHz 

Pass-band edge 0.1 radls 

Pass-band tolerance I db 

Stop-band edge 0.1156 md/s 

Stop-band attenuation 35 db 
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TABLE 5-9: PASS-BAND FILTER SPECIFICATION 

1 	stop-band edge 0.1 radls 

2nd stop-band edge 0.4 md/s 

Stop-band attenuation 20 db 

I A pass-band edge 0.112 radls 

2 n pass-band edge 0.388 radls 

Pass-band tolerance I db 
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Figure 5.19: Low-pass filter evolution with 0% faults 
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Figure 5.20: Pass-band filter evolution with 0% faults 

5.4.4.1 Off-line Reconfiguration for Faults 5% and 10% 

In this simulation scenario, the performance of the GA is monitored, when the pass-

band filter specified in Table 5-9 is implemented within a faulty environment. Thus, 

faults equal to 5% and 10% were injected into the user and configuration memory of the 

reconfigurable architecture [90]. The effect of an error in the configuration memory 

forces for example, an AS-CALU to perform only addition or subtraction, or always 

select the same input, while an error in the user memory produces a deviation in the 

content of a register. Figure 5.21 demonstrates how the system manages to approach the 

desired functionality in the presence of faults. A comparison with a fault-free simulation 

scenario (Figure 5.20) is also depicted. In order to obtain an objective comparison the 

injected faults in the 5% scenario compose a subset of the 10% one. The result of the 
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three graphs represents the best run out of the three that have been performed. This run 

achieves higher accuracy within fewer number of generations compared to the other two 

successful runs. Finally, the practical outcome of this figure is that the reconfigurable 

architecture is able to implement FIR filters even if numerous faults emerge, after the 

fabrication process and/or when the system starts to implement a new circuitry from 

scratch. 
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U 
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10% faults 
0.15 
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50 100 150 200 250 300 350 400 450 500 550 6( 
generations 

Figure 5.21: Evolution process of the pass-band filter for faults 0%, 5% and 10% 

5.4.4.2 On-line Reconfiguration for Faults 5% and 10% 

The purpose of the on-line reconfiguration is to demonstrate whether the system is able 

to recover its functionality in real-time. Similarly to the off-line reconfiguration, the 

same number of faults was injected. Figures 5.22 and 5.23 demonstrate two different 
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simulations, which illustrate how efficiently the system can recover the functionality of 

the pass-band and low-pass filter, respectively. 
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Figure 5.22: On-line pass-band filter recovery for faults 5% and 10% 
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Figure 5.23: On-line low-pass filter recovery for faults 5% and 10% 
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The two simulations run a limited number of generations (200) because the time 

required for the on-line reconfiguration must be shorter than the update rate of the 

JPL/Boeing gyroscope. Again these results represent the best run out of three successful 

simulations that use different initialization parameters for the GA. 

5.4.5 Synthesis and Power Analysis 

The reconfigurable hardware substrate consists of 40 CALBs. The design was 

synthesized using the Synopsys synthesis tool and employing the UMC 0.13tm 

technology cell library. Based on these criteria, the die area of the design occupies 

0.67mm2 . Subsequently, power analysis was carried out using the Synopsys Prime-

Power tools. Interconnect parasitics were taken into account in order to obtain a more 

realistic result. From Figure 5.17, it can be deduced that power savings can be achieved 

even in active CALBs. This is feasible because the control-bit of the 2 multiplexers 

inside each CALB can control the enable-bit of the matching registers. Initially, both 

filters consume approximately the same power 0.3767 mW/MHz. However, Figure 5.24 

shows the power that can be saved by the low-pass and pass-band filter, respectively. 

This power corresponds to the dynamic power since the leakage power still will remain 

after disabling the unused components. Thus, considering the power analysis for both 

filters, the low-pass filter consumes 0.2767mW per 1 MHz of operation, while the pass-

band consumes 0.256mW/MHz. Finally, the achieved power results are very 

competitive compared with the reconfigurable architecture presented in Section 5.3 and 

the ATM EL 6000 series FPGAs (Table 5-7). 
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Figure 5.24: Power savings for the low-pass and pass-band filters 

5.4.6 Conclusions 

This section presents an El-lW architecture that is capable of evolving higher-order 

filters than the first two architectures in Sections 5.2 and 5.3. Moreover, it has been 

proved that it is adequate for the implementation of electronics that require continuous 

adaptation due to environmental perturbations (temperature, radiation, pressure, etc). 

The obtained results show that the system provides enough adaptability and robustness 

to cope with an occurrence of faults of up to 10%. Moreover, power analyses of the 

simulated netlists prove that the customized design secures significantly lower power 

consumption compared to industrial general-purpose FPGAs. 
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5.5 Development of a Folded-Transposed form FIR Filter 

5.5.1 Introduction 

The reconfigurabie architecture that has been presented in Section 5.4 comprises the 

first successful attempt to evolve more accurate and higher-order FIR filters that would 

be suitable for the JPL/Boeing electronics. Moreover, it has been proven that these 

filters are very low-power and that the reconfigurable architecture is capable of 

recovering their functionality in the presence of SHEs. However, there are a few 

drawbacks with the previous EHW architecture. The first limitation is that evolution in 

frequency-domain requires high computational effort. In [115] authors present the 

evolution of medium order filters in the frequency-domain and suggest that the 

evolution of higher order filters becomes impractical due to the complexity of their 

architecture and the computational time needed for evolution in the frequency-domain. 

The second drawback is the achieved moderate accuracy due to the round-off error 

produced by the FFT module [117] and the filter [41] in order both to fit the data to the 

prescribed word-length. Finally, the evolved filters are not always linear-phase, which 

is a prerequisite for the FIR filters that compose the gyroscope's electronics. Therefore, 

this section presents an EHW architecture that performs evolution in the time-domain 

and adopts alternative techniques, such as the folded-transposed form FIR filter 

implementation and a custom non-stochastic search algorithm, in order to shorten the 

time that the GA needs to converge. This architecture differentiates from previous 

research work on reconfigurable FIR filter architecture [16], [58]. Although these 

architectures are able to change on demand the specification of a filter, they are 
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vulnerable to the presence of hardware faults because of their granularity in critical 

components (multiplier and accumulation block) is not adequate for exploiting 

redundancy. Finally, compared with [43], this architecture is capable of coping with 

faults that emerge even in the accumulative unit of the filter. 

5.5.2 Overall Architecture 

The overall architecture consists of a reconfigurable hardware topology that aims at 

accomplishing the filtering tasks of the JPL/Boeing gyroscope and a custom search 

algorithm, which provides the binary configuration on the hardware. Both the hardware 

topology and the GA are combined in order to implement filters with minimum 

hardware resources. Figure 5.25 depicts the block diagram of the overall architecture. It 

can be seen that the GA during the evolution of the filters, considers the impulse 

response H(z), which corresponds to the response of a discrete-time system to a unit-

impulse u(n). The impulse response is represented by the coefficients of the evolved 

filter and is compared with the ideal impulse response (set of coefficients). Finally, 

after the implementation of the targeted filter, the GA provides the representative binary 

configuration and some additional control signals, which concern the accumulation unit 

of the filter. 
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Hardware 

Binary 	 Accumulation 
configuration I 	I control signals 

Cu st 	 : 
StO 

Figure 5.25: Block diagram of overall architecture 

5.5.2.1 Reconfigurable Hardware Topology 

The topology of the hardware has been specifically selected for the implementation of 

the transposed form of FIR filters. This technique has the advantage that only half the 

coefficients have to be evolved and therefore the search algorithm needs considerably 

less time in order to obtain the binary configuration. The design consists of two parts 

named multiplier and accumulation block. Figure 5.26 shows the interface between 

these two parts. It must be mentioned here that the multiplier block does not employ a 

dedicated multiplier but instead it uses the POF technique for realizing the targeted 

coefficients. This approach increases the granularity of the multiplier block and hence 

redundancy can be exploited more efficiently. In the proposed architecture, each 

coefficient can be implemented with different combinations of addition/subtraction 

(A/S) and left/right (L/R) shift operations. Moreover, it may need different number of 

vertices in order to be implemented. 
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Figure 5.26: Reconfigurable hardware topology 

The concept of a vertex is shown in Figure 5.27 (circuitry included within the shaded 

box). The main target of this architecture is to minimize the number of the employed 

A/S units, as they consume considerably more power, compared with shifters and 

multiplexers. Hence, each vertex is able to connect to either one of the three previous 

adjacent vertices in order to re-use former partial sums that facilitate the realization of 

subsequent coefficients. 
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Figure 5.27: Hardware architecture and interconnection scheme 

Figure 5.26 depicts that the first coefficient needs the hardware resources of two 

vertices and therefore only the second vertex is connected with the accumulation block. 

This mechanism is controlled by the GA and enables the architecture to be very flexible 

when system adaptation is required or faults occur on hardware components either in 

the multiplier or accumulation block. Based on the folded transposed form of FIR 

filters, the multiplication of each data sample with each coefficient must be performed 
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at the same time. The design is a pipelined architecture and the multiplier block has 

been implemented so that each tap needs 6 clock cycles. Therefore, since each 

coefficient may need a different number of vertices, each vertex must incorporate a 

variable clock cycle delay in order to cope with synchronization problems. Figure 5.27 

shows that each vertex includes a programmable delay of 4 clock cycles. Hence, if for 

example a coefficient employs two vertices, the delay on these two must be adjusted to 

give a sum of 6. In addition to this, the A/S units include a two's compliment module 

that determines whether addition or subtraction will be performed. Moreover, the 

architecture has been designed to realize either positive/negative and odd/even integer 

coefficients. Therefore, both L/R shift operations are needed. In Figure 5.27, the upper 

shifter is capable to either perform binary left or right shift by 8. On the other hand, the 

lower shifter performs binary left shift by one or it just forwards its input. This 

technique secures that any odd or even integer number can be realized. It must be 

mentioned here that decimal coefficient sets have first to be transformed into integer 

ones. On the contrary to the A/S units, the shifters are asynchronous circuits and their 

outputs feed the two inputs of each A/S unit, as it is depicted in Figure 5.27. From the 

last picture in the same figure (bottom end), it can be deduced that when the input of the 

FIR filter is selected to feed the A/S units, this must be consistent in time with the A/S 

unit. Therefore, there is a need for a programmable delay chain in order to evolve the 

correct timing. The output of this programmable delay chain is the input of the 

reconfigurable hardware. 
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Finally, Figure 5.28 illustrates the internal design of the AIS units, which are attached to 

the accumulation block. These are different to the AIS units of the multiplier block. 

Specifically, the, control signal of the multiplexer is controlled by an adaptive 

mechanism, which collaborates with the search algorithm and determines whether the 

respective vertex on the multiplier block corresponds to a tap or it just constitutes an 

intermediate vertex. In the later case the horizontal input of the adder instantaneously 

feeds the output and neither addition or subtraction operation is performed. 

Horizontal 
	 Output 

input 

Vertical input 

I bit 

Figure 5.28: A/S unit in the accumulation block 

5.5.2.2 Architecture of Custom Search Algorithm 

The GA, which has been employed to provide the binary configuration on the 

reconfigurable hardware substrate, composes a custom design that aims at realizing FIR 

filters with the minimum possible adder-cost and speeding-up the time that is needed for 

the filter implementation. This aim has been achieved by following several techniques 

in both the reconfigurable hardware (each vertex re-uses former partial sums) and GA. 
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From the algorithmic perspective, genetic operations take place only on the parts of the 

chromosome that correspond to the currently realized coefficient and the three previous 

vertices. According to this approach the search algorithm gradually realizes each 

coefficient individually and not the entire coefficient set at the same time. Hence, at any 

instance the search area of the GA is minimized and consequently the realization time 

of each coefficient is reduced. Figure 5.29 depicts the encoding approach of each 

chromosome and shows how the GA assigns the coefficients to vertices. 

Upper shift Lower shift NS unit Fir input  Mux I Mux 2 
(4 bits) (1 bit) (3 bit) (3 bit) (2 bit) (2 bit) 

Vertex I 	Vertex 2 	Vertex 3 	Vertex 4 	Vertex 5 Vertex N 

Coeffi d;;ti1Coefficient 2 I 	H0;ff1nt 3. 

Figure 5.29: Encoding scheme for search algorithm 

From the picture it can be deduced that the first coefficient utilizes two vertices, while 

the second realized coefficient employs the output of the second vertex plus two 

additional ones. During the realization of the second vertex, the GA performs genetic 

operations on vertices I to 4, since vertex 4 can utilize the output of each one of the 

three previous vertices. When evolving the third coefficient, the GA initially assigns to 

it one additional vertex (vertex 5) and it waits to see whether the coefficient 5 will be 
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realized by utilizing vertex 5 and the partial sums of the vertices 2, 3 and 4. If the GA is 

not able to realize the third coefficient within a certain number of generations, then it 

assigns an additional vertex (vertex 6). Based on this approach, the GA ensures that the 

binary configuration does not employ redundant vertices for realizing a given 

coefficient set. Consequently, this has a significant impact on the power, which is 

consumed by the implemented FIR filter. Finally, the objective function (equation 5.7) 

of the GA is given as the summation of the ratios between the ideal and the evolved 

coefficients (Cideal and Cevoivj) as it is illustrated in the formula below. It can also be 

deduced that the maximum fitness-score for each coefficient is 1. 

	

C ideal / Cevolved 	if Cevo lved>=C i deal 

Fitness=— 	 (5.7). 
< r ideal 

	

evolved 
i i'

ideal 	evolved 	'—  

Moreover, only when the fitness-score is equal to 1 (first coefficient has been evolved), 

the GA considers the fitness-score of the second coefficient. This approach evolves the 

targeted coefficient-set in a gradual method and does not consider all the coefficients at 

the same time. This is another point that the proposed GA differentiates from previous 

research works [109], [112], in which all the sub fitness-scores of the different 

coefficients are considered from the start of the evolution, even if none of them have 

been precisely realized. The conventional methodology has been proved to create 

hardware dependencies between coefficients, which are not adjacent within the 

coefficient set and thus, a small change in the binary configuration that improves a 

certain coefficient may negatively affect other non-adjacent coefficients. Therefore, this 
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effect introduces significant delay in the convergence process of the GA or even worse 

forces the GA to get stuck on sub-optimal solutions. Finally, the GA collaborates with 

an adaptive mechanism, which controls the control-bits of the A/S units in the 

accumulation block. More specifically, this controller initially configures the A/S unit to 

operate as accumulation node, considering that the realization of a specific coefficient 

needs one vertex. Subsequently, it considers the fitness-score, which can be obtained 

with this specific configuration and if for a certain number of generations the fitness-

score does not achieve an acceptable threshold, then the controller assigns an additional 

vertex in the realization of the coefficient by turning-off the previous A/S unit and 

making accumulation node the next A/S unit. 

5.5.3 Simulation Results 

The capability of this architecture to accomplish the electronics of the JPL/Boeing 

gyroscope is demonstrated through a 41-tap low-pass filter. Based on the targeted 

specification the pass-band stops at 0.2 rad/s, the stop-band starts at 0.284 rad/s and 

there is 50db attenuation in the stop-band. Initially, the realization of the filter is 

performed in an error free environment. Subsequently, different scenarios of SHEs are 

injected either in the multiplier or accumulation unit of the realized filter. 

5.5.3.1 Error-free Simulation of FIR Filter 

Due to the folded transposed form that the proposed architecture supports, the GA has 

to realize only 21 coefficients. According to the simulation results the filter needs 45 

A/S units in order to accomplish this specific coefficient-set. This implies that on 
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average the realization of each coefficient takes 2.14 vertices, which is quite impressive, 

considering that the coefficient-set consists of 16 bit integer numbers. Finally, Figure 

5.30 depicts how precisely the evolved filter matches the specification. The green graph 

represents the frequency response of the evolved filter and it has been obtained in 

MatLab by applying the freqz command [69] to the evolved coefficient-set of the 

reconfigurable architecture. The blue one represents the ideal one, as it was generated in 

MatLab. The only weak point of this methodology is that the evolution time of the filter 

needs a significant number of generations in order the evolved circuit to achieve an 

acceptable level of accuracy. Hence, in this simulation the GA took almost 2100 

generations to evolve the filter depicted in Figure 5.30 (green line). The long 

reconfiguration time is justified considering that the GA must evolve the correct timing 

(6 clock cycles) for each tap. 

0 	 0.2 	0.286 	0.4 	 0.6 	 0.8 	 1  
normalized frequency (rad/s) 

Figure 530: Comparison of the evolved and ideal filter 
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5.5.3.2 Adaptive Mechanism for Fault-Robustness 

The proposed architecture employs an adaptive mechanism in order to recover from the 

occurrence of faults. Preliminary results show that the proposed reconfigurable design is 

capable of coping with SUEs, which occur either in user (registers) or configuration 

memory. According to this mechanism, there is a control unit embedded in the search 

algorithm that whenever the fitness-score of the GA cannot reach a certain threshold, it 

changes the control bits of the multiplexers that exist inside the A/S units in the 

accumulation block after a number of generations. In the first scenario of faults 

injection, SHEs occur in the user memory of the multiplier or accumulation block. 

Figure 5.31 depicts how the controller modifies (lower graph) the configuration in the 

accumulation block and assigns an extra vertex-block in the currently realized filter. It 

can also be seen that a vertex-block consists of a vertex (multiplier block) and two A/S 

units (accumulation block). According to this specific scenario, the filter initially 

employs three vertices in order to realize a coefficient. However, because there are 

faults (modeled as stuck-at faults) in the third vertex-block, the fitness-score cannot 

overcome a satisfactory threshold and thus the controller changes the configuration and 

assigns an additional vertex block for the coefficient realization. Thus, after the 

reconfiguration only the A/S units in the fourth vertex-block accumulate and vertex 3 is 

isolated because vertex 4 selects only vertices I and 2 in order to realize the coefficient. 

Moreover, the architecture is able to recover even when faults occur in the 

configuration memory. A representative example is given in Figure 5.32, where the 

control bit of the multiplexer in the third A/S unit in the accumulation block has stuck- 

- 112- 



Chapter 5 - Custom-Reconfirable FIR Structures 

at logic I, while the controller has assigned it to be logic 0 because the currently 

realized coefficient needs two vertices. However, due to the injection of a fault in the 

A/S unit of the third vertex-block, there are two A/S units that accumulate for the same 

tap and furthermore the additional AS unit introduces an extra delay of one clock cycle 

that affects the behaviour of the filter. Therefore, the architecture has to take two steps 

in order to recover the functionality of the filter. 

,Vertex 	Faulty block:  

Tap  f-H Tap  f-4-' Tap 	f-H Tap4 

6 O  HH® 
: _ _ 

®I 0 
,Vertex

--------------------- 
------------ 11 

 Faulty blocki 

Tap  1 	Tap  Tap  --_IP. 	Tap  

P ::------ + : 

P 
0 0 ® C 

Figure 5.31: Recovery process from SHE in user memory 

Firstly, the three vertices (multiplier block) have to realize the coefficient within 5 clock 

cycles instead of six in order the architecture to compensate for the introduction of the 
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additional delay in the accumulation block. Secondly, the second vertex has to be 

appropriately configured by the GA in order to output logic 0. Thus, the second vertex 

will be isolated from the realization process of the coefficient and the accumulation will 

be performed in the third vertex-block. 

,Vertex block I 
Tap i-H_  Tap 2 	Tap 3']_  Tap 4 

___ _ H 	 KB 
___ ___ :, 

Control-bit of internal multiplexer stuck- 
at logic "1" 

Figure 532: Recovery process from SHE in configuration memory 

5.5.4 Synthesis and Power Analysis 

For simulation purposes, the synthesized design consists of 50 vertices. For the 

synthesis, Synopsys synthesis tools and UMC 0.13.tm technology cell library have been 

used. Moreover, since in this example the width of the data samples and the coefficient-

sets is 16 bit, the reconfigurable hardware has been designed with 32 bit bus, in order to 

avoid overflow. Table 5-10 shows the synthesis results, which concern the die area that 

the multiplier and accumulation block of the filter occupies, respectively. Subsequently, 

the power analysis of the 41-tap low-pass filter has been carried out using the Synopsys 
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Prime-Power tool. Moreover, interconnect parasitics were taken into account for 

achieving a more realistic result. Figure 5.33 depicts the power, which is consumed by 

the simulated filter (0.693mW/MHz). 

TABLE 5-10: AREA RESULTS OF RECONFIGURABLE DESIGN (50 VERTICES) 

32-bit Bus Design Area (mm 2 ) 

Multiplier block 0.964 

Accumulation block 0.401 

Total Design 1.365 

E 0 . 033 I 

0.18 

0.5  

EO.4  

a. 	0.3 

0.48 
0.2 

0.1  

0 41 tap Iowpass filter 

U internal U switching 	0 leakage 

Figure 5.33: Power analysis of the 41-tap filter 
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Furthermore, the operational voltage of the design is 1.2 Volt. This in-turn implies that 

the evolved filter pulls current equal to 0.577mAIMHz. This value is outstanding 

compared with ATMEL series FPGAs [9], which consume 2.62mA/MHz in order to 

realize a symmetrical 32-tap filter. On the other hand, this architecture consumes twice 

as much power as the one in Section 5.4 for the realization of a 60-tap filter. However, 

as it can be seen in Figure 5.30, the achieved accuracy is outstanding and superior to 

that achieved by the EHW architecture in Section 5.4. Finally, the power analysis of the 

simulated netlist showed that the 69% of the total power is consumed by the multiplier 

block and the rest 31% by the accumulation block. 

5.5.5 Conclusions 

This section has presented an adaptive architecture, which is specifically tailored for the 

implementation of linear-phase FIR filters that would suit the JPL/Boeing gyroscope's 

control and interface circuitry. In conjunction with a custom non-stochastic search 

algorithm that has been specially designed for the reconfigurable hardware substrate, 

this architecture forms an autonomous fault-tolerant SoC solution. Moreover, power 

analysis has shown that the evolved filter outperforms industrial FPGAs that target 

programmable filter implementation. Several techniques have been employed both at 

the physical and algorithmic level to reduce the power consumption of the realized 

filters, since battery autonomy is very crucial issue in space applications. Finally, 

preliminary simulation results show that the architecture is capable of compensating for 

SI-lEs that occur either in the user or configuration memory of the reconfigurable fabric. 
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5.6 Reconfigurable Architecture for Real-Time Realization of 
High-Quality and Fault-Robust FIR Filters 

5.6.1 Introduction 

Each one of the EHW architectures that have been presented so far in Chapter 5 is a 

unique design that targets efficiently accomplishing the electronics associated with the 

JPL/Boeing gyroscope. However, simulation results have shown that architectures may 

suffer from poor accuracy and/or long implementation/reconfiguration time. The EHW 

architecture that has been presented in Section 5.5 proved to be adequate for the 

implementation of high-order FIR filters. However, it presents long reconfiguration 

time because there are difficulties in evolving the right timing for each tap (6 clock 

cycles). Hence, inspired from the characteristics of the architecture, a new EHW 

architecture emerged that eliminates the problem of timing evolution. Moreover, it also 

copes efficiently with epistasis and pleiotropy because it employs a novel hardware 

topology that does not create hardware dependencies between different coefficients 

within the targeted coefficient-set. Hence, it can be deduced that this architecture does 

not re-use previous partial sums in order - to evolve other coefficients. Still it achieves 

efficient hardware utilization due to its hardware topology that employs the same 

CALUs for both the arithmetic and accumulation unit. 

5.6.2 Reconfigurable Architecture 

This approach presents an evolutionary driven custom-reconfigurable VLSI platform, 

whose hardware topology has been specially tailored for the implementation of digital 
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FIR filters. From a hardware perspective, the design presents a multiplier-less 

architecture that employs the POF technique in order to incorporate an efficient 

arithmetic unit in terms of physical-area and power-consumption. The reconfigurable 

hardware substrate that has been employed for the automatic design and/or adaptation 

of the targeted FIR filters consists of 200 CALUs. The interconnection scheme of these 

CALUs suits the implementation of direct-form filters. Moreover, it presents a novel 

architecture that enables the same addition/subtraction units to be employed in both the 

POF-based arithmetic and accumulation units of the filter. This has a great impact on 

the power consumption of the implemented filters since fewer addition/subtraction units 

are required. 

The reconfigurable hardware can operate in two different operational versions (RT, 

RT+route). From a hardware perspective, the only difference between these two is that 

the RT+route version provides some additional programmable routing capabilities 

between four adjacent CALUs. This scheme is quite beneficial especially when faults 

occur on wires and not only in memory elements including user and configuration 

memory. Section 5.6.3 presents an evolutionary based mechanism that enables the 

interchangeable utilization of these two versions according to the 'evolution 

environment. Therefore, if evolution takes place in an error-free environment then the 

RT version is preferred because it provides prompt system adaptation and less power 

consumption compared with the RT+route version. On the other hand, the RT+route 

version is able to cope with higher density of faults including faults that occur on 

wirings. 
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Figure 5.34 illustrates the hardware topology of the RI version, while Figure 5.35 

depicts the enhanced one (RT±route). In the enhanced version, due to the chain-style 

interconnection scheme that is incorporated, the CALUs that do not participate in the 

implementation of a filter can be easily disabled by the control-bit of the corresponding 

multiplexer. Hence, the RI+route version does not introduce any substantial overhead 

in the power consumption compared with the RI version, due to operating CALUs that 

do not participate in the design of a filter. 

Subsequently, Figure 5.36 shows the distinctive arithmetic/logic components that build 

a single CALU. For better understanding of the proposed interconnection scheme, a 

consistent name coding has been kept in Figures 5.34, 5.35 and 5.36 for the input and 

output signals of the two hardware versions. It is apparent in Figure 5.36 that each 

CALU consists of an adder, a 2's compliment module, a programmable left shifter, a 

synchronous register and a 2:1 multiplexer. The adder is associated with a 2's 

compliment module to form an efficient (in terms of physical area and power 

consumption) programmable addition/subtraction (A/S) unit. The control bit in the 2's 

compliment module defines whether an addition or subtraction operation is to be 

performed. In addition to this, the programmable shifter incorporates 4 control bits that 

encode 16 different shifting operations. According to the shifter implementation, the 

incoming data to the shifter can be shifted left from 0 to 14 positions that correspond to 

a binary multiplication from I to 16384. Furthermore, in Figure 5.34 it can be seen that 

each CALU has two inputs. The former (input A) is always fed by the output of the 

previous CALU, while the latter (input B) is the original input of the FIR filter. 
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According to the hardware architecture, the same data sample is fed at the same time to 

all CALUs through input B. Finally, the 2:1 multiplexer, which provides the output of 

the CALU, determines the creation of a new tap. Therefore, if it selects to feed the 

output with the content of the synchronous register then a new tap within the filter is 

created. Otherwise, the CALU does not create a new tap and it just participates in the 

realization of a specific coefficient. Hence, it can be deduced that more than one CALU 

can participate in the creation of one tap. Furthermore, the importance of the 

multiplexer (inside the CALU) is very significant especially in circumstances where 

faults have occurred on the user memory (register) of a CALU. According to this 

scenario, faulty CALUs cannot be used to create new taps within the filter and the 

multiplexer must be appropriately controlled in order for the CALU to cope with the 

occurred failure. The number of the CALUs that are employed in the creation of a 

coefficient is basically defined by the value of the coefficient itself. Figure 5.37 depicts 

a paradigm, which is based on the RT hardware version and it analytically shows the 

relation between the evolved coefficient and the number of the employed CALUs. 

According to this, three CALUs are employed to realize coefficient with value 284. 

Specifically, the first CALU performs left-shift by 8 and addition (control-bit in 2's 

complithent module is equal to 0) to create the number 256. At the same clock cycle the 

second CALU performs left-shift by 5 and addition (control-bit equals to 0) to create 

number 32, which is added-up with the previously created number 256. Subsequently, 

the third CALU produces number 4 by performing left-shift by 2 and subtraction 

(control-bit equals to 1). This result is subtracted from number 288 that has been created 
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from the first two CALUs. This process occurs on the same clock cycle with the former 

operations of CALUs 1 and 2. Moreover, it can be seen that only the third CALU stores 

the output of the A/S unit in the synchronous register because all the three described 

operations, which correspond to the realization of a single coefficient, must be 

accomplished within one clock cycle. 

Input Al 
Output Al Output A2 	Output A3 

Input Bi 	Input B2 	Input B3 	Input B4 

Figure 5.34: Hardware topology of RI version 

Output Al 

Input Al 	

Output A2 
Output A3 

CALU I 	CALU 2 	CALU 3 	CALU 4 
Output A4 

Input Bl 	Input B2 	Input B3 	Input B4 	 Input 

Figure 5.35: Hardware topology of RT+route version 

CALU 5 
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I bit 

	

Input A 	
Adder 

piiment 0 	

Output 

4bit 	
Left shifter 	1 bit 

Input B 

Figure 5.36: CALU hardware description 

l'bO l'bO lb 

'D 256 Adder 288 

H2' H ;t <<8 

Figure 5.37: Relation between realized coefficients and number of employed CALUs 

5.6.3 Hybrid Evolutionary Technique 

As was mentioned in the introduction, this evolutionary technique targets problems, 

such as insufficient accuracy in the evolved circuit behaviour and long convergence 

time of the EA that implies long time for implementation and/or reconfiguration of the 

FIR filters. The proposed EA has a correlative conjunction with the proposed 

reconfigurable hardware topology and therefore it cannot be widely used for any 

reconfigurable structure. Its novelty is primarily based on the instantaneous 

Q.  
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minimization of the search space of the algorithm by constraining the genetic 

reproduction (mutation) only to the effective part of the chromosome that participates 

on the currently evolved coefficient. This is mainly feasible due to the interconnection 

scheme of the CALUs. According to this chain-style interconnection scheme, it is easy 

to dynamically map the realization of each coefficient on specific hardware resources. 

To accomplish this task there are three parameters (current fitness-score of each 

chromosome, the current number of CAL Us that each configuration utilizes and the 

current number of taps that have been created) that the EA needs to consider. Moreover, 

unlike conventional fitness-functions, this EA evolves filters in an incremental manner 

(this approach was first introduced in Section 5.5). The EA evolves one coefficient at a 

time and does not consider the total coefficient set simultaneously. Therefore, a fitness-

score of 213,000 means that the first two coefficients have been successfully evolved 

(each contributes 100,000 to the total fitness-score) and that the third coefficient, which 

is currently being evolved, deviates 1-0.13=0.87% from the ideal coefficient. Figure 

5.38 explains the mechanism that the proposed EA employs in order to calculate at each 

phase of the evolution the number of CALUs that are utilized. It is apparent that the first 

coefficient (C1=96) occupies two CALUs, while the second one utilizes 3 CALUs. 

Moreover, the shaded box inside each CALU indicates that the output of the A/S unit is 

stored in the synchronous register (creation of a new tap) while the blank box indicates 

that the CALU is just participating in the realization of the same coefficient. Therefore, 

in order to calculate the total number of CALUs that are currently employed for the 

scenario in Figure 5.38 the following pseudo-code can be used. 
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Pseudo -code! 

num ber _of _taps = 0; 

num ber _ of _ CAL Us = 0; 

While(number _of _taps < (int)(fitness — score / I OOOOO)J 

if (tap_ bit[0] == 

number _of - taps + +; 

} 

number_of _ CAL Us + +; 

tap - bit = tap - bit >> 1; 

number _of _ CAL Us = number _of CAL Us —1; 

In this example the (int)(fitness_score/100000) gives the integer part of the division 

213000/100000=2. In addition to this, all the control-bits that define the creation or not 

of new taps are stored in a register (tapbit[199:0]) in order to calculate how many out 

of the total number of the employed CALUs form a new tap. The output of this pseudo-

code gives the total number of employed CALUs (number_of_CALUs) equal to 5. 

Therefore, for the evolution of the third coefficient (C3=2080) mutation will be 

performed in the part of the chromosome that begins in the 6th  CALU and ends in the 

1 1 th  CALU. Thus, it is obvious that mutation is restricted to a chromosome area that 

encodes only 6 CALUs. The size of this area (6 CALUs) has been empirically chosen 

after the completion of several simulations. However, this size can be further decreased 

to 5 CALUs for instance in a faulty-free environment, since 5 CALUs are considered to 

be adequate to realize the majority of targeted coefficients. Using this approach the EA 

is not allowed to utilize redundant hardware resources since there is a restriction on the 
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realization of each coefficient. Consequently, this technique is also beneficial from the 

power consumption perspective. 

C3=2080 j 
	

C2289 	 J_ Cl=96  { 

CALU8 	 CALU7 	 CA11.16 
	

CALU5 fl[' 	CALU4 flf' 	CALU3 I 	CALU2 	 CALU1 

fir in 	 fir in 
	

fir—in 	 fir—in 	 fir—in 	 fir—in 

CALU 200 CALU1O CALU9 CALU8 CALU7 CALU6 CALU5 CALU4 CALU3 CALU2 CALU1 
bits [1203:11981 bits{59:54J bits[53:48] bits[47:421 bits [41:36] bits[35:30] bits[29:24 bits[23:181 bits [17:12] bits(1 1:6] bitsl5:0] 

Figure 5.38: Description of search-area minimization mechanism 

Another significant factor that contributes to the more efficient realization (in terms of 

quality and speed) of FIR filters emerges from the fact that the proposed reconfigurable 

hardware structure is not prone to creating hardware dependencies between adjacent 

coefficients within the coefficient-set. This can be easily understood since the 

architecture does not use the value of previously realized coefficients in order to create 

the latter ones. Hence, in order for the architecture to compensate for the fact that it 

cannot employ previous coefficient values, shifters have been designed to provide 

relatively large binary integer numbers up to 16384. From an evolution perspective, due 

to the EA architecture used, the two hardware versions can be merged into a unique 

reconfigurable hardware substrate that has two operational modes, since RT is a 

subgroup of RT+route. With this approach, the EA can occasionally take advantage of 

the additional flexibility that comes with the RT+route version when there is a burst of 

faults on the hardware resources or it can use the RT version, which appears to be more 
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efficient in terms of speed of adaptation, particularly when very few faults appear on the 

hardware components. This switch between the two versions can be achieved if the EA 

appropriately imposes under evolution the proper parts of the chromosomes. Figure 

5.39 depicts how the encoding within each chromosome is structured and that the 

chromosome that encodes the RT+route is just an extension of the RT one. Hence, 

depending on which version the EA intends to use, genetic operations are performed on 

the corresponding chromosome size. Finally, when the RT version is used, the control-

bits of the multiplexers at the extension of the chromosome are programmable so that 

each CALU is connected to its adjacent one. 

RT version 	 Route 
(1204 bits) 
	

(78 bits) 

IA/S 	 A/S 	 AJS 	 A/S 	 NS 	 NS)  
....,Tan 	Qk;R. nit Tan chm., ..... Tan ctia 	...,. Tao 	 ....... Tao oi,.a 	nit Tan 

0010 	1I 	loll 	I00I1 	I 	001110 	0 

	

1110 0 	I 

	

1010 I 	0 	00 	00 	00 

---- ---- ---- --- -v--- ----  le 

CALIJ200 	 CALU5 	CALU4 	CALLJ3 	CALU2 	CALUI 

Figure 5.39: Differentiation in the encoding between the RT and RT+route 
chromosome 

5.6.4 Simulation Results 

To prove the ability of the architecture to implement any order FIR filters efficiently in 

terms of quality, power consumption and speed, two digital filters were evolved, whose 

specification is defined in Tables 5-11 and 5-12. 
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TABLE 5-11: SPECIFICATION OF SYMMETRICAL 17-TAP LOW-PASS FIR FILTER 

Coefficient set Value 

C8, C8 -256 

C 7,C7  -1877 

C6,C6 -3718 

C 5 , C5 -4485 

C4,C4  -1855 

C3,C3 5168 

C2,C2 15021 

C. 1 ,C 1  23783 

Co 27296 

For the evolution of these filters only the RT version of the reconfigurable platform is 

used. Subsequently, the two versions (RT and RT+route) of the reconfigurable fabric 

were compared with the reconfigurable platform in [44] that has been proven to be 

adequate when realizing FIR filters even in the presence of faults. Thus, the 

specification of the same FIR filter is employed for the purpose of this comparison. This 

filter is a symmetrical 31 tap low-pass filter, which was taken from the industrial design 

of low-power filter cores for hearing aids and it has been developed in joint 

collaboration with Bernafon LTD and the University of Edinburgh [1261. 
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TABLE 5-12: SPECIFICATION OF SYMMETRICAL 49-TAP PASS-BAND FIR FILTER 

Coefficient set Value 

C..24, C24  -59 

C 23 , C23  -207 

C22, C22 -73 

C..21 5  C21 474 

C..20, C20 498 

C..19, C19 -606 

C-18, C18 -1150 

C..17, C17 350 

C..16, C16 1609 

C.. 159  C 15  164 

C-14, C14 -1398 

C-135 C13 -243 

C.. 1 2, C 12  562 

-992 

C-10, CIO -23 

c..9, C9  3779 

C-8, C8 1189 

C..7 . C7 -7091 

C..6, C6  -4876 

C..5 , C5  8932 
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C4, C4 10336 

C-3, C3 -7589 

C-2, C2 -15317 

C1 1  C i  2988 

Co 17336 

The corresponding coefficient set shown in Table 5-13 is highly challenging as it 

exhibits a large dynamic range with coefficient multiplicands scaling the filter input 

from 2 7  to 2', using word-lengths of 16-bits. Initially, evolution is performed within an 

error-free environment in which it is assumed that there are no faults occurring in the 

reconfigurable hardware. Subsequently, different fault scenarios are simulated in order 

to demonstrate the capability of the architecture to adapt its functionality within faulty 

environments. The faults are modeled either as stuck-at "0" or stuck-at "1" faults and 

they are injected in both the user and configuration memory of the system. 

TABLE 5-13: SPECIFICATION OF SYMMETRICAL 31-TAP LOW-PASS FIR FILTER 

Coefficient set Value 

C-15, C15 -59 

C14 -207 

C13, C13 -73 

C12, C12 474 

498 
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C_I0 9  C10 -606 

C_9,C9 -1150 

C.8, C8 . 	 350 

C-7, C7 1609 

C-6, C6 164 

C-5, C5 -1398 

C4, C4 -243 

C.3, C3 562 

C.2, C2 -992 

C. 11  C 1  -23 

Co 3779 

5.6.4.1 Evolution of the 17-tap low-pass and 49-tap pass-band filter 

The filter in Table 5-11 is a 17-tap symmetrical low-pass filter that presents a stop-band 

attenuation of 50 db. Although the order of the filter is small, the evolution of this filter 

is challenging because the coefficient-set is spread in a range from 2 9  to 215. 

Subsequently, the filter defined in Table 5-12 is a 49-tap symmetrical pass-band filter, 

which presents an asymmetrical left and right stop-band attenuation of 60 db and 80 db, 

respectively. The coefficient-set of this filter is even more challenging since its range 

lies from 2 to 215.  Figure 5.40 depicts the comparison between the frequency response 

of the ideal and the evolved 17-tap low-pass filter. From the two traces on the graph it 

can be deduced that the evolved filter matches the ideal one very accurately. Moreover, 
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the evolution process lasts only 448 generations and the filter utilizes 76 CALUs in 

total. Figure 5.41 compares the frequency response between the ideal and evolved 49-

tap pass-band filter. Again the evolutionary strategy managed to accurately evolve the 

pass-band filter within 1715 generations by using 189 CALUs. 

0 

I 

1 

0 	0.1 	0.2 	0.3 	0.4 	0.5 	0.6 	0.7 	0.8 	0.9 	1 
Normailized frequency (rad/s) 

Figure 5.40: Comparison of the frequency response between the ideal and the evolved 
17-tap low-pass filter, using the RT version 
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Figure 5.41: Comparison of the frequency response between the ideal and the evolved 
RT 49-tap pass-band filter, using the RT version 

5.6.4.2 Evolution of the 31-tap filter within an error-free hardware mean 

In the first simulation scenario it is assumed that evolution occurs upon a fault-free 

reconfigurable hardware mean. Figure 5.42 depicts the comparison between the 

frequency response of the ideal filter and the filter that has been evolved by the RI 

version. Whereas, Figure 5.43 depicts the corresponding comparison between the ideal 

filter and the evolved filter of the RT+route version. In both comparisons it is apparent 

that the evolved filters accurately match the ideal ones. Moreover, it can be seen that the 

RT+route evolved a filter that presents better attenuation in the stop-band for a specific 

range of frequencies than the ideal one. 
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Figure 5.42: Comparison of the frequency response between the ideal and the evolved 
31-tap low-pass FIR filter, using the RT version 

It is also equally important to investigate both the duration that each evolution lasts and 

the number of hardware resources that are used for the realization of the filters. In order 

to obtain a more realistic result, the same filter was realized by using the RT version 

with 9 different reproduction rates. 
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Figure 5.43: Comparison of the frequency response between the ideal and the RT ± 
route filter 

In Figure 5.44 the crossover rate is kept constant and equal to 10%, while the mutation 

percentage rate dynamically varies from 0 to 5, 0 to 10 and 0 to 15 for the three 

simulated scenarios, respectively. It can be deduced that the second scenario takes less 

time (440 generations), while the third evolution lasts longer than the other two (580 

generations). From a hardware utilization perspective, the first two evolutions employ 

73 and 79 CALUs, respectively. The third one has found a less effective configuration 

scheme and needs 88 CALUs. It must be mentioned here that the depicted results in 

Figures 5.44, 5.45, 5.46 and 5.47 have been obtained by the mean number of 

generations and CALUs of 10 different simulation runs. In Figure 5.45 the crossover 

rate is increased to 30% and the evolution of the filter with three different mutation rates 
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has been performed. In this scenario the third evolution (mutation 15%) is the most 

efficient in terms of number of generations (430) and utilizes 81 CALUs. Subsequently, 

in the three simulations depicted in Figure 5.46, the crossover rate is equal to 50%. In 

this scenario the second evolution (mutation 8%) is the most efficient from any 

perspective, since it takes only 430 generations and it employs 72 CALUs. According to 

this result, the architecture needs on average 13.8 generations and 2.32 CALUs per 

coefficient. This is a very impressive figure considering the word-length of the evolved 

coefficients. 
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Figure 5.44: RI evolution process for crossover rate 10% and dynamic mutation rates 
5%, 10% and 15% 
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Moreover, these results are superior to previous research work [44]. The authors in [44] 

achieved a fitness-score that varies from 91.7% to 97.3% within 6500 generations. This 

figure is 11 times bigger than the longest evolution time and 15 times bigger than the 

shorter evolution time, achieved in this section. Moreover, in these evolutions the 

achieved fitness-score never drops below 99% and it is most often above this threshold. 

Moreover, in [44] the 31-tap filter is realized within a reconfigurable 8x8 array structure 

and the authors claim that the hardware utilization is about 78%, which implies that 50 

Programmable Arithmetic Logic Units (PALUs) are employed in total. However, there 

are another 31 adders that compose the accumulation unit and have to be counted. Thus, 

it can be deduced the design employs about 81 PALUs. On the other hand, the proposed 

architecture has successfully realized the same filter in all 9 different evolutions by 

using between 72 and 89 CALUs. 
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Figure 5.45: RT evolution process for crossover rate 30% and dynamic mutation rates 
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Finally, the RT±route version has been tested for its capability to realize the 31-tap 

filter. Three different simulations with three different reproduction rates were 

performed, which can be seen in Figure 5.47. From the results it is apparent that the RT 

version is more efficient than the RT+route one when evolution is performed in the 

absence of faults. This is quite sensible considering that the additional routing 

capabilities in the RT+route version increase the maximum search area of the algorithm. 

3100000 
2600000 
2200000 
1800000 

iIsIsI.TsIs: 

1000000 

Z5 800000 
Ln 

600000 
ID 500000 

LL 400000 

300000 

200000 I mut 5% - cross 50% - 76 CALUs 
mut 8% - cross 50% - 72 CALUs 
mutl 5% - cross 50% - 85 CALUs 

0 	50 100 150 200 250 300 350 400 450 500 550 
Generations 
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Figure 5.47: RT ± route evolution process for dynamic mutation rate 8% and crossover 
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5.6.4.3 Filter Adaptation for 15% Faults Occurring in the User Memory 

It is very important for the proposed architecture to evolve electronic circuits that are 

able to adapt during their operation to behavioral deviations that appear due to the 

presence of faults. To model this scenario the configuration string of the 31-tap filter 

given in Table 5-13 was taken and SHEs were injected in the user memory of the 

system. These faults are stuck-at faults that make the content of the synchronous 

register inside a CALU permanently erroneous. Therefore, in order for the system to 

recover from a fault, it must resolve a configuration that does not utilize the faulty 

register. According to the architecture of the reconfigurable hardware, the RT version 
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can cope with this only by adjusting the faulty CALU so that it does not create a tap. 

Based on Figure 5.34 and 5.36, the EA has to switch the control-bit of the 2 to 1 

multiplexer to logic "I" and hence the output of the adder is passed directly to the 

output of the CALU, without being saved in the register. On the other hand, the 

RT+route version has an additional mechanism to eliminate this fault that is to overpass 

the faulty CALU by utilizing a different routing solution between the CALUs. 

Therefore, in this scenario faults were injected in the 15% of the CALUs that compose 

the reconfigurable hardware. It must be mentioned here that the faults were intentionally 

placed in CALUs that actively contribute in the realization of the filter. Figure 5.48 

depicts how promptly the RT and RT+route versions adapt to the same scenario of 

faults. However, because their initial configuration strings differ, the same faults affect 

the two filters differently. Therefore, it can be seen in Figure 5.48 that in the RT filter 

the first coefficient that is affected is the 14th  one (fitness-function starts from 1400000), 

while in the RT+route filter the first affected coefficient is the 5th  one (fitness-score 

starts approximately from 500000). The gap between the two graphs remains almost 

constant throughout the evolution process. Hence, it can be deduced that for low density 

of faults both hardware versions adapt in a similar way. However, there is a period of 

time (approximately 110 generations) in the evolution process of the RT version where 

there is no improvement in the fitness-score of the EA. This is reasonable considering 

the fact that the RT version has fewer mechanisms to cope with faults. 
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Figure 5.48: Adaptation process of RT and RT+route versions for injection of 15% 
faults in the user memory 

5.6.4.4 Filter Adaptation for 30% Faults Occurring in the User Memory 

In this simulated paradigm the density of the injected faults was increased. The scope of 

this scenario is to investigate whether the reconfigurable hardware can also cope 

efficiently with a burst of faults and not only with isolated ones. Thus, it was 

intentionally selected to inject faults into CALUs close to each other. Figure 5.49 

depicts the adaptation process of the two filters that employ the RT and RT+route 

version. In this scenario it is obvious that the RT+route version adapts more efficiently 

in the presence of faults. Apart from the fact that the adaptation of the filter with 

RT+route uses 130 fewer generations, the equivalent adaptation with the RT version 
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presents two evolution regions, which last 230 and 400 generations respectively, and 

provides insubstantial improvement to the filter's functionality. 
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Figure 5.49: Adaptation process of RT and RT+route versions for injection of 30% 
faults in the user memory 

5.6.4.5 Filter Adaptation for 15% Faults Occurring in the Configuration 
Memory 

In this scenario the faults are injected exclusively in the configuration memory of the 

system. On the contrary with the user memory, the configuration memory defines the 

control-bits of the shifter, the adder and the 2 to I multiplexer of each CALU. Hence, a 

faulty configuration memory element can affect each one of these three components. 

For example due to a fault a CALU could perform only subtraction or it could shift only 

the input data by 2 positions or it would always act as a new tap. In the simulated 
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scenario faults were injected in the configuration memory of 15% of the CALUs that 

compose the 31-tap filter. These faults have been arranged to affect the faulty CALUs in 

all the possible manners that were mentioned above. Figure 5.50 presents the adaptation 

process of the 31-tap filter with the two hardware versions. It is apparent that both 

hardware versions are able to successfully adapt to the filter's degradation. The RT one 

adapts within 840 generations, while the adaptation with the RT+route takes 810 

generations. Similarly with the previous scenarios where faults are injected in the 

hardware, the adaptation of the filter with RT presents two inefficient time regions 

during which there is not any improvement in the functionality of the filter. 
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Figure 5.50: Adaptation process of RT and RT+route versions for injection of 15% 
faults in the configuration memory 
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5.6.4.6 Filter Adaptation for a Mixture of 30% Faults Occurring in both 
Kinds of Memory 

In this scenario faults have been injected in both the user and configuration memory of 

the reconfigurable hardware. In this simulation paradigm only the RT+route version has 

been tested because the RT one is not able to cope with all combination of faults that 

occur in the two kinds of memory. Specifically, when there is a fault in the user 

memory of a CALU and at the same time the control-bit of the multiplexer inside the 

CALU is stuck-at "I" then the RT version is unable to cope with this situation and the 

only way for the filter to recover is for the EA to provide an alternative routing scheme 

between the CALUs and bypass the faulty one. Figure 5.51 depicts the adaptation 

process of the filter. 
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It can be deduced that the adaptation of the 13th, 19th ,  20th and 2l coefficient takes 

considerably longer time. However, this is reasonable because several faults have been 

injected in the hardware resources that correspond to these specific coefficients. 

5.6.5 Synthesis 

To obtain the results in Section 5.6, a reconfigurable structure that consists of 200 

CALUs has been synthesized. The synthesis was performed with the Synopsys 

synthesis tools using UMC 0.13 j.tm technology cell library. Moreover, since the width 

of the targeted coefficients and incorporated data samples is 16 bits, the reconfigurable 

hardware has been designed with a 32 bit data path in order to avoid overflow. The 

obtained results show that the RT+route version that occasionally can also operate as 

RT version occupies 1.48 mm  of silicon area and that the maximum clock frequency 

can be set to 13MHz. This frequency is defined by the maximum number of CALUs 

that compose the critical path of the design. Simulation results have shown that 4 

CALUs are adequate to realize each one of the coefficients of the 31-tap low-pass filter. 

Finally, this clock frequency is adequate for the implementation of the gyroscope's 

electronics since the gyroscope has update rate of 48 KHz. 

5.6.6 Power Analysis 

The power analysis of the evolved FIR filters has been carried out using the Synopsys 

Prime-Power tools. Accurate interconnect analysis has been considered by setting 

appropriately appropriate wire load models during the synthesis of the proposed 
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reconfigurable structure. Apart from the utilization of the primitive operators that make 

the proposed reconfigurable platform suitable for low-power applications, the chain-

style interconnection scheme that is incorporated in the RT and RT+route versions 

enables further reduction of power. This is feasible because the CALUs that do not 

participate in the implementation of a filter can be easily switched-off. Specifically, in 

the RT+route version the control-bits of the 4 to 1 multiplexers, which provide the 

alternative routing schemes between adjacent CALUs, can also control the enable 

signals of the CALUs and switch-off the unused ones. Therefore, during the operation 

of the reconfigurable platform the disabled CALUs consume only leakage power. 

Figure 5.52 depicts the power analysis of the 17-tap low-pass filter defined in Table 5-

11, the 31-tap filter defined in Table 5-13 (evolution with both the RT and RT+route 

version) and the 49-tap pass-band filter defined in Table 5-12. It can be seen that the 17-

tap filter consumes 0.364 mW/MI-Iz, the 48-tap filter consumes 0.75mW/MHz and the 

RT and RT+route 31-tap filters consume 0.3 and 0.377 mW/MHz, respectively. 

Moreover, it can be seen that the RT version consumes 0.077 mW/MHz less power than 

the RT+route for the realization of the same filter. Hence, it is obvious that the 

reconfigurable platform has to operate in the RT version when the density of faults is 

not high and it must switch to the RT+route version when the RT one is not able to cope 

with the quantity of the occurred faults. Another interesting point in Figure 5.52 is that 

the 17-tap low-pass filter consumes almost the same amount of power as the 31-tap 

low-pass filter. However, this is reasonable because the coefficient-set of the 17-tap 

filter is more challenging than the 31-tap one and hence more CALUs are needed for the 
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realization of each coefficient. Furthermore, based on the technology cell library (UMC 

0.13 gm) that has been employed in the synthesis of reconfigurable design, the 

operational voltage is 1.2 Volt. This implies that the evolved filters (17-tap, 49-tap, 31-

tap RT and 31-tap RT+route) pull current equal to 0.303, 0.625, 0.25, and 0.314 

mA/MHz. These values are outstanding compared with ATMEL series FPGAs [9], 

which consume 1.29 mA/MHz in order to implement a symmetrical 16-tap FIR filter 

and 2.62 mA/MHz to implement a 32-tap FIR filter. Finally, the 49-tap pass-band filter 

consumes almost the same power as the 41-tap filter that has been evolved by the EHW 

architecture in Section 5.5. This implies that this architecture is even less power 

demanding and still achieves the same accuracy. 

0.8 

0.7 

0.6 

N 
r 0.5 

0.4 

0.3 

0.2 

0.1 

0 
17-tap RI 311apRT 314ap RT+mute 49-tap RI 

Internal 	nSvitching 	0 Leakage 

Figure 5.52: Power analysis for the evolved filters 
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5.6.7 Conclusions 

This section presents an autonomous evolutionary driven custom reconfigurable VLSI 

platform that attempts to overcome the problems (decrease the design and 

reconfiguration time of any order digital FIR filter), which the previous architectures 

encounter, and composes the ideal framework to accomplish the gyroscope's 

electronics. The evolutionary strategy in collaboration with a novel custom 

reconfigurable hardware structure have been specially tailored for the realization of 

low-power filters, which can also adapt their functionality in the presence of faults 

occurring in both the user and configuration memory of the system. The simulation 

results associated with the two operational modes of the reconfigurable hardware, 

presented in Section 5.6, have proven that the RT version can implement FIR filters 

within an error-free environment in 11 to 15 times less generations than in previous 

work and, that the RT+route can efficiently adapt the functionality of these filters in the 

presence of faults that occupy the 15% of the total number of employed CALUs. 

Moreover, it consumes 4 to 10 times less power than the ATMEL series FPGAs that 

have been employed for the implementation of similar FIR filters. 

Finally, Table 5-14 summarizes some important features that characterize the 

reconfigurable hardware (RH) substrates presented in Chapter 5. In this comparison the 

reconfigurable hardware presented in Section 5.2 was excluded because the quality of 

the achieved simulation results was not comparable to that of the following four 

reconfigurable hardware substrates. The quantity of faults that have been introduced in 

order to evaluate the fault-robust capability of the presented reconfigurable hardware 
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substrates correspond to the user and configuration memory of the system. Moreover, 

the results in power consumption correspond to the average power that is dissipated per 

coefficient and it is measured in mW/MHz. The four reconfigurable hardware substrates 

do not have the same ability to evolve filters of similar order. Therefore, based on the 

filters that have been evolved by each, the average power per coefficient has been 

calculated. From Table 5-14 it can be deduced that RH4 presents superiority over the 

rest reconfigurable hardware substrates in most of the features that compose the 

following benchmark. RH2 consumes less power than RH4. However, this benefit 

introduces a penalty in the all the other features, comparing RH2 with RH4. 

TABLE 5-14: COMPARISON OF RECONFIGURABLE HARDWARE SUBSTRATES 

RH1 RH2 RH3 RH4 
Features 

(section 5.3) (section 5.4) (section 5.5) (section 5.6) 

Very high Very high 
Accuracy Low High 

(>99%) (>99.9%) 

Small number Up to 10% Small number Up to 30% Fault-Robust 
of faults faults of faults faults 

Not always Not always 
Linearity Linear phase Linear phase 

linear phase linear phase 

Capability of Low order Medium/High Medium/High High order 

evolving filters filters order filters order filters filters 

Power 
0.018 - 0.026 0.0037 - 0.0042 0.017 0.009-0.021 

consumption 
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Evolutionary Mechanisms 

6.1 Introduction 

A major problem in the evolution of electronic circuits is the inefficiency of the 

incorporated evolutionary mechanisms to accurately guide the implementation of the 

targeted electronics. Moreover, evolution may take a considerably long time and this 

drawback makes these techniques unattractive to the electronic industry, since the 

quality and the worst time for adaptation is not always guaranteed. On the other hand, 

evolutionary design presents unique characteristics such as automatic design, 

autonomous reconfiguration, fault-robustness and continuous exploration towards novel 

and better designs. Therefore, there is a need for enhanced evolutionary techniques able 

to overcome the design weaknesses of the current genetic based approaches. 

This section focuses mainly on the evolutionary part of an EHW architecture and 

presents four different evolutionary methodologies, which are compared with a 

conventional GA that has been widely employed for the realization of FIR filters. 

Moreover, specially tailored crossover and mutation operators are employed in order to 

further increase the efficiency of the applied evolutionary techniques. Three FIR filters 

(19-tap high-pass, 26-tap low-pass and 31-tap low-pass) are used as a benchmark for the 

evaluation of the 5 evolutionary techniques. These techniques employ the same 

reconfigurable substrate for realizing the three filters. The custom VLSI reconfigurable 

structure that has been presented and evaluated in Section 5.6 composes the physical 
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evolution environment. Hence, the hardware topology employs the POF technique to 

design the arithmetic unit of the filters and multiplication is performed by combining 

additions, subtractions and binary shifts. Resolving the best possible combination of 

primitive operations for the realization of a coefficient is a complicated task and 

requires a powerful and specially tailored EA. Moreover, as mentioned in Section 5.6.2, 

the topology of the hardware supports the temporal minimization of the search space 

and the gradual evolution of the coefficient-set. These two approaches are crucial 

because they contribute to the elimination of the hardware dependencies, which are 

created between different coefficients. Previous research work has been published in the 

field of discrete-time filter evolution. In [84], the authors concern themselves with 

evolving the transfer functions of high-order filters using multi-objective criterion. 

However, this design framework does not appear competitive in terms of the time 

needed for design or adaptation, since it takes up to 50,000 generations for the 

realization of the targeted filter. Computationally, this corresponds to 1.5 days effort of 

a 500 MHz Pentium computer. Another notable work concerns the implementation of 

POF FIR filters [43]. It utilizes a simulated reconfigurable hardware platform that has 

been designed for fault-tolerance via redundancy. The authors achieved implementation 

of a symmetrical 31 order low-pass FIR filter within 6700 generations. From these 

figures, it can be deduced that the employed EA needs 6700 generations to evolve the 

half coefficient-set (16 coefficients). Moreover, the average achieved fitness-score is 

reported to be bigger than 98.5%. Further work [103] has been done using POF 

technique to implement FIR filters. This work takes a Data-Flow Graph (DFG) of a 
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filter as input and performs evolution in the frequency domain in order to implement 

optimized filters in terms of silicon area and delay. However, the designed filters are of 

low order and they can not be applied on the majority of electronic applications. 

Moreover, their realization may take up to 20000 generations, which is an unacceptable 

performance for real-time applications. In [109], the authors demonstrate the capability 

to adapt on-line the coefficients of FIR filters. It composes an on-chip solution where 

the GA and the evolving filter design itself are implemented on the same chip. Results 

have shown that this framework is very effective in terms of time needed for design 

and/or adaptation. However, on the contrary with the two previous POF architectures; 

during evolution the structure is fixed and only the value of the coefficient-set is 

evolved. Furthermore, conventional multipliers are employed for the realization of the 

arithmetic unit of the filters that produce significant overhead in terms of silicon area 

and power dissipation. In [112], a similar work is demonstrated, where both the EA and 

the evolved filter exist in the same chip. The evolution of a 8-tap is presented. 

Nevertheless, this approach has the advantages and disadvantages as the work presented 

in [109]. 

6.2 Limitations of Existing Evolutionary Techniques 

There are several paradigms that demonstrate the successful use of evolutionary 

computation to electronic VLSI applications [40], [67], [92], [100]. However, the 

performance of the employed EAs is constrained by deceptive problems, such as 

pleiotropy and epistasis, mentioned in Section 5.4.1, which prevent the algorithm from 
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reaching a global maximum within a time period that satisfies the time limitations of the 

targeted application. Typical examples can be found in [43] where the evolution of the 

targeted filters either takes a significant number of generations or the evolved filters are 

not very accurate. Another problem that conventional evolutionary techniques 

encounter in the evolution of filters is their incapability of drastically changing the 

hardware configuration after a significant number of coefficients, within the coefficient-

set, have been partially satisfied. 

6.3 Modified Crossover and Mutation Operations 

Conventional reproduction operations, such as crossover and mutation, lack capability 

of performing beneficial changes in the hardware configuration whenever evolution 

seems to have stopped. The modified crossover operation has been applied on the 

evolutionary techniques that simultaneously evolve the whole coefficient-set. 

Consequently, the modified mutation has been applied on the evolutionary techniques 

that perform gradual filter evolution. Figure 6.1 presents a typical example that 

describes how the modified crossover operation improves the efficiency of the 

employed EA. According to this paradigm the targeted coefficients are the integer 

numbers 18, 208 and 64. It can be seen that before crossover only the two coefficients 

(1st and 3) have been successfully evolved, while the intermediate one (208) has been 

partially realized. For the intermediate coefficient the fitness-score as it is given by the 

percentage ratio between the ideal and the evolved one is 92.8. Therefore, by using 

conventional reproduction operations is very difficult to improve the fitness-score of the 
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second coefficient without negatively affecting the fitness-score of the I '  and 3 

coefficient. 

18 
	

224 	 64 

CALUII ii jCALu2 
	

CALU3 i ii 	CALU4 ii 	CALU5 

Modified crossover point 

18 
	 208 

	
64 

New tap creation 
	

Does not create new tap 

Figure 6.1: Description of modified-crossover operation, which assigns an additional 
CALU in the realization of the 2 nd  coefficient without affecting the configuration of the 

rest coefficient-set 

Based on the modified crossover, a cross-point is randomly selected and then a new 

CALU, which does not create a new tap (white box), is inserted to contribute in the 

accurate realization of the coefficient. After the crossover operation two offsprings are 

generated. In the former, the inserted CALU performs addition, while in the latter the 

CALU performs subtraction. In this manner, it is guaranteed that one of the two 

offsprings will achieve better a fitness-score than the parents. However, the rate of the 

modified crossover operation must be kept low because otherwise the EA may waste 

significant hardware resources. Therefore, it is more efficient when multi-objective 

optimization (filter accuracy and efficient hardware utilization) is employed. 
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The modified mutation facilitates, during the gradual evolution of a filter, the insertion 

of a new CALU for the realization of the currently evolved coefficient. It has the same 

target with that of modified crossover. Contrary to the modified crossover, the point 

where mutation is performed is known because during gradual evolution the EA keeps 

monitoring how many CALUs are utilized per coefficient and the total number of the 

utilized coefficients. 

6.4 Evolutionary Techniques 

Five evolutionary techniques are presented and their ability to evolve three digital FIR 

filters is evaluated. The first two evolutionary techniques are conventional and do not 

incorporate any novelty. The rest perform gradual filter evolution. In addition to this, 

they also introduce a combination of incremental and multi-objective mechanisms to 

achieve better results in terms of hardware utilization. 

6.4.1 Conventional EA 

The conventional EA employs the frame of a generic GA that utilizes the j.t+? 

methodology [32]. According to this the initial population consists of 50 chromosomes 

(parents) and is then extended to 100 by adding another 50 chromosomes (children). 

The children are generated by crossover and mutation operations, which are applied on 

randomly selected chromosomes, taken from the initial population bank. In the 

evolution of the 19-tap high-pass filter, two runs were performed. In the first the 

conventional EA incorporates only conventional reproduction operators, while the 

second takes also advantage of the modified-crossover that has been introduced in 
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Section 6.3. The rate of modified-crossover is 20%, while the rate of conventional 

crossover is 80%. During conventional crossover, the two parents exchange information 

that corresponds to the configuration of one or more CALUs. Furthermore, the mutation 

rate varies dynamically between 0 and 20%. Considering that the chromosome size is 

1204 bits (encodes 200 CALUs), it can be deduced that the average mutation rate is 

approximately 0.008% per gene. Consequently, after evaluation and ranking, 50 

survivors are selected through deterministic selection to compose the new parent 

population. The employed fitness-function is described in equation (6.1) and has been 

widely used in previous attempts of digital FIR filters evolution [43]. Similarly in [109] 

and [112], the fitness-function is considered as the absolute difference between the ideal 

and the evolved coefficient-set. The fitness-function considers the impulse response of 

the evolved filter and compares it with the ideal one. Hence, it calculates the ratio 

between the ideal and the matched evolved coefficient depending which one is bigger 

(the ratio cannot be bigger than 1). Then, it adds up the sub fitness-scores to calculate 

the total one. 

coeff1  deaIICOeffi evolved, when coeff1  ideal<_COeffi evolved 
taps-1 

Fitness= 	coeffjjdeScoeffj evo +0.001, when coeffjevolved=O, 	(6.1) 

=0 	
coeff1  evolved/coeffi ideal, when coeff1  ideal>Coeffi evolved 
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6.4.2 Conventional MOEA 

This section focuses on identifying evolutionary techniques that secure accurate 

implementation of filters with the minimum possible hardware resources. Hence, there 

are two conflicting objectives for which a trade-off must be found. This evolutionary 

technique employs a multi-objective evolutionary algorithm (MOEA), which uses 

Pareto domination [51] to guide the search. Ideally, a MOEA returns the Pareto optimal-

set, the solutions not dominated by any other solution in the search space [46]. Unless 

the system is provided with additional information about the properties of the desired 

circuit, there is no reason to prefer a Pareto point over another. The Pareto optimal setS 

of individuals can be extracted from the final population and the designer can then 

choose the most appropriate design for a particular application [104]. 

Similarly to the previous technique, this method employs the modified-crossover 

operation and it uses exactly the same rates for genetic reproduction. Specifically, the 

MOEA employs an initial population, which after evaluation, is ranked twice according 

to the two targeted objectives. Then 25 survivors are selected from the first population 

bank (ranking based on accuracy) and 25 survivors from the second bank (ranking 

based on minimum hardware utilization). However, according to the followed strategy, 

the 25 selected chromosomes from the first bank should not be worse in the second 

objective than the 80 th  chromosome of the second bank. Hence, the chromosomes, 

which are on the top 25 in one objective and worse than the 80th  chromosome in the 

other objective, are discarded. Similarly, the best 25 chromosomes are selected from the 

second population bank. The new 50 chromosomes will compose the new parent 
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population. Hence, after each generation, the population contains solutions that 

adequately satisfy both objectives and the evolution of a FIR filter is not guided towards 

one objective, resulting to an impractical implementation. 

6.4.3 Generic Gradual Evolution 

This evolutionary technique has been specially tailored to overcome weaknesses of 

previously employed EAs for the implementation of digital filters. The proposed EA 

has a correlative conjunction with the proposed reconfigurable hardware topology and 

therefore it cannot be widely used for any reconfigurable structure. The novelty of this 

EA is firstly based on the instantaneous minimization of the search space of the 

algorithm by constraining the genetic reproduction (mutation) only to the effective part 

of the chromosome that participates on the currently evolved coefficient. This 

evolutionary technique has been presented in details in Section 5.6.3. 

6.4.4 Incremental Evolutionary Technique 

This technique is mainly based on the concept of the previous one (generic gradual 

evolution) but it specifically focuses on the implementation of filters from the power 

consumption perspective. On the contrary to the generic gradual evolution, it does not 

arbitrarily assign a maximum of 6 CALUs for the realization of a single coefficient. 
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Figure 6.2: Flow-diagram of the Incremental evolutionary technique 

It employs a mechanism that initially assigns two CALUs to each coefficient under 

evolution and consequently considers the number of generations that have passed. 

Whenever, a predefined number of generations pass, the mechanism increases by 1 the 

number of the assigned CALUs. Figure 6.2 depicts a detailed flow diagram that 

describes the employed evolutionary technique 
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The blocks within the shaded box compose the part. of the algorithm that is in charge of 

assigning the minimum possible number of CALUs for the realization of a coefficient. 

Hence, whenever the evolution of a new coefficient starts, the mechanism always 

assigns two CALUs. However, if the evolved coefficient cannot approach the ideal one 

at a satisfactory percentage within the next 20 generations, then the algorithm increases 

by one the number of the assigned CALUs every 20 generations. The most significant 

action that is hidden behind this methodology is the capability to further reduce the 

search area of the EA compared with the generic gradual evolution technique. 

Unlike mutation that is restricted to the parts of the chromosome imposed by the 

mechanism shown in Figure 6.2, crossover always occurs on the full chromosome. The 

rate of crossover dynamically varies per reproduction. Thus, the two parents may 

exchange from 0 up to 5% of their information to generate the offsprings. The rate of 

mutation also varies but its maximum rate is decreased every time the evolutionary 

mechanism increases the assigned number of CALUs. This approach is quite beneficial 

because as the evolution of a coefficient proceeds less reproduction is required that 

corresponds to finer configuration medications. Table 6-1 depicts how the mutation 

rates are moderated based on the assigned number of CALUs. In all scenarios shown in 

this table, the minimum rate of mutation is 0%. 
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TABLE 6-1: MUTATION RATES PER GENE 

Number of 
CALUs 

Maximum (%) 
rate 

2 50 

3 33 

4 25 

5 23 

6 22 

7 19 

6.4.5 Combination of Incremental and MOEA 

This evolutionary technique is an amalgam of the incremental evolutionary technique, 

introduced in the previous section and a MO algorithm. Its target is to further decrease 

the utilized piece of hardware by keeping the convergence time considerably the same. 

This EA employs the same pseudo-code (pseudo-code -1) as the generic gradual 

evolution, described in Section 5.6.3, in order to calculate how many CALUs are 

utilized for a given hardware configuration. 

The employed MOEA considers whether the different number of CALUs can justify a 

small improvement in the accuracy of the filter under evolution. Therefore, if between 

two individuals there is a negligible improvement in the filter's accuracy and there is 

also a differentiation of two or more CALUs in their hardware configuration, the 

individual that uses the redundant hardware is discarded in the deterministic selection 

phase of the algorithm, depicted in Figure 6.2. Specifically, the pseudo-code 2 that 
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describes the functionality of the MOEA is given below. The MOEA is applied only on 

the 10 first chromosomes that have the highest fitness-score in terms of accuracy. 

Consequently, each one of these is compared with the rest in terms of the number of 

utilized CALUs. Pseudo-code_2 presents the criteria according to which the MOEA 

evaluates the 10 selected chromosomes. For example the first criterion says that if the 

second best scored chromosome (chromosome-2) has evolved fewer taps 

(currentlyevolved_tap_2) than the best chromosome (currently_evolved_tap_i) then 

the best chromosome (chromosome -1) is not discarded only if it has utilized less than 6 

CALUs, compared with the number of CALUs of the second chromosome. On the other 

hand, if the two compared chromosomes have evolved the same number of taps then the 

comparison lies on how accurately they have evolved the current one. Hence, if there is 

a smaller percentage difference than 90, the fitter chromosome (chromosome_i) is 

discarded, only if its configuration uses more than 4 CALUs compared with the 

configuration of the second chromosome (chromosome-2). Similarly, there are two 

more criteria for cases where the fitness-scores of the two examined chromosomes 

differ less than 40% and 10%, respectively. Finally, the thresholds in pseudo-code -2 

have been identified in a practical manner after many runs of the MOEA for the 

evolution of different filters. The selected ones present better results in terms of power 

consumption compared with the incremental evolutionary technique and still the 

algorithm does converge in within similar time. 
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Pseudo-code 2: 

if (currently - evolved - tap _i > currently 	evolved _tap_ 2){ 

if (number_of _CALUs_1 - number_of _CALUs_2 > 5){ 

selected -chromosome = chromosome _ 2; 

} 
else { 
selected -chromosome 

} 

= chromosome_i; 

} 
else if (currently_ evolved 	taps 

-

I == currently _ evolved _ taps _ 2) { 

if (fitness _ score _i - fitness _ score 

-

2 < 90%) & & 

(number _of _ CAL Us_i - number _of _CALUs_2 > 4){ 

selected -  chromosome = chromosome _ 2; 

} 
else if (fitness _ score_i - fitness _score 

-

2 < 40%) & & 

(number _of _ CAL Us_1 - number_of _CALUs_2 > 2) { 
selected -  chromosome = chromosome _ 2; 

} 
else if (fitness _ score _i - fitness _ score _2 < iO%) & & 

(number_ of 	CALUs _ 1 - number _ of _ CALUs _ 2 > 	i) { 
selected -  chromosome = chromosome - 2;    

} 
else{ 

selected -chromosome = chromosome_i; 

} 

} 

6.5 Simulation Environment 

For the evaluation of the five different evolutionary techniques the following FIR filters 

were employed: a) a 19-tap high-pass, b) a 26-tap low-pass filter and c) the 31-tap low-

pass filter introduced in Section 5.6.4. Table 6-2 depicts the ideal coefficient-set of the 

three filters. 
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TABLE 6-2: SPECIFICATION OF IDEAL FILTERS 

19-tap high-pass filter 26-tap low-pass filter 31- p low-pass filter 

C0, 1 8 395 C0, 25  92 C0, 30  -59 

C 1 , 17  -518 C 1 , 24  336 C 1 , 29  0 

C2 , 16  -1131 C223 668 C2.28  96 

C3 , 15  3524 C3 , 22  759 C3,27 0 

C4 , 14  -1868 C4 , 21  109 C4, 26  -220 

C5 , 1 3 -4862 C5 ,20 -1541 C5 , 25  0 

C6, 12  7005 C6, 19  -3691 C6,24 461 

C7 , 11  6724 C 7 , 18  -4899 C7 , 23  0 

C8, 10  -30536 C8 , 17  -3330 C8 , 22  -876 

C9  42678 C9,16 2085 C9,2 1  0 

C 1 0,1 5  10574 C10,20 1606 

C 11 ,1 4  19410 C 11 , 19  0 

C12,13 25060 C12,18 -3171 

C 13 , 17  0 

C 14 , 16  10326 

C 15 , 15  16384 

It can be seen that the evolution of these filters is a very challenging task because of the 

wide dynamic range of the associated coefficient-sets. The range of the high-pass filter 

lies from 29  to 216,  while the 26-tap and 31-tap low-pass have a range from 2 7  to 2 15  and 

2 7  to 2 14  , respectively. All the three filters are symmetrical. The first have been designed 

with Matlab tools, while the third one was taken from the industrial design of low- 
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power filter cores for hearing aids and it has been developed in joint collaboration with 

Bernafon LTD and the University of Edinburgh [126]. 

In the simulations three parameters (accuracy, number of CALM, number of 

generations) are considered to evaluate the efficiency of each evolutionary technique to 

evolve FIR filters. Obviously, the evolution of very accurate filters is the first priority of 

this work and therefore throughout the evaluation process evolutionary techniques that 

provide higher accuracy are preferred to these that present poorer frequency response 

and better results in terms of hardware utilization and convergence time. It must be 

mentioned here that for the two conventional evolutionary techniques, evolution stops 

after a number of generations beyond which the fitness-score does not provide any 

substantial improvement. On the other hand,-the three proposed evolutionary techniques 

(generic gradual evolution, incremental evolution and incremental with MO evolution) 

secure accuracy that varies from 99.7% to 99.98% according to the bit-length of the 

targeted coefficient. 

6.6 Comparisons 

6.6.1 19-tap High-pass Filter 

For the evolution of the 19-tap high-pass filter, the performance of all the 6 EAs is 

compared. However, because the three conventional evolutionary techniques do not 

consider the gradual evolution of the targeted coefficient-set, the simulation results have 

been grouped according to this criterion. Nevertheless, the performance, in terms of 
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accuracy, power-consumption and convergence-time, for the 6 evolutionary techniques 

can be clearly evaluated. 

Figure 6.3 depicts the evolution process of the three conventional evolutionary 

techniques. It must be mentioned here that two of them use the modified-crossover that 

has been introduced in Section 6.3. 
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Figure 6.3: Evolution process of the three conventional EAs 

Figure 6.4 shows how accurately the achieved solution matches the ideal frequency 

response after 2550 generations. Considering both figures it can be deduced that the 

conventional MOEA using modfIed-crossover  achieves the most accurate result 

(fitness-score equals to 0.98). However, even this solution does not fully satisfy the 
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targeted filter. Its frequency response, graph marked with squares, presents similar pass-

band characteristics but the achieved attenuation in the stop-band is poorer than the 

ideal one. In addition to this, the hardware configuration that the MOEA resolved 

utilizes 72 CALUs. 
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40 
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I 	 I 	 I 	 I 	 I 

0.1 	0.2 	0.3 	0.4 	0.5 	0.6 	0.7 	0.8 	0.9 
normalized frequency (rad/s) 

Figure 6.4: Evolved frequency response of the three conventional EAs after 2550 

generations 

The conventional EA using modified-crossover and the conventional EA achieve 

fitness-scores 0.976 and 0.913 and utilize 196 and 34 CALUs, respectively. These 

results verify the weaknesses (mentioned in Section 6.2) that conventional EAs 

encounter. Specifically, the poor frequency response evolved by the conventional EA 

utilizes only 34 CALUs, which cannot accurately evolve the specified filter. This 

happens because the employed EA is incapable of drastically changing the hardware 

20 

OOL 
 

-166- 



Chapter 6- Evolutionary Mechanisms 

configuration towards fitter solutions after an average solution has been resolved. On 

the other hand, the conventional EA with modified-crossover wastes a significant 

number of hardware resources (196 CALUs) because it utilizes new CALUs to improve 

the fitness-score without gaining the maximum from each CALU. 

Figure 6.5 depicts the frequency responses that have been evolved by the guidance of 

the generic gradual, incremental and incremental with MO evolutionary techniques. It 

is apparent that all the three evolutionary techniques resolved hardware configurations 

that satisfy the filter's specification. 

80 
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normalized frequency (radls) 

Figure 6.5: Evolved frequency response of the 19-tap high-pass FIR filter using the 
three EAs 

Since all the three novel evolutionary techniques evolve an accurate 19-tap filter, the 

other two parameters (number of generations to converge and number of utilized 

m 
V 

C 

0 
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CAL Us) are examined to find out which technique is more efficient. Figure 6.6 depicts 

that the gradual evolutionary technique requires 703 generations in order to evolve the 

19 coefficients. 

Figure 6.6: Evolution process of the three EAs for the evolution of the 19-tap high-pass 
FIR filter 

This implies that the gradual evolutionary technique needs in average 37 generations 

per coefficient. This is an outstanding performance considering the wide dynamic range 

of the numbers that compose the coefficient-set and the word-length, as well. Moreover, 

the gradual evolutionary technique presents 40% and 60% reduction in the number of 

generations compared with the incremental (987 generations) and incremental with MO 
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(1123 generations) techniques, respectively. However, even the MO solution is superior 

to the introduced conventional evolutionary techniques and these presented in [43]. 

Figure 6.7 shows how efficiently the three novel evolutionary techniques utilize the 

hardware resources to evolve the 19-tap filter. 

1c 

90 

1 	2 	3 	4 	5 	6 	7 	8 	9 10 11 12 13 14 15 16 17 18 19 
Evolved number of coefficients 

Figure 6.7: Hardware utilization of the three EAs for the evolution of the 19-tap high- 
pass FIR filter 

The x-axis shows which coefficient is currently under evolution, while the y-axis 

presents the total number of CALUs that have been employed so far. The achieved 

results contradict those in Figure 6.6, as the incremental with MO evolutionary 
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technique provides the most challenging solution in terms of power-consumption (87 

CALUs). 

Consequently, the incremental technique employs 91 CALUs and the gradual 96 

CALUs. Thus, it can be deduced that there is a trade-off between the convergence-speed 

and the hardware resources that the EA employs for the filter implementation. Hence, 

the choice of the best evolutionary technique actually depends on the application that is 

targeted. In all three evolutions the accuracy is guaranteed so it is up to the designer to 

select one between the lowest power-consumption solution (incremental with MO), the 

one with the shorter convergence-time (gradual) or the intermediate solution that its 

results are between the highest and lowest achievements. 

6.6.2 26-tap Low-pass Filter 

For the evolution of this filter, only the 3 novel evolutionary techniques using the 

gradual approach of evolution were employed. The conventional methodologies have 

been excluded from this paradigm since from the first one (19-tap high-pass filter), it 

has been shown that they are inferior to the proposed ones. Figure 6.8 depicts the three 

evolved frequency responses that correspond to the 26-tap low-pass filter. In 

comparison with the previous paradigm, there is a small deviation in the stop-band 

region of the evolved filters. 

-170- 



Chapter 6- Evolutionary Mechanisms 

00 —ideal 
-- generic gradual 

- 	 incremental 
80 - incremental vAth MO 

40 

2

: 
0.1 	0.2 	0.3 	0.4 	0.5 	0.6 	0.7 	0.8 	0.9 	1 

normalized frequency (rad/s) 

Figure 6.8: Evolved frequency response of the 26-tap low-pass FIR filter using the 
three EAs 

However, this deviation is negligible because it does not exceed I db of attenuation. 

Figure 6.9 shows the evolution process of the three implementations. Similar to the 

previous example, the gradual evolutionary technique requires considerably fewer 

generations (880 generations) than the incremental (1053 generations) and the 

incremental with MO (1186 generations). However, if Figures 6.9 and 6.10 are 

considered together, it can be deduced that the incremental with MO evolutionary 

technique requires more generations compared with the gradual at specific points (after 

the evolution of the 7 th  and 1 9th  coefficient) where the gradual wastes hardware 

resources for the filter's implementation. From a hardware perspective, the gradual 

evolution needs 119 CALUs in total for the implementation of the filter, while the 

1 

00 
-D 

(9 

- 171- 



Chapter 6- Evolutionary Mechanisms 

incremental and the incremental with MO need 118 and 114, respectively. This implies 

that the incremental with MO evolution introduces a reduction in the utilized hardware 

resources of 4.2% and 3.4% over the gradual and incremental, respectively. 
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Figure 6.9: Evolution process of the three EAs for the evolution of the 26-tap low-pass 
FIR filter 
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Figure 6.10: Hardware utilization of the three EAs for the evolution of the 26-tap low- 
pass FIR filter 

6.6.3 31-tap Low-pass Filter 

This paradigm compares the three novel evolutionary techniques against the evolvable 

architecture presented in [43]. Therefore, the evaluation has been performed for the 

implementation of the filter (31-tap low-pass), shown in Table 6-2. Figure 6.11 depicts 

the high accuracy (from 99.7% to 99.98%) that is achieved by all the evaluated 

evolutionary techniques. Specifically, based on the GA that has been employed for the 

realization of the filters, the targeted accuracy of each coefficient depends on each 
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value. Therefore, accuracy of 99.7% is sufficient for a coefficient that is smaller than 

100, while it is very poor for a coefficient with value 10000. Hence, the employed GA 

utilizes different scales of accuracy for different coefficients based on their values. On 

the other hand, the authors in [44] suggest that the average achieved accuracy is 97.3%. 

This figure may be sufficient for small coefficient bit-lengths but for higher ones it 

produces such deviations between the evolved and ideal coefficients that are adequate 

for the filter to malfunction. Therefore, the quality of the implemented filter is not 

always secured. 

01 	 I 	 I 	 I 	 I 	 I 	 I 	 I 	I 	I 

0 	0.1 	0.2 	0.3 	0.4 	0.5 	0.6 	0.7 	0.8 	0.9 	1 
normalized frequency (rad/s) 

Figure 6.11: Evolved frequency response of the 31-tap low-pass FIR filter using the 
three EAs 

Moreover, the evolvable framework in [44] takes 6700 generations to resolve the best 

possible hardware configuration. Figure 6.12 shows that the novel evolutionary 
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techniques, gradual, incremental and incremental with MO need 683, 672 and 778 

generations, respectively. These results imply that the proposed evolvable framework 

(custom-reconfigurable hardware and evolutionary techniques) provides more accuracy 

and a reduction in the number of generations by 8.6 to 9.8 times. 
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Figure 6.12: Evolution process of the three EAs for the evolution of the 31-tap low- 
pass FIR filter 

I 	I 

 

The hardware utilization of the incremental with MO evolutionary technique achieves 

the most impressive result in terms of power-consumption (Figure 6.13). It utilizes 84 

CALUs to realize both the arithmetic and accumulation unit of the 31-tap filter, shown 

in Table 6-2. The authors in [44] suggest that their architecture needs 81 PALUs on 
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average (calculated in Section 5.6.4.2) for the realization of the arithmetic unit of the 

filter. Hence, it employs slightly fewer hardware resources but not without cost in both 

accuracy and convergence-time. This architecture manages a reduction in hardware 

utilization by re-using partial products from previous hardware components. The 

proposed architecture does not take advantage of hardware re-usability because this 

creates hardware dependencies between different coefficients within the same 

coefficient-set and prevents the accurate implementation of filters. Instead hardware 

economy is achieved through the specially tailored reconfigurable hardware and the 

three proposed evolutionary techniques. 
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Figure 6.13: Hardware utilization of the three EAs for the evolution of the 31-tap low- 
pass FIR filter 
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6.7 Conclusions 

This chapter has presented three novel evolutionary techniques that prove their 

superiority to conventional single and multi-objective evolutionary methodologies. 

Table 6-3 summarizes the results obtained by the three proposed evolutionary 

techniques for the realization of the 19, 26 and 31 order filters. Simulation results have 

proved that the evolution of any order FIR filter can be guaranteed with accuracy (not 

less than 99.7% for small coefficients and 0.998 for bigger word-lengths) that improves 

on previously employed evolutionary techniques. Moreover, real-time implementation 

and adaptation of FIR filters is achieved. The best and worst cases filter implementation 

takes between 8.6 and 9.8 times fewer generations than a previously employed EA. The 

novel evolutionary techniques guarantee a low average number of generations per 

coefficient independent of the filter's size and the associated complexity. Moreover, 

high accuracy, efficient hardware utilization and short speed-convergence per 

coefficient can be achieved for any order of FIR filters, due to the novelty introduced in 

the custom reconfigurable hardware substrate and the employed evolutionary techniques 

that are used to guide evolution. 

Hence, the reconfigurable hardware substrate presented in Section 5.6 in collaboration 

with the proposed evolutionary techniques can enable the accurate and efficient, in 

terms of power consumption and time for adaptation, implementation of the JPLfBoeing 

gyroscope's electronics. In the next chapter the implementation of the gyroscope's 

electronics is presented, based on this EHW architecture. 
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TABLE 6-3: EVALUATION OF PROPOSED EVOLUTIONARY TECHNIQUES 

Generic Gradual Incremental Incremental with MO 
Filter 

Generations CALUs Order  Generations CALUs Generations CALUs 

17 703 96 987 91 1123 87 
26 880 119 1 	1053 118 1 	1186 114 
32 683 107 1 	672 1 	89, 1 	778 84 
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Chapter 7 

Implementation of the 

JPL/Boeing Gyroscope's Electronics 

7.1 Introduction 

Chapter 5 introduced the reconfigurable architectures that have been implemented 

during this research work. Based on the simulation results that have been achieved with 

each one of them independently, the most efficient reconfigurable hardware has been 

selected to implement the gyroscope's electronics. Therefore, the reconfigurable 

hardware initially introduced in Section 5.6 was selected and subsequently employed in 

Chapter 6 for evaluating the best reconfiguration mechanism. This is a novel 

reconfigurable fabric that meets all the criteria imposed by the targeted application. 

Briefly summarizing its characteristics, it can be said that its topology enables the 

efficient utilization of the hardware resources, resulting in significant reduction in 

power consumption, compared with industrial FPGAs. 

Moreover, its structure minimizes deceptive problems, such as pleiotropy and epistasis 

that prevent the EA from reaching a global optimum within a short period of time. 

Finally, as shown in Section 5.6, it incorporates appropriate flexibility to cope with a 

significant amount of faults that occur either in the initial or later stage of the filters' 

implementation. 
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7.2 Evolution of the FIR Composing the Control Loops 

This section presents the evolution of the seven FIR filters depicted in Figure 2.2 and 

presents the reconfigurable fabric that has been employed for the implementation of the 

P1 controller. The first two filters form the drive control loop, whereas the third 

implements the sense-rebalance loop. The other 4 filters are part of the demodulation 

stage of the gyroscope's circuitry. 

The EA that has been proposed in Section 6.4.5 was employed for the evolution of the 

filters. It utilizes a combination of incremental and MO evolution and it has been 

selected in these simulations because it provides the best results in terms of power 

consumption. The specification of the evolved filters has been taken from previous 

research work done by JPL and UCLA. The coefficient-sets of these filters cannot be 

shown in this thesis since this is forbidden by both JPL and UCLA. Therefore, the 

comparison of the ideal and the evolved filter will be performed by using the frequency 

response. 

7.2.1 Evolution of Drive Control Loop 

The drive loop consists of FIR 1, which is used to correct the lag introduced by the 

signal conversion and the anti-aliasing filters and AGC. Consequently, the AGC 

consists of FIR2 (amplitude detector) and a P1 controller. 

FIR1 corresponds to a symmetrical 85-tap all-pass filter. Its purpose is to achieve 

attenuation at 2.7 KHz and shape the phase of the incoming signal to be 0 degrees at 
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4.428 KHz. According to the ideal coefficient-set the dynamic range of the coefficients 

varies from 2 7 to 2 12  . Figure 7.1 shows the frequency response of the ideal (blue plot) 

and the evolved (green plot) filter. It is apparent that the two frequency responses are 

identical. Based on the simulation results, the evolution of FIR] takes 3518 generations 

and occupies 316 CALUs. 

m 
-o 

0 

1 

0.1 	0.2 	0.3 	0.4 	0.5 	0.6 	0.7 	0.8 	0.9 	1 
Normalized frequency (rad/s) 

Figure 7.1: Comparison of the frequency response between the ideal and the evolved 
filter (FIR I) 

FIR2 is a symmetrical 51-tap filter that composes part of the amplitude detector of the 

AGC. The ideal filter presents a cut-off frequency at 50 Hz and a stop-band attenuation 

of 40 dB. The dynamic range of the coefficient set varies from 2 9  to 212.  Similarly with 

the previous comparison, Figure 7.2 depicts the accuracy of the evolution of the FIR2. 

Based on the obtained results the implementation of the filter requires 208 CALUs and 

needs 2324 generations. 

- 181 - 



Chapter 7-Implementation of the JPL/ Boei rig gyroscope's electronics 

m 

0 

1 

0.1 	0.2 	0.3 	0.4 	0.5 	0.6 	0.7 	0.8 	0.9 	1 
Normalized frequency (rad/s) 

Figure 7.2: Comparison of the frequency response between the ideal and the evolved 
filter (FIR2) 

The P1 controller is part of the AGC that is used to excite the drive mode of the sensor 

to constant amplitude. Figure 7.3 depicts the overall block diagram of the drive control 

loop and the part within the shaded box contains the components of the P1 controller. In 

addition to this, K and K, modules compose the reconfigurable components of the 

controller and correspond to the proportional and integral coefficients, respectively. 

Each module presents an identical architecture, which is based on the POF technique as 

shown in Figure 7.4. The P1 controller deals with decimal numbers with fractional 

accuracy. According to Figure 7.4 each module consists of 4 A/S units, which can select 

their inputs either from their previous A/S units or form the primary input of the 

controller. The first input (upper) of each A/S unit passes through a RIL shifter, which 

has 4 configuration bits. Hence, it can perform a binary shift from 3.9* 10-3  to 128. The 
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second input (lower) of each AJS unit passes through a shifter that includes I 

configuration bit and can perform left shift by 0 or I positions. 
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Figure 7.3: Block diagram of the drive control loop 
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Figure 7.4: Reconfigurable hardware for Kp and Ki modules 
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The K and K 1  coefficients of the controller must be adjusted appropriately in order that 

the P1 controller provides the correct feedback compensation. Hence, the K p  and K 

modules must be able to evolve decimal numbers with fractional accuracy of up to 5 

digits. To demonstrate the capability of the proposed reconfigurable hardware platform 

depicted in Figure 7.4, several decimal numbers (0.7629, 2.4414, 6.1035 and 12.20703) 

have been evolved, which can be potential K and K 1  coefficients. For each one of these 

numbers, different simulation scenarios have been obtained, where the crossover rate is 

kept constant (80%) and the mutation rate dynamically varies from 0-10%, 0-15%, 0-

20% and 0-25%, respectively. Simulation results depicted in Figure 7.5 reveal that the 

proposed P1 controller is capable of evolving the assigned potential coefficients with 

great accuracy. 

[uI1:1 

0.7629 	 2.4414 	 6.1035 	 1220703 
•10% 	e 15% E2 200/6 	025% 

Figure 7.5: Simulation results of P1 controller for  dynamically varying mutation rates 
(10%, 15%, 20% and 25%) 
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Specifically, there is an average deviation of 3*1  O % between the assigned numbers 

and the evolved ones. Finally, it can be deduced that for dynamic mutation rate of 10% 

the controller provides the most accurate solutions (average deviation 8*1 05)• 

7.2.2 Evolution of the Sense-Rebalance Loop 

The sense-rebalance loop is implemented in FIR3. It composes a symmetrical linear-

phase 87-tap filter. The aim of this filter is to reject the disturbance that is injected into 

the sense drive due to the Coriolis Effect and reject the disturbance at the region of 2700 

Hz, which can produce degradation of the sensor's performance. In this filter, the 

dynamic range of the ideal coefficient-set varies from 2 8  to 2 12  . Figure 7.6 clearly shows 

that there is not any visible difference between the ideal and the evolved frequency 

response. For the evolution of this filter the employed EA takes 2165 generations and 

occupies 181 CALUs. 
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Figure 7.6: Comparison of the frequency response between the ideal and the evolved 
filter (FIR3) 
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7.2.3 Evolution of the Demodulation stage 

The demodulation stage estimates the angular rotation rate of the gyroscope by 

demodulating the sense-rebalance signal with respect to a measurement of the drive 

loop control. This electronic circuit consists of FIR4 and FIR5, which are used to shift 

signal phases and FIR6 and FIR7, which are low-pass filters. 

FIR4 is a symmetrical 20-tap filter and its ideal coefficient-set presents a dynamic range 

that varies from 2 8 to 2. The evolution of this filter can be seen in Figure 7.7. The 

evolved frequency response is depicted with the red dashed plot and it is obvious that its 

trace is exactly upon the trace formed by the ideal frequency response (blue line). 

Furthermore, the evolution of FIR4 occupies 87 CALUs and takes 1290 generations. 
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Figure 7.7: Comparison of the frequency response between the ideal and the evolved 
filter (FIR4) 
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Table 7-1 shows the average number of CALUs and generations that is needed for the 

implementation of each one of the seven filters. For the realization of FIR4, it can be 

seen that there is a small increase in both figures (number of CALUs and generations) 

compared with the implementation of the previous three filters. This can be justified 

considering the dynamic range of the targeted coefficient-set. Hence, the wider dynamic 

range that the coefficient—set of FIR4 presents, compared with FIR], FIR2 and FIR3, 

introduces a substantial increment in the average number of CALUs and generations. 

FIR5 is a symmetrical 29-tap filter and similarly with FIR4 is employed to shift signal 

phases. Its coefficient-set has a dynamic range from 2' to 2'. Although its wide 

dynamic range, this coefficient-set consists of some coefficients that are equal to zero 

and this fact facilitates the evolution of the filter. 
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Figure 7.8: Comparison of the frequency response between the ideal and the evolved 
filter (FIR5) 
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Hence, this fact has a beneficial impact on the number of utilized CALUs (87) and 

especially on the number of generations (868). Figure 7.8 shows the comparison in the 

frequency response between the ideal and the evolved filter. 

FIR6 is a symmetrical 15-tap filter and its coefficients introduce a dynamic range that 

varies from 2' to 2'. Figure 7.9 depicts the frequency response of the ideal and the 

evolved low-pass filter and proves the high accuracy that the proposed evolutionary 

driven reconfigurable platform can secure. Concerning the hardware utilization, FIR6 

occupies 61 CALUs and its implementation takes 600 generations. 
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Figure 7.9: Comparison of the frequency response between the ideal and the evolved 
filter (FIR6) 
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Finally, FIR7 is a symmetrical 32-tap low-pass filter. The dynamic range of the filter's 

coefficients varies from 28  to 2'. The filter needs 138 CALUs to be implemented and 

its evolution lasts 664 generations. Figure 7.10 proves even in this implementation the 

high accuracy that can be achieved. 
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Figure 7.10: Comparison of the frequency response between the ideal and the evolved 
filter (FIR7) 
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TABLE 7-1: CHARACTERISTICS OF FILTERS' SPECIFICATION AND SIMULATION RESULTS 

CONCERNING HARDWARE UTILIZATION AND CONVERGENCE TIME 

Sensor's 

Electronics 
Order 

Dynamic range 

of coefficient-set 

Average number of 

CALUs per coefficient 

Average number of 

generations per 

coefficient 

FIR 1 85 272!2 3.71 41.38 

FIR  51 292I2 4.07 45.56 

FIR 3 46 2 8  - 212 3.93 47.06 

FIR  20 28 2 16 4.35 64.5 

FIR  29 21-2 17 3 29.93 

FIR  15 2 7  -2 17 4.06 40 

FIR 7 32 2 8 
-2  1 4.31 20.75 

7.3 Power Analysis 

After the evolution of the circuits that compose the control-loops of the gyroscope, it is 

also important to measure the power consumption and see whether the achieved result 

suits an aerospace application. 

The power analysis of the evolved FIR filters has been carried out using Synopsys 

Prime-Power tools. Accurate interconnect analysis has been considered by setting 

appropriately appropriate wire load models during the synthesis of the two 

reconfigurable structures that have been used for the realization of the filters and the Pt 

controller. 
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Figure 7.11 shows the power that is consumed by each FIR filter separately and the P1 

controller, respectively. Moreover, it can be seen which part of the total power 

corresponds to the dynamic (internal plus switching) and which to the leakage. Further 

details for the exact figures can be found in Table 7-2. It must be mentioned here that 

the obtained figures correspond to mW per MHz of operation. It is known that the 

update rate of the gyroscope is 48 KHz, therefore the frequency, at which the power 

measurement has been done, meets the throughput criteria set by the targeted 

application. 
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Figure 7.11: Power analysis of the 7 FIR filters and the P1 controller that compose the 
drive and sense-rebalance loop and the demodulation stage of the gyroscope 
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Finally, Figure 7.12 illustrates the power that is consumed by each control-loop. The 

results show that the proposed architecture consumes in total 4.745 mW/MHz and that 

the drive control loop consumes the 48.47% (2.3 mW/MHz) of the total power, while 

the sense-rebalance loop and the demodulation stage consume the 15.91% (0.755 

mW/MHz) and 35.61% (1.69 mW/MHz), respectively. 

TABLE 7-2: POWER RESULTS FOR THE FIR FILTERS AND THE P1 CONTROLLER 

Power 

(mw/MHz) 
FIR I FIR 2 FIR 3 FIR 4 FIR 5 FIR 6 FIR 7 P1 

Internal 0.932 0.66 0.52 0.31 0.266 0.2 0.396 1.77E-2 

Switching 0.349 0.255 0.21 0.125 0.106 0.086 0.156 7.43E-3 

Leakage 0.045 0.032 0.025 0.015 0.013 0.001 0.02 1.86E-3 

Total 1.326 0.947 0.755 0.45 0.385 0.287 0.572 2.70E-2 

o Drive loop 

o Rebalance loop 

Li Demodulation stage 

 

Figure 7.12: Power analysis (mW/MHz) of the different control loops of the gyroscope 
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7.4 Conclusions 

This section analyzed the implementation of the JPL/Boeing gyroscope electronics, 

which comprise the seven FIR filters and a P1 controller. The simulation results showed 

that the employed EHW platform is able to accurately implement the electronics. 

Moreover, the power that is consumed by the evolved electronics (4.745 mW/MHz) 

shows that the presented architecture is very promising for Space application where 

long operational life of electronics is required. 

Future work has to be done to complete the on-chip implementation of the holistic 

system that comprises a reconfigurable hardware substrate and a reconfiguration 

mechanism that is in charge of guiding the implementation/reconfiguration of the 

targeted electronics. Figure 7.13 shows a preliminary floorplan of the holistic system. 

The reconfigurable hardware is a custom reconfigurable fabric that based on the 

simulation results must consist of 1400 CALUs. This implies that this fabric would 

occupy approximately 10.36 mm  of silicon area, since in Section 5.6.5 it was calculated 

that 200 CALUs occupy area of 1 .48mm 2. Moreover, the selected reconfiguration 

mechanism (GA) can run on a micro-processor that meets the time requirements of the 

sensor. In addition to this, based on the implementation of the sensor's electronics, the 

requirements of memory size have been calculated. It is assumed that there is a 30% 

overhead in the number of CALUs needed for the implementation of the electronics and 

that the size of population that is used in the incorporated GA is 100. The additional 

number of CALUs has been practically selected considering the spare resources that are 

needed for the reconfiguration of a single coefficient when a fault occurs. Moreover, it 
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provides more flexibility in case of a change in the filters' specification. Therefore, 

considering the previous assumptions, the size of the memory that is required for the 

holistic system is I O6Kbytes. This is a demonstrative figure showing that the employed 

GA does not introduce significant overhead in terms of memory requirements. 

Reconfigurable Hardware 
(1400 CALUs) 

Genetic_____ Memory 
Algorithm K 	>1 06Kbytes 

(p-Processor) 

Figure 7.13: On-chip solution of the holistic system 
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Chapter 8 

Summary and Conclusions 

8.1 Introduction 

The focus of this thesis has been to investigate which is the most suitable autonomously 

reconfigurable platform that would be able to conformably accommodate the electronics 

associated with the JPL/Boeing gyroscope. Particular emphasis has been given on low-

power, fault-robust, self-reprogrammable/reconfigurable architectures. Therefore, all 

the architectures investigated in this thesis compose a conjunction of custom 

reconfigurable hardware and specially tailored GAs, which derive from a class of non-

heuristic search and optimization techniques termed EAs and are inspired by the process 

of biological evolution. 

This chapter will be organized as follows: Section 8.2 gives a summary of the material 

presented in each chapter of this thesis. Subsequently, Section 8.3 provides conclusions 

drawn from the collected results and the ascertainments that are implied. Finally, 

Section 8.4 outlines future work, which would add to the knowledge already gained 

from research undertaken in this thesis and discusses what might be done to improve the 

performance of the obtained EHW platforms. 
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8.2 Summary 

The underlying theme of this thesis has been to investigate various autonomously 

reconfigurable architectures for the automated design and/or adaptation of the 

electronics associated with the control-loops of the JPL/Boeing gyroscope. The 

principle of EUW, which lies at the intersection of reconfigurable physical design and 

evolutionary computation, has been employed because it has been shown to provide 

unique characteristics such as automated design, autonomous adaptation to endogenous 

and/or endogenous variations (alternation of specification standards, anticipated faults, 

exposure to radiation, temperature variation, etc.) that affect the system's behavior, 

exploring and continuous seeking better solutions to complicated problems. Therefore, 

specially tailored evolutionary techniques have been implemented, which are in charge 

of successfully searching for and manipulating the encoding used to configure the 

investigated reconfigurable hardware substrates in order to generate the desired 

system's behavior. 

Chapter 2 introduces the JPL/Boeing gyroscope and provides an overview of its 

structure and operation principles. Moreover, it analyses the electronic circuits that 

implement the control-loops of the gyroscope and presents previous work that has been 

done concerning the gyroscope itself and possible architectures that could be used to 

efficiently accomplish the sensor's electronics. 

Chapter 3 justifies the selection of EHW to be the most suitable solution for the targeted 

application. Furthermore, it introduces the concepts behind EHW and provides a 
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theoretical background for the electronic circuits that compose the gyroscope's control-

loops. It also demonstrates the benefits and limitations behind different levels 

(transistor, gate and functional) and modes (extrinsic and intrinsic) of evolution for 

circuit design, through literature review. 

Chapter 4 introduces the design of a stand-alone fault-tolerant architecture. This concept 

demonstrates that both the reconfigurable hardware and the reconfiguration mechanism 

are able to compensate for faults. This chapter presents the concept and hardware 

implementation of a parallel fine-grained GA that employs the inherent parallelism in 

order to cope with faults. The capability of this architecture is demonstrated through a 

practical application of an attitude determination algorithm but it can be extend to 

further applications, including the reconfiguration mechanism of the JPL/Boeing 

gyroscope. 

Chapter 5 presents the implementation of numerous reconfigurable architectures and 

evaluates their ability to implement high-order FIR filters, which compose the major 

electronic components of the gyroscope's electronics. The demonstration of these 

architectures has been arranged according to temporal order. Therefore, descendant 

architectures attempt to satisfy the system's requirements such as accuracy in high-order 

filters, low power consumption and real-time adaptation, and address drawbacks that 

ancestor architectures encounter. 

Chapter 6 selects the most powerful reconfigurable architecture presented in Chapter 5 

and employs it in order to evaluate several evolutionary techniques by evolving 
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numerous FIR filters. The proposed evolutionary techniques present superiority over 

conventional ones in terms of accuracy and ability to evolve higher-order filters. 

Moreover, two out of the three proposed techniques are focused on different objectives, 

such as speed for adaptation and efficient hardware utilization. Finally, the third one 

presents a trade-off between the previous mentioned objectives and provides 

intermediate solutions in both objectives. 

Chapter 7 presents the implementation of the gyroscope's electronics as these have been 

designed by Jet Propulsion Laboratory and UCLA University. For the evolution of the 

seven FIR filters and the P1 controller, the most powerful reconfigurable hardware 

substrate is employed in conjunction with the proposed evolutionary technique 

presented in Chapter 6 that targets minimum power consumption. Finally, the total 

power consumption is calculated for the control-loops of the gyroscope using 

synthesizable hardware netlists and accurate technology libraries. 

8.3 Conclusions 

This thesis suggests that an EHW architecture is the most suitable environment to 

accommodate the electronics of the JPL/Boeing gyroscope and meet all the 

characteristics that the targeted application implies. 

From the literature review in Chapters 2 and 3 it can be concluded that functional level 

evolution can be effectively utilized for the realization of complicated electronic 

circuits, such as high-order FIR filters. Specifically, primitive operators, such as 
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additions, subtractions and binary shifts can be the fundamental functional blocks, 

which in conjunction with synchronous delays can be appropriately combined and form 

high-order FIR filters. This approach induces beneficial results both in terms of power 

consumption and fault-tolerance. The substitute of conventional multipliers with 

efficient combinations of primitive operators reduces significantly the electronic 

components needed• and this has a significant effect in the reduction of power 

consumption. Moreover, this approach reduces the granularity of the reconfigurable 

hardware and hence in the presence of faults the fine-grained granularity can take 

advantage of hardware redundancy. 

From the system analysis in Chapter 4, it can be concluded that fine-grained parallel 

GAs are suited for the implementation of fault-robust evolutionary mechanisms within a 

single chip. Simulation results have shown that due to massive parallelism and the 

incorporation of efficient communication between the adjacent processing' elements, 

faults that occur on the hardware resources do not disseminate through the hardware 

framework. 

Chapter 5 presents five different reconfigurable hardware substrates that employ 

different configurable arithmetic/logic units and in particular alternative 

interconnections between these units. From the unsuccessful experiments to evolve FIR 

filters with the reconfigurable hardware presented in Section 5.2, it can be concluded 

that the conception of the physical design must be effectively done considering two 

deceptive problems, such as pleiotropy and epistasis that prevent the evolutionary 

mechanism from reaching a global optimum within a valid period of time. Initial 
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simulation results in Section 5.3 support the conclusion that evolution of FIR filters in 

the frequency domain may result in alternative hardware designs that require fewer 

generations than evolution of digital filters in the time domain. However, evolution in 

the frequency domain does not guarantee the implementation of linear phase filters that 

is one of the prerequisites. Moreover, results in Section 5.4 enhance the aspect that 

evolution of medium-order FIR filters in the frequency domain can be successful for 

offline and/or online adaptation even in the presence of anticipated faults occurring in 

the memory elements of the reconfigurable hardware. Subsequently, Section 5.5 

presents a reconfigurable hardware architecture that is specially tailored for the 

implementation of folded-transposed form FIR filters. From the simulation results, 

important conclusions can be made concerning the re-usability of previously obtained 

partial products and the evolution of both the timing and arithmetic part of the filter. 

The approach, that takes advantage of previously evolved partial products in order to 

evolve new coefficients, may be beneficial in terms of hardware utilization with power 

consumption implications. However, during the evolution of medium or high. order FIR 

filters, this approach produces hardware dependencies between different coefficients 

within the under evolution coefficient-set. In case these dependencies are contradictive, 

then the accurate evolution of the evolved coefficients is not feasible or the evolution 

may take substantially longer than the application's throughput requirements. Moreover, 

although this approach provides a higher degree of fault-robustness, it is very likely that 

evolution may stop in sub-optimal solutions before the search space becomes very 

complicated. Section 5.6 presents the most successful reconfigurable hardware substrate 
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based on simulation results. It meets all the requirements applied by the targeted 

application, such as accurate evolution of high-order FIR filters, low-power 

consumption, appropriate throughput that concurs with the speed specification of the 

gyroscope, high degree of fault-robustness in the presence of anticipated faults 

occurring in the user and configuration memory and real-time adaptation and recovery 

of the original system's behavior due to exogenous and/or endogenous factors. Its great 

success is based on a couple of architectural approaches relative to the interconnection 

scheme between the CALUs. According to this, the hardware dependencies between 

different coefficients have been eliminated resulting in a very fast and more accurate 

filter evolution. Moreover, the same hardware resources (CALUs) are employed both in 

the arithmetic and accumulative unit of the FIR filter. 

The architectural approaches incorporated in Section 5.6 result in a significant reduction 

in power consumption compared with conventional approaches. Summarizing the 

obtained results, this architecture in conjunction with the three proposed evolutionary 

strategies presented in Chapter 5 manages significant achievements, which can be 

summarized below: 

Evolution of FIR filters that exceeds 99.7% of accuracy. 

Implementation and/or adaptation of FIR filters' even in the presence of 30% 

faults, occurring in the user and configuration memory of the reconfigurable 

hardware. 
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Reduction of between 8.6 to 9.8 times in the number of generations that are 

needed for the evolution of a 31-p  FIR filter, compared with previous research 

in this field. 

Evolution of FIR filters that consume 3.3 times less power than similar 

implementations within industrial reconfigurable devices. 

It can be concluded from Chapter 6 that novel evolutionary reconfiguration mechanisms 

can be employed in order to accurately evolve FIR filters of any order that introduce a 

substantially large search space. This is feasible by utilizing a uniform reconfigurable 

hardware substrate and performing gradual evolution of the coefficient-set. This 

approach instantaneously minimizes the total search space to smaller parts that 

effectively affecting the realization of the coefficient under evolution. Finally, the 

synergy of these evolutionary mechanisms with multi-objective optimization can be 

very beneficial for the implementation of very low-power FIR filters. 

8.4 Future Work 

This thesis has endeavored to provide a rigorous investigation of the focus of research 

outlined in Section 8.1. However, a number of additional potentially interesting areas 

remain, which might further add to the knowledge already gained from the research 

presented. 

A specially tailored parallel GA can be implemented to identify the configuration string 

of the reconfigurable hardware, which accommodates the JPL/Boeing gyroscope's 
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electronics. It would be very interesting to have a comparison between a fine-grained 

parallel GA, like the one in Chapter 4, and the customized evolutionary algorithms that 

have been implemented and evaluated in this thesis. 

The implementation of a reconfigurable hardware substrate that originates from the one 

presented in Section 5.5 and overcomes the limitations of the prior architecture. The 

new implementation has to incorporate two architectural approaches. Firstly, the timing 

will be fixed and hence, evolution will target only the realization of the correct values of 

the ideal coefficient-set. Secondly, re-usability of previously evolved coefficients will 

be allowed only in the distance of one. This means that for the realization of a new 

coefficient, the evolutionary mechanism can use partial products that have been 

obtained only during the realization of the previous coefficient. 

Another interesting modification that can be done in future relates the reconfigurable 

hardware in Section 5.6. Assuming that the targeted application requires very fast clock 

frequency and is not interested in fault-robustness, then in each CALU an additional 

synchronous register can be added to the output and after the binary shifter. This 

modification will increase the speed performance substantially without affecting the 

time needed for the filter implementation and/or adaptation. 

The fabrication of a chip can also be scheduled in the future. This chip may include only 

the reconfigurable hardware substrate that accommodates the gyroscope's electronics or 

it can be a holistic System-on-Chip solution that includes both the reconfigurable 

hardware and the reconfiguration mechanism. 
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This thesis has investigated numerous autonomously reconfigurable platforms for the 

implementation of mainly high-order FIR filters. Low-power, high performance and 

reliable/robust digital adaptive FIR filters are in great demand throughout the 

communication, automotive, audio, biomedical industry that requires data control and 

manipulation. Industrial requirements might set priority in different characteristics, such 

as device re-usability, fast operational speed, low-power consumption, fault-robustness, 

etc. Therefore, several minor modifications can be done in the EHW platforms 

presented in this thesis, in order to accurately satisfy requirements of several other 

industrial applications besides the JPL/Boeing gyroscope. 
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