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Abstract

Human languages are not just tools for transmitting cultural ideas, they are
themselves culturally transmitted. This single observation has major implications
for our understanding of how and why languages around the world are structured
the way they are, and also for how scientists should be studying them. Accounting
for the origins of what turns out to be such a uniquely human ability is, and should
be, a priority for anyone interested in what makes us different from every other life-

form on Earth.

The way the scientific community thinks about language has seen considerable
changes over the years. In particular, we have witnessed movements away from a
purely descriptive science of language, towards a more explanatory framework that
is willing to embrace the difficult questions of not just how individual languages are
currently structured and used, but also how and why they got to be that way in the
first place. Seeing languages as historical entities is, of course, nothing new in
linguistics. Seeing languages as complex adaptive systems, undergoing processes of

evolution at multiple levels of interaction however, is.

Broadly speaking, this thesis explores some of the implications that this perspective
on language has, and argues that in addition to furthering our understanding of the
processes of biological evolution and the mechanisms of individual learning
required specifically for language, we also need to be mindful of the less well-
understood cultural processes that mediate between the two. Human

communication systems are not just direct expressions of our genes. Neither are

ii



they independently acquired by learners anew at every generation. Instead,
languages are transmitted culturally from one generation to another, creating an
opportunity for a different kind of evolutionary channel to exist. It is a central aim
of this thesis to explore some of the adaptive dynamics that such a cultural channel
has, and investigate the extent to which certain structural and statistical properties
of language can be directly explained as adaptations to the transmission process and

the learning biases of speakers.

In order to address this aim, this thesis takes an experimental approach. Building on
a rich set of empirical results from various computational simulations and
mathematical models, it presents a novel methodological framework for exploring
one type of cultural transmission mechanism, iterated learning, in the laboratory
using human participants. In these experiments, we observe the evolution of
artificial languages as they are acquired and then transmitted to new learners.
Although there is no communication involved in these studies, and participants are
unaware that their learning efforts are being propagated to future learners, we find
that many functional features of language emerge naturally from the different

constraints imposed upon them during transmission.

These constraints can take a variety of forms, both internal and external to the
learner. Taken collectively, the data presented here suggest several points: (i) that
iterated language learning experiments can provide us with new insights about the
emergence and evolution of language; (ii) that language-like structure can emerge as
a result of cultural transmission alone; and (iii) that whilst structure in these systems
has the appearance of design, and is in some sense ‘created’ by intentional beings,
its emergence is in fact wholly the result of non-intentional processes. Put simply,
cultural evolution plays a vital role in language. This work extends our framework

for understanding it, and offers a new method for investigating it.
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Chapter One

Introduction

[I]t cannot fail to occur to us as an interesting question, by what
gradual steps the transition has been made from the first simple
efforts of uncultivated nature, to a state of things so wonderfully
artificial and complicated. Whence has arisen that systematical
beauty which we admire in the structure of a cultivated language;
that analogy which runs through the mixture of languages spoken
by the most remote and unconnected nations; and those
peculiarities by which they are all distinguished from each other?

— Dugald Stewart (1858)

When we see structure in our surroundings, it is only natural to question the origins
of that structure. In spite of its early date, the quote by Dugald Stewart (1753-1828)
that begins this chapter anticipates many of the challenges still faced by modern
linguists today. How do we explain the ‘systematical beauty’ that we see in the
structure of language? How are we to reconcile both the similarities ("analogy’) and
the surprising amount of variation ("peculiarities’) exhibited amongst the languages
of the world? As one would expect, there have been many attempts at addressing
Stewart’s questions! over the intervening years, yet they still remain as open to
debate today as they were 150 years ago. This thesis focuses only on the question of

the origins of structure in language. In short: why is language structured the way it

1 The sentiments echoed in this quote are not just those of Dugald Stewart himself, but were
also shared by his contemporary, the great economist Adam Smith (1723-1790), whose
memoirs Stewart was collecting.



is, and not some other way? It turns out that the answer to this question might also

shed light on the other features of language that puzzle us.

1.1 Background

Although communication systems are abundant in nature, one of the things that
makes humans different from other animals is that we use language for more than
just communication (Dennett, 1995; Jackendoff, 1996; Tomasello, 1999; Lupyan et al.,
2007). Not only this, but language itself has some unique properties not found in
other systems. In particular, human language is both open-ended (allowing infinite
expression of an unlimited set of concepts) and highly variable (Hurford et al., 1998;
Evans & Levinson, 2009; Fitch, 2010). If language is the trait that separates us from
other animals, then in order to understand what makes us human, we need to
understand language (Christiansen & Kirby, 2003). However, in order to fully
comprehend a complex phenomenon like language we need to understand it from
many different perspectives. It is not enough to simply know how it works, we also
need to understand how it came to be that way. In other words, we need to

understand how it evolved.

This is not a trivial exercise. Language is both a behavioural skill rooted in human
biology and a cultural entity. This means that when it comes to the topic of
‘language evolution’, we could be referring to: (i) the evolution of the mechanisms
responsible for language, or (ii) the evolution of languages themselves. In actual
fact, we are concerned with both, all of the time. Although this thesis primarily
concerns itself with trying to explain language evolution in the sense implied in (ii),
I hope to argue that insights gained from this area can actually help us to identify

where we should be focusing our attention on in terms of explaining (i).

The actual study of human language has had a long history. As a result, the way that

the scientific community thinks about language has undergone considerable



changes over the years. Explanations attributing language to the work of some
divine creator have made way for accounts focusing on understanding language in
functional, cognitive and behavioural terms. Of particular significance to the work
presented here is the increasing movement within mainstream linguistics away
from a purely descriptive science of language, towards a more explanatory
framework that is willing to embrace the difficult questions of not just how
individual languages are currently structured and used, but also how and why they
got to be that way in the first place. From being a niche field a decade or two ago,

evolutionary linguistics is now booming (Zuidema, 2005).

Part of the reason for this is because it is still easy to appreciate Dugald Stewart’s
fascination with the mystery of language. The puzzle he sets out has not received a
completely satisfying explanation since most theories tend to view language as a
phenomenon entirely encapsulated within the individual speaker-hearer (e.g.
Chomsky, 1975). Explaining how language evolved in this view amounts to
explaining how the brain mechanisms that support language evolved (e.g. Pinker &
Bloom, 1990). This underplays the important role of cultural and social interaction
between populations of speaker-hearers. One important observation to be made is
that languages are not just tools for transmitting cultural ideas, they are themselves
culturally transmitted (Brighton et al., 2005). This fact has interesting implications;
namely that the process of cultural transmission has an explanatory role to play in
the emergence of key structural features of language (Anderson, 1973; Hurford,

1990; Kirby, 1999).

1.2  Thesis Aims

This thesis takes seriously the idea that processes of cultural transmission can
explain the emergence of some (perhaps all) of the key structural properties, such as
compositionality, duality of patterning, systematicity and possibly recursion, that

underlie the features of language like open-endedness and variability mentioned



earlier (see §2.1). One of the major contributions that it makes to the field lies in
offering up a new experimental methodology to test claims made about the cultural
transmission of language. To date, most of what we know about the cultural
evolution of language has come from mathematical models and computer
simulations (e.g. Hare & Elman, 1995; Batali, 1998; Kirby & Hurford, 2002; Steels,
2003; Brighton ef al., 2005; Griffiths & Kalish, 2007; Kirby et al., 2007). What makes
the work presented here unique is that it involves obtaining empirical results from
populations of human learners, via an experimental paradigm known as human
iterated language learning. Here, artificial languages are transmitted between
learners under controlled laboratory conditions, allowing researchers to track the

changes that take place over time.

One of the central themes which runs throughout what follows is that it is time to
start studying language evolution in the laboratory like this. However, this is not to
say that there is no room for existing methods of investigation. On the contrary, if
we want to make progress in understanding a phenomenon as complex as this, we
actually need a greater degree of synthesis and communication between
practitioners of different empirical approaches. One factor which is already
apparent in the literature is that there seems to be a divide between computational/
mathematical models and other kinds of empirical research. This division does not
solely exist within the relatively small field of language evolution. The same
situation exists amongst researchers interested in cultural evolution more generally.
In this quote from Barrett et al. (2002), we could easily replace the word ‘culture’

with ‘language’ to make this point:

“The last few decades have seen the development of two quite
independent paradigms in the evolutionarily-informed study of
culture. One of these has focused on building mathematical
models of the process of cultural transmission (in effect studying
inheritance mechanisms); the other has had a more empirical
focus, being principally concerned with the adaptiveness of
culture.” (p351-352)



Barrett et al. (2002) suggest that the reason for this split is in part due to the fact that
both strands pose very different research questions. However, they also attribute a
degree of blame for the lack of integration to the fact that computational and
mathematical modelling still remains mysterious and poorly understood outside of
those practising it. Nevertheless, much can be gained by bringing these two
different approaches closer together. The experimental framework presented in this
thesis represents an explicit attempt to do just this. To describe them as experiments
inspired by computational models of iterated learning is an understatement: they
are more like actual simulations of iterated learning instantiated in humans, rather

than artificial agents.

This makes the experiments themselves somewhat unusual when compared to the
standard (i.e. non-iterated) experiments that we often see in psychology. Just to give
one example, whereas in most experiments the performance of each individual
participant on a given task is measured as a data point, here a data point
corresponds to an individual language that has been passed between many
participants. This makes these kinds of experiments relatively expensive to conduct:
in order to demonstrate significance we must recruit many more participants per
condition. Although I hope to show that this endeavour is worthwhile, and that
human iterated language learning experiments are an invaluable method for
gaining insight into how the very act of learning affects the structure of systems for
future learners, I also hope that this work goes on to inspire more realistic

computational and mathematical models of the process.

In short, the theory that I will be testing is that language adapts. More specifically,
language adapts to suit the conditions under which it is transmitted. As with any
kind of problem to be solved, there are often multiple solutions. Variation in
language arises because there are many ways in which a language can be structured,
all of which are equally well adapted to the task of being transmitted. The fact that
languages are culturally evolving systems can thus explain why they are open-

ended and variable. Notice that so far we have not made any mention of



communication. This is deliberate. Although language gives all the appearance of
having been designed for communication (e.g. Pinker, 2003), I will take the
somewhat unusual approach of investigating the extent to which linguistic
structures that are communicatively useful could have arisen without it. If it turns
out that communication is not required in my experiments to get these structures to
emerge, this does not prove that language evolution necessarily happened in that

manner. However, it would require us to think more deeply about the possibility.

Another issue I will be exploring which tangentially relates to this concerns the
nature of the mechanisms responsible for evolutionary change. Language, unlike
the Scott Monument, was designed without a designer. Although in a sense it was
created by intentional beings, it was not the intention of those beings to create it
(Keller, 1994). Croft (2000) agrees, and makes a useful distinction between what he
calls intentional changes (where a speaker has some other goal in language use in
mind, and produces some unforeseen innovation along the way) and nonintentional
changes (where a speaker has no goal in mind at all but introduces a change as a
consequence of the act of production or comprehension itself). I will show some
examples of empirical studies which, by this definition, explore the intentional
design of communication systems in the laboratory (§3.2.4), but argue that we also
need to investigate the possibility that structural features of language could also

have emerged through more nonintentional processes.

To summarise, this work addresses the following questions:

1. Why is language structured the way it is and not some other way?

2. How does the process of cultural transmission give rise to language structure?

3. Can features of language structure which appear to be designed for
communication evolve in the absence of a) actual communication, and b)

intentional design?



1.3  Experiments

The basic methodology of the experiments is based on an agent-based
computational simulation of cultural transmission, known as the iterated learning
model (Kirby & Hurford, 2002; Brighton et al., 2005), and involves the transmission
of small artificial languages between human learners. Participants are recruited and
told they must learn how to speak a newly discovered alien language. During
training, they are shown images (meanings) of different coloured shapes engaged in
some kind of motion, along with a written description (signals) showing how the
alien would refer to that particular image. After training, their knowledge of the
alien language is tested by showing them each meaning in turn and asking for the
correct signal. Whatever is produced as output in this final test then becomes the
new training data for the next participant. This process iterates to form a linear
diffusion chain of learners, each of whom have unknowingly acquired their

language from the previous participant.

The first experiment looks at what happens when learners are only given partial
access to signals and meanings during learning, whereas the second experiment
looks at what happens when this restriction is lifted. The third experiment explores
what happens to the languages when we make an invisible modification to the
process of transmission, such that only unambiguous signals get transmitted to
future participants. The fourth study builds on this, and looks to see what effect
increasing the amount of training has. The fifth study is somewhat different to the
previous four in that it does not involve the transmission of meaning-signal pairs at
all. In this final study, we try to get a better look at how sequence learning
constraints may influence things, by focusing on how signals evolve in the absence

of any meanings.

Each experiment can be seen to stand alone, operating to investigate its own

particular hypotheses. However, they have also been designed with specific



contrasts in mind. Within the four main experiments, three conditions are examined.
Experiments I and II differ only in terms of whether or not participants have access
to the full language during learning; Experiments I and III differ only in terms of
whether or not unambiguous signals get passed on to learners; and finally,
Experiments III and IV differ only in terms of the amount of exposure to training

items that learners receive.

1.4 Thesis Road-Map

In Chapter Two we take a closer look at language and the key approaches that have
been taken to explain its emergence. In particular, it presents an account of iterated
learning -- the process of cultural transmission at work in language -- and
summarises the key findings to have emerged from computational and
mathematical models of the process in language, and in different domains. It will
then move on to explore some of the literature on cultural evolution more generally.
In particular, it looks at some of the more influential theoretical accounts, the effect
that the direction of cultural transmission has, and finally, reviews some of the
experiments that have been done to explore the mechanisms and dynamics of

cultural evolution in both humans and non-humans.

Chapter Three also reviews literature, but this time focuses specifically on attempts
to empirically investigate language origins in humans. Its main purpose is to
motivate the design of the current methodology. It reviews the current approaches
to explaining language emergence, both inside and outside of the laboratory, and
argues that although language arises through the actions of intentional beings, it has
not been intentionally designed or created in any way. In order to isolate and better
understand this unintentional aspect of language emergence, we need an
experiment design that does not involve intentional communication between
participants. The details of this design are then laid out ahead of the actual

experiments themselves.



The first set of results are reported in Chapter Four. In this chapter we look in more
detail at one of the key parameters from the iterated learning models discussed in
Chapter 2 -- the transmission bottleneck. The first and second experiments test out
predictions made by the computer simulations, and find that although the main
findings associated with iterated learning studies -- that languages evolve to become
easier to learn and more highly structured -- are replicated in human learners, there

are some interesting differences.

These differences are further explored in Chapter Five, where we focus in on the
natural tension that exists between learnability and expressivity. The third and
fourth experiments are outlined here, showing that when we add in a pressure for
greater expression of the meaning-space, we start to see signs of compositionality
emerging in the languages. Techniques are introduced which allow us to precisely
quantify the emergence of this compositional structure, and which enable us to see
how cultural transmission amplifies local structural regularities in the input and

allows them to accumulate over time.

Chapter Six takes a very different approach, and asks the question of whether we
can try to isolate the effects of some of the learning biases that are at work in the
minds of participants. It introduces several modifications to the experimental
methodology designed to eliminate other biases, one of which entails the complete
removal of meanings. The results of this study show that even when there are no
pressures upon signals to adapt to express structured meanings, signals
nevertheless begin to show signs of structure as a result of the sequence memory

constraints of the learners.

Finally, Chapter Seven returns to some of the key themes expressed throughout the
thesis and attempts to link them to some of the wider issues within the field of
evolutionary linguistics. It presents a brief summary of the major points emerging

from the five studies, and contends that the key contribution of all this work lies not



just in the lessons we have learned from the various experimental manipulations
that have been explored, but in the development of the experimental methodology
itself. It stresses the significance of cultural transmission in the process of language
evolution, and suggests that the next challenge facing the field lies in explaining

where the mechanisms underlying iterated learning come from.
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Chapter Two

Language and Cultural
Evolution

The first chapter has set the scene for thinking about language as an evolving
system in its own right, and given an overview of the general direction of the rest of
this thesis. The rest of this chapter outlines in more detail some of the reasons we
might be interested in studying language, and in particular, the origins of language,
before moving on to explore some of the ways in which the topic of language
evolution has been approached recently. It briefly introduces the reader to the
iterated learning framework, which forms the theoretical backbone of the thesis, and
then moves on to explore work undertaken in the field of cultural evolution more
generally. It presents a very brief overview of the main theoretical approaches,
before finally exploring some of the experimental work undertaken using both

human and non-human participants.

2.1 Some Facts about Language

Language defines us as a species
Language is often credited with being the behavioural trait that defines us as a

species. There are perhaps two main reasons for this assertion. The first is to do with

the special role that it seems to play in our lives. We use language. A lot. And not
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just for simple communication. We use it during cognition (Dennett, 1995;
Jackendoff, 1996; Clark, 1998), for co-ordinating joint actions (Clark, 1996), when
constructing a theory of mind about others (Tomasello, 1999), for maintaining social
bonds (Dunbar, 1996), and for categorising objects in our world (Vygotsky, 1962;
Lupyan et al, 2007), to name just a few. If other species are using their
communication systems for all of these extra purposes, there is surprisingly little

evidence for it.

The second reason for claiming our linguistic abilities separate us from other
creatures relates to the properties of language itself. We are not just different from
other animals in how we use our communication system, we differ in how that
system itself works. If we focus on the features that all human languages share with
one another, and then look to find correlates to those features in other
communication systems in nature, we can identify the similarities and differences.
Although many of these proposed ‘design features’ are shared with other species,

some appear genuinely unique to humans (Hockett, 1958, Hockett & Altmann,

1968).

Language is open-ended and variable

Of all the features claimed to be universal and unique to language, two seem
particularly striking: unlike other natural communication systems, human
languages are, (a) open-ended, and (b) highly variable. It turns out that even
explaining these two traits presents us with some interesting evolutionary problems.
If we begin with the open-endedness of language, we can easily understand how a
system which is capable of expressing an unlimited set of concepts might be useful.
The ability to communicate a novel thought, in a novel context, perhaps to a novel
interlocutor, using a novel packaging of signals, is not to be sniffed at. If I were to
wish you ‘sweet elbowy lamb dreams’, you might think I was behaving strangely

but you would nevertheless understand the basic message. This is in spite of the fact
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that you could not possibly have heard that particular sentence before, may never

have met me, and are entirely removed from the context of the utterance!.

The open-endedness of human language is a result of the way that it is structured.
In particular, all languages exhibit duality of patterning (meaningful units are
created by the reuse and recombination of smaller meaningless units),
compositionality (more complex meanings are created by the structured ordering of
meaningful units), systematicity (there is a structure-preserving relationship
between signals and meanings), regularity (relationships between signals and
meanings, and other structures at higher levels, are expressed reliably and
unambiguously) and possibly recursion (rules of language can be self-referencing,
allowing for complex embedding and hierarchical ordering of clauses)? These
structural properties are universal, perhaps even definitional, of language. Without
the property of compositionality for instance, we could not interpret the meaning of
novel sequential arrangements of words even if those words were familiar, and if
the relationship between signals and meanings were unsystematic and irregular, we

could not make generalisations over utterances and apply them to new situations.

These structural properties are more than just a bag of neat linguistic tricks - they
are integral to explaining how humans have managed to survive in almost every
habitat on earth (Hurford et al., 1998; Fitch, 2010), and build the technology required
to escape the confines of our planet (Kirby & Christiansen, 2003). In contrast, even
though many animals are capable of complex thought and reasoning, they are still
restricted to more limited domains of expression (Hurford, 2007; Fitch, 2010). So
whilst Vervet monkeys can famously differentiate between different types of

predators and make alarm calls accordingly (e.g. Cheney & Seyfarth, 1990), they

1 For the curious, the context here is craving lamb codillo before bed time, and sadly nothing
to do with falling asleep trying to count sheep who are jostling each other.

2 The issue of whether recursion is present in all languages is a contentious one. See Everett
(2005), Parker (2006), and Luuk & Luuk (2010) for the argument against, and Fitch et al.
(2005), and Hauser et al. (2002) for the argument for.
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cannot create novel alarm calls for new predators (even though they can perceive
them), or use their existing calls for novel purposes (other than triggering a flight
response). Given the obvious utility and adaptive value of a system capable of

unlimited expression, why has this trait not evolved in species other than our own?

Moving onto the inherent variation in language, we find that it goes beyond the fact
that there are some 6,000 or so different languages existing in the world today?.
Variation also exists within the same language community, both synchronically in
the form of different dialects, and diachronically in the form of different historical
variants. Even if we focus down to the level of an individual speaker, we find
immense variation in the choice of particular words, phrases, intonation patterns
and pronunciation of phonemes, based on any combination of social, contextual,
emotional and articulatory factors operating at any given moment. In short,
variation exists at all levels of organisation within language, across languages, and

at both the population and individual level (Evans & Levinson, 2009).

Again this presents us with a problem: having this much variation in language
entails that language must be learnt, and biologically speaking, learning is a costly
process. Indeed, we see that while many species have offspring who are capable of
walking and catching themselves a good meal within minutes of being born, human
infants are entirely dependent on their parents for survival, and do the majority of
their development outside of the womb. Before they start learning how to walk,
babies are learning how to talk, devoting the majority of their cognitive resources to
this one task. Obviously, we know that learning, and social learning in particular,

brings other benefits that must outweigh these costs (Barrett et al., 2002). However, it

3 Although this in itself is highly unusual if we are drawing comparisons with animal
communication systems, which tend to be innate and therefore uniform across all members
of the same species (Evans & Levinson, 2009). A rare exception to this pattern are the systems
of some species of song-birds, seals and cetaceans who learn their songs culturally from
conspecifics, which often results in geographical variation in the structures of songs sung by
members of the same species (Marler & Tamura, 1962; Doupe & Kuhl, 1999; Rendell &
Whitehead, 2005).
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has been suggested that humans are doing something special when it comes to

learning language.

Language acquisition is automatic

Although language is an incredibly complex system, with many intricate context-
dependent rules and exceptions, infants seem to acquire it effortlessly. In fact, by the
age of four, all healthy children will have mastered the basic structures of syntax
(Bates et al., 2003), and all without taking advantage of any direct instruction or
correction by their caregivers (Hirsh-Pasek et al., 1984). There are many well-attested
developmental patterns within language (Pinker, 1994). For instance, it has been
shown that the order that children acquire certain bound morphemes in English is
the same across learners, and that this is unrelated to the frequency with which
those morphemes appear in the speech of caregivers (Brown, 1973; Slobin, 1982).
Similar findings are found in the development of phonological (Locke, 1983),

syntactic (Ingram, 1989) and semantic (Johnston, 1985) aspects of language as well.

This is interesting, and when combined with data from cross-linguistic studies,
which indicate broadly uniform developmental sequences across different
languages and cultures (Brown & Hanlon, 1970; Slobin, 1982), suggests that these
patterns cannot be explained by the linguistic environment alone. However that is
not to say that the linguistic environment is not important. There is strong evidence
for a critical period in language acquisition -- a certain ‘window of opportunity’
where learning language is possible, thought to last between infancy and puberty
(Lenneberg, 1967). If learners are deprived of input during this time period, they

will not go on to develop full linguistic competence (Curtiss, 1977; Skuse, 1984).

These three facts combined -- that language acquisition proceeds reliably, exhibits
universal developmental patterns, and that there is a critical period for it -- has led
most, if not all, researchers to the conclusion that there is some innate component

constraining the acquisition process, even if it is not specific to language (e.g. Elman
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et al., 1996). Given the fact that attempts to teach human language to non-humans
have all failed (Fitch, 2010), it also seems reasonable to conclude that this innate
component must also be somehow specific to humans, even if it is more the result of
quantitative rather than qualitative differences in cognition (Hauser & Fitch, 2003;
Hurford, 2004). However, as the qualifications in the previous two sentences
suggest, there is still scope for much disagreement as to what this innate
contribution might be, what the role of learning is, and what kind of evolutionary

mechanism(s) are responsible for it.

2.2 Key Approaches to Language Evolution

Before we can explain how language evolves, we need to be able to explain what it
is and how it works. Broadly speaking, two different approaches have been taken to
explain language, and as a result, its evolution. Each differs to the extent that it sees
language as being the end-product of specialised cognitive machinery, and also to
the importance to which it ascribes processes of cultural transmission. This section

explore these two stances in more detail.

2.2.1 The Direct Appeal to Biology

The first approach, taken by some to be the ‘standard’ or orthodox evolutionary
view (e.g. Kirby et al., 2008b), is to suggest that the structure of human language can
be explained by a direct appeal to biology. At its heart, this approach rests on the
claims originating with the linguist Noam Chomsky concerning how children
acquire language. According to Chomsky (1959; 1965; 1980), language learning is
constrained by an innately-specified language acquisition device (LAD) which
shapes the kinds of hypotheses the child is willing to entertain about language, and
ultimately guides them to the correct grammar. As the LAD is as much a part of our

biology as, for instance, the human eye, we can account for its evolution in the same
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way: by treating it as an adaptation (in the case of language, for communicating
propositional meanings), brought about via processes of natural selection (Pinker &

Bloom, 1990; Pinker, 2003).

The Nativist Position

This idea encapsulates a very specific notion of innateness. This is reflected in the
terms used by theorists to describe what is going on. Humans, it is said, are in
possession of an ‘innate module’ (Fodor, 1983), a ‘language instinct’ (Pinker, 1994) or
a ‘faculty of language’ (Chomsky, 2002). What unites all subscribers to this kind of
nativist view is a single shared tenet: that the primary determinant of language
acquisition is a body of innate knowledge specifically pertaining to language®.
Under this view, universal structural properties of language are seen as the direct
expression of the genes - they appear in language because of constraints from our
innate learning mechanisms (Fig 2.1). Whilst languages themselves may vary, the
fundamental ways in which languages are organised do not, because they are
genetically determined. Although nativists recognise the crucial role that linguistic
input plays in triggering this process and interacting with the information held
within the LAD, what ultimately causes language to exhibit the hallmark structural
features that it does can only be explained by understanding what children are born

with and bring to the task of learning.

Why might we want to make such a strong (and as we shall see later, controversial)
claim? The first reason is that an innate LAD can help us explain the reliability,

uniformity and universality of acquisition discussed earlier. Language seems to

4 Chomsky has recently clarified his position with regards to the faculty of language,
distinguishing between the faculty of language in the broad sense (FLB), which contains
cognitive mechanisms that are either not specific to humans or not specific to language, and
the faculty of language in the narrow sense (FLN), which contains only cognitive
mechanisms specific to both humans and language (Hauser, Chomsky & Fitch, 2002). I am
only referring to FLN here, although it is important to remember that the contents of FLB
can also be explained by a direct appeal to biology.
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unfold in predictable stages, much as other instinctual behaviours in the animal
kingdom do. The second is more technical, and relates to the arqument from the
poverty of stimulus (Chomsky, 1965; Wexler, 1991). Nativists have traditionally
approached the issue of language learning as a problem of grammar induction:
given a set of data, the child’s learning task amounts to reconstructing the grammar
responsible for generating that data. The problem with this however, is that the
stimulus data a child observes will underdetermine this grammar every time. In
other words, there is not enough evidence in the primary linguistic data available to

children to allow them to induce the correct grammar with any degree of certainty.

INDIVIDUAL \ UNIVERSAL

COGNITIVE > PROPERTIES OF

MACHINERY LINGUISTIC
J STRUCTURE

Fig 2.1: The nativist position with regards to explaining the appearance of universal properties of
linguistic structure. It is claimed that there is a direct link between an individual’s cognitive
machinery and structural patterns seen in the world’s languages. Based on Kirby, Smith & Cornish,
(2008).

Pullum & Scholz (2002) surveyed the language acquisition literature and compiled a
list of six frequent claims made by researchers concerning the properties of the
child’s learning environment (see Fig 2.2 below). The basic facts here are not in
dispute, however there are still significant disagreements as to how we should
interpret them. The property of POSITIVITY has perhaps created the most debate.
The data the child is exposed to is not only finite, idiosyncratic and incomplete, but
it also consists only of positive examples of legitimate sentences. This makes it
compatible with an infinite number of different hypothetical grammars, which in
turn makes the task of converging upon the single correct grammar that produces

that data, and only that data, akin to finding the needle in the proverbial haystack
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(Gold, 1967; Hendriks, 2000). Without evidence of what is ungrammatical in the

language, how is the child supposed to discard incorrect hypotheses?

Obviously, if children can only entertain hypotheses about grammar that are
licensed a priori by some innate and specialised language acquisition mechanism,
then this problem is solved. In this way researchers can also address the continuity
problem: not only can they account for how language is acquired (children are
biologically constrained to only look for certain types of grammar), but also why it
is that human languages occupy just a small subset of those that are logically
possible (languages all have similar underlying structural properties because they
are created by humans who all have the same set of biological constraints) (Crain &

Pietrosky, 2001).

Properties of the child’s environment

a. INGRATITUDE: Children are not specifically or directly rewarded
for their advances in language learning.

. FINITENESS: Children’s data-exposure histories are purely finite.

c. IDIOSYNCRASY: Children’s data-exposure histories are highly
diverse.

d. INCOMPLETENESS: Children’s data-exposure histories are in-
complete (there are many sentences they never hear).

e. POSITIVITY: Children’s data-exposure histories are solely pos-
itive (they are not given negative data, i.e. details of what is
ungrammatical).

f. DEGENERACY: Children’s data-exposure histories include nu-
merous errors (slips of the tongue, false starts, etc.).

Fiqure 2.2: A list of claims frequently made by language acquisition researchers concerning the
properties of the child’s learning environment. These claims are not disputed in themselves, but their
interpretations are still the subject of much discussion. Taken from Pullum & Scholz (2002:13).

Language: a Naturally Selected Biological Adaptation

Pinker & Bloom (1990) have argued that we can explain the evolution of language in

the same way we would explain the evolution of any organ in the body: as an
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adaptation. They go on to argue that the evolutionary process responsible for this

adaptation must be natural selection.

“Evolutionary theory offers clear criteria for when a trait
should be attributed to natural selection: complex design for
some function, and the absence of alternative processes
capable of explaining such complexity. Human language
meets these criteria.” (Pinker & Bloom, 1990:707)

Language undoubtedly holds the appearance of design. For Pinker & Bloom, this
design clearly relates to the function of communicating propositions through a serial
transmission channel. Obviously this process did not happen overnight, and neither
did language as we know it spring out fully formed in one go. At some point we
must explain how language arose out of non-language. According to Pinker &
Bloom (1990), and later Pinker (2003), natural selection is a viable solution to this
problem of emergence as long as any small ability to communicate was slightly
advantageous. In the same way that the eye developed gradually -- at first just as a
few cells capable of perceiving light and dark that might have allowed an organism
to perceive when a predator was close-by, before later being able to differentiate
separate frequencies of light, which may have helped an organism to avoid

poisonous foods -- so too did language evolve. In increments.

This theory still contends that the proximate cause of the structural properties we
see in languages in the world lies in specialised cognitive machinery, but adds to
this the claim that what ultimately causes it is biological evolution under natural
selection for communication. This yields the following set of relationships between
language, learning, and evolution (Fig 2.3). As we can see, this modifies the picture

in Fig 2.1 only slightly.

20



] BIOLOGICAL '-

. EVOLUTION BY !

t  NATURAL SELECTION

] ,'

7
INDIVIDUAL UNIVERSAL
COGNITIVE > PROPERTIES OF

MACHINERY LINGUISTIC
STRUCTURE

Fig. 2.3: The orthodox evolutionary view in full. Universal properties of linguistic structure are
directly caused by the nature of our individual cognitive machinery. This machinery in turn, is the
result of biological evolution, which is under natural selection for enhanced communication. Re-
drawn from Kirby, Smith & Cornish (2008).

There are basically three ways in which this idea has been challenged. The first is in
terms of whether language really is an adaptation for communication or not. Dunbar
(1996) and Miller (2000) both support the adaptationist stance, but disagree as to
what the primary function of language was when it evolved. There are two options
here. Either language evolved for something other than communication, and is still
used for that other function, or it could in fact be an exaptation: an adaptation for

something else that has since been ‘borrowed’” and further tweaked to suit a new

purpose (Gould & Vrba, 1982).

What other purpose could language (or its precursor) have served? Dunbar (1996)
sees language primarily as a method for instilling social bonds, what he refers to as
‘social grooming’. The argument here is that as group sizes increased in our
hominid ancestors, one-on-one manual grooming, a main-stay in primate social
interactions, became impractical. Vocal gestures, unlike physical gestures, can
proceed in a one-to-many fashion. As such, language might have evolved to replace
manual grooming and maintain social contracts between individuals. Miller (2000)

on the other hand, agrees that language is a biological adaptation, but disagrees
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both with the function and the evolutionary mechanism responsible. For him, the
pre-cursor to language was an integral part of the courtship process between early
humans, and therefore language is at least partially the result of a process of sexual
selection. Both of these accounts have been criticised individually®, but a common
complaint with them both is that neither explains exactly why features of language
seem so well designed for communication and not any of the other alternative
functions proposed (e.g. Pinker, 2003). They do, however, serve to highlight the
range of alternatives that could be considered even when we adhere to the simple

idea that language need only be understood in biological and adaptationist terms®.

Another way that Pinker & Bloom’s idea has been challenged relates to the
relationship between the innate learning mechanisms and the properties of
language shown in Figs 2.1 and 2.3. The orthodox account assumes that the link
between, on the one hand, the cognitive machinery in an individual learner’s brains,
and on the other, the behaviour that that machinery manifests at the population
level, is a direct and transparent one. But what if it is not? Kirby (1999:19-20) refers

to this issue as the problem of linkage:

“The innatist approach links universals to acquisition, so that
constraints on cross-linguistic variation are the direct
consequence of constraints on the acquisition (and mental
representation) of language.[...]To be completely explicit, we
can formulate the following problem:

5 Nakamura (2000) has called into question Dunbar’s (1996) assertions that verbal grooming
is inherently more efficient than manual alternatives, whereas Miller’s (2000) claims have
been challenged on the grounds that it predicts elaborate but ultimately meaningless
signalling displays - not compositional syntax (Pinker, 2003).

6 There have been non-adaptationist theories put forward to explain language evolution as
well -- most famously Chomsky (1988), Piatelli-Palmarini (1989) and Piattelli-Palmarini &
Uriagereka (2004). All of these theories adhere to the nativist position, but caution against
assuming language was naturally selected ‘for” anything. A full discussion of these other
theories is outwith the scope of this review, although see Gould (1997) for a general
discussion on the merits of non-adaptationist explanations for human evolution.
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The problem of linkage. Given a set of observed constraints
on cross-linguistic variation, and a corresponding pattern of
functional preference, an explanation of this fit will solve the
problem: how does the latter give rise to the
former?” (emphasis original)

In other words, we need to be able to account for exactly how patterns of neural
activity actually wind up as patterns of linguistic behaviour (Kirby, 1999; Kirby et
al., 2004)7.

The final criticism is also related to this. As Pinker & Bloom state themselves, the
compulsion to accept an explanation involving natural selection holds only as long
as there are not, in fact, ‘alternative processes’ that could explain the appearance of
design. As Kirby (2000) claims, and indeed, the next section will discuss, there is an
alternative process capable of explaining the appearance of design in language --

and it also has the added advantage of solving the problem of linkage for us.

2.2.2 Language as a Complex Adaptive System

The nativist explanation of language -- and more recently language origins -- has
been the dominant approach in both linguistics and cognitive science for many
years. However, it is not the only approach. The poverty of stimulus argument,
which forms the cornerstone for acceptance or rejection of the proposal, has been
increasingly under attack, with neither side managing to produce conclusive
evidence for or against (Pullum & Scholz, 2002). Some claim that the poverty of
stimulus argument is tautologous, and question whether we can view language
learning as a strictly-rational process of grammar induction at all (e.g. Tomasello,
1995; Hendriks, 2000; Tomasello, 2004), whilst others argue that nativists are over-

stating the paucity somewhat, or question the claims that general-purpose learning

7 Strictly speaking this should be considered a critique of the nativist position in general
rather than one levied specifically at Pinker & Bloom (1990).
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mechanisms really do all that badly with sparse input data (Marcus, 1993; Elman et
al., 1996; Cowie, 1999; Gomez & Gerken, 2000).

Given that we might also have doubts concerning the problem of linkage between
the structure of a language learner’s cognitive machinery and linguistic behaviour
at the population level (§2.2.1), what are we left with? We must still account for the
facts we have learnt about language acquisition, comparative studies of animal
communication systems, and the underlying similarities between different
languages. The alternative suggestion is to rethink what we mean by the term

‘innate’ (c.f. Elman ef al., 1996).

Clearly there is something special about human biology. There is a good deal of
evidence to suggest that we have undergone many physiological changes or pre-
adaptations for language, most notably our transition to bipedalism (which allowed
for greater breath control), and alterations to our vocal tract and perceptual systems
(Hurford, 2003). However, increasingly, and for the reasons specified above,
researchers have been reconsidering whether the cognitive mechanisms that
underlie language learning, processing, and use, really have to have been specially

developed for language.

Many of those who subscribe to this belief take a complex adaptive systems (CAS)
view of language. That is, rather than seeing language as the sole result of a
psychological process ongoing within the individual, they see language as an
emergent phenomenon, arising as the result of a series of many local interactions
between speakers that give rise to more complex behaviours at higher levels (Gell-
Mann, 1992; Holland, 1995; Hashimoto, 2002; Brighton et al., 2005; Christiansen &
Chater, 2008; Beckner et al., 2009). This approach tends to rely less on the notion of
cognitive mechanisms specific to language, and recognises that languages
themselves are adaptive systems capable of undergoing their own form of (cultural)

evolution. This next section explains this position in more detail.
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Three Complex Adaptive Systems

The field of linguistics has long recognised that languages are historical entities that
change over time. However, attempts to integrate diachronic linguistics with more
synchronic approaches have not always been successful. One of the advantages of
taking a CAS view of language, is that it can lead to a natural coming together of
these two sides of the same coin. Essentially, we can see language as the result of the
interactions between three different adaptive systems, each of which operates over a
very different time-scale (Kirby & Hurford, 2002). Figure 2.4 shows some of the

possible interactions between these different systems.

Evqution provides prior
ammmm- learning bias

Phylogeny :

Emergent universals Ontogeny
effect selection

- Learning influences
. Gl language change
ossogeny )

Figure 2.4: Language is the result of three complex adaptive systems. According to this perspective,
interactions between the different systems are important. A few of these possible interactions are
shown here. Biological evolution gives rise to phylogenetic changes which provide a platform for
learning; this creates a set of learning biases which in turn largely influence what can be acquired
ontogenetically; this in turn affects which features of languages persist culturally, and what kinds of
glossogenetic changes occur; these emergent structural features finally feed back into biology, by
influencing the selection pressures on the evolving speakers of that language. Taken from Kirby &
Hurford (2002).

At one level, we have phylogeny, which relates to the biological evolution of the

learning and processing mechanisms (general, or otherwise) used for language. This



system operates over the time-scale of the evolution of the species, and provides
learning biases which go on to interact with the next system, ontogeny. Ontogeny
relates to the development of the capacity for language within an individual -- in
other words, language acquisition. Learning is itself an adaptive process, with
operates over the life-time of the individual learner. It is influenced by biological
learning biases, but also goes on to influence our third system, dubbed glossogeny
(Hurford, 1990). Glossogeny is a process relating to the way that languages
themselves adapt and change over a historical time-scale, which we can think of as
equivalent to the ‘lifetime’ of a specific language. Adaptive changes at this level are
influenced as a result of learning undertaken not just by one individual, but by
many. The resulting structures that emerge go on to further influence the evolution,
by providing selection pressures for learning biases that better accommodate these

emergent features of language.

Cultural Transmission: The Missing Link?

We learn language by observing the linguistic data produced by others. This alone is
enough to make language a cultural system. The real question is not about whether
this cultural system exists, but about whether it contributes anything to the process
of linguistic emergence. In other words, does cultural transmission actually change
the story presented in Fig. 2.3 in any significant way? As Kirby et al. (2008b)
acknowledge, it could well be the case that all cultural transmission does is act as a
passive conduit, linking the cognitive learning biases in our heads to the linguistic
structures in the world as a mere intermediary step. However, it could also be the
case that processes of social interaction and cultural evolution actively generate
structure, and provide us with a way to bridge the gap between individual-level
cognition and population-level behaviour and solve the problem of linkage once

and for all (Kirby, 1999).
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Figure 2.5: Solving the problem of linkage. Processes of social interaction and cultural evolution are
thought to have a constructive role to play in explaining how we get from learning biases in
individual brains, to linguistic behaviour in populations. Redrawn from Kirby, Smith & Cornish
(2008) with permission.

Fig. 2.5 shows how this fits in with our previous diagrams. Here we see that the link
between our cognitive learning biases and universal properties of linguistic
structure are mediated by processes of social interaction and cultural evolution. By
studying these processes in more detail we will gain insight as to what, if anything,
they can contribute to our understanding of where structure in language comes
from. One type of cultural transmission mechanism in particular is thought to be
capable of bridging this gap between individual minds and the behaviour of

populations. The next section examines this mechanism in more detail.
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2.3 Iterated Learning: A Mechanism of Cultural Transmission

There is something special about the way in which language is acquired. Language
learning involves learners learning from other learners. More formally, this process

has been referred to as iterated learning.

“Tterated learning is a process in which an individual
acquires a behavior by observing a similar behavior in
another individual who acquired it in the same way” (Kirby,
Cornish, & Smith, 2008: 10681)

It is important to note at this point that iterated learning is a domain-general process
and not unique to language -- it can apply to other domains of learned behaviour
(Brighton, 2003), and is not a process which operates exclusively in humans (Feher
et al., 2009). It also makes no specific claims about the particular population
structure learners are configured in -- it applies equally to inter-generational and
intra-generational interactions between learners (see §2.4.3 and §3.4.1 for more
details). Finally, it should be remembered that it is just one of just a number of
mechanisms of cultural transmission, such as imitation or teaching?®, albeit the one

most relevant to language.

The fact that there is feedback or interaction between the learner and what is being
learned does make it different from many other types of observational learning that
we engage in however. We can think about this in the following way. Learning a
language is not like learning how physical objects move in the world. This is
because the properties of the aspect of the physical world that we learn about when

we learn how objects move, have been entirely constrained by processes external to

8 Like both of these mechanisms of cultural transmission, and unlike for example, emulation
or stimulus enhancement, we will see over the course of this thesis that iterated learning is
also capable of giving rise to cumulative cultural evolution. For more information on the
differences between imitation, teaching, stimulus enhancement and emulation in more
detail, see Tomasello (1999). See also §2.4.4 for more discussion on the cumulative nature of
human culture.
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our cognitive system. The properties of language on the other hand, are actually
determined by the learning efforts of previous learners -- which, to the extent that
learners have similar learning biases, means that an initial intuition that a learner
might have about how a particular linguistic structure works will most likely be
correct (Christiansen & Chater, 2008). Interestingly, arguments of this type turn

poverty of stimulus claims on their head. As Zuidema (2003:58) puts it:

“[L]earners are only presented with targets that other
learners have been able to learn. [...] The poverty of the
stimulus is now no longer a problem; instead, the ancestors’
poverty is the solution to the child’s.”

This is just one of the interesting implications that studies of iterated learning as a
cultural transmission mechanism reveal. The rest of this section focuses on the
conceptual framework for understanding iterated language learning more
specifically, and then explores some of the main findings to have emerged from

research into iterated learning using computational and mathematical models.

Iterated Language Learning

How does iterated learning apply to language? It was in fact Chomsky (1986) who
argued that language exists in roughly two forms — E-Language (‘external' language,
represented in the world by actual utterances, and a property of populations of
speakers/hearers) and I-Language ('internal’ language, represented in the minds of
speakers as a pattern of neural connections, and a property of an individual
speaker/hearer). Language induction involves the transformation of E-Language
into I-Language, as each learner induces their own mental representations of
language on the basis of exposure to the ambient language surrounding them. On
the other hand, language production involves the reverse mapping, as agents use
their internal representations to create new utterances, which creates the external

language for the next generation to learn from.
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When this process of induction and production iterates across several learners, each
learning from the output of the previous generation, it becomes an (iterated
learning) model of language evolution (Hurford, 2000). This process is schematised
in Fig. 2.6 below. Because of the way that this framework attempts to explicitly
understand the link between individual learners and properties of language, it

directly speaks to the issue of the problem of linkage (Kirby et al., 2004).

I-Language I- Language
Induction Production Induction Production Induction
E-Language E-Language

Figure 2.6: The transformation of I-Language into E-Language over successive generations or
interactions. Each learner induces an internal mental representation of language (I-Language) by
observing utterances that are publicly represented in the external world (E-Language). Learners then
become speakers, and produce new utterances, possibly changing the content of E-Language in some
way. When this process iterates it becomes an evolutionary system. Redrawn from Kirby (2001) with
permission.

In this account, the role of previous language users is crucial. The process of iterated
learning is imperfect: as information is transformed between the different domains
during induction and production, there is a chance that small linguistic changes will
be introduced®. These changes are not simply errors that the next learner will ignore
or correct. In most cases these errors will be indistinguishable from non-errors, and

will go on to influence the linguistic system of future learners accordingly. As

9 See Hoefler (2009) for an interesting discussion about loci for the introduction of changes in
the transmission cycle in more detail.
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Brighton (2003:35) puts it: “language reflects the accumulated residue of the effects

of learning and production of preceding agents.”

The Iterated Learning Model: Some Examples

As stated in the previous chapter, the majority of work investigating the process of
iterated learning, particularly in relation to language, has focused on building
computational and mathematical models of it. Many of these computational
simulations are agent-based models, which explicitly attempt to simulate both the
cognitive processes of individual agents, as well as learning interactions between
different agents. What differentiates these models from others investigating
language evolution is the fact that there is no genetic evolution involved, and agents

are not rewarded in any way for successful communication.

A typical simulation consists of one or more learning agents, one or more teaching
agents, a meaning space consisting of a shared set of concepts an agent can talk
about (usually represented by a vector, real number, or a logical proposition), and a
signal space which is initially empty. An agent is selected to be a teacher and
randomly chooses a sub-set of meanings to express from the meaning space. If they
do not already have a signal for a given meaning, the agent — who is equipped with
the ability to produce a string at random — will create one. These signal-meaning
pairs produced by the teacher are then given as training data to the next learner
agent, which uses this to develop its own representation of the data using some kind

of induction mechanism, and the cycle repeats.

Over the years, various parameters have been explored: different types of
production and induction mechanisms (Batali, 1998; Kirby, 2000; Brighton, 2002;
Tonkes & Wiles, 2002), different structures and sizes of meaning-space (Batali, 1998;
Kirby, 2002b; Teal & Taylor, 2000; Zuidema, 2003; Kirby, 2007), and different
population structures (Batali, 1998; Livingstone & Fyfe, 1999; Kirby, 2000; Batali,
2002; Smith & Hurford, 2003; Vogt, 2007) to name just a few. One of the most robust
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findings however, seen in every condition tested so far, is that the resulting
languages created by the agents become easier to learn over time. The key
parameter responsible for this result is known as the transmission bottleneck.
Deacon (1997:110) was one of the first to put words to this phenomenon in recent
literature:

“Languages are social and cultural entities that have evolved
with respect to the forces of selection imposed by human
users. The structure of a language is under intense selection
because in its reproduction from generation to generation, it
must pass through a narrow bottleneck: children’s minds.”

In order to survive to be present in the external pool of language — or in other words
— in order to be transmitted and stand a chance of becoming part of I-Language in
the future, it must be learnable (by humans or simulated agents). There are several
ways in which this learnability can emerge in the models. In the simplest case, a
signal can survive the transmission bottleneck by becoming more generalisable. One
of the ways in which this can happen is by becoming compositional; structured in
such a way that the total of the meaning of the phrase is a function of the individual
meanings of its constituent parts and the formal way in which it is arranged. As
already discussed in §2.1, this feature is a key hallmark of natural language, and one
which is largely responsible for the kind of open-ended generativity lacking in

animal communication systems.

The way that generalisable utterances encourage their own survival lies in the fact
that a compositional element can appear in multiple contexts, maximising its
chances of being acquired (e.g., Kirby, 2000). When such a system emerges, it is not
necessary to hear every possible utterance in the language, as the regular structure
present in those utterances that were heard provides the learner with a method of
reliably inferring the structure of those utterances that were not heard. For example,
a child hearing ‘red lorry’, ‘yellow lorry” and ‘red car’ could infer that there might
be something called a “yellow car’ out there in the world on the basis of making a

generalisation about the structural relationship between colour adjectives, vehicular
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nouns and their respective referents. They do not need to hear “yellow car’ paired

with an actual referent to use or understand it.

A second way in which a signal can survive the bottleneck is by ensuring that it is
used frequently enough to guarantee that the learner will hear it and need to acquire
it. This insight is sufficient to explain another universal aspect of natural language
structure: the presence of irregularity (Kirby, 2001). It is an interesting fact that in
every language where there exist irregular forms, these forms tend to correlate with
frequency of use in everyday speech. Thus for English, the top ten verbs are also all
irregular (Francis & Kucera, 1982). In his model, Kirby (2001) manipulated the
frequency with which certain meanings were sampled from the meaning-space,
such that some were much more frequent, hence more likely to pass through the
bottleneck, than others. What he found strongly mirrored the distributional patterns
of irregulars in real languages: those meanings that were infrequent tended to be
compositional, whereas those that were frequent were not. The message here is that

we can learn idiosyncratic forms as long as they appear often enough in our input.

These models provide a proof of concept for the idea that language can adapt itself
in response to the way in which it is culturally transmitted, and that some important
structural features can emerge as a result of this dynamic. This perspective sees
language itself as an evolving organism, capable of adapting to the environmental,
social and cognitive pressures of its users. Whilst biological evolution has provided
us with the necessary physiological pre-adaptations and much cognitive machinery
for language (Hurford, 2003), it is not the sole adaptive mechanism at work. What
gets acquired by one generation determines the data that future generations will use

to construct their own language.

This has the advantage of taking away some of the explanatory burden from

biological evolution — helping to account for some of the discrepancies involved,
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such as the incredible speed at which language is thought to have emerged!? —
whilst simultaneously incorporating our intuitive understanding of language as a
cultural process. The key message to take home (Kirby, 2002a:27) is that: “(b)efore
seeking a biological or functional explanation for a particular feature of language, or
appealing to direct coding in an innate acquisition device, we should be aware of

what we might be getting 'for free" ...via the mechanisms of cultural evolution.

In addition, one of the nice features of these models is that they do not commit us to
any specific visions of how cultural evolution proceeds. So whether we view
cultural evolution as a process whereby individual units of language get
preferentially replicated (Blackmore, 1999; Croft, 2000; Aunger, 2002), or a process
whereby the entire system is independently reconstructed anew at each generation
(Sperber, 1996) is not important. Similarly, whether we choose to think of the
learning biases as being language-specific or domain-general does not matter at this
stage. The important thing is that iterated learning through generations can allow

language to change, evolve and adapt culturally.

2.4 Cultural Evolution

Languages are undoubtedly culturally transmitted. The main aim of this thesis is to
show exactly how this fact can actually explain why languages are structured the
way that they are. We must start with the observation that language is not the only
thing to be socially transmitted or evolve culturally in this way. Beliefs, skills, music,
social attitudes, political systems, customs, architecture, religion, the rules of chess,
fashion, mythologies, art and technology are also examples of things which arise

and change over time as a result of cultural evolution. The diversity of behaviours,

10 For views exploring this and other problems facing natural selection in explaining
language evolution alone see Hurford et al (1998), and commentaries accompanying the
publication of Pinker & Bloom (1990).
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and in some cases, material artefacts that get classified as being ‘cultural’, or indeed,

as forming ‘culture’ itself, is bewildering.

In a now famous survey, conducted in 1952, Kroeber & Kluckhohn examined the
anthropological literature and found well over a hundred different definitions for
culture alone. This has led to considerable divergence within the scientific
community, with some studying culture-as-a-product (the customs, artefacts,
behaviours and beliefs held by specific cultural groups), and others studying
culture-as-a-process (the general mechanisms and adaptive dynamics that underlie
this appearance of cultural products). Attempts have been made to bridge these two

approaches. For instance, Richerson & Boyd (2005:5) define culture as follows:

“Culture is information capable of affecting individual’s
behavior that they acquire from other members of their
species through teaching, imitation, and other forms of social
transmission.”

By defining culture simply as information affecting behaviour, and jointly specifying
the process by which it is acquired, they manage to bring together many of the
different phenomena we would like to label as culture or cultural. This definition

will also be adopted for the rest of the discussion here.

Obviously we know that language is not acquired through teaching or imitation. In
fact, the previous section (§2.3) put forward the basic mechanism by which we see
languages being culturally transmitted -- iterated learning. In this chapter I will be
arguing that the fact that language is a relatively well-understood phenomenon
makes it an ideal candidate for understanding processes of cultural transmission in
general. However, that does not mean that researchers in language evolution should
feel free to ignore the abundance of work undertaken by those investigating cultural
evolution, thinking it only loosely relevant. On the contrary, even those studies that
focus exclusively on teaching or imitation of non-linguistic behaviours in other

species, can bring us closer to understanding what is essential for iterated learning,
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or language, or both. In particular, we will find towards the end of this chapter that
the methods used by researchers to test predictions made by various cultural

evolutionary theories will be of direct use to us here.

In some ways, linguists have been rather slow on the uptake. Research has been
going on for a number of years investigating the relationship between language,
culture and human cognition, but has largely gone unnoticed, perhaps because it
has been deemed as fitting outside the bounds of proper linguistic enquiry. There
are three main areas that have been explored: firstly, that complex language may
have been a pre-requisite for complex culture; secondly, that evolving complex
language may have actually enabled us to have more complex thoughts; and finally,
the observation we have already noted concerning the fact that language itself arises
as a result of a cultural process. The next section explores these three ideas in a little

more detail.

2.4.1 The Relationship Between Language, Culture and Cognition

Language enables culture

Language is used to transmit cultural content in the form of ideas. Its capacity to do
this has led evolutionary biologists John Maynard Smith & Eors Szathmadry (1995;
2000) to conclude that complex societies with language represents the latest in a
series of eight major evolutionary transitions in the history of life'l. Each of these
transitions typically involves some kind of aggregation (smaller entities coming

together to form larger entities), division of labour, a change in the replication

11 The first was the transition of replicating molecules to populations of molecules housed in
cellular compartments; followed by the emergence of chromosomes from independent
replicators; the transition from RNA to DNA; prokaryote cells to eukaryote cells; asexual
cloning to sexual reproduction; single-celled organisms giving way to plants, animals and
funghi; solitary individuals to colonies of individuals; before finally, the transition from
primate society to human societies, which is heralded by the emergence of language
(Maynard Smith & Szathmary, 1999).
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mechanism (after a transition, smaller entities that could once replicate
independently can only do so as part of a larger whole), and the creation of new
methods of information transference. The claim is that with the emergence of
language, a whole new system of information transmission and replication
appeared - one which, like DNA before it, supports unlimited heredity'?, and that
this is what marked the transition from primate societies to human societies
(Maynard Smith & Szathmdry, 2000). Language can therefore be seen as a powerful

new evolutionary force in the world, giving rise to culture.

This latter point has been echoed by primatologists: one of the reasons why we have
complex culture and our nearest primate cousins do not, is because only we have
complex language (Boesch & Tomasello, 1998). Being able to encode information
linguistically has been argued to make social learning more accurate, which is a
necessary precondition for the emergence of cumulative cultural evolution and
stable traditions (Sperber, 1996; Cavalli-Sforza, 2000; Atran, 2001). However, it is
clear that not every culturally transmitted skill requires language. Shennan & Steele
(1999) have argued that the manual skills required to generate stone tool technology
could have been acquired simply through observation and without language.
Similarly, Gil (2008) has questioned the argument that we needed complex grammar

in order to acquire complex skills, such as building a boat and sailing it.

Language enables certain kinds of cognition

Perhaps then the value of language does not lie directly in what culturally acquired
information it can transmit, but in the way it helps augment human cognition? One
suggestion is that language gives rise to second order cognitive dynamics which
help us make inferences about the world and ourselves — basically, the ability to

evaluate our thoughts and plan our actions (Clark, 1998; 2006). Language from this

12 Whereas DNA provides unlimited heredity to express biological information, language
provides a system of unlimited heredity to express cultural information — ideas, beliefs, and
skills etc.
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perspective can be seen as a tool (part of our ‘extended mind’), allowing us to freeze
thoughts as objects which can then undergo scrutiny by the thinker, and more
importantly, by other hearers. This has led some to argue that without language
there are whole domains of abstract human concepts which could not exist, such as
kinship relations, hypothetical situations, and ‘reasons’ for certain actions
(Jackendoff, 1996). Similarly, the notion of a "'week’ (Pinker and Jackendoff, 2009), or

even numbers (Hurford, 1987; Wiese, 2004) appear to rest upon language.

The claim is that simply having a mechanism by which we can transmit our
thoughts and ideas to other people has fundamentally changed the way we think.
Recent research has even shown that language can change the way our visual
system works (Meteyard et al., 2007; Winawer et al., 2007; Lupyan, 2010), can
influence our spatial reasoning abilities (Loewenstein & Gentner, 2005), and affects
how we categorise novel objects (Vygotsky, 1962; Schyns et al., 1998; Lupyan et al.,
2007). Understanding the extra-communicative roles that language may play in
cognition may go on to help constrain theories of language evolution in useful ways

(Lupyan, 2010).

Language is a product of the cultural process

This idea of language as a carrier, or vehicle for cultural information is not new.
However, there is another sense in which we can see language and culture
interacting; language conveys information about its own construction. That is to say,
not only does language transmit culture, but it is itself also culturally transmitted
(Brighton, Smith & Kirby, 2005; Kirby, Cornish & Smith, 2008). Children acquire
language based on the previous output of the language learning of others, and this
makes it a fairly unusual system (Zuidema, 2003). In a sense, it is equivalent to

being able to infer the recipe and baking instructions of a cake, just by looking at it.

Interestingly enough, language is not the only system to have this property. It seems

indicative of any traits that are acquired via a process of iterated learning. For
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instance, music and certain types of whalesong and birdsong also appear to cue
their own construction in this way (Rendell & Whitehead, 2005; Feher et al., 2009).
Given that language is relatively well understood phenomenon, and humans are
easy to run experiments on, this means that language can provide an excellent
testbed for theories of cultural evolution more generally. It is to these theories that

we now turn.

2.4.2 Theories of Cultural Evolution

Explicit parallels were drawn long ago between biological and cultural evolution

(particularly, language evolution) by Darwin and his contemporaries:

The formation of different languages and of distinct species

. are curiously parallel ... As Max Miiller has well
remarked : * A struggle for life is constantly going on
amongst the words and grammatical forms in each language.
The better, the shorter, the easier forms are constantly
gaining the upper hand, and they owe their success to their
inherent virtue. ” (Darwin 1871:91)

Nevertheless, although we see the seeds of both disciplines emerging at the same
time in history, the study of mechanisms of cultural evolution has lagged behind
our understanding of the mechanisms of biological evolution by some magnitude
(Mesoudi et al., 2006b). There are many reasons for this, not least the fact that the
field most closely associated with the study of culture -- anthropology -- has been
strongly divided over whether something so rich and complex can be reduced to
simple processes of cause and effect. Whilst many biologists would disagree with
the implicit assumption that evolutionary theorising amounts to a reductionist
explanation of a complex phenomenon (many biological processes are clearly more
than the sum of their parts), others point out that some degree of reductive logic is
no bad thing. To use the analogy developed by Dennett (1995), scientific theories

that posit an over-abundance of cranes tend to explain whatever phenomenon they
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are attempting to explain, whereas theories resting on a single skyhook explain

nothing.

Universal Darwinism

What are the parallels between biological and cultural evolution? For some, this is
the wrong question to be asking. Instead, we should be concerning ourselves with
understanding what general processes underly all forms of evolution. This quest to
develop a general theory of evolution has been termed ‘Universal
Darwinism’ (Dawkins, 1976; Dennett, 1995; Hull, 2001). In short, evolution is to be
understood as involving three ingredients: variation, inheritance, and competition
for survival. Any system where there is inherited variation of fitness is therefore an
evolutionary one. Under this basic rubric, we can see that culture fulfills these
criteria: we find variations between cultural traits, these cultural traits are passed on
from person to person, and not all cultural traits can be expressed at once in an
individual -- there is therefore competition between variants, not only within each

individual, but between different population groups (Mesoudi et al., 2006b).

Conceptual work linking Darwinism to culture has also been done by Mesoudi et al.
(2004). Working directly from the text of Darwin’s Origins of Species (1859), they
suggest that a number of analogies can be found that go deeper than this. For
instance, they point to shared features like convergent evolution, the presence of
vestigial traits, the accumulation of modifications over time, the existence of
adaptations and maladaptations, and similarities between the geographical

distributions of species and the geographical distributions of certain cultural traits.

In spite of many similarities, there are differences to bear in mind. For instance, in
some sense, any kind of cultural evolution is ultimately dependent on biology. This
is true not only from the point of view of the mechanisms underlying cultural
evolution requiring a biological explanation for their origins, but also from the point

of view of cultural traits themselves. If a behaviour is maladaptive from the point of
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view of biology, that behaviour will not survive very long (Boyd & Richerson, 2005).
For instance, Stone et al. (2007) discuss the case of the Albigenses, a religious sect
that existed in Southern France in the 12th and 13th century. They believed that in
order to attain pure spirituality one must abstain from marriage and reproduction
entirely, and that since their material body was merely a cage for their soul, those
Albigenses that wanted to attain perfection encouraged starvation and suicidal
practices amongst themselves. Clearly it is easy to understand why this sect no

longer exists today:.

One particular issue that has received a lot of attention over the years is the units of
selection debate: does culture consist of discrete units like memes (Dawkins, 1976;
Blackmore, 1999), culturgens (Lumsden & Wilson, 1981), or linguemes (Croft, 2000)
that get preferentially replicated in some way, or is cultural transmission more a
process of complete reconstruction (Sperber, 1996; 2000; Atran, 2001)? If there are
units of inheritance, at what level does selection operate? On the units of inheritance
themselves, or on the individual possessing that trait, or even at the level of the
cultural group that shared a trait? Although it is a divisive issue, which for some
rules out any meaningful comparison between biological and cultural evolution
(e.g. Bloch (2000) or Kupar (2000)), there is in fact little need for us to settle these
issues immediately in order to develop testable theories. Whilst the general
consensus seems to be that we should remain slightly cautious when making
analogies with biological evolution, researchers have pointed out that Darwin
himself was unaware of the precise mechanisms of inheritance when he developed

his theory of natural selection (Aunger, 2000; Mesoudi et al., 2006b).
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If it turns out that there is no such cultural equivalent to a phenotype or a genotype,
or that some cultural traits are directed towards a specific goal'3, then it is not a sign
that culture is not ‘evolutionary’ (Mesoudi et al., 2004). The whole idea behind
Universal Darwinism is that biological evolution is only one type of evolutionary
process. We should in fact predict that cultural evolution will have major differences
to biological evolution. To summarise, all evolution requires is heritable variation of
fitness. That is not to say that our understanding of biology is not relevant to our
understanding of culture. As we shall see, even if we were to completely ignore any
parallels between the mechanisms of biological and cultural evolution, it turns out
that most theories of cultural evolution can be divided along the lines of how closely
the process itself actually interacts with biological evolution. That is, any
mechanisms of cultural evolution are enabled by biology at some level (Richerson &
Boyd, 2005). Therefore we need a rudimentary understanding of how genetic

transmission works even for this!4.

Evolutionary Psychology

Commentators classify evolutionary psychology (EP) as a theory of cultural
evolution because it attempts to explain human behaviour as the result of processes
of evolution (e.g Barrett et al., 2002; Nettle, 2009). The EP approach links social and
cultural behaviours tightly to biological underpinnings, with an emphasis on

explaining variation in behaviours (“evoked culture”) as the result of evolved

13 This is a common criticism to be levelled at theories of cultural evolution. As humans are
intentional beings, capable of planning their actions and innovating solutions to problems,
the claim has been made by many that cultural evolution is the product of intentional
design, and therefore fundamentally different to processes of biological evolution (e.g
Hallpike, 1986; Pinker, 1997; Bryant, 2004). We will explore this issue in more detail in
Chapter 3, but for now it suffices to say that the extent to which cultural evolution is directed
or not is on a continuum - a matter of degree rather than strictly one or the other (Dennett &
McKay, 2006).

14 Unfortunately understanding the mechanisms of biological evolution requires a book in its
own right, so rather than try to condense something that complex into a few paragraphs
here, I instead direct the reader to Nettle (2009) for an accessible treatment of the subject.
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psychological modules responding to different environmental inputs (Tooby &
Cosmides, 1992). As such, it most closely parallels nativist explanations of language
and language origins than accounts which give a more central role to cultural

transmission.

This theory ties current behaviour to that which was adaptive in our past: the
environment of evolutionary adaptation (EEA) - thought to correspond to some
point in the Pleistocene (Tooby & Cosmides, 2000; Barrett et al., 2002). The argument
is that certain behavioural traits which would have been adaptive for our ancestors
(for instance, fear and avoidance of snakes) could, over time, have become
genetically assimilated, as those people who possessed them were more likely to
survive and reproduce than those who did not. Even though many of us live in an
environment which is substantially different to the hunter-gatherer lifestyle of the
EEA, these evolved behaviours continue to shape our current behaviour. For
instance, we like sweet sugary foodstuffs now because those things would have
helped us to survive in the EEA. Consequently, if we want to understand over-
eating behaviour in current populations, we have to understand the role that such

behaviour would have had in the past (Nesse & Williams, 1995).

Dual-Inheritance Models

Dual-Inheritance models (often alternately referred to as theories of Gene-Culture
co-evolution) place their emphasis on the interactions between genes and culture.
Unlike the EP approach, these models see culture as being currently adaptive, and
transmitted rather than evoked (Nettle, 2009). As such, they fit more in line with the
approach to language origins being advocated here. The idea behind these models is
that culture and biology represent two distinct forms of inheritance, that can be
functionally independent (Boyd & Richerson, 1985). In spite of their relative
independence, they can also interact with one another in interesting ways. Culture
can affect genes directly, as for example, in the link between dairy farming and

lactose tolerance (Durham, 1991). Conversely, genes can affect culture directly too.,
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as any cultural trait that is deleterious to the reproduction of the organism will be
wiped out (remember the example of the Albigenses people in the previous section).

However, beyond this, there is a whole raft of possible interactions between the two.

Richerson & Boyd (2005) in particular emphasise the importance of population
effects. Cultural traits can spread because they affect an organism’s biological
fitness, but they can also increase because they affect an individual’s cultural fitness.
Ultimately for Richerson & Boyd, all tributaries lead to the sea: cultural fitness can
act as a proxy for biological fitness as much as the elaborate Peacock’s tail (Zahavi &
Zahavi, 1997). Nevertheless, within this cluster of theories there is greater emphasis

placed on culture being free to evolve for culture’s own sake.

Niche Construction

Niche construction theories also deserve a brief mention. Sometimes referred to as
‘trial-inheritance theories’, these can be seen as a kind of extension to the dual-
inheritance theories described earlier. As well as biological and cultural inheritance,
proponents argue that there is also a third system of ecological inheritance (Odling-
Smee et al., 2003). Not only do organisms adapt to their environments, but they also
adapt their environments (Stone et al, 2007). Classic examples of the basic principle
include beaver dams or bird nests, which effectively change the environment in
which an organism must survive. These changes tend to last longer than the
organism itself, are sometimes literally inherited by their offspring, and may even
impact upon different species altogether. Long-term changes in the ecological niche
inhabited by an organism in turn effect the selection pressures operating on that
organism - for instance, the presence of a beaver dam creates pressures for beavers
with certain morphological features, like stronger teeth and flat tails (Laland &
Odling-Smee, 2000). Our theory of language evolution fits in quite well with this
model, as the actual language being transmitted is itself an environment of sorts,

that goes on to affect future generations.

44



As Bullock & Noble (2000:150) note in a discussion of the relevance of Kirby &

Hurford’s (1997) model of language evolution to niche construction:

“New-born organisms must learn a grammar from a set of
utterances provided by the parental generation. Thus the
ecological legacy is not the physical environment but the linguistic
one: a new organism is born into a world of speakers.”
There is definitely something captured by the theory of niche construction that is
shared with those theories of language evolution that stress the importance of
iterated learning; namely the great emphasis that both theories place on interaction

and selective pressures arising at many different levels. Work has already begun on

making those parallels clearer (e.g. Odling-Smee & Laland, 2009).

2.4.3 Modes of Cultural Transmission

Working from mathematical models of biological evolution, Cavalli-Sforza &
Feldman (1981) identified three different directions that cultural transmission could
proceed in: vertical, oblique or horizontal. Of all these, vertical transmission shares
the closest parallels with biological evolution, as it relates to the way in which
cultural information gets passed down from parents to their children. Similarly,
oblique transmission also refers to information passed down from generation to
generation, but rather than specifying a parental relationship, this refers to any
interactions between adults and children, or where information passes from
someone with experience, to someone with less experience'®. Finally, horizontal
transmission relates to information being passed between members of the same

generation, and/or level of expertise.

15 Due to the fact that vertical and oblique both refer to inter-generational transfer of
information, many authors use the term vertical to refer to them both. In general I will
follow this convention as well.
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Various claims have been made about the different properties that each of type of
transmission has. For instance, vertical transmission has mostly been associated
with conservation and stability of traits (Laland et al., 1993), with prime examples of
this being language and hygiene practices which tend to correlate strongly with
those held by the parental generation (Stone, et al., 2007). Empirical evidence for this
also comes from studies of Iranian rug-making, which reveal how mother-daughter
transmission results in extremely stable designs (Tehrani & Collard, 2002), and
studies of Stanford grad-students showing certain cultural traits which do not tend
to change over time, like voting preference, are acquired vertically (Richerson &
Boyd, 2005). In contrast, horizontal transmission has been associated with the
generation of innovations and variation, and the rapid spread of cultural

information (Stone et al., 2007).

Even within these broad types of transmission identified by Cavalli-Sforza &
Feldman (1981), there is additional recognition of some sub-types. For instance,
within horizontal transmission Stone et al. (2007) differentiate one-to-one (the
‘standard” form of horizontal transmission as conceived by many researchers),
many-to-one (a more powerful form of transmission where several people transmit
the same information to just one individual -- commonly described by psychologists
as ‘peer pressure’), and one-to-many (where a particularly prestigious individual --
for instance, a political leader or celebrity -- influences the spread of information on
a large-scale). Each of these sub-types also have different effects, with many-to-one
transmission being particularly hard to resist, and one-to-many being associated

with very rapid cultural change.

Despite a wide-spread belief that the majority of cultural transmission is horizontal,
there is a surprising amount of anthropological evidence for vertical transmission.
Researchers have used the fact that the different modes of transmission result in
different distributional patterns in order to identify which direction is the more

dominant. In spite of the fact that cultural evolution definitely allows a greater
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scope for horizontal transmission than genetic evolution!®, vertical transmission is
often still the dominant mode in cultural evolution (Guglielmino et al., 1995). This
was demonstrated by a study which analysed some 47 different cultural traits in 277
African communities. Guglielmino et al. (1995) reasoned that if horizontal
transmission is more dominant, we would expect that cultures would tend to share
traits with those communities geographically adjacent to themselves, but if vertical
transmission is stronger, we would expect groups to conserve the traits of the
cultures they descend from. It was statistically shown that the majority of traits
showed evidence of descent over generations!” — especially amongst those traits
most closely connected to reproductive success. This study was later supported
using a worldwide sample (Holden & Mace, 1999). Collectively results like this have

been taken to show that:

“even under the influence of close geographical neighbours,
cultures can remain stable and coherent units...cultural
evolution is not a free-for-all in which all traits become
equally available for adoption each generation.” (Pagel &
Mace, 2004:277).

In other words, the concepts of distinct lineages and restrictions on descent are
strongly operative within cultural evolution. This finding also goes some way
towards addressing the concerns described earlier about whether cultural evolution
can ever be fully understood if there are no clearly identified, discrete ‘units’ of

selection.

In the end, what all of these ‘directional’ accounts boil down to is that differences in
population structures can substantially affect the dynamics of transmission, even if

the underlying mechanisms remain the same. Mesoudi (2007) and Mesoudi &

16 It turns out that there are horizontal transmission type processes operating within biology,
particularly with regards to the immune system (Jablonka & Lamb, 2005).

17 The main exception to this trend were traits related to sexual division of labour, which did
seem to pattern more with horizontal transmission.

47



Whiten (2008) agree. In a review of different cultural evolution experiments (see
$2.4.4) they identify three basic types of population structure: linear diffusion,
closed groups and replacement. In the broad terms we have been using so far, these
correspond to vertical, horizontal and vertical and horizontal combined. The
advantage of adopting this terminology and thinking about the situation in terms of
population structure rather than direction of transmission however is that we can
avoid falling into the trap of thinking of vertical transmission as being more
Darwinian and horizontal as being more Lamarckian. This is important, as we have
no reason a priori to assume that the mechanisms underlying transmission differ
when one is engaged in cultural exchange with someone from your parent’s
generation, and someone from your own. The next section will look at some actual
examples of cultural evolution experiments that implement these various methods

in more detail.

2.4.4 (Non-Linguistic) Cultural Evolution Experiments

Experiments on cultural evolution have mostly focused on identifying the precise
social learning mechanisms that enable the development and maintenance of
cultural traditions, in both humans and non-human animals. Until fairly recently,
the idea of animals having any kind of cultural tradition would have seemed very
strange. This has changed however, as studies of animals in the wild have revealed
that not only do many species have a rich cultural life (e.g. McGrew, 1992; Boesch,
1996; Whiten et al., 1999; Watanabe, 2001), but that the ability to transmit simple
traditions between conspecifics is not unique to primates. It has in fact
independently evolved several times in other species (Laland & Williams, 1997;
Rendell & Whitehead, 2005; Janik & Slater, 2003; Fitch, 2010). This tells us that social
learning is adaptive, and supports models and experiments of the process which
show under which circumstances social learning offers the clearest advantages over

individual learning (Boyd & Richerson, 1995; Kameda & Nakanishi, 2002).
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One of the main focuses of interest lie in what types of social learning mechanisms
support cumulative cultural evolution. One of the interesting differences between
the types of cultural traditions that non-human animals have, and the types of
cultural traditions that humans have, is that ours are said to involve the
accumulation of innovations. Animal cultures, in contrast, are perhaps more
fittingly described in the way that Boyd and Richerson view cultural inheritance “as
a shortcut to individual learning” (Boyd & Richerson, 1985:14). Animals learn things
socially that they could have discovered by themselves via trial and error individual
learning. Humans on the other hand socially learn things that are too complex for

them to have discovered independently (Boyd & Richerson, 1995).

Tomasello (1999) attributes this difference in complexity to the ‘ratchet effect’: a
combination not only of creative invention, but of social transmission that has a high
degree of fidelity to prevent backward slippage and allow new innovations to be
faithfully preserved and accumulate complexity over time. Consequently, focus on
the mechanisms of cultural evolution has paid a great deal of attention to those
which support high fidelity transmission, such as imitation and teaching, whereas
those like stimulus enhancement, emulation and ontogenetic ritualisation have been
argued to be insufficient for cumulative cultural evolution (for discussion of these

terms in this context, see Tomasello et al., 1993).

Recently research has been less focused on identifying the precise mechanisms that
support social learning in different species, and more on how any cultural trait,
simple or cumulatively complex, gets transmitted through populations of individual
learners. Whilst it has occasionally been possible to get close enough to observe
populations of animals interacting socially in the wild (Biro et al., 2003), the greater
experimental control of laboratory studies is often preferred (Whiten, 2005). Broadly
speaking, there are three experimental methods that have been used by social and
comparative psychologists to study cultural transmission (Mesoudi, 2007; Mesoudi
& Whiten, 2008). Figure 2.7 shows these different methods. The rest of this section

will explore some examples of each type of experimental method.
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Figure 2.7: Three different experimental designs for cultural transmission experiments. Participants
are represented by circles, and arrows indicate the direction of transmission either between
generations (arrows cross vertical dotted lines), or between individual participants. In (a) we see the
design for a typical transmission chain study, where information is passed along parallel chains
(indicated by letter) of participants. In (b) we see the design of a typical replacement study, where four
participants (A-D) interact together in some learning task. One participant gets replaced by a new
learner at each generation. In (c) we see the design of a typical closed-group study. There are two
conditions. In the upper, we see the social condition, where four participant (A-D) repeatedly engage
in a learning task together. In the lower section we see an individual learning control condition, where
participants engage in the same learning task, but are not allowed to interact with one another.
Reproduced from Mesoudi (2007).

Linear transmission

In the linear transmission chain method, participants are organised into different
chains, and information is passed along like in the game ‘Chinese Whispers’ or
‘Broken Telephone’, with each learner learning from the previous. This corresponds
to the broad definition of vertical transmission described in §2.4.3. This type of
experiment has a long history of use in human social psychology, most prominently
being used to explore how people’s recall of narrative descriptions change over time
depending on their cultural expectations or pre-existing knowledge (Bartlett, 1932;
Allport & Postman, 1947; Bangerter, 2000; Mesoudi & Whiten, 2004) or how prior
cognitive processing biases impact upon information being transmitted (Kalish et al.,
2007; Griffiths et al., 2008). Often referred to as diffusion chains, this technique has
also been used to explore how humans and non-humans can sustain different

foraging traditions.
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In one type of experiment, learners are given the task of opening a puzzle box
containing a food reward. This is sometimes referred to in the literature as an
artificial fruit (Whiten et al,. 1996; Custance et al., 2001; Caldwell & Whiten, 2004).
Typically, there will be multiple ways of manipulating the puzzle box in order to
access the food, but learners will only be shown one method. These methods can be
thought of as learned cultural variants. Traditionally, these studies have been used
to isolate whether the species involved is capable of acquiring a cultural variant via
observational learning, or whether the behaviour is learnt via individual learning
techniques. However, by using a slight twist of the linear transmission method,
known as open diffusion, researchers can use the artificial fruit task to examine how
culturally acquired behaviours can actually be passed on through separate groups

of primates (including human children).

For instance, Whiten (2005) took three different groups of captive chimpanzees, and
exposed them to a ‘pan-pipes’ device containing grapes. In two of the groups, a high
ranking female was taught a technique for opening the device by a human
demonstrator. The first technique involved using a stick to lift a catch, whilst the
second involved using a stick to poke a release mechanism. In the third control
group, neither technique was demonstrated. Once the chosen chimpanzee had
acquired one of the two variants (lift or poke), the pan-pipes and the chimpanzee
were returned to the group. Over the next few weeks, researchers noted the
interactions between different chimps, and tracked how the modelled behaviour

spread through the group.

One of the perhaps surprising results of studies such as these is that not only do
chimpanzees and other primates show a strong bias towards conformity, preferring
to adopt whichever technique is used by the group as a whole even if other
techniques are independently discovered during experimentation (Whiten, 2005;
Dindo et al., 2009), but that (chimpanzees at least) also prefer to copy the most
prestigious model (Horner et al., 2010). This mirrors similar findings in human

adults concerning conformity and prestige biases (see Richerson & Boyd (2005) for
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discussion of these biases in general), suggesting that this could be a capacity shared

with a common ancestor.

The more standard linear diffusion chain experiments have also been conducted on
children using the artificial fruit method (Horner et al., 2006; Flynn & Whiten, 2008).
These studies not only found the same conformity bias and faithful transmission of
technique as in previous studies, but that there are both developmental and gender
differences as well: older male children are better at faithfully imitating complicated
behaviours than younger females. Interestingly, whilst studies involving dyadic
transmission of behaviours from an adult to 3 year-olds have shown that children
tend to over-imitate (i.e. copy even obviously redundant actions when trying to
open a puzzle box or follow a recipe) (Horner & Whiten, 2005; Gergely & Csibra,
2006), when interaction continues beyond the dyad and along a transmission chain
of other children, this redundant information is rapidly parsed out (Flynn, 2008).
This contrast between the behaviour of individuals engaged in a ‘one-shot’ learning
task, versus the behaviour of multiple individuals engages in the same learning task
over multiple generations, is a persistent finding in cultural transmission studies

conducted in the laboratory, and something we will come back to in §3.2.3.

Replacement

In a somewhat different experimental set up involving just human participants,
researchers have attempted to create ‘microsocieties’ in the laboratory's. This type of
experiment typically involves the kind of replacement method illustrated in Fig. 2.7.
In these studies, groups of participants interact with one another whilst performing
some task. After a while, each group member is replaced one by one, with each
replacement representing a new ‘generation’. Unlike linear transmission then, there

is continuity of participants between generations. The combination of interaction,

18 Not every microsociety experiment involves the replacement method. The next subsection
describes microsociety experiments which use the closed-group method.
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and generational turnover means that this method can be seen as a combination of

horizontal and vertical transmission.

The replacement method also has a fairly long history within social psychology,
most often being used to investigate group conformity and how long it takes for
negotiated or experimentally induced social norms to break down (Gerrard et al.,
1956; Jacobs & Campbell, 1961). More recently, it has been used to show how
interacting groups and chains of participants can develop optimal behaviours over
time (Baum et al., 2004; Caldwell & Millen, 2008), or under what conditions
participants rely more heavily on social rather than individual learning (Caldwell &
Millen, 2010). In the set of studies conducted by Caldwell and Millen, groups of
participants are given the task of either making a paper aeroplane that will fly the
furthest, or building the tallest tower out of spaghetti and modelling clay. We will

briefly look at some examples of these.

In the first spaghetti towers study (Caldwell & Millen, 2008) seemingly arbitrary
designs were found to emerge over time in each transmission chain. At any one time
during the study there are two participants building towers, and two participants
observing them. When ‘builders’ have finished, they are replaced by new
‘observers’, and the old observers become builders. This process continues along the
transmission chain for a number of generations. The similarity between the resultant
tower designs created at each generation was then rated by independent observers.
This similarity was found to be greater within-chains, than across-chains. In other
words, tower designs were being passed on by individuals within the chain. In
addition to this, towers were seen to increase in height cumulatively, as learners
selectively retained elements of good tower design from previous participants in the

chain.
In the second study (Caldwell & Millen, 2010), uncertainty is introduced by the

additional requirement that, after construction, the tower must be placed next to a

desk-fan for five minutes. As towers have a tendency to collapse not long after being

53



built, this creates a situation where participants are less certain as individuals about
what constitutes a ‘good’ design. In this condition it was found that participants
relied much more heavily on the design of the previous builders than before.
Additionally, and unlike what was found in the previous study, there was no
significant increase in the height of the towers over time. One possible explanation
for this is that the greater reliance on social learning is in some way inhibiting

individual innovation, which is necessary for cumulative cultural evolution.

Closed-Group

This method explores cultural transmission between learners where there is no
generational turnover at all. It therefore most closely corresponds to what has been
termed horizontal transmission. Again, these experiments are often referred to as
microsociety studies. For instance, McElreath et al. (2005) and Mesoudi and O’Brien
(2008) both investigate how individual learners modify their strategies based on
observing how other individuals react in similar environments. These studies are
microsocietal in that participants are making choices about how to perform some
function as a group: in McElreath et al., (2005) participants are given the role of
farmers trying to maximise crop yields, whereas in Mesoudi & O’Brien (2008),

participants are designing the optimal arrowheads for hunting.

In both of these studies, participants were given the chance to examine the
behaviour of other members of the microsociety and modify their own behaviour in
response. For instance, in McElreath et al. (2005) participants could view what crops
other farmers had chosen to plant. Against the predictions of models, the study
found that a large number of participants did not take advantage of cultural
learning, even when it would have resulted in a greater crop-yield. Of those that did
copy, they only chose to conform to the behaviour of others when the environment
changed and they were no longer getting an optimal pay-off. This indicates not only
that there is a substantial amount of individual variation in the willingness to

conform, but also that models of when people are likely to switch social learning
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strategies are not always accurate. Human participants do not always behave

optimally.

2.5 Summary

This chapter began by looking at what features make language an interesting
phenomenon to understand. It argued that in order to understand how languages
are acquired with such reliability and ease, and why languages of the world all
share similar structural properties, we need to understand how languages evolved.
Two contrasting accounts for language evolution were presented. In the first,
universal properties of linguistic structure were seen as the direct consequence of
genetically determined language-specific learning biases. In the second, universal
structural properties were held to be emergent, arising from the interactions

between biological evolution, individual learning, and cultural transmission.

The fact that languages are culturally transmitted has been argued to at least
partially account for why they exhibit the structural properties that they do.
Language is the result of a process of iterated learning. Iterated learning has been
extensively studied using computational models. I discussed the two main findings
to have emerged from these studies: that languages adapt to be easier to learn over
time, and that they also adapt to convey structured meanings by becoming
structured themselves. We then moved on to explore cultural evolution more

generally.

We began by exploring three different relationships that language shares with
culture and cognition, pointing out that not only is language the conveyer of
cultural content, but is itself the product of cultural processes. Language may also
have enabled higher-order cognitive functions by virtue of providing a mechanism
to share thoughts with others. Next we briefly examined some of the parallels and

divergences between biological and cultural evolution, noting that whilst there is
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much disagreement about how cultural evolution is actually instantiated (for
instance, whether it has discrete units of inheritance what the unit of selection is), it
is not necessary to understand the precise mechanisms of inheritance in order to get

an understanding of how evolution might proceed.

At this point, three different theories of cultural evolution were introduced:
evolutionary psychology, dual-inheritance and niche construction. Each of these
theories differs in the extent to which biology can be thought to dominate, and the
extent to which human behaviour can be thought of as being currently adaptive.
The evolutionary psychology approach, with its emphasis on evolved cognitive
modules, was argued to be more compatible with explanations of language origins
that make a direct appeal to biology. Both dual-inheritance and niche construction
theories on the other hand emphasise the role of interactions between separate
forms of inheritance: biological, cultural, and in the case of niche construction, also
ecological. Language is a particularly good example of niche construction, as it is
itself a kind of inherited environment that lasts a good deal longer than many of its

speakers.

The next topic to come under scrutiny was the different modes of cultural
transmission. Traditional definitions have focused on making distinctions between
vertical (inter-generational) and horizontal (peer-to-peer) transmission. However,
because of the long-standing assumption that vertical transmission is ‘like biology’
and horizontal is ‘like culture’, it was suggested that a better way of thinking about
modes of transmission was in terms of the structure of populations rather than
purely by direction. This is in part due to the fact that cultural transmission is not
particularly dominated by horizontal exchange, and also because experimental
psychologists studying cultural evolution in the laboratory have been using

different terminology for a number of years.

Finally, this chapter reviewed some of the literature on a sample of those empirical

investigations of cultural evolution in the laboratory. These studies have revealed
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many interesting continuities and differences between species, and also shown
under what conditions we can expect to see social learning strategies favoured by
participants, and how cumulative cultural evolution can be investigated in our own
species. However, none of them have examined the topic of linguistic transmission.

This is the focus of the next chapter.
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Chapter Three

Empirically Investigating
Language Evolution

It seems then that there are a number of ways in which the cultural transmission of
information has been explored in humans, as well as non-humans!. However, none
of the experiments we have examined so far have made language itself the empirical
target. This chapter will introduce research that does just that. In reviewing the
existing literature, it aims to motivate a new experimental methodology for
studying language evolution in the laboratory. It first examines why laboratory
based experiments have only really been developed over the past few years, and
describes some of the problems with investigating the origins of language
empirically. It then moves on to look at some of the current approaches that have
been successful, including computational studies, observational studies of natural
language emergence, artificial language learning studies, and finally, experiments

involving the emergence of artificial systems of human communication.

The question of intentional design in language will then be approached. I will argue
that there is a potential issue with the way in which current laboratory experiments
investigate the emergence of novel communication systems, which allows for the
participants to intentionally design a communicative system. This is not a good

model of language evolution for several reasons. I will then outline the general

1 Parts of sections 3.2.4, 3.3 and 3.4.3 of this chapter appear in Cornish (2010).
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methodology for an experimental framework that specifically rules out the
possibility of learners intentionally creating systems designed for communication.
Particular attention will be paid to the way in which results from this framework
can be analysed, ahead of the experimental results which will appear in Chapters

4-6.

3.1 What took you so long?

It may come as a surprise to researchers in other fields that the study of language
origins has only recently started to collect data from laboratory experiments. Given
the close relationship evolutionary linguistics shares with fields such as psychology,
computer science, biology and developmental linguistics -- all fields associated with
a high degree of empirical investigation -- it is more surprising still. However,
evolutionary linguistics also has close ties with disciplines such as philosophy and
cognitive science which, perhaps unfairly, have traditionally been associated with
integrating empirical results from other fields in order to fashion out new theories,

rather than generating empirical results on their own.

It is possible that, to some extent, we are still seeing the after-effects of history. Both
prior to and immediately after the publication of The Origin of Species (Darwin, 1859)
there was much interest in the evolutionary study of language. Due to the wildly
speculative nature of the theories that emerged during this time period,
unconstrained as they were by any firm knowledge of language acquisition,
genetics and neurological processing which might have limited theorising to the
realms of the more plausible, in 1866 the Société Linguistique de Paris enacted their
famous ban on the study of origins and evolution of language (Christiansen &
Kirby, 2003). This put a stop on this area of research for the next hundred years or

so, and perhaps still affects the way evolutionary linguistics is viewed today.
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Whatever the cause, the sentiment that evolutionary linguists cannot employ
traditional empirical methods has led at least one notable practitioner to recently

conclude in a major linguistics journal that:

“To enter [the field of language evolution] costs little: you can’t do
experiments, so no expensive equipment is required...It’s still a pencil-
and-paper field” (Bickerton, 2007: 524).

Lee et al. (2009: 32) have also made similar remarks concerning the impossibility of
studying language evolution in the lab: “[I]t is not possible to use real human beings
in experiments to see whether linguistic structures can emerge through simple
interactions.” This idea that we cannot investigate language evolution using human
participants is false, as the work that follows will show. However, the assumption
still lingers, especially amongst researchers working just outside the field. Perhaps
what is really at the heart of the problem is that language evolution presents a
unique problem to science. How do we study the emergence of something so
complex and rare that it has only happened once in the history of the world? How

do we even begin to approach a problem that happened so long ago?

The Difficulty of Studying Language Evolution

Linguists are well used to viewing language as a formal, idealised, and rule-
governed system. However, when we consider language as a complex adaptive
system (CAS) things start to get decidedly non-linear. This is because in CASs (such
as language) the total rarely equals the sum of its parts. Simple local interactions
often give rise to complex emergent behaviour (Johnson, 2001). Furthermore,
evolution is necessarily a historical process, which means that there may always be
some element of randomness about it (de Boer, 2005). Historical accidents appearing
early on in time can remain 'frozen' and constrain future development in
fundamental ways, and even slight differences in the initial conditions can result in

massively different outcomes in the final product (Gell-Mann, 1994).
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These are just some of the difficulties that lie with any attempt to uncover the truth
about language evolution. The sheer complexity of the phenomenon aside, efforts
are also hampered because the object of study is not even visible to us — there is no
way of going back in time or recreating the exact conditions that led to the
emergence of language in our hominid ancestors (Christiansen & Kirby, 2003). Even
if we could somehow go back in time with a team of researchers, we would have
very little idea of what year we should return to. Even identifying roughly when the
capacity for language evolved has proven a difficult challenge, let alone
understanding how it evolved. We know that language must have been in place
before anatomically modern humans left Africa, some 50,000 years ago, but tracing

the capacity for language beyond this has proven problematic (Mellars, 2006).

Tracing Language(s) Through Time

One approach has been to examine the fossil record for clues to when language
might have emerged. Unfortunately archaeological data cannot give us any direct
clues, as language, being non-physical, leaves very little trace (Hauser & Fitch,
2003). With that caveat in mind, some researchers have looked for clues in the skull
structures of early hominids. One of the notable features of Homo sapiens is the brain
size to body size ratio. An oft-quoted figure is that our brains are three times larger
than we should expect for an ape of our size (Fitch, 2010). An increase in the size of
our brains relative to our closest neighbours has long been associated with an
increase in cognitive abilities, although this has been called into question (e.g.
Macphail, 1982; Deacon, 1997). The message seems to be that bigger brains might
have more processing power, but this might not correlate to more sophisticated

behaviour or, more importantly, linguistic behaviour.

If we cannot learn anything about language evolution from the structure of the
brain, what about other structures that are vital for language, such as the vocal
tract? Although fragile and not particularly well-preserved over time, the shape and

positioning of the hyoid bone in certain specimens of Homo neanderthalensis has led

62



some researchers to conclude that Neanderthals probably had the same range of
speech sounds as modern humans (Arensburg et al., 1989; Boé et al., 2002). However,
this is contested (Lieberman, 2007), and in any case having the ability to make
speech sounds is not the same as having the ability for language. After all, we know
that chimpanzees are capable of making some of the gestures of sign language, but
even after extensive training they still cannot fully acquire it (Gardner & Gardner,
1969). Work investigating the vocal production in other species, such as dogs and
deer, has also revealed that most mammals have a more dynamic vocal tract than
previously thought which allows them to radically reconfigure their vocal anatomy
when vocalising (Fitch, 2000). This once again urges us to be cautious in attempting

to form conclusions based on fossilised evidence.

A different line of enquiry however has been to look at the archaeological record in
terms of material culture. In other words, can we learn anything about language
evolution by looking at the kinds of artefacts our ancestral hominids were making,
or any evidence of their behaviours that they might have left behind? Judging from
the discovery of accumulations of animal bones, and the analysis of stone tools, it
seems reasonable to suggest that by 2 million years ago hominids were sharing food
with one another and being sociable (Isaac, 1978; Plummer, 2004). We also know
from fossilised footprints that hominids were bipedal at least 3.6 million years ago
(Leakey & Hay, 1979). There is also archaeological evidence for what has been
termed an ‘explosion’ in material culture 40-60 thousand years ago, heralding not
only an increase in the number and designs of functional tools, but also the
emergence of symbolic artefacts, such as art and decorative pieces (Deacon, 1997;

Lewin, 2005).

From all this indirect evidence, Barrett ef al. (2002) present three possible scenarios
of when language may have evolved: (a) in early Homo erectus, around 1.5 to 2
million years ago (e.g. Deacon, 1997); (b) when Homo sapiens first appears around

500 thousand years ago (e.g Falk, 1980; Aiello & Dunbar, 1993; Worden, 1998); or (c)

63



around the time of this material culture explosion, 40-60 thousand years ago (White,

1982; Noble & Davidson, 1996).

Rather than looking for historical evidence of biological hallmarks of language
emergence, can we learn anything by examining how individual languages have
formed over time? The process of language reconstruction has a long and
distinguished history within linguistics, although attempts to reconstruct earlier
forms of language based on similarities between extant languages can only go back
so far (Fox, 1995)2. Related to this, other approaches have looked at genetic data and
the distribution of current languages, in conjunction with what is known about
human migrations and population expansions throughout history (e.g. Cavalli-
Sforza, 2000)°. Although the goal of this work is to understand more about human
history and evolution in general, the outcome of such studies does help to constrain

theorising about the evolution of language as well.

The main issue with both linguistic reconstruction and attempts to study human
evolution over these shorter time-frames is that we run the risk of investigating
language change, rather than language evolution. The difference between the two is
subtle, but important. Whereas language change involves systems moving through
the space of possible linguistic states, language evolution involves systems moving
between spaces of possible linguistic states themselves. That is, it involves the
transition from a state of no language to a state of language, rather than a transition
from a state of language to a slightly different state of language (see Brighton (2003)

for more discussion of this distinction). Whilst learning more about the ways in

2 Note that in spite of the note of caution sounded by researchers like Fox (1995) attempts
have been made to reconstruct languages as far back as ‘Proto-World’, the hypothesised
language from which all modern languages are descended from (e.g Bengtson & Ruhlen,
1994; Ruhlen, 1994).

3 This kind of research is different to the work linking recent genetic changes in human
DNA to specific features of language (Dediu & Ladd, 2007) in that it attempts to use genes of
modern populations as a historical record of the human species. It is thus much more like
linguistic reconstruction in nature, and focuses on language change, rather than language
evolution.
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which current languages change over time is relevant to our study, we must be
careful to keep in mind that our original goal is to explain the emergence of

‘language’, not specific languages.

Potential for Progress

One positive sign of progress comes from the comparative studies we explored in
Chapter 2. Not only have the comparative studies of animal communication been
useful for helping us identify which features of language are uniquely human, but
we can also learn a lot from the degree to which our biological cognitive
foundations for language are shared with other animals. For instance, determining
whether the trait is homologous (i.e. related by descent) or analogous (i.e. arising
independently in a separate lineage) can tell us whether that trait is present for
functional or historical reasons (Fitch, 2010). In many cases, this alone is sufficient to
tell us something about the evolutionary pressures driving selection, most
obviously, whether or not that trait is an adaptive response to pressures arising from

similar environments.

Another way in which comparative studies can inform research into language
evolution is by telling us something about how culture evolves, or social learning
behaviours in general (e.g. Boesch & Tomasello, 1998; Caldwell & Whiten, 2006;
Whiten & Mesoudi, 2008). Although data from animal studies is definitely relevant
to addressing questions about language evolution (and an interesting topic of study
in its own right), it is still only indirectly related to the phenomenon we wish to
understand. We cannot always assume there is a straightforward relationship
between what we learn about animal communication and social learning
mechanisms, and our own capabilities. However, one thing is certain: if we can get
empirical data on how processes of cultural evolution work in non-humans, we
should also be able to get empirical data on how processes of cultural evolution give
rise to language in humans. Indeed, we have also seen several examples of this type

of experiment in both animals and humans (§2.4.4). Although these did not involve
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language, they still set a useful precedent for studying some of the mechanisms of

cultural transmission that support linguistic transmission.

Perhaps the most important thing to bear in mind when thinking about ways in
which we might progress our understanding is that we have the evolutionary end-
points of the process (i.e. modern languages) to hand. Even as you read this,
languages are evolving* -- although it is rare, we do have some limited access to
natural cases of language emergence that are ongoing today (e.g. Nicaraguan Sign
Language, creolisation). With greater constraints provided by our knowledge of
neurology, language acquisition, language disorders, plus insights that can be
gained from the analysis of computational simulations and formal modelling
techniques, progress is being made in the field of language evolution. The next

section explores some of these avenues.

3.2 Methods for Studying the Cultural Evolution of Language

Recall that the main aim of this thesis is to explore how language evolves as a result
of being culturally acquired via iterated learning. Therefore our focus in this section

will be on methods for understanding cultural evolution only.

3.2.1 Computational and Mathematical Studies of Language Emergence

As discussed in the previous chapter, over the last few decades the use of
computational simulations and mathematical models to explore language evolution
has rapidly increased. The advantage of this methodology stems from the fact that
models allow us to check and refine our theories very rapidly. One of the key issues

with studying CASs is that our intuitions do not always naturally match up with

4+ If we are being picky, with the exception of newly emergent systems, we should really say
that most languages are merely changing. See Brighton (2003) for a discussion on the
differences between language change and evolution.
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reality (Hashimoto, 2002). Making our theoretical assumptions explicit in a formal
model of the process allows us to rigourously test whether our predictions do in fact
follow from our hypotheses. Of the various models out there, the most relevant to
the current work are the ILMs discussed earlier (see §2.3), which focus on explaining
the emergence of compositional structure in language in terms of cultural
transmission (e.g. Kirby & Hurford, 2002; Smith et al., 2003; Brighton et al., 2005).

However, there have also been a range of computer simulations which explore the
emergence of innate signalling systems as a result of purely biological evolution®. In
particular, these studies have focused on determining under which ecological
conditions we can expect to see evolution by natural selection resulting in the
emergence of simple communication systems (MacLennan & Burghardt, 1994,
DiPaolo, 1997; Cangelosi & Parisi, 1998; Noble, 1999), or on understanding the
origins of the communication channel itself (Quinn, 2001). There have also been
models conducted which explore how both cultural learning and biological
evolution can interact together (Hinton & Nowlan, 1987; Kirby & Hurford, 1997;
Watanabe et al., 2008) -- therefore focusing on all three elements of complex adaptive
system described in §2.2. This can give us valuable insight as to how iterated

learning may fit into the bigger picture of language evolution as a whole.

Additionally, the problem of language emergence has also been investigated
mathematically (e.g. Niyogi & Berwick, 1997; Nowak et al., 2002; Griffiths & Kalish,
2005, 2007; Kirby et al., 2007; Griffiths et al., 2008; Ferdinand & Zuidema, 2009).
Many of these more recent studies have focused explicitly on separating the
respective contributions of the process of transmission and the pre-existing learning
biases held by the agents. This has been achieved by modelling agents as Bayesian
learners, who form hypotheses about the data they have seen based not only on the
likelihood of that hypothesis actually having produced that data but also the prior

probability of that hypothesis being entertained by the agent without having seen

5 See Oliphant (1997) or Kirby (2002) for a more in-depth review of these models.
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any data (Griffiths & Kalish, 2005; Kirby et al., 2007; Smith & Kirby, 2008; Ferdinand

& Zuidema, 2009; see also §5.3 for discussion of these models).

Despite the breadth and depth of this research method, it is not immune to criticism.
Although it is always possible to find specific faults with individual models, there is
one charge that has been made toward computational models in general: that they
over-simplify their subject matter. In some sense this is what makes the models
desirable — we use models when we want to grasp the underlying dynamics of
complex phenomena, and to do this, we must abstract away from modelling every
detail (Cooper, 2002). However, this has led to claims that models may not
generalise to human populations, and that models of language evolution in
particular often contain “unrealistic initial conditions” which limit the problem
space in non-trivial ways (Bickerton, 2003:86). One of the central goals of this thesis
is to examine whether this claim holds up by making explicit attempts to replicate
computational results in human populations in order to assess their ecological

validity.

3.2.2 Emergence of Natural Human Communication Systems

It is not every day that we get to witness the birth of a new language; the vast
majority of us are born into a community with a fully fledged linguistic system
firmly in place. The few exceptions to this rule are therefore invaluable, as they give
us a unique opportunity to observe the natural emergence of a human
communication system. There are two main loci for witnessing such an event: in the
formation of pidgin and creole languages (Bickerton, 1981), and in the formation of
home-sign (Goldin-Meadows & Mylander, 1998), and full sign languages in the deaf
community (Kegl, 1994; Senghas & Coppola, 2001; Senghas et al., 2004; Sandler et al.,
2005). One thing that has been emphasised in both studies of protolanguage and

emergent sign-languages is the key role that children appear to play in the process.
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For instance, Senghas & Coppola (2001) have explicitly focused on the different roles
played by adults and children in the development of a relatively young sign
language in Nicaragua (NSL). This is a language that has been emerging since the
1970's, when schools were established to educate the country's deaf children, most
of whom lived in small isolated communities. Prior to this time, there was no
established sign language in Nicaragua, or even a deaf community to speak of. Since
this time however several cohorts of deaf people have passed in and out of the
school system every year, and a new language has been rapidly emerging. Initially
composed of just a few basic signs that were rapidly converged upon, each
successive cohort (or generation) of learners has elaborated and systematised the

grammar of the emergent language.

The schools contain a mix of children and adults, all of whom have hearing parents.
Senghas & Coppola (2001) investigated where the internal structure of NSL was
coming from, and found strong evidence to suggest that it was the younger deaf
students, and not the adults, who were providing the creative force. They link this
back to the fact that children are much better at acquiring language than adults,
despite the fact that adults are much better at mastering other complex skills
(Newport, 1990). Although Senghas & Coppola (2001) have interpreted this result as
showing that there is a qualitative difference in the behaviour of adult and children
learners, they do however go on to point out that the status of the evolving

language itself also plays a role, stating;

“Each generation leaves the distinctive mark of their learning
process on the model they provide for their children. When
children learn a mature language, the mark is a subtle one...Only in
cases like this one, when the model is not a mature language, do
these language-learning abilities show their transformational,
creative capacity.” (p 328)

In other words, we only tend to see these creative capacities of children when there
is a sparseness of data in the linguistic environment. They do not show up

ordinarily during first language acquisition when the linguistic target is already a
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fully-fledged language. This shows nice parallels with the findings of the iterated
learning models discussed earlier, which suggest that languages only adapt when
they are culturally transmitted and there is some kind of sparsity in the input (Kirby,

2002; Zuidema, 2003; Kirby et al., 2008b).

Although the data deriving from these case-studies tends to be both detailed and
directly relevant to language evolution, they do have their limitations. The first has
already been mentioned -- they are rare. This makes it difficult to extract robust
generalisations. Just as any empirical study needs many data points in order to
calculate the size of the effect, we find we need many case-studies in order to be
sure we are detecting the common processes underlying the emergence of new
languages in general, and not just facts idiosyncratic to the formation of specific
languages. The second issue is one of control. Although scientists working on these
cases can look at the data and develop hypotheses about what is responsible, they
cannot easily go on to test their intuitions by manipulating any of the variables. In
most cases, researchers must remain passive observers to the phenomenon at hand,

recording what happens but not intervening.

3.2.3 Artificial Language Learning

Another method which has come to the fore in recent years is artificial language
learning (ALL). In ALL studies, participants are trained on an artificial language --
usually just a sequence of letter strings generated by a grammar -- exhibiting some
set of features controlled by the experimenters (Reber, 1969; Knowlton & Squire,
1994). After training, learners are tested to see what they have acquired, and
whether they can recognise novel sequences produced by the same grammar. This
has proven to be a powerful method for ascertaining what kinds of structures

humans can acquire, and one which is not only useful for studying abilities in
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adults, but also infants (Saffran et al., 1996; Gomez & Gerken, 2000), and even non-

human primates (Fitch & Hauser, 2004)°.

There have been several ALL studies conducted that have tried to shed light on
issues relating to language evolution. Following on from some of the findings
obtained from the sign language study described earlier, Hudson-Kam & Newport
(2005) used an ALL task to address performance differences between adults and
children in terms of how they impose structure by regularising inconsistent inputs.
In one study they found that when an artificial language contained irregularity (i.e.
a grammatical feature was either consistently present or only present 60% of the
time) children were much more likely to impose their own systematic pattern when
attempting to reproduce the data than adults were. Although this finding seems to
largely support Senghas & Coppola’s (2001) claim that children’s learning behaviour
is categorically different to adults, a follow up study by Hudson-Kam & Newport
(2009) complicates the issue somewhat by discovering that there are in fact certain
conditions in which adults will regularise and children will not. It seems there are
many factors which determine when learners will generalise observed patterns to

new data, and when they will not.

The situation becomes more complicated still when we consider a more recent study
by Smith & Wonnacott (2010), who show that when adults are engaged in iterated
version of Hudson-Kam & Newport’s original (2005) study, the languages all evolve
to become regular. This study illustrates one of the key findings that comes from my
own work in Chapters 4-6. Namely, that the performance of an individual at the
beginning of a transmission chain is radically different to the performance of an
individual at the end of a transmission chain. Participants in Hudson-Kam &
Newport’s original study are equivalent to participants in the first generation of
Smith & Wonnacott’s. What the latter study shows is that although one adult might

not regularise, if we have a chain of adults learning from one another, they will

6 These status of these animal studies is currently controversial. More replications of them
are required.
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regularise. In other words, we cannot predict what the outcome of iterated learning
will be on the basis of the performance of the first learner. The significance of this

finding will hopefully become clearer after Chapter 4.

Another application of ALL lies in testing specific predictions generated by different
language evolution theories (Christiansen, 2000; Ellefson & Christiansen, 2000). This
has been used in conjunction with computational simulations (Christiansen &
Devlin, 1997; Ellefson & Christiansen, 2000) to investigate whether the brain
mechanisms governing the acquisition and processing of language are linguistic or
more generally cognitive in nature. For instance, Ellefson & Christiansen (2000)
investigate the phenomenon of subjacency. All languages place certain restrictions
upon the ordering of words. Violation of any of these restrictions results in
sentences which are ungrammatical. The principle of subjacency is an example of
one type of restriction which operates on languages. It refers to the fact that when
elements undergo movement (for instance, in the formation of wh-questions in
English) there are only certain places that a given element is accessible and free to

move from (Newmeyer, 1991).

The appearance of seemingly arbitrary subjacency constraints on word movement
has been used to motivate the idea that language must be the result of specialised
cognitive equipment. In other words, that these restrictions only make sense from a
linguistic perspective (Pinker & Bloom, 1990). Ellefson & Christiansen designed an
ALL experiment where they presented subjects with grammars that fit either natural
or unnatural subjacency patterns, and found that they acquired the natural
grammars significantly better. On its own, this might be taken to show that human
participants prefer the natural subjacency constraints because those are the ones
endorsed by UG. However, they also performed a computational model, using the
same data to train a simple recurrent network (see: Elman, 1990). Although the
computational agent had no specialised linguistic processing machinery, its

performance matched that of human learners. Ellefson & Christiansen (2000)
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therefore conclude from this that subjacency constraints seen in human languages

could have emerged from very general cognitive constraints on sequence learning.

3.2.4 Emergence of Artificial Human Communication Systems

There has recently been renewed interest in studying the emergence and evolution
of human communication systems experimentally (e.g. Galantucci, 2005; Garrod et
al, 2007; Healey et al, 2007; Scott-Phillips et al, 2009; Selten & Warglien, 2007; Kirby et
al, 2008a; Theisen et al., 2010). These studies differ from the many experiments
investigating human communication that came before (e.g. Garrod & Anderson,
1987; Garrod & Doherty, 1994; Christiansen, 2000; Pickering & Garrod, 2004;
Hudson-Kam & Newport, 2005) by the emphasis placed on exploring the emergence
of novel systems. In other words, these experiments do not start with a system
(either natural or designed by the experimenter) in place initially, but let one evolve
over the course of the experiment. This provides us with a direct route into

understanding how such systems become established (Galantucci, 2005).

It is clear that an experimental approach offers certain advantages over studying
these phenomena indirectly via the use of computational and mathematical models,
or via naturalistic observation (such as greater experimental manipulation, control,
and replicability of results, etc.). Most of these newer experiments looking at the
emergence of novel systems share the property of revolving around some kind of
communication game. Participants (typically dyads) are given some shared goal or
joint task that requires them to co-ordinate their actions in some way. The only way
in which to do this is to interactively construct a communication system together,

using whatever medium is provided.
For instance, in Selten & Warglien (2007) pairs of participants are given a repertoire

of available symbols, each with different sending costs, and instructed to converge

upon a set of economical signals to identify different pictures. In Galantucci (2005)
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pairs of participants must coordinate their actions in a 2D game-world by
communicating with one another using a novel graphical medium, which prevents
the use of common symbols or pictorial representations, forcing them to develop a
new system of their own. In Healey et al (2007) pairs of participants (and later on,
interacting groups) collaborate together using a virtual whiteboard, drawing images
to identify different pieces of music. Similarly, Garrod et al (2007) encourage
participants to depict various concepts (such as commonly known people, places,
objects, and more abstract concepts such as ‘poverty’) using images in such a way
that a fellow participant could identify them. In a slightly different twist, Scott-
Phillips et al. (2009) have an experimental set-up in which they do not even provide
a dedicated channel for communication to take place in: given a task which requires
two players to coordinate their actions, the only solution is to create one by using

the movements of the players’ avatars in the game environment as signals.

The fact that convergence does not come easily to participants in these experiments
(most fail to agree on a system, and fewer still go on to develop one with structure)
highlights the fact that the underlying processes responsible are not trivial. This is
perhaps surprising given that we assume participants could easily invent a
workable system on their own. In fact, Scott-Phillips et al (2009) find that reported
reasons for failure often centre around an inability to convey a system to their
partner rather than an inability to individually construct one in the first place.
Conversely, Selten & Warglien (2007) showed that the chances of developing a
successful system are massively increased when one player finds a way to take
control and impose their invented system upon the other. This raises the interesting
question of what kind of design process we think is responsible for the emergence of
structure in natural language -- is it one which is wholly reliant on the ingenuity and

design skills of its users, or is there some other force at work?

Although these studies all show that humans are adept at constructing novel

communication systems, the next section argues that many linguistic changes are

74



not ‘designed’ by individuals in that manner. Rather, much of the structure present

in human language is indicative of apparent design without a designer.

3.3 Design without a designer

For centuries philosophers and linguists have debated the origins of linguistic
structure and how languages change. One of the central mysteries involves
identifying the source of those changes and innovations that lead to increasing
structure. The intuitive answer is of course us, the speakers of language. Yet whilst
languages change and evolve as a result of differential patterns of usage among
speakers, they do not do so as a result of any intentional design on the part of an
individual. As Keller (1994) points out, we cannot analyse a historical change like
the shift in word ordering from Object-Verb to Verb-Object in Middle English, and

come to the conclusion that it is an instance of human design.

Keller refers to events like this as phenomena of the third kind - grouping together
things that are neither man-made (artefactual) nor entirely natural, but which are
instead “the result of human actions but not the goal of their intentions” (Keller,
1994:56). He argues that as most language changes are of this type, we need to
invoke an ‘invisible hand’ explanation for language, adopting the metaphor
proposed by the economist and philosopher Adam Smith to explain how locally
self-serving actions of individual investors can unexpectedly lead to group-level
prosperity. If this hypothesis is correct, it is only through developing an
understanding of how apparent design emerges without a designer that we can hope

to discover the origins of linguistic structure.
Croft (2000) makes a similar three-way distinction between types of causal

mechanisms involved in language change to that proposed by Keller (1994). On one

hand, we have TELEOLOGICAL explanations, which are invoked “when a speaker is
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claimed to innovate in order to alter the linguistic system in some way...the
linguistic system is designed (by the speaker) to have the structure it does, and to
change, as it does” Croft (2000:64). This corresponds with what Keller calls man-
made. Like Keller, Croft concludes that this is not a mechanism that operates in
language change. Next we have INTENTIONAL explanations, where “the speaker is
aiming towards some other goal in language use, and produces an innovation in the
process” Croft (2000:64). This corresponds to Keller’s phenomenon of the third kind.
We have seen evidence of this kind of mechanism at work in the experiments
described in §3.2.4. The final kind of causal mechanism in language change involve
NONINTENTIONAL explanations, where “[t]he language change is not even an
intended means to achieve some other goal of the speaker. It is simply a change that
just happens as a consequence of the act of production (and in some theories, also
comprehension) of an utterance” (Croft, 2000:65y. It is this kind of mechanism that I

would like to investigate with the experiments in Chapters 4-6.

For Keller (1994), who views language change as a special instance of sociocultural
change, explaining the properties of language inevitably requires seeing it as a
product of cultural evolution. Although Keller primarily restricts his investigations
to language alone, the invisible hand phenomenon is also at work in many other
domains, for instance, in how crowds of people self-organise into the optimal spatial
configuration for viewing performers. However, it is certainly not the case that every
instance of cultural evolution requires an intentional or a nonintentional
explanation. If we look outwith human communication, we find that many
examples of culturally transmitted behaviours, such as tool-making and the kinds of
incremental innovations we find in technological developments (Basalla, 1988;

Petroski, 1992; Ziman, 2000), do seem to be directed and guided by human

7 This corresponds to what Keller (1994) calls ‘natural kinds’. Keller does not place as much
emphasis on these kinds of changes within language, which is one of the reasons why I will
be using Croft’s definitions for the rest of the thesis.
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intentions - they do require teleological explanations®. In that sense, we can see
Croft’s (2000) three causal mechanisms as operating more generally within cultural

evolution.

For some commentators (e.g. Hallpike, 1986; Pinker, 1997; Benton, 2000; Bryant,
2004), this teleological or goal-directed aspect is precisely what causes analogies
between biological and cultural evolution to breakdown completely (Mesoudi,
2008). Instead of perceiving this as an either-or debate (in which cultural evolution
either proceeds via intelligent human design or some blind evolutionary process),
Dennett & McKay (2006) encourage us to think of cultural change as: “a continuum
from intelligent, mindful evolution through to oblivious, mindless evolution” (italics

original). They go on to claim that:

“in cultural evolution...there are undeniable cases of cultural
features that evolve by Darwinian processes without any
need to invoke authors, designers, or other intelligent
creators. Most obviously, languages - words and
pronunciation and grammatical features - evolve without
any need for grammarians, deliberate coiners, or other
foresighted guardians of these cultural items.” (p. 353).

So this brings us back to our central question - if some aspects of linguistic structure
are led by this invisible hand, or are in fact completely nonintentional as Croft
defines it, is it possible to capture this phenomenon and investigate it in the
laboratory? It could be argued that, in a sense, we have already seen the invisible
hand at work in some of the studies discussed in §3.2.4. Whilst the interactions
between participants do involve some degree of reasoning and purposeful design,

participants’ intentions were to cooperate to solve the task. Although they were all

8 Sometimes it is uncertain whether or not the inventors themselves can anticipate the
eventual usage of the object to which they contribute some design feature. In this case, we
are back to describing these changes as intentional. The original innovator may have
intended to make a modification to improve the way in which a stone tool cracks nuts, but
another observer may see that object, and believe that its proper function is as a spear-head.
The creation of a new spear-head was not what the modification was designed for, but the
modification itself was nevertheless intended.
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consciously aware that they needed to find a way to communicate with their
partner, the negotiation process which allowed the basic communication systems
used by different participants to become aligned with one another and become an
established convention is also a complex dynamic system at work. As such, it has
invisible hands of its very own; shaping, guiding and prompting structure into
being. This notion would help to explain why the creation of a successful system is
never guaranteed in these studies, in spite of the fact that an individual acting alone
given explicit instructions to design a way to communicate, could easily invent a

system fit for purpose.

However, if we genuinely want to explore the nonintentional end of the scale, we
need to design an experiment where participants are not given the explicit task to
communicate. Isolating exactly which elements arise through intentional design,
and which through these more subtle and hidden forces, may well prove to be
impossible in any experiment involving human participants. However, that should

not prevent us from trying.

3.4 The Current Framework: The Human Iterated Learning Model

This section lays out the experimental framework that will be used for the rest of the
thesis. It begins by clarifying a recent point of confusion amongst researchers about
what iterated learning really consists of, before describing some early work that was
done to investigate language change that bears many similarities with the suggested
framework. Finally it looks in some detail at ways in which we can analyse the

results of our experiments.
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3.4.1 Putting Iterated Learning in Context

There has been something implicit in all of the discussion so far that should be made
explicit at this point. All the previous studies of language emergence in the laboratory are
instances of iterated learning. What makes this experimental framework different to
these other approaches is not that it involves iterated learning, and the others
involve some other transmission mechanism. Instead, the difference lies in two
factors: (1) population structure, and (2) the focus on nonintentional emergence of
structure. This has caused some confusion in the literature of late, mostly as a result
of the fact that the majority of researchers who have used the term ‘iterated
learning’ before, in both linguistic and non-linguistic domains, have demonstrated it
by using simulations (Kirby, 2000; Kirby, 2001; Kirby & Hurford, 2002; Zuidema,
2003) or experiments (Kirby et al., 2008a; Griffiths et al., 2008; Smith & Wonnacott,
2010) that involve linear transmission chains of learners. This has in turn led other
researchers to attempt to make contrasts between approaches which, strictly

speaking, should not be made.

For instance, in a recent paper Garrod et al. (2010:33) state that: “One influential
model assumes an evolutionary principle analogous to iterated learning in which
the language is transmitted vertically down generations of speakers”. Using this
definition of iterated learning, Garrod et al. (2010) go on to contrast two different
experimental conditions: iterated learning and social coordination. The contrast that
was actually being made here was between linear transmission vs. closed group
population designs. Of course there is nothing wrong with researchers redefining
terms as they see fit. However, this particular example is dangerous as it implies
there is a difference between the two conditions in terms of the mechanisms of

transmission at work, rather than a difference in population structure.
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3.4.2 General Methodological Framework

This section will outline the general methodology for conducting iterated learning
experiments to investigate the nonintentional emergence of language. The idea is
that learning something about the way in which artificial languages are culturally
transmitted in the laboratory can tell us something about the way in which natural

languages are culturally transmitted in real populations.

The general method involves each participant learning a small artificial (“alien’)
language composed of a finite set of meanings (pictures) that are paired with signals
(strings of letters, or possibly sounds). These languages need not be particularly
large. In the experiments described later on in chapters 4 and 5 there were just 27
meaning-signal pairs in total. Once a participant has acquired the artificial language,
they are tested and their answers used to provide the training input to the next
participant, who forms another ‘generation’ in the chain. This process repeats until
the desired number of generations is reached. Throughout, participants are asked
only to reproduce the language as accurately as they can; the source of their training
data is not revealed, and they have no way of knowing the experiment is

investigating the emergence of language.

Training, Testing and Transmission

There are three distinct phases involved: training, testing, and transmission. During
the training phase, participants are shown a picture from the set, alongside the
signal string it is paired with, and informed that this is the way in which the alien
would describe that image in its own language. The task is to learn the descriptions
associated with each image to the best of their abilities. Training occurs via a
computer program, which randomises the order in which each signal-meaning pair
is presented, ensures that all training items are seen, and controls the length of time

each training item is shown. The key variables to consider here are the amount of
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training each participant receives (i.e. the number of rounds of training they are
given), whether this training occurs in one continuous session or in blocks, and

whether training blocks are structured in some way or randomised.

Following a series of pilot studies conducted during my MSc (Cornish, 2006) it was
decided that training would be conducted over three blocks, with an obligatory
practice test and an optional two-minute break in between. Each training item
appeared twice during each block, so six times in total over the course of a learner’s
training session. Training items were presented in two parts: first the signal would
appear alone for 1000ms, then the meaning would be shown alongside it for a

further 5000ms.

Once training is complete, we move onto the testing phase, where participants are
shown each picture in turn and instructed to supply the missing description. The
final test can be (and in the experiments presented later on in Chapters 4 and 5, in
fact were) preceded by a series of practice tests in between training blocks, which
introduces the possibility of some indirect feedback being provided to facilitate
learning: participants were given a limited opportunity to correct themselves over
the intervening practice tests, as well as giving them the chance to become familiar
with the testing procedure ahead of the final test. In the experiments presented here,
the practice tests involved participants being presented with just a subset of 14 of
the meanings and being asked to provide the correct description’. Following the
third and final block of training, the remaining 13 items were appended to this set of

14, ensuring that descriptions were collected for all 27 meanings in the final test.

These responses from the last round of testing are then used to generate a new set of
training stimuli for the next generation during the transmission phase. It is during
this final stage, which happens ‘offline” after the participant has left, that some of the

most interesting parameters can be explored, including the transmission bottleneck.

9 Depending on the exact condition of the experiment, half of these items may have been
ones which they had seen earlier in training, and half may have been novel.
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One of the advantages of the iterated language learning methodology is that it
allows us to test very specific hypotheses about what occurs during language
transmission by giving us complete control over what gets passed on. It is this
aspect that affords iterated language learning more simulation-like qualities than is

typical in non-iterated artificial language experiments.

For instance, if we wished to test the hypothesis that a preference for shorter strings
led to compositional structure, during the transmission phase we could artificially
select only those strings that met some (possibly dynamic) string-length threshold
and ensure that only these items were propagated to the next generation'®. By
examining the resulting languages that arise from this process of artificial selection
we can determine whether this hypothesis is valid. In this case we are running the
procedure like a simulation. We build in a condition to see what the future outcome
is, and can then refine our intuitions as a result. Alternatively, if we wish to test the
hypothesis that human learners actually have a bias towards producing shorter
strings, we can just run the experiment without any such manipulations and
examine the average length of strings at the end of the chain. In this case, we are
using the methodology to experimentally test whether such a bias currently exists or

not. Both strategies can be useful depending on the questions one wants to answer.

To summarise, the procedure implemented in most of the experiments described in
Chapters 4 and 5 was as follows: (1) participants are given verbal and written
instructions asking them to learn the alien descriptions for a series of images; (2)
three blocks of training occur; (3) final responses are gathered in the last test; (4)
participants were debriefed; (5) the recorded output from each participant was

processed ready for transmission to the next learner. During every block of training,

10 Tt should be remembered that studying processes of artificial selection (e.g Mendel’s peas,
the selective breeding programs employed by farmers, etc.) were what led to the
breakthroughs in understanding how biological evolution worked. One of the points being
argued here is that similar tactics of studying artificial selection in language and other
culturally transmitted behaviours can lead to similar advances in understanding cultural
evolution. This is consistent with the agenda laid out in Mesoudi et al. (2006).
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each training item is seen twice. Participants are then tested on roughly half (14) of
the items, and given an optional 2 minute break before the next block of training

commences. This sequence is depicted in Figure 3.1.

“Online” “Offline”

Instructions

- Training —_—

Practice Test X3

—_ Break <

Final Test > Transmission

Debrief

Figure 3.1: The training-testing-transmission procedure for experiments I-IV. Training and
testing occurs ‘online’ (when participants are in the laboratory) whilst transmission occurs
‘offline’ (after participants have left). Each experiment involves three blocks of training and
testing. Only the output from the final training cycle is processed ready for transmission to a
new learner.

Generating Initial Languages

The experimental procedure is only one of the considerations that need to be kept in
mind. One obvious factor we have yet to mention is how we begin this process. It is

clear that the first participant needs a language to learn. There are several
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manipulations we can make here, which are again dependent on the kinds of
questions we are interested in. For instance, if we wish to know whether a particular
structural system can be stably transmitted, then we should give that system to the
first participant and monitor whether it changes as a result of iterated learning. If
however, we are interested in learning something about how linguistic structure
emerges, we cannot initialise the chains with a fully structured system. Instead, we
can use randomly generated signals. A simple method for constructing these is by
concatenating CV syllables (drawn from a large but finite set) to form longer strings.
This produces a set of signal strings which, whilst containing some regularities
owing to the fact that they are constructed from a finite syllable set, is still highly

unstructured with regard to the meanings.

The Meaning Space

Further consideration must be paid to the design of the meaning-space - or rather,
the stimuli we use to depict the meaning-space. Meaning-spaces themselves can be
structured or unstructured, reflecting regularities and co-occurrences in the real
world, or a controlled and simplified world of our choosing. In all of the studies
discussed later, the pictures come from a small and highly structured meaning space
consisting of three different dimensions (motion'!, colour and shape), each of which
contains three different variables (e.g. bouncing, straight and spiralling; black, blue
and red; circle, square and triangle). This 3x3x3 design yields a total of 27 different
possible combinations. Some examples of these meanings are shown in Figure 3.2

below.

11 In the actual experiments presented in Chapters 4 and 5, motion was indicated by dotted
lines. This can be seen in Fig. 3.2.
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Figure 3.2: Examples of the images used to depict structured meanings in Experiments I-1V. Each
meaning varies in terms of motion, shape and colour. These examples show a bouncing black circle, a
horizontally moving triangle, and a spiralling blue square.

Population Structure

The population structure can be manipulated in a variety of different ways. Not
only is it possible to control the size of the population, but also the network
structure (i.e. who talks to who). Since there are so many possible configurations, it
makes sense for us to look at the simplest possible population structure first: a linear
transmission chain, with just one learner at every generation. It is important to
remember however that we can also implement closed-group and replacement
designs, or in fact, have one learner receiving their own input back in a disguised
manner, as in Griffiths, Christian & Kalish’s (2008) exploration of category

learning!2.

3.4.3 Measuring Structure and Learnability

The next chapter reports the results of the first two experiments. Before we begin, it
is perhaps worth spending a moment considering how we are to analyse the data.
Given our hypotheses, we need to know two things. Firstly, whether the languages
are evolving to contain more structure, and secondly, whether they are becoming
easier to learn. In simulations, modellers have free access to the grammars being

constructed by agents over the course of each run, which makes it relatively

12 See Winters (2009) or Line (2010) for some examples of population manipulations that
have been tried within human iterated language learning.
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straightforward to describe and make comparisons of the systems at different stages
in their evolution. If we want to know whether the language at the final generation
is structured, we can simply inspect the internal representation of it in the ‘mind” of
the agent and find out!®. Although our use of human participants rules out such a
direct approach, we still have plenty of resources available to us, most notably the

forms of the languages themselves, to enable us to objectively judge the matter.

The issue of learnability is relatively straightforward. In short, a language is learnable
to the extent that it is transmitted faithfully without error. In order to measure error in
transmission, we need only to find a way of calculating the amount of change
between different languages. So what determines whether a language is structured
or not? We should remember here that we are dealing with a simplified definition of
what a language is. In these experiments, a language is simply a mapping between
meanings and signals. With that in mind, a language can be said to be structured if
that mapping between the different levels (meanings and signals) is itself structure-
preserving. In other words, a language is structured if similar signals get reliably mapped
onto similar meanings'*. We therefore need a measure that can tell us whether there is
a correlation between items that are similar in one dimension (meanings), and items
that are similar in another (signals). The rest of this section explores techniques that
allow us to do that, starting by examining methods for quantifying the distance

between signals and meanings.

13 This is at least true for symbolic models (e.g. the ILM described in section 3.1 of Kirby &
Hurford (2001)). Although it is also possible to access the internal states of agents in
connectionist models it is not always particularly meaningful to. As Russell & Norvig (1995:
584) explain, connectionist models “are essentially black boxes”. Whilst some modelers have
used mathematical techniques such as hierarchical clustering (Elman, 1990) and Principal
Components Analysis (Elman, 1991) to try to understand what is going on, these methods
only allow abstract comparisons between network states. Although connectionist models
produce rule-like behaviour, they do not represent rules locally (Bechtel & Abrahamsen,
2002).

14 Obviously the origin of the structure in a language is going to come largely from the
structure in the world. This is necessarily the case in these experiments given that we are
providing our participants with a highly structured meaning-space. The final experiment in
chapter 5 will address this issue in a different way, but for now we are simply interested in
whether signals can come to reflect useful structure present in meanings.
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Distance Metrics

How do we begin to go about measuring similarity in our language domains? One
of the advantages of running experiments involving a fixed set of meanings is that it
should make the task of constructing a simple measure of language structure much
easier (Galantucci & Garrod, 2010). The fact that the meanings are predefined, and
can be easily decomposed into features with different values means that they lend
themselves nicely to being defined spatially. As suggested by Brighton et al. (2005),
we can view each meaning as a vector in some Euclidean space. Each vector is
defined by two components: the feature of the meaning (in this case, colour, shape
or motion) and the value of that feature (i.e. ‘blue’). These dimensions reflect and
define the meaning space: so a 3x3x2 meaning space consists of 18 meanings
varying along three features, the first two of which have three values, and the last
having only two values; whereas a 5x5 meaning space consists of 25 meanings, that

vary along five features and five values.

Because the meanings in our experiment vary consistently in terms of the number of
features and values, we can use Hamming Distance (HD) for the meaning-space
(Brighton et al., 2005). This is a standard metric from information theory that looks
at the number of substitutions required to convert one string into another (metrics
like this are commonly referred to as edit distances, as they involve computing the
number of changes required to get from state t to state t+1). In this case of our
experiment, two meanings are compared against one another and for each feature
value (motion, shape and colour) that differs between the two, a point is awarded.
So for instance, a bouncing black square and a bouncing black triangle differ in a
single feature, and therefore have an HD of 1, whereas a bouncing black square and

a horizontal red circle differ in all features, so have an HD of 3.
Given the precedent already set for using Hamming distance to measure similarity

between meanings in this context (Brighton et al., 2005), there are no problems with

adopting it for use in the experiments. However, there are alternative ways to
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measure similarity between meanings, that we will briefly consider here. One of the
reasons for adopting HD as a metric is that we know the exact features and values
of our meanings in advance, and have a relatively simple semantic structure. When
the exact semantic structure is unknown or high-dimensional, other techniques

must be used.

For instance, Shillcock et al. (2001) examined the level of systematicity between the
forms and meanings of 1733 monosyllabic and monomorphemic English words,
taken from the British National Corpus'®. In order to measure the semantic distances
between the different word meanings they first had to examine the lexical co-
occurrences of these words in the entire 100 million-word corpus. Using the vector-
space method presented by Lund & Burgess (1996), Shillcock et al. (2001) used this
co-occurrence data to construct a semantic space containing some 500 dimensions.
Each point in this high-dimensional vector-space represented a meaning, and the
distance between any two points could be calculated using the angles between these

vector points.

Lexical cooccurrence matrices are commonly used in the construction of semantic
spaces in computational linguistics because being automatically induced, they avoid
the problem of relying on the experimenter identifying the correct dimensions - a
task which becomes exponentially more difficult to calculate as the number of
meanings increases (Jurafsky & Martin, 2000). They also capture the intuitive idea
that the meaning of a word is (at least somewhat) determined by the linguistic
contexts in which it occurs (Tamariz, 2008). Lund & Burgess’ (1996) vector-space
method is closely related to an approach known as Latent Semantic Analysis (LSA),

developed by Landauer & Dumais (1997) as a more general solution to what has

15 See also Tamariz (2008) who used the same basic technique to investigate systematicity
between forms and meanings in a corpus of spoken Spanish words.
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come to be known as Plato’s problem: namely, how do we come to know so much,

given so little experience?1© LSA works on the idea that:

“ some domains of knowledge contain vast numbers of weak
interrelations that, if properly exploited, can greatly amplify
learning by a process of inference....[TThe choice of the
correct dimensionality in which to represent similarity
between objects and events, can sometimes, in particular in
learning about the similarity of the meanings of words,
produce sufficient enhancement of knowledge to bridge the
gap between the information available in local contiguity
and what people know after large amounts of
experience.” (Landauer & Dumais, 1997:211)

By using the statistical properties of contextual co-occurrence, and very general
induction mechanisms, Landauer & Dumais (1997) built a model which could
acquire knowledge of English vocabulary from noisy internet chat forums at a
similar rate to school children. This happened despite the fact that the model had no
prior linguistic or perceptual similarity knowledge. The idea of measuring
‘similarity” may actually be more than a useful metric for our research purposes.
Although we are only interested in calculating similarity between signals and
meanings to determine whether the languages in our experiments are being
faithfully acquired and more structured, it turns out that this could be something

real learners are also tracking during acquisition.

Returning to the topic at hand however, just as we can consider using edit distance
to compare meanings, so too can we use edit distance to compare signals. One
potential complication with comparing edit distances for signal strings lies in the
fact that the string lengths can vary. Instead of Hamming distance then, which relies
on symmetrical lengths, a better metric is Levenshtein Distance (LD). This calculates

not just the number of substitutions to turn one string into another, but also handles

16 The term “Plato’s problem” has been used by Chomsky (e.g. 1991) to refer explicitly to
poverty of stimulus arguments in language acquisition. However, the term should be
understood as being applicable to a wider set of induction problems than just those relating
to language acquisition.
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insertions and deletions as well (Levenshtein, 1966). For example if we wanted to
compare the similarity between two strings, kopafilo and kapilo, we would
calculate the most efficient way of turning one into the other: in this instance there is
one substitution (o to a) and two deletions (a and f), resulting in a Levenshtein
Distance of 3. This figure can be normalised to give a value between 0 and 1 by
simply dividing the LD by the length of the longest string (Brighton et al., 2005) - in

this case giving us a value of 0.375.

Once again we find that this is just one of many different ways in which we could
measure distance between signals. Strictly speaking, if we were using spoken
signals we should weigh the edit distances according to how frequently we observe
that kind of edit (read: error) in a given phonetic environment. For instance, given
the fact that unvoiced sounds have a greater tendency to become voiced if they
appear intervocalically, we should perhaps give less weight to this kind of change as
opposed to a more unusual one. In addition to the standard version of LD described
here, Kessler (2005) reviews different techniques for measuring phonological
similarity and describes versions of LD with different weights given to reflect the
greater salience of certain types of edits. There are two reasons for not using any of

these more sophisticated versions of LD in the present study however.

The first is that because the signals in the experiment were visual, and not
phonetically transparent!’, we have no idea if changes are likely to be the result of
(a) typological mistakes, (b) phonological mis-parsings, or (c) combinations of both
of these. Secondly, estimating these weightings relies upon native speaker
judgments. There are no “universal’ patterns - everything is determined by the
particular phonological structure of the language in question. As the signals used in
these iterated language learning studies are artificially constructed, we have no

native speakers. Even if we restrict our studies to only include monolingual English

17 Given the signal string maciro we cannot be sure whether participants will phonologically
parse that as [mokix], [makiro], [mafiro] or something else.
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speakers, and treat the alien signals as pseudo-words, there are further

impracticalities that arise.

As an illustration, Tamariz (2008) measured systematicity between forms and
meanings in the Spanish lexicon using a large corpus of transcribed spoken
utterances. In order to generate a measure of phonological similarity, a previous
empirical study was run (Tamariz, 2005) to collect similarity judgements from native
speakers. Using these perceptual judgements, a set of parameters can be devised
and applied when comparing two strings. However, in order to do this, not only did
string length have to be controlled for, but the syllable structure as well. This meant
restricting investigation of similarity only to words conforming to the following
structures: CVCV, CVCCV, or CVCVCV. Given the fact that we cannot restrict the
output that each participant produces after training in any way, generating
perceptual weightings for string similarity would be an exhaustive task in its own

right.

Detecting structure within a language - The Mantel Test

Once a suitable set of metrics has been found for determining signal distances and
meaning distances, how do we use those to judge the amount of structure between
them? Again, we find that a number of different approaches have been taken in the
literature (Shillcock et al., 2001; Brighton et al., 2005; Ellison & Kirby, 2006; Tamariz,
2005). Whilst on the surface all of these measures appear quite different, they are in
fact all just variants of a test proposed by Mantel (1967), which has been used more
commonly to explore patterns of correlations between different distance metrics
within ecology (Sokal & Rohlf, 1995). The rest of this section will explain how this

test works by using a toy example from that domain.

Essentially Mantel’s test assesses the correlation between two symmetrical matrices,

each cell of which contains the distance between an object and every other object in
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the set. Imagine we were interested in whether species with similar genes had
similar geographical distributions. The first matrix would therefore contain all of the
genetic distances between all possible species in the study, and the second would
contain all geographical distances between those same species. This is illustrated
using hypothetical data in example 3.1, where {a,b,c} are three different species, and

numbers represent some notional distance in the relevant domain.

(3.1) geographical distance genetic distance
a b c a b c
a 0 2 2.24 a 0 4 3
b 2 0 1 b 4 0 2
c 224 1 0 c 3 2 0

Typically when we are wanting to see whether two variables like this co-vary in an
interesting way we can simply perform a statistical test to determine the strength
and direction of any correlation, and the degree of confidence we have about that
correlation being genuine. We cannot do this here however. The problem with
making a straightforward correlation between the two matrices is that distances, by
their very nature, are not independent from one another. In a matrix containing
objects, if you could imagine moving one of them slightly, n-1 distances would also

change as a direct result.

To illustrate this more clearly, consider Figure 3.3 below. The space on Fig. 3.3.left
depicts the space represented in the original geographical distance matrix outlined
in example 3.1. If we imagine moving datapoint b slightly (Fig 3.3.centre), from
position [2,2] to [2,1], we have not only changed the matrix cells for that one object,
but also all the distances from that object to all of the others (Fig 3.3.right). It has

moved closer to a and further away from c.
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geographical distance
a b’ c

a 0 1 2.24

b’ 1 0 1.41

c 224 141 O

Figure 3.3: A pictorial representation of the geographical space depicted in example 3.1 (left) and the
consequence of moving one of the elements (centre). This figure demonstrates the fact that distances
are not independent of each other. Not only has the location of b changed (to b’) but all of the distances
between b’ and every other location, as shown in the new geographical distance matrix (right).

This lack of independence means we cannot rely on standard parametric tests to
show significance. Mantel’s (1967) solution was to perform a Monte-Carlo (or
permutation) test on the two matrices in order to calculate significance that way. The
way this works is as follows. First we go ahead and calculate the correlation
anyway. The exact test we use depends on the nature of the data and the distance
metrics we have decided to use. Given that we have adopted the same distance
metrics used in Brighton et al. (2005) it makes sense to use the correlation measure

that they use: Pearson’s product-moment coefficient.

Once we have this coefficient, this becomes our veridical score. Next we take one of
the two datasets, and we shuffle the order of elements within it. This destroys the
veridical mapping between our two distance measures but preserves the actual
data, effectively asking the question of what would happen if the exact mapping
between the two was unimportant. In terms of the matrix itself, it has the effect of
randomly shuffling its rows and columns. Example 3.2 shows what this shuffling
procedure looks like when applied to the genetic distance matrix. We then
recalculate the correlation on this new randomly aligned data, and judge whether it

it the same or greater than that observed in the veridical.
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(3.2) geographical distance genetic distance

a b c a c b
a 0 2 2.24 b 4 2 0
b 2 0 1 a 0 3 4
c 224 1 0 c 2 0 1

Crucially we must reshuffle this matrix thousands of times to construct the
frequency distribution of scores!®. This gives us two things. Firstly we can now
calculate a level of statistical significance (the p-value) in an intuitive and safe (in
terms of our data violating the independence assumption) manner by simply
counting the percentage of times a correlation is discovered that is equal-or-greater-
than the veridical. Secondly using the information derived from the frequency
distribution (basically the mean and standard deviation) we can standardise the
veridical score to derive a z-score. Importantly, the z-score, unlike the actual
veridical correlation score, can be used to compare observations across different
frequency distributions. This may not be important for our toy example but it will
certainly be important for comparing our languages, as the data at each generation
will have different distributional properties depending on the exact forms and

mappings that it contains.

Judging learnability across languages - Transmission Error

The Mantel test examines the structural properties of languages within generations,
but we also need a measure to assess the similarity of languages across generations.
For this, we can use a distance metric we have already encountered - the
Levenshtein Distance. Whereas previously we used it to compare each signal to

every other signal within a language, this time we will use it to derive one number

18 Of course, with this toy example where n=3, the matrix is so small that we would easily
discover every possible permutation quite quickly. However, as the number of possible
permutations increases factorially with 1, a large number of randomisations is preferred in
order to sample as many of these as possible. In the studies presented in the next three
chapters, the results were drawn from 10,000 randomised samplings.
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that tells us how similar a language is to another language. Taking each meaning, m,
in turn, we calculate the normalised Levenshtein Distance (nLD) for the signals s
and s,’ in the two languages we are comparing (Brighton et al., 2005). We then
simply average this score over all 27 meanings, giving us a number that varies
between 0 and 1 which tells us the average amount of transmission error that there
is for each signal in the language. A figure of 0 means that there was no error at all
during transmission. In other words, the language was perfectly learnable. A figure
of 1 would imply that none of the signals were reproduced faithfully at all. In
practice, hitting either extreme of this measure is difficult, as having a single
misplaced letter detracts from the maximum score, and even chance

correspondences produce scores greater than zero.

The measures for calculating transmission error and structure that have been
described here and chosen to be the standard measures used for the rest of this
thesis (i.e.,, nLD, and the Mantel test using HD and LD) have been selected for two
reasons. Firstly, on the basis of their generality -- they both appear well suited to
detecting all kinds of structure and similarity. Secondly, they have been selected
because they are well-understood in the context of iterated language learning with
simple meaning-spaces (Brighton et al., 2005). Note however that there are
additional measures of structure and learnability available which tend to be better
suited for measuring certain types of structure than others. We will see some of

these more specialised measures in Chapter 5, and again in Chapter 6.

3.5 Summary

This chapter began by exploring some of the reasons why language evolution has
proven to be such a difficult subject to study. Although we have abundant
evolutionary end-points of the process around us in the form of modern day
languages, there are very few uncontroversial clues to be gained from the fossil

record or archaeological data to support our theorising. Next we considered other
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forms of evidence that could shed light specifically on the processes of cultural
evolution. We then looked at some of the pros and cons of current empirical

approaches.

Starting with computational and mathematical studies of the origins of language,
we noted that many of these models had been criticised in terms of their ecological
validity, or for the kinds of simplifying assumptions they make. Next we explored
the natural emergence of human communication systems, such as new sign
languages. Whilst these case studies do provide us with a wealth of highly relevant
data, they do suffer the downside of being very rare. In addition, although
researchers can record and monitor the development of these new systems, they
cannot intervene or manipulate the process of emergence in order to test specific
hypotheses. The next empirical strand we focused on was artificial language
learning. This technique has been used both to test specific hypotheses related to
language evolution (for instance, to ascertain whether human performance matches
the performance of computational models), as well as to study processes identified

by researchers working with sign languages and creoles as being relevant.

The final set of empirical studies we examined concerned those which investigated
the emergence of novel communication systems in the laboratory. This, as with the
artificial language learning studies, has the advantage of providing us with
complete experimental control. One thing that was noted about the majority of these
studies is that the participants involved are always consciously aware that they need
to communicate with a partner or group members, and in some cases, take
deliberate steps to try to invent a system to allow them to do. This led us to consider
what kind of process we think is responsible for the appearance of design in

language.
Here two complementary theoretical frameworks were presented, with which to

think about language change. Both frameworks agreed that language was not the

result of purposeful design on the part of individuals: it might emerge as a result of
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human actions, but those actions were not deliberately intended. There were two
ways in which language could end up having ‘design without a designer’ - either a
language user could intend to achieve some kind of goal with their language use
and inadvertently produce an innovation at the same time (this type of causal
mechanism was defined as INTENTIONAL); or else a language user could have no
higher goal in mind, but make a change as a consequence of the act of production or
comprehension (this was referred to as NONINTENTIONAL). Whilst many studies
have investigated intentional processes of language emergence, none were found to
focus exclusively on nonintentional processes. This observation motivated the
design of the experimental framework which was described in the rest of the

chapter.
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Chapter Four

Language Adapts to be
Learnable

4.1. Bottlenecks on Transmission

As discussed in the previous chapter, one of the most crucial parameters within the
ILM is the size of the transmission bottleneck. Changing the size of this parameter
changes the dynamics of iterated learning considerably. If learners are exposed to
the entire set of meaning-signal pairs, the initially holistic system is able to be
entirely learned by rote and never changes. If learners are only exposed to a tiny
fraction of meaning-signal pairs, the system never becomes stable. It is only when
the bottleneck is neither too large, nor too small, that we begin to see systems
emerge that are compositionally structured and stable (Kirby, 2000). Given its
relative importance in terms of explaining the emergence of language-like structure
then, it is surprising that the bottleneck itself has not received that much theoretical

scrutiny in the modelling literature.

This chapter begins by exploring the notion of the bottleneck in more detail. It starts
with the observation that simulations of iterated learning have tended to model the
transmission bottleneck as somehow external to the agent, a distributional fact of

the environment rather than anything to do with the way the agent processes the
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training data internally. It then goes on to present the results of two iterated
language learning experiments that investigate what, if any, difference these
bottlenecks make to the way in which languages emerge!. The first experiment
follows the approach used in the simulations, investigating what happens when
cultural evolution is driven by a pressure to generalise to novel stimuli present in
the environment, whereas the second examines what occurs when pressure comes
from a more naturalistic memory constraint internal to the learner. It will be shown
that in both cases the languages are adapting under pressures for greater
learnability, and consequently, become more structured over time. However, neither

produces systems which are optimal for communication.

4.1.1 A Closer Look at the Bottleneck

The idea of a bottleneck in the transmission process is not controversial. One of the
principal challenges facing any account of first language acquisition, or indeed, any
general theory of linguistics, is to explain how it is that the child converges on the
correct grammar for his or her language based on the highly variable and finite
exposure to that language that they receive (see Fig 2.2 for characteristics of the
linguistic input available to the child). We all arrive at the acquisition process having
encountered only a small subset of the possible words and utterances in our
language, and yet somehow we manage to negotiate the tricky path towards

comprehending it in its entirety.

Whilst the jury is still very much out on the issue of whether the quality of the
linguistic input available to the learner is really so impoverished as to necessitate a
helping hand in the form of innate linguistic knowledge or not (see §2.2.1 and §2.2.2

for this debate), it is clear at least that language is still somehow being acquired

1 The experimental results reported in this chapter have appeared in several publications:
most notably in Cornish (2010), but also in Cornish, Tamariz & Kirby (2009); Kirby, Cornish
& Smith (2008); and Kirby, Smith & Cornish (2008).
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despite differences between individuals’ data-exposure histories (to use the
terminology of Pullum & Scholz, 2002). So what causes these differences in data-
exposure, and just how much do they influence language? To answer this question,
we need to look in more detail at how the bottleneck is working to constrain the

process.

4.1.2 Different Types of Bottleneck

Within the simulations, transmission constraints have most typically been
operationalised as the amount of training data given to each learner agent - what
Hurford (2002) calls a semantic bottleneck. Given that the number of possible
conveyable meanings in the models is usually large but finite?, this bottleneck can be
more formally defined as the proportion of the total number of meaning-signal pairs
seen by each learner agent. Note that this is a physical restriction on the meanings
that a learner encounters in the world, and not a restriction on the signals that a speaker
produces, or can accurately retrieve from memory. These distinctions will be

important later.

In many ways this is an entirely reasonable way to model the transmission
bottleneck. The fact that this training subset is always selected anew at random for
every learner is good because it effectively captures the idea that there is natural
variation in exposure to meaning-signal pairs between individuals: each agent gets
a unique sample of the language, paralleling the fact that no two natural language
learners ever receive identical exposures to language. The fact that there remains a

large proportion of novel (i.e. unseen) meaning-signal pairs that the learner agent

2 Although the