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Abstract

Genitourinary cancer refers to the presence of tumours in the genital or urinary organs such as
bladder, kidney and prostate. In 2008 the worldwide incidence of bladder cancer was 382,600
with a mortality of 150,282. Radiotherapy is one of the main treatment choices for genitouri-
nary cancer where accurate delineation of the gross tumour volume (GTV) on computed to-
mography (CT) images is crucial for the success of this treatment. Limited CT resolution and
contrast in soft tissue organs make this difficult and has led to significant inter- and intra- clinical
variability in defining the extent of the GTV, especially at the junctions of different organs. In
addition the introduction of new imaging techniques and modalities has significantly increased
the number of the medical images that require contouring. More advanced image processing
is required to help reduce contouring variability and assist in handling the increased volume of
data.

In this thesis image analysis methodologies were used to extract low-level features such as
entropy, moment and correlation from radiotherapy planning CT images. These distinctive
features were identified and used for defining the GTV and to implement a fully-automatic
contouring system. The first key contribution is to demonstrate that second-order statistics
from co-occurrence matrices (GTSDM) give higher accuracy in classifying soft tissue regions
of interest (ROIs) into GTV and non-GTV. Loadings of the principal components (PCs) of
the GTSDM features were found to be consistent over different patients. Exhaustive feature
selection suggested that entropies and correlations produced consistently larger areas under
receiver operating characteristic (AUROC) curves than first-order features.

The second significant contribution is to demonstrate that in the bladder-prostate junction,
where the largest inter-clinical variability is observed, the second-order principal entropy from
stationery wavelet denoised CT images (DPE) increased the saliency of the bladder prostate
junction. As a result thresholding of the DPE produced good agreement between gold standard
clinical contours and those produced by this approach with Dice coefficients.

The third contribution is to implement a fully automatic and reproducible system for bladder
cancer GTV auto-contouring based on classifying second-order statistics. The Dice similarity
coefficients (DSCs) were employed to evaluate the automatic contours. It was found that in the
mid-range of the bladder the automatic contours are accurate, but in the inferior and superior
ends of bladder automatic contours were more likely to have small DSCs with clinical contours,
which reconcile with the fact of clinical variability in defining GTVs. A novel male bladder
probability atlas was constructed based on the clinical contours and volume estimation from
the classification results. Registration of the classification results with this probabilistic atlas
consistently increases the DSCs of the inferior slices.
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Chapter 1
Introduction

1.1 Introduction

The advent of digital imaging, especially three-dimensional (3D) imaging to medical practice

offers a huge advantage over traditional film-based imaging methods. With the help of com-

puting power and sophisticated algorithms digital medical images can be efficiently acquired,

visualised, analysed, stored, replicated and communicated. The flexibility and the ability to

process these digital medical images using advanced mathematical techniques provides invalu-

able information for medical decisions at a significantly reduced cost compared to traditional

film-based images.

One crucial branch of medical image processing is auto-segmentation/classification. The pur-

pose of segmentation is to extract the shape of a desired semantic region(s) such as organs

from a medical image automatically or semi-automatically. Classification on the other hand

assigns the semantic meaning to the segmented region(s). By leveraging the advanced com-

putation power successful segmentation system can increase the quality and reduce the time

consumption for anatomy delineation. In general auto-segmentation/classification is a very dif-

ficult task because image interpretation is highly subjective: a considerable amount of clinical

knowledge is needed to interpret medical images. Thanks to the effort of scientific research,

successful segmentation/classification applications have gradually become standard in medi-

cal practice[8]. However, significant challenges still remain, of which the automatic segmen-

tation/classification of the human pelvic organs in the treatment of genitourinary cancer by

radiotherapy planning, which is the focus of this thesis.

1.2 Context

Genitourinary cancer refers to the presence of malignant tumours in the genitourinary organs

such as kidney, bladder and prostate. In 2008 bladder cancer had an annual worldwide inci-

dence of 382,600 cases with a mortality of 150,282 cases. It is more common in men than
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women (ratio 3:1) and has a particularly high incidence in North America, Western Europe,

Africa and Middle East[9]. In 2004 it was reported that the five year survival rate was 60% to

80% [10]. Among all the treatment options external beam radiotherapy can deliver a very accu-

rate radiation dose to the tumour site and is therefore very popular in bladder cancer treatment.

Successful radiotherapy calls for precise tumour localisation. Medical imaging is intensively

used for this task because it provides good insight of human anatomy. To promote the inter-

national agreement on prescribing, recording and reporting of the radiotherapy target volume

the International Commission on Radiation Units and Measurement (ICRU) issued a series of

reports for different modalities[1, 11, 12], which is illustrated in Figure 1.1.

However two major problems exist when localising tumour using medical images: one is that

due to limited resolution the saliency of the cancerous structures may not be sufficient, there-

fore the extent of tumour is difficult to identify and agree on. In the ICRU reports the primary

tumour site is defined as gross tumour volume (GTV) which is the demonstrable malignant

growth in the image. The sub-clinical growth, which contains all GTV and some invisible

cancerous structures with a substantial amount of cancer cells as a margin of GTV, is de-

fined as clinical target volume (CTV). Both GTV and CTV are anatomical concepts which

need to be defined independent of the treatment methods. Presently computed tomography

(CT) is the standard image modality for tumour contouring because it has consistent geome-

try, provides electron density information for dose calculation, and high contrast bone tissues

as landmarks[13]. These properties are not available in other image modalities such as mag-

netic resonance imaging (MRI). However the soft tissue contrast in CT images is poor, plus

cancerous structures are enormously variable among the population, observing demonstrable,

consistent and widely-accepted features in the image for GTV and CTV definition can be very

subjective. GTV and CTV definition is therefore highly expertise and experience demanding.

As a result significant inter- and intra-clinical variability is reported in the literature: contours

drawn by different clinicians may be significantly different while the contours drawn by the

same clinician are not reproducible[14–16]. For genitourinary cancer Figure 1.2 shows three

CT images from [2] at different positions of bladder: superior (C), mid (A) and inferior (B).

It can be seen that the soft tissue contrast is indeed limited, (B) and (C) in which the clinical

contours have significant variability at the superior and inferior ends of the bladder. Imprecise

definition of GTV and CTV will lead to the propagation of geometric error to the next steps

of radiotherapy, which will compromise the outcome[2]. To reduce the inter- and intra-clinical

variability distinctive features must be found on the image using image analysis techniques.
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(a) (b)

Figure 1.1: Left: Illustration of GTV, CTV, PTV and OAR from ICRU Report 50[1]. Right: a
radiotherapy planing system in clinical practice: contours and radiation beams.

Another problem is that patient movement will change the tumour location instantly. In stan-

dard clinical practice there is usually one week between CT scan and radiation treatment. Dur-

ing this period the position of the tumour may change. To cope with this ICRU recommended in

its reports that the planning target volume (PTV) to be all the possible positions of the tumour

which contains CTV and a motion margin, as is illustrated in Figure 1.1[1, 11, 12]. The PTV is

a geometric concept and can be larger than necessary. The recent development of image guided

radiotherapy (IGRT) makes it possible to acquire CT images at time of treatment to account

for the target position and volume to reduce the margin caused by movement. IGRT can give a

more accurate dose delivery only if the target or radiation can be accurately defined during the

treatment. However the large number of images that require contouring as well as the need for

the presence of a clinician at the time of treatment make manual contouring for IGRT imprac-

tical. Automatic segmentation has the potential of shortening the time required for contouring

and improving the accuracy and precision of dose delivery.

For these reasons in 2007 it is asserted that developing a fast and fully automatic contouring

system should be given a high priority in the medical image analysis field[17]. In this the-

sis medical image segmentation/classification methodologies, particularly texture analysis, are

proposed to build an automatic, objective and accurate GTV contouring system for bladder
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Figure 1.2: Three CT images with different clinical contours from [2] at different positions
of bladder: (A) mid, (B) inferior and (C) superior. Clinical contours show high
variability in the (C) superior and (B) inferior range.

cancer treatment planning.

1.3 Medical Image Segmentation/Classification: An Overview

A two-dimensional (2D) image can be considered as a two-variable function I(x, y) with re-

spect to the spatial index x and y, which maps a scene of the physical world into a plane. A

stack of images may form a three-dimensional (3D) function I(x, y, z), or a 3D image. Tra-

ditional film-based images can be considered continuous. Because digital imaging systems

engage computers to process the discrete, quantised images, the efficiency of analysing and

processing images has been greatly improved. In addition many new applications such as re-

mote diagnosis have arisen.

1.3.1 Digital Medical Images: Fundamental Terminology

For digital medical images, the minimal resolvable unit in 2D is called a pixel. The size of real

physical world that one pixel represents is called the resolution, the spatial indexes are called

co-ordination system and the functional value of the pixel is called the intensity, or gray
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Figure 1.3: Five Brodatz textures from [3]. The regions are heterogeneous and as a result,
edges do not correspond to the semantic region boundaries.

level, which are used interchangeably. To assist in the understanding of medical images image

analysis and processing methodologies have been developed for image enhancement, feature

extraction, segmentation/classification and modelling by applying mathematical operations on

the image. A group of pixels can form a semantic region, which is a subset of the image

S ⊆ I representing one semantic entity. In medical image segmentation the entity may be an

organ, the GTV, or any region of interest (ROI). The border of two semantic regions is named

a boundary, which defines the extent of the semantic regions.

1.3.2 Boundary Definition: Different Perspectives

The boundary may correspond to locations of significant intensity changes, or edges. For ex-

ample in Figure 1.2 (A) the boundary of bladder corresponds to the intensity change between

bladder and surrounding fat tissues. This kind of boundary is relatively easy to define. How-

ever when two semantic regions are both homogeneous and the intensity difference between

them is very limited, there is no edge information for defining the boundary. This is the case in

soft tissue organ junction. For example shown in Figure 1.2 (B) illustrates the boundary of the

bladder and prostate where there is little intensity difference[18]. This makes tumour volume

definition very difficult and causes significant inter- and intra-clinical variability.
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However, when the regions are heterogeneous, simple statistics such as the mean and variance

may be similar while edges may appear within the regions which do not correspond to the

semantic boundary. This is often the case when two textural regions are adjacent. Common

examples of texture are given by Brodatz [3], however a mathematical definition of the texture

does not exist. For example Figure 1.3 shows an image with five different Brodatz textures. In

which the edges do not correspond to semantic region boundaries. Texture analysis is a set of

methodologies for characterizing and differentiating different textures using both low-level and

high-level operations.

1.4 Objective: Towards an Automatic GTV Contouring System

Shape and texture are two of the most important properties in a medical image. Traditionally

soft tissues in the pelvis region are considered homogeneous; as a result clinicians must use

their experience to infer the extent of the GTV. In the literature, the majority of existing au-

tomatic segmentation algorithms use the anatomical knowledge and/or build shape models to

bypass the difficulty of the boundary definition. This set of knowledge-shape based method-

ologies is successful in defining the extent of organs. When the boundary is weak however, the

performance of this approach is poor. Moreover, because each cancer is unique to each patient,

using only prior shape information of cancer volume may not be the best approach. Distinc-

tive features which suggest clear boundary definition of the tumour are highly desirable. In

this thesis, the soft tissue regions are considered heterogeneous. Texture analysis was therefore

applied to exploit the spatial structure of a region, which intuitively contains more information

than statistics based on stand-alone pixels.

This thesis focuses on using medical image processing methodologies, especially texture anal-

ysis to advance knowledge and technology towards a reproducible, highly accurate and fully

automated GTV contouring for radiotherapy planning of genitourinary cancer. Novel statistical

low-level features are extracted from local ROIs in CT images. Furthermore, the saliency and

usefulness of these novel features in distinguishing GTV from non-GTV soft tissues need to be

examined, which can potentially be used as a quantitative measurements to differentiate GTV

from non-GTV on CT images. These novel features are integrated into the existing machine

learning algorithms to show the improvement to the existing methods.
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1.5 Contributions

The contribution of this thesis lies in three major aspects. First of all the statistical textural fea-

tures were extracted from the local soft tissue ROIs in pelvic regions of bladder cancer patients.

Compared to first-order statistics (FOS), textural features can distinguish GTV from non-GTV

with higher accuracy, which was measured by area under receiver operating characteristic curve

(AUROC). Both the Bayesian modelling and likelihood function modelling were used to show

that two principal features yielded a consistent increase of AUROC.

The second contribution is to demonstrate that principal textural features are meaningful, in

that they can increase the saliency of GTV. It was further speculated that the textural feature

extraction after stationary wavelet denoising can further increase the saliency. By analysing the

noise on CT images using a water phantom, the standard deviations of the noise on CT images

were derived, which were later used as parameters in the soft-thresholding denoising algorithm.

The principal textural features from denoised images were indeed showed better saliency.

The third contribution is to use the Bayesian classification algorithm and other post-processing

algorithms to build a fully automatic GTV contouring system. The volumes of GTV obtained

by the automatic algorithm were compared with the volumes of GTV obtained by the clinician;

the Dice similarity coefficient (DSC) was used to characterize the overlap of clinical contours

and automatic contours. Results showed that in the mid range of bladder the automatic contours

yielded large DSCs with clinical contours but in the superior and inferior range the overlap of

the DSCs were small. In order to improve the classification the bladder shape information was

formed into a probabilistic atlas by rigid registration, and Bayesian inference was used to com-

bine the probabilistic atlas and the probability from textural features for better classification.

In summary, this work is of inter-disciplinary importance and may break some new ground

in the methodology of cancer definition on medical images. By giving more distinctive low-

level features more accurate high-level models can provide better automatic contours, which

advances the technology of automatic radiotherapy planning applications. Also, if any consis-

tent features can be demonstrated with a high degree of differentiability in CT images, further

studies can be carried out to obtain correspondence between image properties and pathological

facts. This will thus contribute to the understanding of the characteristics of the tumour visual

properties as shown on CT images, and provide quantitative textural assessment as an objective

descriptor to reduce the inter- and intra-clinical variability. Last but not least, statistical textural
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features correspond to the physical interaction between X-Ray and tissues. Finding distinctive

textural features for GTV definition may lead to further research on why the textural features

yielded higher distinction, which is a potential advance in knowledge.

1.6 Outline of the Thesis

This chapter gives the overview of the definition, importance and difficulties of the bladder

cancer automatic contouring problem. The fundamental concepts in image analysis which are

essential to understanding the thesis are also introduced.

In Chapter 2 the background of cancer automatic contouring problem is described. As CT

images are considered a standard in defining the target volume of the radiotherapy, the develop-

ment and properties of CT imaging are introduced in Section 2.2. Basic anatomy is introduced

in Section 2.3 with both anatomical atlas illustrations and CT images. In Section 2.4 the diag-

nostic procedure and main treatment choices for bladder cancer are described, with an emphasis

on the value and limit of CT imaging in diagnosing bladder cancer. In Section 2.5 the current

research and practice in external beam radiotherapy are discussed, and the importance of auto-

matic tumour contouring is detailed.

Chapter 3 gives a systematic review of the medical image processing and analysis methodolo-

gies relevant to this thesis. In Section 3.2 low-level feature extraction in the spatial domain

are described, which focuses on the statistical methodologies. In Section 3.3 feature extrac-

tion techniques in the transform domain, especially the wavelet domain, are addressed. Sec-

tion 3.4 covers the major existing high-level image segmentation/classification methodologies,

which include registration-based, classification-based, morphology-based, shape-model-based

and knowledge based segmentation. Section 3.5 discusses the most significant automatic seg-

mentation/classification systems proposed in the literature which is usually a combination of

several methodologies. The key to a successful segmentation system is to find consistent and

distinctive low-level features in the image, while the high-level methodologies optimise the re-

sults that the low-level features can provide. However for the genitourinary cancer segmentation

problems the distinctive features are yet to be defined. This is one of the major contributions of

this work.

In Chapter 4 a set of statistical textural features are demonstrated as consistently yielding higher

classification accuracy than image intensities and simple first-order statistics. In Section 4.3 it
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is demonstrated that the intensities as features are insufficient to define the cancer regions.

However, the variation in soft tissue regions is larger than the variation in water phantom (pure

noise), which suggested that the texture may offer extra information. In Section 4.4 GTSDM

features are proposed to quantise the texture information, and principal component analysis

(PCA) is used to reduce the number of features. It is shown that the principal GTSDM features

yield better classification performance than first order statistics, with the loadings of principal

components (PCs) tested by a leave-one-out cross-validation approach. In Section 4.5 an ex-

haustive feature selection scheme is developed to examine the classification accuracy based on

statistical features. The naive Bayes classifier (NBC) is used as the induction algorithm while

the area under receiver operating characteristic (AUROC) curve was used to evaluate the clas-

sification accuracy. Results suggest that the AUROCs from the PCs representing entropies and

correlations were consistently larger than AUROCs from first-order statistics.

In Chapter 5 the principal entropies from GTSDM are applied to define the extent of GTV in the

bladder-prostate junction, which is one of the most difficult problems in genitourinary cancer

contouring due to poor soft tissue contrast. It is first demonstrated in Section 5.3 and 5.4 that

the second-order principal entropies (PE) yield significant saliency to distinguish bladder from

prostate. Moreover in Section 5.5 stationary wavelet denoising was applied to some difficult

cases and the second-order principal entropies were extracted from the denoised images (DPE).

Results suggest that denoising can adapt to the structures in the soft tissues and therefore DPE

offers a higher saliency than PE. Simple thresholding was applied to the DPE maps to extract

GTV contours. Clinical reviews are conducted to evaluate these contours.

In Chapter 6 a fully automatic system is implemented based on classifying GTSDM features.

Two different schemes: high sensitivity and high specificity schemes were used in Section 6.2.

Percentage volume error and Dice similarity coefficient (DSC) were both employed to evaluate

the automatic contours. Results suggest that the high specificity scheme produced better con-

tours. For one patient the automatic contours were clinically evaluated. The proposed texture

analysis method gave high performance in the mid-region of bladder in axial plane, while in

the inferior parts of bladder, or the bladder-prostate junction, the proposed statistical textural

features cannot distinguish the bladder from the prostate, leading to poor automatic contours,

which confirmed the difficulty of defining GTV extent in the inferior range of bladder. In

Section 6.4 the posterior probability of ROIs being GTV inferred from textural features were

combined in a Bayesian model with a probabilistic atlas generated by registering clinical con-
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tours to show increased classification of ROIs in inferior part of bladder. Chapter 7 concludes

this thesis with summary, conclusion and discussions on the future direction for this work.
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Chapter 2
Background

2.1 Introduction

Genitourinary cancer treatment is a sophisticated and complicated process. A significant amount

of collaboration is needed among clinical oncologists, physicists and engineers, all of whom

have sophisticated knowledge and experience in their respective field of expertise to deliver

the optimal treatment outcome. This chapter provides the essential background information for

understanding this thesis.

A solid understanding of pelvic anatomy is required to assist in the diagnose of cancerous

growth in this region by examining the shapes and texture of the objects in medical images.

Upon diagnosis, pathological grading and staging need to be carried out to provide evidence

for choosing the most efficient treatment procedure for that particular cancer case. Currently

the most popular treatment choices include surgery, radiotherapy, chemotherapy and biological

therapy.

Thanks to advances in technology, especially the introduction of intensity modulated radiother-

apy (IMRT) and image guided radiotherapy (IGRT), external beam radiotherapy provides a very

accurate dose delivery to the PTV while sparing the OAR. It is therefore a very popular choice

in genitourinary cancer treatment. The radiotherapy procedure comprises of contouring, which

defines the physical extent of tumour(s) as the target; dose calculation, which maximises the

dose delivery to the tumour(s) while sparing OAR; simulation and irradiation, which delivers

the radiation dose. Advances in optimization algorithms significantly increases the dose calcu-

lation accuracy and efficiency, which enables the automatic dose calculation, while the IMRT

and IGRT ensure accurate and efficient physical dose delivery [17]. However, the tumour vol-

ume definition is predominantly carried out manually by experienced oncologists, because of

the poor contrast and resolution of the medical image, especially CT images. Manual contour-

ing suffers from several significant draw-backs, including inter- and intra-clinical variability. It

is not reproducible and it is time consuming. The radiotherapy community have stated that the

issue of developing automatic contouring methodologies should be given a high priority [17].
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In this chapter first CT imaging is described in Section 2.2, with the resolution, contrast and

noise described. In Section 2.3 the anatomy of the human pelvis is illustrated by atlas and

CT images. In Section 2.4 facts on basic bladder cancer diagnosis and treatment choices are

discussed. Cancer staging accuracy based on medical images is reviewed to show the value

and constraints of the imaging modalities used. In Section 2.5 the external beam radiotherapy

procedure is described and discussed, with an emphasis on the role of CT images in planning,

or more specifically target definition. A discussion is given in Section 2.5.4 to further discuss

the value of auto-contouring, and Section 2.6 summarises this chapter.

2.2 CT Imaging

2.2.1 The Geometry of CT Images

One important property of CT images is the consistent geometry. That is, they have less spatial

distortion, consequently the volume obtained from CT images is accurate, while other modali-

ties such as MRI suffer from spatial distortion. For radiotherapy planning the consistent geom-

etry is essential for the accuracy of target definition. The geometric consistency of CT images is

from both the data acquisition and the image reconstruction. The x-ray source covers all body

width with the fan-beam or cone-beam geometry at the image acquisition. After data acqui-

sition, numerical computations are carried out to reconstruct images from collected projection

data [19].

2.2.2 CT Numbers

In this thesis, the term “CT numbers” refer to the gray-levels on the original CT images while

the word “intensity” and “gray-levels” are used interchangeably to indicate the gray-levels on

processed images. CT numbers are measured in Hounsfield units (H) to measure the x-ray

attenuation after going through materials. A change of one Hounsfield unit corresponds to a

change of 0.1% of the attenuation coefficient of water [20]:

H =
µ(tissue)− µ(water)

µ(water)
× 1000 (2.1)

The CT number of water is defined as zero: H(water) = 0. All major manufacturers claim
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Figure 2.1: Six-material Calibration containing air, water, soft bone, cortical bone, lung and a
spatial resolution material. The mean of CT numbers of each material is indicated
by arrows, while the variance should be controlled within a tight interval.

essentially equivalent performance figures, so that the CT numbers produced by different equip-

ment are consistent and tightly controlled. The control can be achieved by scanning a calibra-

tion phantom containing six different materials: air, water, soft bone, cortical bone and lung as

shown in Figure 2.1. The mean and variance of the CT numbers within each material should fall

in a tight interval. For example air has the average CT number of H(air) = −1000 while cor-

tical bone has an average CT number of H(bone) = 1000. The consistency of the CT numbers

also serve as a very good basis for inter- and intra-patient image analysis and comparison.

The characteristics of CT bring many advantages for radiotherapy planning. Firstly, the bones

on CT images are bright and easy to identify, so they can be used as rigid landmarks. Moreover,

since the CT numbers account for the attenuation of the x-ray, it can be easily used to derive the

electron density information for accurate radiation dose calculation [21, 22]. Other modalities

such as ultrasound or MR do not provide such density information. However, CT images

contain limited soft tissue contrast, which has resulted in significant inter- and intra-clinician

variability being reported for delineation of the GTV and organs at risk [14–16]. In pelvis organ

segmentation, the lack of soft tissue contrast is a very significant source of such variability,

which will be addressed in Section 2.3.
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2.2.3 Noise on CT Images

CT images suffer from non-stationary, non-Gaussian and correlated noise [23, 24]. Noise may

be from either a physical process such as beam hardening, electronic noise, or computational

process such as round-off errors in the reconstruction process. It is reported that the radiation

dose from the x-ray source has the most significant influence on the noise level, since the major

cause of noise is the statistical inaccuracy of a limited number of x-ray quanta received by

the detector array [23]. Increasing the x-ray dose will in general improve the signal to noise

ratio, but meanwhile it will cause more damage to the patient. One solution to this is to adopt

advanced denoising algorithms that maintain image quality whilst minimizing dose.

Denoising methods vary when different body parts are scanned. The purpose of denoising

is to reduce the amount of random variations and artefacts, making the image smooth whilst

preserving edges. For measuring noise the calibration phantom shown in Figure 2.1 is scanned.

The smoothness of a homogeneous region is measured by the standard deviation within the

region, while the sharpness of the edge can be measured by the modulated transfer function

(MTF) derived from the spatial resolution material [20].

One particular “noise”, called structural “noise” in [23], is of particular interest. It refers to the

density variations in the object being imaged which may affect the diagnosis. While artificial

shadows may cause false diagnosis, it is not always correct to consider the variation in a ho-

mogeneous ROI as noise. The spatial variation may form important texture yielding diagnostic

information. The key purpose of this study is to examine the statistical properties to see if they

are useful to define the GTV for bladder cancer radiotherapy.

2.3 Anatomy of the Pelvis

In this section, the basic pelvic anatomy relating to genitourinary cancer is illustrated. Anatom-

ical atlases are used to indicate the positions of the organs while the CT images corresponding

to the atlases are shown to indicate the resolution and contrast of different organs in CT images.

The purpose of this is to identify factors which cause difficulty for the automatic contouring

task. The most important organs under consideration are the bladder, prostate and rectum.

Because cancer can grow beyond organ boundaries, in genitourinary cancer treatment usually

one main organ with its immediately adjacent cancerous structures may be considered as GTV,
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whereas the healthy organs close to the GTV are OARs. For example in bladder cancer radio-

therapy planning, due to the limited resolution the whole bladder is usually defined as GTV

which may sometimes include part of prostate, whereas the rectum is considered OAR and

should be protected from radiation if possible. Since soft tissues are of poor contrast in CT

images, identifying the cancer tissue automatically requires distinctive features. This is espe-

cially difficult at the bladder-prostate junctions where little intensity information indicates the

boundary of the cancer growth.

2.3.1 Coordinate System

The superior-inferior, anterior-posterior and left-right axes systems, together with three planes:

axial, sagittal and coronal plane are most commonly used coordinate systems in anatomical

work. Figure 2.2 offers an illustration from [4] indicating the axes system and the three planes.

The axial plane expands from head (superior) to foot (inferior); the sagittal plane runs from one

side of the body (say, left) to the other side (right) and the coronal plane spreads from the back

(posterior) to the chest (anterior). For multi-slice CT images, the axial cross-sectional scans

can first be stacked together to form a 3D volumetric representation of the body, then re-sliced

into another arbitrary plane for investigation. For CT imaging of pelvic regions, multiple cross-

sectional 2D images are taken in the axial plane. By stacking up all the axial images a 3D image

can be formed. Re-slicing of the 3D image in sagittal or coronal planes brings different insight

and may be helpful in defining target volume.

2.3.2 Bladder

The bladder is a distensible hollow organ in the lower abdomen that is used for storing urine.

In the bladder wall there are three layers of tissues [25]:

Inner: also called lining, comprising transitional cells, which stretch when the bladder

expanded. It is reported that 90% of bladder cancer originates from the malignant

growth of the transitional cells [25].

Middle: comprising strong muscle tissues for distension.

Outer: perivesical fat, fibrous tissue and blood vessels which cover, support and protect bladder.

15



Background

Figure 2.2: The coordinate system for anatomy structure from [4]. There are three pairs of
directions: superior-inferior (head to feet), anterior-posterior (chest to back) and
left-right. Three planes as indicated: Axial, sagittal and coronal. The images can
be stacked together to form a 3D image and the 3D image may then be re-sampled
into arbitrary planes.

The anatomy of bladder differs from male to female. Figure 2.3 shows the male (a) and female

(b) pelvic anatomy in the sagittal plane [5]. For males, peritoneum covers the superior half

of the bladder. The two-gland seminal vesicles are posteroinferior to the mid range of bladder.

The inferior part of the bladder is immediately adjacent to the prostate. Figure 2.4 (a) shows the

axial anatomy of the male urinary bladder at the urethral orifice level from [5]. Figure 2.4 (b)

is a CT image at the corresponding level where the seminal vesicles attach to the bladder. The

three layers of tissues cannot be resolved in CT images, which limits the diagnostic accuracy.

In female however the bladder is situated adjacent to the uterus and vagina. The left of Figure

2.4 (c) cites the sectional anatomy of the female urinary bladder from [5] while the right of the
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Figure 2.3: Pelvic anatomy in sagittal plane from [5]: (a): male while (b): female. For male
the inferior base of the bladder is adjacent to prostate (P). Rectum (R) is directly
posterior to the bladder. For female the bladder is directly inferior to the uterus
(U). In superior range, the cervix is directly posterior to the bladder while in the
inferior range, the vagina is directly posterior to the bladder. Rectum situates
posterior to the vagina.

Figure 2.4 (d) shows a CT image at the same level. Soft tissue organs such as cervix and vagina

have similar intensity to the bladder.

2.3.3 Prostate

Prostate is a doughnut-shaped organ comprised of five lobes: two lateral, one anterior, one

middle and one posterior [26], which appears only in male anatomy. Urethra goes through the

prostate. The base of the prostate is attached to the inferior end of the bladder, and there is no

fat plane between the two organs. The anatomy of bladder-prostate junction is illustrated by

Figure 2.5 (a) [27], while Figure 2.5 (b) shows a CT image corresponding to the same level. It

can be seen that in CT images due to limited contrast it is difficult to define the boundary of

the two organs such as bladder and prostate; it is even more difficult to define the extent of any

cancerous growth.
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Figure 2.4: (a): The axial anatomical atlas of the male urinary bladder at the urethral orifice
level from [5]; (b): The CT image from a male bladder cancer patient at the level
corresponding to (a); (c): The axial anatomical atlas of the female urinary bladder
from [5]; (d): The CT image from a female bladder cancer patient at the level
corresponding to (d).

2.3.4 Rectum

Rectum is the last section of the gastrointestinal tract, which is typically 20cm. It is posterior

to bladder. Due to the randomness of its filling and movement the shape and position of rectum

varies considerably in different CT scans. Its texture is heterogeneous.

The physical movement and distension of the rectum is very frequent, which may change the

position of the GTV and OAR, leading to potentially less-than-optimal treatment outcome in

radiotherapy [28]. Unlike respiration movement which is regular and predicable, the movement

of the rectum is irregular and unpredictable. To take all possible motion into account, the PTV

is defined which comprises a larger volume. If accurate information of tumour site can be

obtained, the PTV definition may be significantly reduced. This is the merit of IGRT which is

discussed in Section 2.5.
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Figure 2.5: (a): The atlas of bladder-prostate junction from [27]. (b): The CT image corre-
sponds to the position of the atlas. On the CT image it can be seen that the soft
tissue resolution and contrast is limited, and the boundary of bladder and prostate
cannot be seen clearly. To define the extent of tumour growth requires considerable
experience, and is subject to significant inter- and intra-clinical variability.
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2.4 Treatment Procedure of Bladder Cancer

The procedure for treating genitourinary cancer is: diagnosis, grading, staging, planning and

dose delivery. In this section the main steps and the major choices in these steps are introduced

based on the descriptions in [25, 29]. The emphasis is on the role of medical imaging in this

procedure and on the accuracy and limit of each imaging modality.

2.4.1 Diagnosis

The appearance of blood in urine, or other symptoms such as abnormal urinary activity may

lead to clinical examination. For bladder cancer diagnosis the urine test, cystoscopy and/or

biopsy may be used. The urine test can be conducted under a microscope to determine whether

or not cancer cells are present. Cystoscopy uses a long, thin and flexible tube with a camera

and the light source inserted through the urethra to look directly into the bladder for evidence of

cancer. If the presence of cancer is suspected, a biopsy may be operated, which takes samples

of tissue from the bladder with the cystoscopy for pathological investigation. The pathological

examination of the sample tissue is the only sure way to diagnose whether the growth is benign

or malignant.

2.4.2 Grading

Once the cancer is diagnosed the grading is carried out to compare the cancer cells with ordinary

healthy cells. The less similar the cancer cells to the healthy cells the more invasive they are,

and the faster they grow. The treatment options will take into account the tumour grade. Both

diagnosis and grading are based mainly on pathology.

2.4.3 Staging

After diagnosis staging of cancer is carried out to determine the extent of the cancerous growth:

whether it has remained primarily in local area or invaded nearby tissues such as muscle, or

whether it has spread to other organs. Currently the most popular staging system is the TNM

system (tumour, node, metastasis). The T category cancer is still in the local area of primary

tumour, N category cancer indicates enlarged lymph nodes while M category cancer refers to

remote metastasis. T category can be further classified into five stages: Ta, T1, T2, T3, and T4.
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For T2, T3 and T4, there are two sub-stage: a and b. The descriptions are given as follows [10]:

Ta: The tumour is within a small surface area of the inner layer of bladder.

T1: Tumour invades the subepithelial connective tissue as shown in Figure 2.6.

T2: Tumour invades muscle. a: inner half; b: outer half.

T3: Tumour invades perivesical fat as shown in Figure 2.6. a: microscopically; b:

macroscopically.

T4: Tumour invades the adjacent organs: prostate, uterus, vagina, pelvic wall and/or

abdominal wall. a: prostate, uterus, vagina; b: pelvic wall, abdominal wall.

Figure 2.6: T category of TNM transitional cell malignant growth code in bladder wall from
[6]. The tumour is invasive, which can grow without boundary into healthy tissues.
Depending on its extent of growth different codes apply as descriptors.

The corresponding illustration is given in Figure 2.6 [6]. The N (node) category stands for

lymph node enlargement while the M (metastasis) category denotes the distant metastasis of

cancer cells.
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Trans-urethral resection (TUR) is used to acquire a localised specimen for cancer staging. Cur-

rent medical imaging modalities do not provide resolution high enough to distinguish superfi-

cial, early stage cancer such as Ta, T1 and T2 cancer. Therefore for early-stage cancer, which

is confined to the local tumour site, clinical staging is superior to medical imaging staging [30].

However for invasive cancer, the insight provided by clinical evaluation is limited, and the ex-

tent of the tumour cannot be accurately defined. In this case medical imaging will give better

performance.

Medical imaging provides invaluable insight into human anatomy, and is intensively used for

cancer staging. Traditionally the diagnostic precision of the imaging modality is described by

the sensitivity and specificity of the diagnosis by examining images from different modalities.

Sensitivity is the true positive probability ratio defined by:

sensitivity =
True Positive

True Positive+ False Negative
(2.2)

while specificity measuring the true negative fraction is defined by:

specificity =
True Negative

True Negative+ False Positive
(2.3)

The most commonly used modalities for staging are ultrasound, CT, and MRI. Different imag-

ing modalities offer different image qualities in terms of resolutions, tissue contrasts and ge-

ometries, at different costs. The details of the use of imaging for cancer staging is summarized

below:

Ultrasound: the resolution and contrast are the poorest of the three modalities. It can show the spread

of cancer to other organs, i.e. ultrasound imaging can only detect N category or M

category cancer. It is also the cheapest modality of the three.

CT: the soft tissue contrast is higher than ultrasound imaging yet not as clear as MRI. Layers

of the bladder wall cannot be distinguished on CT images and therefore cannot

distinguish T1 and T2 and T3 cancer. Can differentiate the growth through the bladder

wall, i.e. T3a and T3b cancer with high specificity [31]. However, whether the cause of

the growth is inflammation or cancer cannot be differentiated from the image property,

leading to poor sensitivity [32]. CT is less expensive than MRI but more expensive than
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ultrasound imaging;

MRI: the soft tissue contrast on MRI is higher than on CT. Yet MRI cannot resolve superficial

tumours in muscle layers. Moreover it also suffers from the same problem of low

sensitivity. No gross dissimilarity is reported in the staging accuracy of CT and MRI

[32, 33]. The cost of MRI is the highest of the three modalities.

Given these factors, the CT image is now used as the main modality for staging [34]. This study

will focus on defining the the T category, local primary tumour volume.

2.4.4 Choices of Cancer Treatment

The options available for the treatment of the cancer are: surgery, radiotherapy, chemotherapy

and biological therapy, or a combination of these [25]. The decision of therapy is based on the

type of the cancer, the grading and the staging results.

Surgery includes TUR, partial and radical cystectomy. For approximately 75% superficial

bladder cancer, TUR is carried out to remove the tumour by inserting the a resectoscope into the

bladder via urethra, and operating with a resecting loop until healthy muscle can be observed.

For more advanced cancer radical cystectomy is used as a standard in the America. It is a major

operation which removes the entire bladder, nearby lymph nodes, and any potentially affected

organs: prostate, seminal vesicles for male, or urethra, anterior vaginal wall, cervix for female

[25, 29]. It is likely that the cancer will recur after surgery, so chemotherapy and radiotherapy

may be used after the surgery to further control the growth of cancer cell.

Radiotherapy uses radioactive rays to kill cancer cells by damaging its DNA. Recent advances

in radiotherapy make it capable to deliver highly concentrated dose to the tumour cite while

sparing the healthy tissue. As a result, radiotherapy becomes a standard for bladder cancer

treatment in many countries. Since this study focuses on the contouring of target volume for

radiotherapy, the procedure of radiotherapy will be illustrated in detail in Section 2.5.

Chemotherapy uses drugs to kill cancer cells. It remains a controversial in treating bladder

cancer and is not considered as a standard [29].

Biological therapy refers to enhancing the immune system of the body to eliminate cancer

cells. For example, liquid containing weakened bacteria may be applied to the bladder weeks

after TUR to aid the immune system in killing cancer cells [25].

23



Background

2.5 External Beam Radiotherapy

The most frequently applied radiation is external beam radiotherapy, which uses a linear accel-

erator to deliver a high dose of radiation to the tumour volume. Modern radiotherapy comprises

planning, simulation and radiation delivery, and quality control [1]. In planning the extent of

tumour(s) is defined as the radiation target (GTV, CTV and PTV); after the target is defined a

dose delivery calculation will be made based on the purpose of the treatment, for example cu-

rative or palliative. After the plan is finalised a simulation is carried out to verify the radiation

setup, and the dose will subsequently be delivered according to the plan. After the physical dose

delivery quality control needs to be implemented to assure that the outcome of the treatment

meets the expectation. Since the thesis studies image analysis for GTV definition, in this sec-

tion radiotherapy planning is detailed, with an emphasis on the impacts and challenges brought

by the recent introduction of IMRT and IGRT.

2.5.1 Target Localization

Presently target localisation is carried out manually by experienced clinicians who contour the

structures of interest on medical images [17]. The term “contouring” refers to the definition of

the tumour as the radiation target and the organs at risk that must be avoided. As is mentioned

in Section 1.2, in Report 50 ICRU suggested the targets of contouring [1] to be: gross tumour

volume (GTV), clinical target volume (CTV), planning target volume (PTV) and organs at risk

(OAR) which are described below:

GTV : The palpable/demonstrable extent and location of the malignant tumour. It is the

primary tumour judged by purely anatomical and biological factors independent of

treatment modalities. If surgery is conducted to remove the tumour prior to radiotherapy

no GTV exists when contouring.

CTV : The volume containing both GTV and sub-clinical microscopic malignant growth.

Because the microscopic growth information cannot be obtained from medical imaging,

it is particularly difficult to define the CTV. According to this definition CTV should not

take tumour movement into account.

PTV : The static, geometrical volume considering all possible geometrical variations and

inaccuracies to make sure that CTV actually absorbed the prescribed dose.
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OAR : The healthy tissue that must be avoided or at least the dose minimised as much as

possible.

The contouring process defines the tumour volume to irradiate. At present because CT images

give undistorted geometry, electron density information for radiation dose calculation and easy-

to-identify landmarks for accurate set-up, CT images are used as a standard in bladder cancer

contouring.

Both GTV contouring and cancer staging are used to define the extent of the cancer growth,

and are mainly based on CT images. However they are used for different purposes: staging for

deciding the treatment choice, while GTV contouring for radiotherapy target definition. This

leads to several differences: staging is a qualitative description of the cancer growth. When tak-

ing images for staging purposes, a patient requires a full bladder with either urine or contrast

agent to boost the visual characteristics of the tumour. The GTV contouring on the other hand

quantitatively define the exact volume of primary tumour, which calls for high geometric accu-

racy. The distension of the bladder will reduce such accuracy. Therefore when taking images

for contouring purpose, a patient is supposed to have an empty bladder. The reported accuracy

of staging however can be considered as an indicator of the contouring. However without the

help of contrast agent, the poor resolution and contrast of soft tissue on CT images make the

contouring a very challenging task. As is shown previously, organs such as bladder, seminal

vesicles, prostate and rectum have very similar gray levels. The extent of the GTV is therefore

difficult to identify, which causes the inter- and intra-clinical variability. In order to reduce

such variability, distinctive features providing objective assessment of the extent of the tumour

growth could be very helpful.

2.5.2 Dose Calculation and IMRT

After defining the radiation target whereby a maximum dose of radiation is delivered to the

PTV whilst sparing the OAR. The most popular radiotherapy is the 3D conformal radiother-

apy (3D CRT), especially the IMRT, which enables very accurate dose delivery [35, 36]. The

3D CRT distribute the prescribed dose conforming as close as possible to the 3D anatomical

structure. This is achieved by the advanced treatment planning algorithms as well as the radi-

ation equipment. IMRT is an approach to delivering conformal radiotherapy. By modulating

the fluences of the radiation, each beam of X-ray may have non-uniform intensity. As a result
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the distribution of the dose delivery can be greatly improved. With IMRT it is even possible to

irradiate a concave shape, which is not possible by a conventional means. The high accuracy

of IMRT requires accurate target volume definition to avoid the injury of healthy tissue whilst

maximising the dose to the tumour. As is mentioned in Section 2.3 during the radiotherapy

planning period patient movement and internal organ movement changes the position of the

organs. As a result the PTV must take this possible movement into account by including a

margin, which reduces the accuracy improvement brought along by IMRT.

2.5.3 Simulation and Dose Delivery and IGRT

Recently IGRT was introduced to reduce the uncertainty of PTV position during the course of

the radiotherapy. The basic idea of IGRT is to acquire CT images shortly before and during

radiation delivery to instantly define/adapt to the PTV. This can lead to a much smaller PTV

definition than traditional methods. However, it is obviously impractical to have clinicians

available for contouring during the radiation delivery. Therefore a key component of a suc-

cessful IGRT scheme is to utilise the imaging information to re-plan, and therefore optimise, a

treatment.

2.5.4 Discussion: New Challenges Brought by IMRT and IGRT

IMRT can give very accurate dose delivery to the physical site which is desirable in improving

the accuracy and precision. However the increased accuracy also suggests that IMRT is more

sensitive to position errors than traditional 2D or 3D dose delivery methods [37]. Uncertainties

in PTV position may lead to missing the radiation target, and therefore the failure of the treat-

ment. If a larger-than necessary volume is included in PTV definition, the merit of the IMRT is

compromised. IGRT can work with IMRT to reduce the position uncertainties. Coupled with

other motion management methods IGRT can give more accurate target definition during the

course of the treatment.

Contouring is carried out by experienced oncologists. The subjectiveness of human experts

introduces significant inter- and intra-clinical variabilities of contouring [14–16]. The repro-

ducibility of the contour is also a problem. In order to decrease the inter- and intra-clinical

variability, more distinctive features from the CT images are desirable in order to demonstrate

the objective extent of the tumour. Image analysis algorithms, especially low-level feature ex-
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Figure 2.7: A 3D radiotherapy planning application for IMRT. The contoured CT pelvic im-
ages in three planes: axial (upper left), coronal (lower left) and sagittal (lower
right) as well as a 3D visualization of the organs involved. from different angles
focus on the PTV while sparing the OAR. For traditional 3D radiotherapy the in-
tensity of each beam is uniform and as a result, the accuracy is limited. IMRT uses
non-uniform, modulated fluences of rays (photon, electron or proton) to irradiate
the target volume(s), and as a result the resolution of dose delivery is significantly
increased. The accuracy of the IMRT makes target delineation having more impor-
tant because it can influence the outcome of the treatment.
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Figure 2.8: Image guided radiotherapy (IGRT). Upper left: A set of cone beam CT imaging is
operating during the radiation to guide the radiation. Upper right: radiation beam
for dose delivery. Lower: a linear accelerator with IGRT for radiation delivery in
clinical practice. The PTV takes into account of all possible tumour locations due
to patient movement. Due to the patient movement at the time of treatment, the
tumour volume may move to another location. PTV has to include all possible
tumour sites, leading to a larger-than-optimal PTV definition. For IGRT (right
PTV), By using imaging as a guidance during the treatment time, the GTV and
CTV can be defined instantly and as a result, the accuracy of PTV definition is
increased.
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traction can be applied to fulfil this task.

Another problem is, as the number of images produced by the multi-slice CT scanner is large

and increasing, the contouring is very time-consuming. For example, research conducted by

University of California, San Francisco (UCSF) on the planning/treatment time indicates that

for complex head and neck cancer contouring, it takes two hours per case, which remains almost

unchanged from 2002 up to 2007 [17]. This is partly because no algorithm can yield satisfactory

contours: during the treatment planning period, lots of factors such as patient movement or

internal organ movement may change the position of the tumour. By including all geometrical

variations of the volume in the PTV, the irradiated volume is larger than optimal.

One possible solution, the image guided radiotherapy (IGRT), is proposed to reduce the inac-

curacy of PTV due to the location variation of the tumour, which uses the medical imaging as

a guidance/feed-back at the time of irradiation to locate the tumour site. By confining the PTV

to a smaller focal volume during treatment, the geometrical accuracy of PTV can be improved.

However, since it is not possible for clinicians to be present at every treatment, automatic con-

touring is highly desired.

2.6 Summary

In this chapter the medical context is given to address the importance and difficulties of devel-

oping automatic contouring algorithms for radiotherapy planning. The advantages and disad-

vantages of CT imaging for radiotherapy planning are described. Anatomy of human pelvis is

illustrated, with an emphasis on the bladder-prostate junction. The choices of cancer treatments

are also listed. The procedure of external beam radiotherapy is detailed. It can be inferred that

distinctive and objective features can help defining the GTV and reducing the inter- and intra-

clinical variability, decreasing the time consumption for treatment planning which not only has

significant influence on the productivity of the radiotherapy planning, but has great potential to

be part of IGRT process to increase the accuracy of PTV definition.
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Chapter 3
Methodology and Literature Review

3.1 Introduction

In Chapter 2 the importance of and difficulty in developing algorithms for automatic GTV

contouring in radiotherapy planning was addressed. One of the most significant constraints

in developing an automatic pelvis organ segmentation algorithm on CT images is the limited

resolution and contrast in soft tissue organs, as is illustrated in Section 2.3. In this chapter

the major methodologies of medical image processing are addressed, and the existing system

which uses synthesised multiple image processing methodologies proposed in the literature for

pelvis organ segmentation/classification is reviewed.

Depending on the level of abstraction, the segmentation/classification methodologies can be

divided into low-level feature extraction and high-level modelling. Low-level feature extrac-

tion explores characteristic features, such as statistics, gradients, etc. to describe the properties

of the images. All the descriptive features are called low-level features. High-level modelling

on the other hand assumes that the features are generated by a model, which is controlled by

several parameters. The model can be considered as an abstraction of the image properties

based on the the low-level features, therefore the parameters of the model are called high-level

features.

In the existing literature a lot of effort has gone into developing algorithms which enable au-

tomatic pelvic organ contouring. Most existing algorithms are based on high-level modelling

which incorporate organ shape information into simple low-level features to form an optimi-

sation problem, which usually converges to a local minimum, meaning that given shape priors

and the low-level features the models can give sub-optimal contours. These models make a

trade-off between the prior knowledge and the low-level feature observations, which is essen-

tially an educated and balanced guess. In the literature high similarity between clinical contours

and model-generated automatic contours is reported [2, 38–40]. However the optimisation can

only be as good as the prior knowledge and the low-level features. Given the argument that
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significant inter- and intra-clinical variability exists among experienced oncologists, the prior

knowledge used by the shape model cannot be considered as fully persuasive.

Yet relatively little attention has been given to extracting significantly distinctive low-level fea-

tures which may serve as a new basis of the contouring. The core of this thesis is to investigate

the textural features from CT images and their applications in automatic contouring. In this

chapter the major methodologies for organ segmentation are classified into low-level feature

extraction and high-level modelling and are reviewed separately. Section 3.2 reviews the low-

level feature extraction methodologies in the spatial domain. The statistical features are empha-

sised. Section 3.3 discusses the low-level features in the transform domain, especially in the

wavelet-scale domain. Subsequently in Section 3.4 the high-level modelling methodologies are

categorised into classification based, knowledge based, morphology based, registration based

and model based approaches. In implementing a systematic segmentation application, multiple

methodologies are often jointly used, the major automatic systems for pelvis structure contour-

ing proposed in the literature are reviewed in Section 3.5. A discussion is given in Section 3.6

to confirm the importance of the low-level features in pelvis structure segmentation problems.

Section 3.7 summarise this chapter.

3.2 Low-Level Feature Extraction in Spatial Domain

Feature extraction is usually the first step in image analysis. Without distinctive features, the

best result an algorithm can produce only amounts to a best-effort guess. The most heavily

used features are mainly from two categories: statistical features and edge/gradient features.

In this section the statistical features are described. Statistical features were heavily studied

around late 1970s to characterise textures. The statistical feature extraction methodology first

builds the distribution of images. Depending on how many pixels are involved in building

the distribution, features are categorised into first-order features from gray-level histogram,

second-order features from co-occurrence matrices which involves the joint distribution of two

pixels, and higher-order features from run-length matrices with the joint distribution of more

than two pixels. Statistics such as moments, entropies and/or correlations are extracted from

the distribution as features.
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Figure 3.1: Two different textures with the same first order distribution: p(0) = p(1) = 0.5. In
this case the first-order statistics cannot differentiate the two images.

3.2.1 First-order Distribution

Suppose i(x, y) is the gray-level of one pixel from an image I with indexes x and y. The dis-

tribution of intensities i(x, y) is described by p(i). Because p(i) involves only single pixels, it

is referred to as a first-order distribution. Consider an image as a set of random variables, given

one single implementation I it is very difficult to obtain the true distribution of each random

variable. However, a crude estimation can be carried out by assuming that the random vari-

able generating the image is ergodic (which means the statistical property of the signal can be

completely characterised by one sufficiently large sample process, see [41] for detailed expla-

nation). By using the intensities of all pixels in an image an estimation of p(i) can be derived.

There are parametric and non-parametric methods to estimate p(i) [42, p. 67]; the easiest and

most widely applied method is to calculate normalised histogram. First-order distribution is

easy to implement and fast to calculate and is therefore widely used as the low-level feature.

However, one obvious drawback of the first-order distribution for image processing is that it

does not take into account the spatial relation of different pixels. For example in Figure 3.1

two images are shown: they both are half-black, half-white. Their first-order distribution are

identical. However the left texture is a zebra-like pattern whereas the right one is a check-box

pattern: they are not of the same texture. When cases like in Figure 3.1 occur, it is insufficient to

use first-order distribution. Second-order and higher-order distributions need to be considered.

32



Methodology and Literature Review

3.2.2 Second-order Distributions

The term second-order distribution refers to the joint distribution of two random variables

p(i, j). The gray-tone spatial dependence matrix (GTSDM) as is originally proposed by Haral-

ick et al. [43] for texture analysis. According to Haralick et al. , the co-occurrence cd,θ(i, j)

is defined as the number of pixel pairs with gray-levels of two pixels i, j with distance d from

each other in direction θ = 0◦, 45◦, 90◦, 135◦. It can be used as an estimation of the joint

distribution of two pixels at a particular direction and distance (hence the name second-order

distribution) p(i, j):

pd,θ =
Cd,θ

n2
, (3.1)

where n is the size of the image. The element pd,θ(i, j) corresponds to the co-occurrence

number Cd,θ(i, j). If the co-occurrence matrices with the same d but different θ are averaged,

the pd,θ reduces to pd(i, j) which provide 2D directionally invariant estimation of the joint

distribution of two pixels with distance d.

Second order statistics are very widely used in cancer classification. Kale et al. [44] used co-

occurrence matrices in three spatial dimensions and one spectral dimension to detect and clas-

sify breast cancer in contrast enhanced MR images. Yu et al. [45] applied texture analysis to

fluoro-deoxy-glucose (FDG) positron emission tomography/computed tomography (PET/CT)

images to classify different regions of interest (ROI) for head and neck cancer radiation treat-

ment planning and reported a high accuracy from the area under the receiver operating charac-

teristics (ROC) curves. Philips et al. [46] explored three dimensional (3-D) directional invari-

ance co-occurrence matrices to classify liver and non-liver volumes in CT images, suggesting

that texture classifiers can be used to determine possible tumour volume. Nailon et al. [7, 47]

discussed the importance of applying texture analysis for bladder cancer radiotherapy planning

on CT images, and showed that it is possible to obtain good distinction between bladder, rectum

and a control region containing multiple pathology.

3.2.3 Higher-order Distributions

Higher-order statistics refers to the statistics derived from a joint-distribution higher than second-

order of pixel gray levels. The gray-level run-lengths matrices (GLRLM) method as origi-
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nally proposed by Galloway [48], also for texture analysis, is a way of quantifying higher-

order statistics by counting the number of adjacent pixels in different directions, often in

θ = 0◦, 45◦, 90◦, 135◦ with the same gray level (termed as the length of a run). Galloway orig-

inally defined five features from GLRLM. In subsequent publications several other moments

have been defined [48–51]. The entropy however, is not explicitly defined to the GLRLM.

However the concept of entropy in terms of average of logarithmic probability can be applied

directly to the GLRLM to calculate the entropy. Nailon et al. [7] also studied the classification

power of the GLRLM, reporting an inferior performance to the GTSDM.

In this thesis three main types of statistics: moments, entropies and correlations are discussed.

3.2.4 Moments

The moments measure the bias of the distribution from one centre, usually the origin or mean.

For example the mean, energy, variance, skewness and kurtosis are the most well-known mo-

ments. Moreover geometric moments invariant are proposed in the literature as rotation-invariant

features, and is used in registration algorithms [52]. Second-order moments from GTSDM such

as angular second moment or inverse difference moment are given in Appendix A.

3.2.5 Entropies

The information entropy originally proposed by Claude E. Shannon [53] on the other hand

quantifies the degree of non-uniformity of a distribution into “bits”. For an image I(x, y):

H = −
∑

p(i) log2 p(i), (3.2)

where i is the image intensity and p(i) is the first-order distribution of i. Image saliency cor-

responds to the local complexity which can be quantised by entropy [54]. By calculating the

entropy from a local region of interest (ROI), the saliency in the feature domain may increase.

In a first-order distribution the data are assumed random and the spatial relationship of pixels

ignored.

Second-order entropies can be extracted from GTSDM. Features obtained from joint distribu-

tions take account of the spatial distribution of the image and therefore usually provide more

discriminatory power. In [43] the sum entropy, second-order entropy and difference entropy
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were defined:

Hsum = −
2Ng∑
i=2

px+y(i) log2{px+y(i)}, (3.3)

H(i, j) = −
∑
i

∑
j

p(i, j) log2{p(i, j)}, (3.4)

Hdif == −
Ng∑
i=0

px−y(i) log2{px−y(i)}, (3.5)

3.2.6 Correlations

Correlation is usually carried out between two vectors of random variables. It is well-known

that the correlation and power spectrum are Fourier transform pairs, so correlation is a measure

of local frequency: the longer the the vector, the more frequency resolution can be obtained

from the correlations. In statistical applications with a limited amount of data, such as an ROI

of small size, there is a trade-off between the statistical consistency and the length of the vector.

3.3 Wavelet Transform: Applications in Image Processing

Besides the spatial domain, images can be transformed into other domains, that is, be repre-

sented by another set of bases. The purpose of a transform is mainly to facilitate the separation

of the useful part of the signal in the transformed domain, making a sparse representation of

the signal to facilitate the analysis. For example in communication applications the Fourier

transform is most heavily used to project a time domain signal into the frequency domain, so

that the signal energy can be confined to specified frequency.

In image classification and segmentation the multi-resolution decomposition, or wavelet trans-

form, is the most commonly used transform to derive sparse representation. The wavelet the-

ory was the focus of mathematical/engineering study in late 1980s, which lead to the com-

pressed representation of low-rank textures: after several key publications by Donoho and his

co-authors [55–57]. It is found that for a large class of signals their wavelet-domain represen-

tation is sparse, and as a result the wavelet transform is widely applied in image compression.

In this section a brief description is given to address two aspects of the wavelet transform: the

scaling/wavelet function and the feature extraction methods in scale/wavelet domain. More-

over in Appendix B the theory on the optimality of wavelet transform in image denoising is
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formulated.

3.3.1 Wavelet Transform

The construction of a wavelet basis is beyond this thesis; interested readers are referred to

[58, 59]. In short discrete wavelet decomposition can be implemented by filtering the image

with orthogonal filter bank banks followed by downsampling the signal, as is illustrated in

Figure 3.2. By coupled design of the filter responses, the signal of finite energy: I(t) ∈ L2(R)

can be split into two orthogonal subspaces: the approximation A1 and the detail W1. The

decomposition can be applied iteratively to the approximation so that: As−1 = As ⊕Ws,

where s is called level of multi-resolution.

For approximation subspace As, the basis is called scaling function, which is a dilated and

translated version of a mother scaling function φ:

φs,n(t) =
1√
2s
φ(
t− n
2s

), s ∈ Z, n ∈ Z (3.6)

By projecting the signal onto the scaling function at level i, the coefficients can be derived:

as =< I, φs > (3.7)

where<,> is the inner product. cs can be considered as the low frequency components at level

s. The level 0 approximation is defined to be the original signal: I = c0.

In the subspace Ws the basis is called a wavelet function by dilating and translating a mother

wavelet function ψ:

ψs,n(t) =
1√
2s
ψ(
t− n
2s

), s ∈ Z, n ∈ Z (3.8)

The wavelet coefficients can also be derived by projecting the signal onto the wavelet function:

ws =< I, ψs > (3.9)

ws represents the high frequency components.

Because digital images are of finite energy:

I ⊂ L2(Z) (3.10)
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Figure 3.2: Upper: flow chart for 1D discrete wavelet decomposition, where the symbol ↑
stands for upsampling while ↓ stands for downsampling. a filter bank with two
complimentary filters (one lowpass filter coupled with one highpass filter) followed
by downsampling operation. Middle: flow chart for 2D discrete wavelet decompo-
sition (DWT): By carefully designing the lowpass and highpass filters, the decom-
position can split the approximation in level s − 1 into four mutually orthogonal
subspaces: the approximation As subspace in level swhich contains low frequency
components, and the horizontal Hs, vertical Vs and diagonal Ds subspace from
highpass filters which contains the high frequency components. Lower: flow chart
for stationary wavelet decomposition. The same process is carried out to filter the
image. The difference lies in that the down sampling operation is eliminated, and
the filter responded are upsampled. This lead to a redundant representation.
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The discrete wavelet is a set of bases in L2(Z) on which the image I can be projected. In 2D

there are four subspaces: the level 1 approximation: A1 contains low frequency component,

while level 1 horizontal H1, vertical V1 and diagonal D1 . For non-redundant discrete wavelet

decomposition, the four subspaces are orthogonal. The filtering-downsampling operation can

be applied iteratively to the approximation, and the sth iteration splits the level s−1 approxima-

tion As−1 into level s horizontal Hs, vertical Vs and diagonal Ds subspaces. Define A0 = I

and ⊕ is the direct sum of vector spaces[58], thus:

Ai−1 = As ⊕Hs ⊕Vs ⊕Ds (3.11)

For convenience the symbol: As−1 = [As,Hs,Vs,Ds] is used to represent the decomposition.

Some of the most important properties of wavelet are listed below:

Compactness: unlike sinusoid bases which extend from minus infinity to plus infinity, the

wavelets can be of finite duration, or termed “of compact support”. This is very useful in image

analysis: it can give localised frequency description.

Smoothness: the wavelet basis Ψ with v vanishing moments is orthogonal to the polynomials

of degree 0, 1...v − 1 which means it can separate piecewise smooth structures from highly

oscillating components whose order may above v − 1. The corresponding scaling function Φ

however can locally approximate the polynomial of degree 0, 1...v − 1 perfectly.

Shift-variance: For orthogonal, complete and non-redundant wavelet transform, the shift-

invariant property is no longer valid because of the downsampling. While this does not affect

the compression applications, it does cause problems in classification. In recent years a lot

of research efforts has gone into examining the classification power of the simple FOS in the

wavelet domain, with good results reported[60–62]. More advanced algorithms examine the

correlation of the wavelet coefficients in different channels [63].

3.3.2 Feature extraction in Scale/Wavelet Domain

Feature extraction after wavelet transform or filter bank operation is reported to be very suc-

cessful. For characterising texture, Unser and Eden proposed to extract local statistics such

as moments after wavelet transform, and reported that the wavelet transform provides superior

segmentation results to the principal component transform (Karhunen-Loeve transform) [64].
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Models were usually used to process the transformed image for classification/segmentation.

Different kinds of wavelets/filter banks associated with different models were reported [65, 66].

The statistical relation across different frequency channels was also studied [67].

However the success of statistical features in the orthogonal wavelet domain is limited. First

of all as the downsampling step is shift-variant, it is very likely that two identical textures

with a spatial translation have very different wavelet representation, leading to the failure of

further classification. Moreover, unlike man-made signals, in a natural image the ROI may

have very limited resolution. By downsampling the size of the ROI may become too small to

have statistical meaning. In order to avoid these problems filter banks without downsampling,

that is redundant wavelet transform, is more commonly applied to extract features.

3.3.2.1 Gradients and Edges

In a homogeneous image, the edge in terms of large magnitude of spatial gradients suggests the

boundary of different semantic regions. The edge is often spatially connected and sparse. How-

ever the boundary of texture images cannot be defined by edges, since the intensity variation

is very rapid and stochastic, the density of the edge is also high in texture images. Early effort

has been seen to characterise the density of edges in textured images as features to locate the

boundary of textural regions by using morphological operations [68]. The density and direc-

tionality of the edges in textured images can be characterised by co-occurrence matrices [69].

Recently the concept of textural gradient has received a lot of attention. One use of this is to

recover the 3D gradients of a textured surface by examining its 2D image properties. Clerc and

Mallat formulated a texture gradient equation and proposed a 2D warplet transform to estimate

the gradient [70]. The other is to derive a homogeneous gradient field to represent the variation

of textural images for segmentation. Hill et al. proposed a complex non-decimated wavelet

based estimation of the texture gradient, which can be jointly used with watershed algorithm

to segment the textured images [71]. The application of the texture gradient for medical image

segmentation is not yet known.

3.4 High-level Classification/Segmentation for Medical Images

After the desired low-level features are extracted from the images, the high level segmen-

tation/classification methodologies need to be applied to yield meaningful semantic regions.
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Moreover, the high-level modelling usually employs optimisation algorithms which can bring

out a local optimal solution that the low-level features offer. In this section, the five ma-

jor methodologies for medical image segmentation/ classification are reviewed: classification

based approaches, knowledge based approaches, morphology based approaches, registration

based approaches and shape model based approaches. Although these methodologies are dis-

tinctive from one another, they can be jointly used in a synthesised segmentation/classification

system, which will be detailed in Section 3.5.

3.4.1 Classification

The classification in general is a very large topic for the pattern recognition community. Here

only some key developments and algorithms are reviewed. All the classifiers mentioned in

this section can be found in [42]. According to whether the classification criteria needs to be

learnt from training data, algorithms can be divided into supervised learning and unsupervised

learning. According to whether the clustering of the data involves using models such as normal

distribution model, algorithms can be divided into model-based and non-model-based methods.

Early classification algorithms includes linear discriminant model, k-means clustering, fussy-C-

means clustering and Bayesian classification, later development involves non-linear classifiers

such as neural network and support vector machine (SVM).

The classification based approaches usually split the images into small ROIs. By classifying

the features from the ROIs into different categories, the images can be segmented into differ-

ent semantic regions. The ROI can either be defined as a particular geometric shape such as

a square/rectangular region, or be generated from other segmentation algorithm such as wa-

tershed [72]. After defining the ROI, features (may either be low-level features or high-level

features) are extracted from the ROI and fed into the classifier.

The learning process however may very likely be subject to over-fitting. Over-fitting refers to

such situation, that if a classifier is trained to build a decision boundary which aggressively

reduces the classification error for training set, this decision boundary may in fact not be a

good one to separate the feature space: the random nature of the data leads to inconsistent

distributions in training set and testing set. Over-fitting commonly occurrs when there are

limited number of feature observations but a large number of different kinds of features. As a

result, the classifier may give very good classification results for training set, but for testing set

the classification results are poor.
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To cope with over-fitting, a common strategy is cross-validation. The tenet of cross validation

is to use as much information as possible to make the prediction, but each data can only appear

in either the training set or the test set, not both [73]. In this study, as the image sets contained

repeated and registered scans, intra-patient images were similar, so they were not allowed to

appear in both training and test sets. The leave-one-out cross validation was used. At each

iteration data from 6 patients were used as training set, and data from the remaining patient was

examined as unknown test set.

3.4.1.1 Bayesian Classifier

The Bayesian analysis methodology, instead of making a point estimation, infers the posterior

distributions of different classes of data from the training set by using the formula:

p(Ci|zm(1), zm(2)...zm(n)) ∝ p(Ci)p(zm(1), zm(2)...zm(n)|Ci)

∝ p(Ci)
n∏
j=1

p(zm(j)|Ci)

∝
n∏
j=1

p(Ci|zm(j))/p(Ci) (3.12)

It assigns a posterior probability for each test data belonging to one particular class. One

particular advantage in Bayesian analysis is, the results of different measurements can easily be

quantised into posterior probabilities and combined into a new posterior probability.

3.4.1.2 Feature Selection

One problem associated with classification is that there may be lots of irrelevant features. Ac-

cording to Bayesian probability theory, more information input will only benefit the classifi-

cation. However, it is reported in the literature that because the true distribution of the data is

usually unknown and the best hypothesis is difficult to justify, under a less-than-optimal distri-

bution hypothesis, usually Gaussian, features of poor discriminating power will deteriorate the

classification [74].

Moreover, when the number of features input into these distance based classifiers is very large,

the observed data become more and more sparse in the feature space, making it difficult to

find decision boundaries in feature space. On the other hand the Euclidean distance became a
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less distinctive measurement among different classes of data. This problem is called “curse of

dimensionality” which deteriorates the classification performance. In order to yield better clas-

sification, the dimension of the feature space needs to be controlled. To tackle these difficulties,

The feature reduction/selection algorithms are therefore developed to bring down the number

of features input into the classifier.

Principal Component Analysis PCA is a well-established method to map the features into a

linear sub-space, so that the correlation in the second-order sense between any two dimensions

in that sub-space is minimal, while the variations of features are maximally maintained [75].

For a feature matrix F whose m columns are the different features and n rows are the observed

features from different ROIs. The new feature matrix Z in the principal domain is:

Z = FV′ (3.13)

where the transform coefficient matrix V′, or termed loadings, is derived from the singular

value decomposition:

F = USV′,U′U = In,VV′ = Im, (3.14)

and S is a diagonal matrix. Since the covariance matrix of F can be decomposed as:

Σm = F′F = (USV′)′(USV′) = VS2V′, (3.15)

The eigenvalues in S2 are the magnitudes of variances in the corresponding principal subspaces

and are usually sorted in descent order. The new variables, i.e. the columns of Z, are called

principal components (PCs). It can be seen that if only a subspace of dimension k < p is used to

approximate the original features, the first k PCs can maximally retain variation in the features

and are therefore the best linear approximations.
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3.4.2 Morphology

Morphology based approaches exploit the spatial properties of low-level features to define the

shape on the images, without assuming the high-level knowledge. Mathematical morphology,

which extracts low-level shape features from the image by using different shaped elements, is

a very powerful tool for image post-processing[76]. In medical image segmentation, morpho-

logical segmentation can segment images into different ROIs of different shapes, but cannot

determine the semantic meaning of the ROIs whether the shapes represent organs, tumours,

etc. The semantic meaning can either be specified manually by a user or be assigned by another

classifier after segmentation. The most popular morphological segmentation algorithms are the

region growing and the watershed.

3.4.2.1 Region Growing

The region growing algorithm usually comprises of two main steps: initial seed selection and a

termination criterion. The initial seed can either be automatically found or manually specified.

The criteria for example can grow the region until the termination criterion is met. When the

edge is not significant, the seeded regions are likely to leak into other regions, leading to the

failure of the segmentation. In the literature region growing is applied to find the bladder and

prostate automatically. As the edge is very weak in bladder-prostate junction, leakage will

occur [77, 78] and the bladder-prostate boundary cannot be defined. Mazonakis et al. [77]

proposed the region growing technique to segment prostate, bladder and rectum for prostate

cancer patients. In their study it was reported that segmentation leakage may occur when two

adjacent structures have similar gray-levels, and a manually drawn region was applied as a hard

constraint. Shi et al. [78] proposed a hybrid scheme including mean shift clustering, region-

growing and rolling ball algorithms to segment the bladder volume. Sensitivity, specificity and

Hausdorff distance were used as the accuracy measurement, and the results were promising. In

order to confine the growing, marks need to be put manually on the image as the indicator of

the boundary.

3.4.2.2 Watershed

Another very popular morphological segmentation algorithm is watershed segmentation. The

watershed algorithm first transforms the data into a gradient representation, finding the local
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minimals to define the catchment basins; A flood filling is then applied to the gradient repre-

sentation. When water from two basins are met, the boundary is defined. Watershed is very

popular in medical image segmentation [79, 80]. The draw-back is it is the over-segmentation

due to the presence of the noise. In this case either assign markers on the image to prevent

over-segmentation [81], or use the clustering algorithm to re-group the over-classified image

[80]. Recently for textured image the texture gradient is often used with watershed for segmen-

tation [71], yet to the author’s best knowledge the concept of textural gradient has not yet been

applied to medical image analysis.

3.4.3 Registration

The term registration refers to transforming the image coordinates to find correspondence of

maximum similarity between two images [82]. The image whose coordinate system is put

through transformation is called the target image while the other image without spatial trans-

form is called the reference image. Registration is usually modelled as an optimisation prob-

lem with similarity described by a target function and physical constraints described by mathe-

matical formula. Registration is an extremely important subject and is widely applied in image

analysis, especially medical image analysis. Registration algorithms can be classified accord-

ing to different principles. Based on the physical property of the transform it can be classified

as rigid registration and non-rigid registration; based on the input to the optimisation algorithm

it can be classified as intensity-based registration and feature-based registration.

3.4.3.1 Rigid Registration

In mathematics rigid motion refers to the motion of an object in which any two points remain

at the same relative distance. In algebra this can be implemented by multiplying a matrix

representing the object by an orthogonal matrix for rotation, or adding a constant for translation

[82, 83]. In physical world there is no such rigid motion in strict sense: subtle relative positional

displacements occur whenever a physical motion is involved. However for medical context

bones can be considered rigid objects and their motion can be modelled by rigid motion. When

used for registration the algorithm rotates and translates the target image to find the optimal

match with the reference image. Its advantage is that it is relatively simple to understand and

easy to implement, but for soft tissues the rigid motion assumption no longer holds because

they can distent or deform instantly. In that case non-rigid/deformable registration is needed.
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3.4.3.2 Non-rigid Registration

Non-rigid motion refers to the motion of an object in which there are at least two points change

their relative distance. In algebra this is characterised by multiplying an object matrix by an

arbitrary non-orthogonal matrix. The transform matrix space is extremely large, some of them

do not represent meaningful physical shape. A lot of attention has been given in the literature to

reducing the transform matrix space down to a feasible size for computation. Since deformable

transform itself is not used in this thesis, interested readers are recommended to see [82] for

details.

3.4.3.3 Segmentation using Atlas Registration

In image processing literature, manually delineated anatomical structures are usually referred

as an atlas to standardise the general anatomy [84], for example, “Atlas of Human Anatomy”

[27] is a good illustrative reference of anatomical structures. Atlases are intensively studied

to standardise brain anatomy. In 1988 a brain atlas was carefully documented by establishing

coordinate systems, reference planes and landmarks [85]. It serves as the basis for brain atlas

studies. This kind of atlas is useful in distinguishing regions near the landmarks and structures

of small inter-patient variability, however it does not count for the population variation. Since

then lots of studies have focused on building a computerised atlas instead of paper atlas to count

for the population variability of the brain. Mazziotta et al. addressed the rationale for describ-

ing the brain structure by a probabilistic atlas, i.e. to characterise the population variability by

probability [86]. Guimond constructed an average shape atlas from manually segmented MR

images by first applying affine registration to align data set to a single reference image, then ap-

plying deformable registration to obtain the transformation [87]. The transformations obtained

from all data sets were averaged to obtain an average transformation, upon which the average

shape is constructed. It was reported that the average atlas will converge to the centroid of the

MR image set. Lorenzen et al. worked on building a probabilistic atlas from multi-modality im-

ages. In order to register different modalities, for example, CT and MR, the Bayesian inference

was first applied to convert the gray levels of images into probabilities that a voxel belonging

to a particular category of tissue, and registering the probabilities by using mutual information

criterion to describe the similarity [88, 89].

Van Leemput on the other hand, reviewed the major methodology for constructing the brain

atlas, and posed two problems for current methodology [90]. Firstly, the limited number of
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training data to construct the probabilistic atlas may not be a valid representation of the general

population; besides, the optimality of degree of deformation used for registering different data

are difficult to justify: too small a deformation would fail to align different structures, while

too large a deformation may weaken the accountability of population variability. After the

construction of brain atlas, it can be used to segment structures. For example Bricq et al.

applied the probabilistic atlas as a prior to the hidden Markov chain model to segment the brain

lesion [91].

Similar methodologies have been adopted to construct atlas for the abdominal organs. The

focus would primarily be to enable automatic target segmentation. For example Park and his

co-authors built atlases of four abdominal organs: the liver, two kidneys and the spinal cord

[92], and used the atlas as a 3D mask in later study to registration-based lesion segmentation in

liver [93].

For the pelvic organ segmentation problem, as mentioned before, the variability of the bladder

and rectum is significant and the atlas cannot be used for segmentation. For prostate however,

the shape is relatively consistent among population and as a result, efforts have been seen to

build the prostate atlas to assist the segmentation. Also the concept of multi-atlas segmentation

was proposed to find the most similar atlases from a database of images to match the target

image for segmentation. Klein et al. used the mutual information as the similarity measurement

to non-rigidly registering manually segmented MR prostate images to the target image[94, 95].

A threshold is applied to select the prostate atlases with high similarity. After that the atlases

were averaged to obtain the prostate contours.

3.4.4 Shape Modelling

Shape modelling refers to finding a parameterised function, usually a set of x-y coordinates

interpolated by various basis functions, to describe a geometric shape in the image. Similar

to registration it is also usually an optimisation problem with a target function and some con-

straints. However unlike registration whose target function measures similarity of two images,

the target function of a shape model balances the prior knowledge of the shape and the features

on the target image.

Early development of shape models such as active contours are proposed to evolve the initial

contour (a set of points on the image). It is done by minimising the objective function taking
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into account of internal energy of the contour (spline between points) and the external energy

of the shape constraint[96]. More advanced techniques, for example the deformable shape

models, use a parameter-controlled shape to define the energy function while use anatomical

knowledge as constraints in the optimisation problem. Chen et al. [39] proposed a point-based

active shape model to segment the prostate and rectum for prostate cancer treatment planning.

For readers interested in the application of shape models in medical image segmentation in

general, Heimann and Meinzer give a very good review [97].

It is important to note here that while the two terms “modelling” and “registration” have clearly

different meanings, in segmentation algorithms they are often jointly used. For example reg-

istration can be used to find the correspondences in training data to build the shape model, or

to initially map the model to the target image, whereas deformable models can also be used

to register images. As a result, the model based approaches may have lots of registration op-

erations while the registration based approaches can also employ models. The key difference

between model based approaches and registration based approaches is, while the registration

based approaches strive to find a pixel-to-pixel correspondence between the training images and

the target images, the model based approaches in general does not require any such correspon-

dence and using the extent of the structures on reference images to derive the corresponding

structure on target image.

The application of the shape model based segmentation are successful in segmenting organs,

which show consistent shapes in population. However, the use of shape to fit tumour extent is

an ill-defined problem. Without distinctive low-level features, the best shape model would be a

best guess.

3.4.5 Knowledge Based Approaches

The natural way of doing medical image segmentation is to exploit the knowledge of human

anatomy. To fulfil some very difficult segmentation task, first some easy-to-identify landmarks

can be found. On CT images for example, the pelvis bone is of high CT number while air in

the rectum is of low CT number, both of them are easy to identify. After segmenting these

easy-to-identify structures, the anatomical knowledge can be used to set up a set of relative

position rules to find the desired organ based on the identified structure as reference: bladder

should always lie within the pelvis bones, or the only organ in pelvis region which may contain

air is the rectum (assuming no air is used as a negative contrast agent in the bladder). A solver
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can be implemented to derive the target region by following the set of positional rules which

lead the segmentation algorithm from the landmarks to the target region. This approach is also

referred to as rule-based approach.

In the literature, Archip et al. used this approach to segment spinal cord on CT images by

defining and using a set of position relations of different organs [98]. For pelvic organ segmen-

tation problem, commercial software from Varian Medical Systems( Varian Medical Systems

iLab, Baden, Switzerland). In their recent publication proposes a rule-based solution to de-

lineate bladder, prostate and rectum [99]. This is achieved by first identifying pelvic bones

as landmarks, then applying different rules to segment different organs. For example, in or-

der to extract rectum, the CT numbers corresponding to air were extracted within a predefined

region were thresholded, and the convex hull containing all these air regions is taken as the

minimum rectum contour. Anatomical rules can also be formed to constrain the position of

bladder-prostate junction for prostate segmentation.

3.5 Applications of Image Segmentation / Classification: a Review

3.5.1 Performance Evaluation: Qualitative and Quantitative Methods

Before going further to review more approaches, the methods used for evaluating the automatic

contours are discussed here. In a subsequent study, research group from Varian Co. carried out

clinical examinations to evaluate contours generated the rule-based method proposed in [99]

both qualitatively and quantitatively [2]. The accuracy of automatic contours is described both

qualitatively and quantitatively. For qualitative evaluation, automatic contours were presented

to clinicians, who gave a description, such as “excellent”, “good”, “acceptable” or “not ac-

ceptable” to indicate their degree of support. The quantitative evaluations usually use clinical

contours as good standard, and employ quantitative descriptions, such as DSC, to indicate the

difference between the automatic contours and clinical contours. This comparison is based on

the fact that clinical contours have a high degree of agreement. For structures with high inter-

observer variability, the role of clinical contours as gold standard is weakened. However, the

average clinical contour can still be used as a reference to which the automatic contours are

compared to give a suggestion of performance.

In quantitative examination, six clinicians were required to delineate bladder, prostate and rec-

tum independently to set a gold standard to which the automatic contours are compared. The

48



Methodology and Literature Review

overlap of contours was quantified by DSC, which is defined as two times the overlapped area

over the sum of two areas[100]:

D =
2(A ∩B)

A ∪B (3.16)

where A is the area of the clinical contour, while B is the area of the automatic contour. Inter-

esting results show that in the bladder-prostate junction the average DSC of clinical contour for

bladder and prostate were between 0.5 and 0.6, indicating large inter-clinical variability. In mid

range of bladder however, clinical and automatic contours have the DSCs between 0.8 and 0.9,

indicating good agreement. These result suggests that toward the bladder-prostate junction, if

no strong evidence is shown to bring down the inter-clinical variability, any algorithms claiming

an automatic bladder/prostate contour(s) in bladder-prostate junction level on CT images yield-

ing a DSC over 0.6 with clinical contour would amount to mimicking the style of particular

clinician(s), and the validity of automatic contours is difficult to justify. In mid range however,

high quality auto-segmentation is currently possible. In order to bring down the inter-clinical

variability, more distinct low-level features are highly desired.

3.5.2 Medical Image Classification Applications

In medical image segmentation research, the distance based classifiers together with the feature

reduction / selection algorithms are jointly studied, and proposed as a system to contain the task.

Nailon et al. used the k-means clustering together with a sequential forward selection algorithm

to classify the statistical textural features from three specified ROIs on CT images: GTV, OAR

and a control region in between the two, and achieved visually-distinguishable clustering results

[7, 47]. Yu et al. also applied the k-means clustering to examine the textural features from ROIs

of head and neck cancer on PET/CT data, the resulting sensitivity and specificity were 89%

and 99%, respectively [45]. The features calculated in wavelet domain can also be used for

classifying ultrasound images [60], CT images [61], MRI [101]. Although the optimality of the

classification performance is difficult to justify, the systems are reported of good performance.

Recently the context features are proposed to classify the prostate in CT images by Shen and

his co-authors [40, 102, 103] for contouring.

Neural networks are also very widely applied to classify medical images in both spatial domain

[104, 105] and wavelet domain [60] to classify ROIs. Generally the training cost of the neural

network can be considerable, but because the neural network learning is an optimisation pro-

cess, the optimality of the classification results can be argued. There are also some applications
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which uses the SVM to classify brain MRI [106, 107], and prostate ultrasound images [108].

The application of kernel based analysis remains open in medical image analysis.

3.6 Discussions

Intensive works was carried out to introduce the automatic pelvis segmentation application

in clinical practice. However, there are two major problems associated with current solution

for atlas based segmentation. First of all, as most of the application are based heavily on the

shape and intensity information from previous cases rather than derived from the images under

consideration, they have not yet provided meaningful evidence of the extent of different organs

based on the current image, which is essential for eliminating the inter- and intra- observer

variability. If the methodology is based on previous knowledge and indistinguishable intensities

of two organs such as in the case of bladder-prostate junction, the best efforts for segmentation

amount to an educated guess. In order to assist doctors to reduce the observer variability,

meaningful structures must be derived from the images currently under consideration to show

clear structures for clinical reference.

3.7 Summary

In this chapter the major methodologies for extracting features from the images, and classifying

/ segmenting the medical images into semantic regions have reviewed. It can be seen that the

majority of the application so far for pelvis segmentation are based on the shape and first order

features. For the bladder cancer delineation problem, the extent of the tumour is not clearly

distinguishable using the first order statistics. As a result, there are no satisfactory features

defined to address this problem. In work presented in later chapters, the second- and higher-

order statistical features, originally used to characterise the image textures, will be used to

extract more distinctive features.

50



Chapter 4
Statistical Texture Analysis for GTV

Classification on CT Images

4.1 Introduction

In Chapter 3 the major methodologies for medical image low-level feature extraction and

high-level segmentation/classification were reviewed. Traditional pelvis organ segmentation

methodologies were based on simple low level features such as pixel intensities or first-order

statistics from the first order histograms. In this chapter second-order statistical features were

used as low level features for classifying soft tissue ROIs. A set of 59 stacks of (3D) CT images

from eight bladder cancer patients were examined. The detailed description of data set was

given in Section 4.2. In all of the subsequent experiments different subsets of the data were

examined.

Three main issues were addressed: how to extract GTSDM features, how to reduce/select the

features, and how to evaluate the classification performance of the features. In Section 4.3 the

intensities and simple FOS were shown insufficient in distinguishing the GTV from non-GTV

soft tissue ROIs. By applying PCA to GTSDM features, the principal components (PCs) can

give a clear distinction between three selected anatomical regions: bladder as GTV, rectum as

OAR and control regions in between. The consistency of PCA across image sets from dif-

ferent patients tested using leave-one-out cross-validation showed that the the six largest PCs

accounted for over 95% of the variations in original feature space and their loadings were con-

sistent. The loading matrix can be fixed and applied to different data sets.

Third in Section 4.5 a wrapper feature selection system was implemented to select a subset

of PCs which gave the highest classification performance from the six most significant PCs.

The naive Bayes classifier (NBC) was used as the induction algorithm, AUROC is adopted as

the criterion and an exhaustive search was conducted. Leave-one-out cross validation was em-

ployed for consistency and the results suggest that two or three PCs can give a much larger

AUROC than FOS can. The most frequently selected PCs were PC 1 which comprised mainly
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an average of four entropy features and PC 3 which contains mainly an average of two corre-

lation features. This also indicates that the correlations and entropies offer two uncorrelated

degrees of freedom in the feature space.

4.2 Data Set Definition

In this work a set of CT images from six male and two female bladder cancer patients were

studied. The patients were treated with a radiation dose of 52.5 Gy (20 fractions/4 weeks) at

the Edinburgh Cancer Centre (ECC). The age range of the patients was 63 to 81 years with

a mean of 74 years. Each patient received a CT scan with a presumed empty bladder. CT

scanning was performed twice weekly during the course of treatment to define the GTV for

treatment, OAR, and to determine the optimum dose delivery plan. For each patient five to

eight scans were taken, resulting in a total of 59 stacks sets of repeated scans. Repeated scans

were registered against bony anatomy using the Advantage Fusion software package (v.1.15;

GE medical Systems).

Each set contained 64 to 79 CT images, of which 6 to 14 slices were contoured by an experi-

enced clinician. One male patient was scanned using a 5mm slice thickness, and the other seven

patients were scanned using a 3mm slice thickness (1GE Hipeed Fx/i, GE medical systems).

The resulting resolution of the CT images was approximately 1mm in the axial plane with a

2048 gray level dynamic range. All the images are scaled to the interval [0, 2048] before study.

The size of each slice was 512×512. A sub-image of 176×128 region was sufficiently large

to contain the bladder (GTV) and rectum (OAR), and was therefore chosen by using bones

as landmarks from each image. For example, Figure 4.1 illustrates nine sub-images from two

male patients (first and second rows) and one female patient (third row) in the superior (first

column), mid (second column) and inferior (third column) range of bladder. In later text, unless

otherwise specified, the word “image” and the symbol I(x, y) refer to the 176×128 sub-image.

4.3 Low-level Features for GTV characterization

4.3.1 Intensities

Soft tissues have an average CT number close to water, because the data was scaled to lie in

the range [0, 2048] before analysis was conducted, the mean of the intensities in GTV was
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Figure 4.1: Nine CT images in the pelvis region from three different patients. Different rows are
from different patient. Region 1 is within the bladder (GTV). Region 2 is the rectum
(OAR) and Region 3 is a control region in between containing multiple pathology.
GTV contours are shown in solid line. The first, second and third columns are
superior, mid and inferior parts of bladder.
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Figure 4.2: Thresholded soft-tissue regions from images in Figure 4.1 by applying thresholds
in Equation 4.1. GTV contours are shown in solid line. A significant number of
OAR regions are at the same intensity interval as the GTV.
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(b) Histograms of intensities in GTVs and Water Phantom

Figure 4.3: 4.3(a): A water phantom used for estimating the standard deviation of noise at the
intensity level of zero. 4.3(b): The normalized histograms of intensities in water
phantom (dashed line) and GTVs (solid line). The variance of intensities in GTVs
are significantly larger than that in water phantom.

εGTV = 1039. The solid line in Figure 4.3(b) plots the normalized histograms of the bladder

within clinical GTV, subtracting εGTV from the intensities. The STD of the intensities within

clinical GTV is σGTV = 27.43, and 94.39% of pixels in GTV have their intensity confined in

the interval [εGTV −2σ, εGTV +2σ]. If a thresholding operation T is applied to the CT images

such that:

T (I(x, y)) =

 1 if i(x, y) ∈ [εGTV − 2σ, εGTV + 2σ]

0 otherwise
(4.1)

Figure 4.2 shows the binary masks obtained by this threshold on the corresponding images

in Figure 4.1. A significant amount of soft tissues in pelvis regions have intensities within

the interval [εGTV − 2σ, εGTV + 2σ]. This suggests that the intensity alone is insufficient to

distinguish GTV from non-GTV.

However, the intensity variation in GTV is significantly larger than the variation of pure noise.

To show this, the normalized histogram of a water phantom is plotted in dashed line in Figure

4.3(b). Water phantom is considered CT neutral and should comprise only noise. The STD of

the water phantom is σwater = 6.83. The richness of intensity variation in GTV suggests that

statistical features may offer important information for characterizing the GTV.
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Figure 4.4: (a). The means and log-variances of the three ROIs from 59 radiotherapy plan-
ning CT images. Significant overlap can be observed, so different ROIs cannot be
distinguished by Means and Variances. (b). Scatter plot of the images of the three
GTSDM features which gave the largest distinction: angular second moment, cor-
relation and variance in 2D domain projected by Sammon plot from [7]. Visual
distinction can be seen between the projected features from different classes of
ROIs.

4.3.2 FOS and GTSDM Features

A previous study by Nailon et al. reported that of all the FOS, GTSDM features, GLRLM

features and fractal features, three GTSDM features gave sufficient distinction to segment three

ROIs on CT images: bladder (GTV), rectum (OAR) and a control region in between[7, 47]. In

their study one image with demonstrable cancer characteristics was selected from each of the

data set for study by an experienced oncologist, on which the three ROIs were specified. For

example in Figure 4.1 the three ROIs were marked by square boxes on the selected images.

Figure 4.4(a) shows the three GTSDM features which gave the largest distinction: angular

second moment, correlation and variance in 2D domain projected by a Sammon plot. Clear

distinction can be seen between the projected features from different classes of ROIs.

The FOS however were insufficient to distinguish the three classes of ROIs. For example the

means and variances of the same ROIs are scattered in Figure 4.4(b). There were significant

overlaps among the FOS features. Two major factors cause the overlaps: the homogeneity of

soft tissues makes inter-class variation small, where as the heterogeneity of the rectum due

to the random appearance of air and filling makes intra-class variation (especially for rectum)

large. Based on these results, the attention of this chapter is focused on using the GTSDM
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features to characterize different classes of soft tissues.

4.4 Feature Reduction using PCA

Successful classification algorithms are based on low-level features which have small intra-

class variation and large inter-class variation, as is the case in Figure 4.4(a). Features with little

variation suggest poor classification performance. It is not difficult to see that the 14 GTSDM

features defined in [43] are likely to be correlated. As a result in the 14 dimensional feature

space, some sub-spaces may have limited variation, and can therefore be discarded. To establish

the distinguishing power of the GTSDM features, PCA is employed to find a consistent and

efficient representation of the most significant GTSDM features.

4.4.1 PCA of GTSDM features from Selected Anatomical ROIs

The GTSDM features from the images used in [7] were examined, with two major improve-

ments made. The first was that the size of the ROIs was fixed, which may significantly influence

the textural features. Previously the size of ROIs was chosen to be the smallest square region

containing the rectum. As the sizes of the rectum varies considerably in different CT slices the

selection of the size of ROI was found to be very subjective, which is not suitable for a fully au-

tomatic setup. The size of the ROI is a trade-off between accuracy and statistical consistency: a

small ROI is desired because too large a ROI is likely to include other unwanted tissues, leading

to undesired heterogeneity. However a larger ROI is likely to yield better statistical consistency.

In this study the size of the ROI was fixed to be 20×20 area. The size of the boxes shown in

Figure 4.1 is 20×20. For 14 features from GTSDM with distance d = 1, Figure 4.5(a) illus-

trates the amplitude of the eigenvalues of Σ14. It can be seen that there are five significant

degrees of freedom in the principal features, but according to Figure 4.5(b), the two most sig-

nificant PC, z14(1) and z14(2), will not give a satisfactory visual distinction. The bladder and

control regions can be separated reasonably well, however the rectum cannot be separated from

the other two classes. This suggests that a negative consequence of fixing the size of ROIs is

that the robustness of the features has deteriorated due to the lack of variation.

To address this problem more features from co-occurrence matrices with different distances

were extracted from the ROIs. A total of 56 features from GTSDM with d = 1, 2, 3, 4 were
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Figure 4.5: (a): The Eigenvalues of the covariance matrix Σ14 of features from GTSDM with
d = 1, Representing the variance in each principal subspace. Five significant
degree-of-freedom can be observed. (b): Visualizing PC 1 against PC 2: ROI still
cannot be distinguished intuitively. (c): The Eigenvalues of the covariance matrix
Σ56 from GTSDM with d = 1, 2, 3, 4, Representing the variances in each principal
subspace. Six significant degree-of-freedom can be observed, Comparing with Fig-
ure 4.5(a), the amplitude of variance in each PC subspace increases significantly.
(d): Visualizing PC 2 against PC 3: ROI can be clearly distinguished. This Figure
was published in [109]
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extracted from the ROIs for PCA. Figure 4.5(c) illustrates the magnitude of the eigenvalues of

Σ56, where it is shown that the degrees of freedom increases and the magnitude of variance in

each principal subspace also increases significantly. Figure 4.5(d) provides a visualization of

z56(2) and z56(3) where it can be seen intuitively that the three classes of ROIs can be distin-

guished by the two PCs. This confirms the conclusion in [7] that the joint distributions of two

pixels separated by d = 1, 2, 3, 4 from each other (p(x, y, d)) contains important information

for characterizing the GTV, which can indeed compensate for the lack of variation introduced

by fixing the size of the ROI.

4.4.2 PCA of GTSDM Features from Arbitrary Soft Tissue ROIs in Pelvis Re-

gion

After identifying that the PCs of GTSDM features have a good distinguishing power, this low-

level feature extraction methodology was applied to all soft tissue regions. In this sub-section

images from seven patients scanned with 3mm thickness, described in Section 4.2 were used for

study. Images from patient scanned with a 5mm thickness were excluded. A total of 51 stacks

of repeated scans from five male and two female patients. In order to form ROIs thresholding

was applied, according to Equation 4.1, to obtain soft tissues Isoft as shown in Figure 4.2. After

applying the thresholding 94.36% of GTV were included in the thresholding results:

Isoft = T (I(x, y)), such that : p(IGTV ⊂ Isoft) > 0.9436 (4.2)

To reduce the computational required the centres of the ROIs Ic were spaced at intervals of 4

pixels:

Ic = I(4m, 4n) ∩ Isoft,m, n ∈ N (4.3)

Thus a total of 334,706 soft tissue ROIs were produced. Of all these ROIs there were 124,298

whose centres lie in GTV contour, which is 37.17%. The size of the ROIs remained at 20×20.

However the consistency of the PCA approach must be tested before the classifier can be ap-

plied to the PCs, since PCA is calculated by SVD of the feature matrix and its consistency

therefore depends on the uniformity of features[110, 111]. The consistency problem can be

stated as follows: for a feature matrix F of n observations and m columns, find the consistent
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Figure 4.6: Block diagram for cross-validating the consistency of PCA. Features are divided
into two non-intersecting subsets: a training set and a testing set. The testing
set comprises all GTSDM features from one particular patient to represent an un-
known new observation while the training set contains all GTSDM features from
the rest of the patients to stand for the known observations. The inner product of
two coefficient matrices is eigen-decomposed. The fact that the absolute values of
all eigen-values are close to 1 indicates that the two coefficient matrices are in the
same linear space.

dimension k < m and the corresponding loading matrix V (1, ..., k) so that the k largest PCs:

Z(1, ..., k) = FV′(1, ..., k) explains over 95% of the variation of the original features. This

comprises of two issues. One is the dimension of the PCs k, which can be observed from the

magnitude of the k largest elements of S. The second column in Table 4.2 suggests that for the

images of 3mm thickness from seven different patients that k = 6 largest PCs explained over

95% of the variation.

The other is the consistency of the loadingsV(1, ..., 6), which needs to be tested by cross vali-

dation. The purpose of finding a consistent V(1, ..., 6) is that for a new feature matrix F from

a known patient the transform can be directly applied. Cross-validation is carried out using a

leave-one-out scheme. The flow-chart of the cross validation is given in Figure 4.6. The testing

set comprises all GTSDM features from one particular patient to represent a new observation

Fte while the training set contains all GTSDM features from the rest six patients as the known

observation, until all features are tested. Before PCA each feature in both Fte and Ftr were re-

scaled into zero mean and unit variance. This operation is called standardization[42, p. 567].

After PCA the elements of the inner product of two loading matrices: W from training set and

V from testing set were analyzed to find the corresponding vectors in the two coefficient ma-

trices. In the subsequent discussion, the symbol wj stands for the jth PC in the loading matrix

from training features while vi represent the ith PC in the loading matrix from test features.

From basic linear algebra the elements of the inner products of two transform matrices: ΣWV =

W′ · V give the cosines of angles between the corresponding vectors in VA and VB. If the

absolute value of a particular element Σ(ij) is close to 1, then the ith column of W is nearly
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PV v1 v2 v3 v4 v5 v6

wj θ wj θ wj θ wj θ wj θ wj θ

1 w1 3.17◦ w2 3.06◦ w3 5.96◦ w5 41.83◦ w4 47.96◦ w6 21.10◦

2 w1 2.64◦ w2 2.88◦ w3 4.20◦ w4 14.14◦ w5 21.36◦ w6 24.81◦

3 w1 3.24◦ w2 2.36◦ w3 7.15◦ w4 9.90◦ w5 5.81◦ w6 11.30◦

4 w1 4.77◦ w2 8.75◦ w3 9.38◦ w5 25.47◦ w6 29.95◦ w4 37.52◦

5 w1 4.93◦ w2 4.26◦ w3 8.44◦ w4 9.97◦ w5 6.46◦ w6 13.44◦

6 w1 2.83◦ w2 4.45◦ w3 6.52◦ w4 9.03◦ w5 12.33◦ w6 13.24◦

7 w1 1.71◦ w2 3.92◦ w3 8.82◦ w4 15.40◦ w5 19.08◦ w6 14.68◦

Table 4.1: Testing the consistency of the loadings of PCs by cross-validation. The Loadings
of training set and testing set formed two vectors. The minimal angle between the
ith loading vector vi from testing set and a loading vector wj from training set was
calculated and listed. It can be seen that for PC 1, 2, 3 the loadings were very
consistent.

orthogonal to the jth column of V. Further, if for the first r columns of W there are corre-

sponding columns in V with Σ(i, j) close to 1, the two transform matrices are consistent[112].

Table 4.1 shows the smallest angle between two PCs wj and vi for i, j = 1, ..., 6. For i = 1, 2, 3

the loading vector vi has a very small angle with wi, indicating the loadings of the first three

PCs are consistent. For i = 4, 5, 6 the loading vector vi has a unique corresponding loading

vector wj, j ∈ {4, 5, 6}, indicating the loadings of the 4,5,6 PCs are not as consistent.

Furthermore if the absolute values of the eigenvalues of ΣWV are close to 1, then the two

matrices W and V are indeed in the same linear space. The third to fifth column in Table 4.2

record the minimum, maximum and average absolute eigenvalues. It can be seen that they are

very close to 1, which suggests W and V are in the same linear space. This suggests that the

results in Table 4.1 indicate that the loadings of the 4,5,6 largest PCs are not as consistent as

the loadings of the 1,2,3 largest PCs.

After demonstrating that k = 6 PCs are sufficient to represent the original 56 GTSDM features

and the loadings are indeed consistent, the PCA was applied to all the features to obtain a

loading VGTSDM , The six largest PCs: Z(1, ...6) = FVGTSDM (1, ..., 6) were then used as

the input to the feature selection algorithm.
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P Variation Explained Min |λ| Max |λ| Average |λ|
1 96.96% 0.9685 0.9996 0.9879
2 96.39% 0.8640 0.9989 0.9727
3 96.47% 0.9945 0.9994 0.9969
4 96.49% 0.9716 0.9978 0.9887
5 95.58% 0.9786 0.9970 0.9846
6 96.28% 0.9927 0.9996 0.9967
7 96.60% 0.9940 0.9996 0.9961

Table 4.2: The patient number (P) as testing set. PCA is performed on 56 GTSDM and the
percentage of variation explained by the six largest PCs are given in the second
column. The loadings of the six largest PCs from training set [v1, ...,v6] are then
multiplied with the loadings of the six largest PCs from validating sets [w1, ...,w6].
The absolute values of eigenvalues λ of [v1, ...,v6]

′ · [w1, ...,w6] were studied.
For different pairs of training-validating sets, the minimum, maximum and average
of |λ| are close to 1, indicating the loadings from different sets are in the same
subspace.

4.5 Wrapper Feature Selection

After projecting the features into the six-dimensional principal domain the focus is then to find

a subspace of the principal domain in which the features show the best distinction of the two

classes: GTV and non-GTV. If feature selection is carried out using the induction algorithm

(classifier) as a black box, by controlling the input to the induction algorithm and observing the

output accuracy a wrapper feature selection can be implemented to select a subset of features

which give the highest classification accuracy. Three key components are need to implement

the selection: a classifier as an induction algorithm, a criterion to evaluate the classification

performance, and a searching strategy, which is detailed in the following paragraphs.

PCs
Training

ROC
Analysis

Naive Bayes
Classifier

Parameters

Inference

Selecting a subset

Selecting a subset Posterior
Probabilities

Induction AlgorithmFeature Selection

PCs
Validating

Figure 4.7: The block diagram of the wrapper feature selection algorithm used for selecting
the PCs of highest classification power. Cross validation is carried out to examine
the consistency of the classification.
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4.5.1 Induction Algorithm: Naive Bayes Classifier (NBC)

In this work NBC was used as the induction algorithm. This is because Bayesian analysis is a

well-established methodology and is simple to implement, and has potential to include different

features into the classifier by combining posterior probabilities. The naive Bayes classifier is

based on the assumption that the features are conditionally independent given the target classes

Ti[113, 114]:

p(z1, z2...zn|Ti) =
n∏
j=1

p(zj |Ti) (4.4)

It is reported that even if the strong conditional independence does not hold, the classifier can

still give good results as long as in the experiment the posterior probabilities differ signifi-

cantly[42, p. 380]. The posterior probability p(Ti|z1, z2...zk) under the conditional indepen-

dence assumption can be derived by:

p(Ti|z1, z2...zk) ∝ p(Ti)p(z1, z2...zk|Ti)

∝ p(Ti)
k∏
j=1

p(zj |Ti)

∝
k∏
j=1

p(Ti|zj)/p(Ti) (4.5)

Both the prior probability and the conditional probability p(Ti|zj) can be estimated from the

training data. After the posterior probabilities are derived, a log-likelihood ratio (LR) can be

calculated for each observation:

LR = ln(p(zm(1), zm(2)...zm(n)|T0))− ln(p(zm(1), zm(2)...zm(n)|T1)) (4.6)

However, in general because parameters of the conditional probabilities need to be estimated,

over-fitting may occur, therefore cross validation is also necessary. Over-fitting means that the

parameters may be not consistent for all data; as a result the parameters estimated from training

data will characterize and classify the training data very well, but for new data the classification
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results may be poor. Over-fitting occurs most often when there are far more parameters in the

conditional probability model(s) than the data available. This is not the case here: there are far

more ROIs than the parameters in the model. However, in order to test the consistency of the

classification the PCs were again divided into a training set and validating set in a leave-one-out

scheme for cross validation. A subset of all PCs from one patient was used to train the NBC;

then the trained NBC was applied to the same subset of PCs in the validating set comprising

PCs from the remaining patients. The classification accuracy of the validating set was used

for comparison among subsets of features. The accuracy in training set was ignored to avoid

potential over fitting.

By thresholding the LR, the ROIs can be classified as either as T0 (non-GTV) or T1 (GTV),

which is called log-likelihood ratio test (LRT). The variation of thresholds reflects the trade-

off between sensitivity and specificity. Traditionally sensitivity and specificity are reported

separately as a means to measure classification accuracy. In ICRU Report 79[115], the ROC

analysis is proposed to establish the sensitivity and specificity as the accuracy measurement for

diagnosis. ROC analysis however can also be used here to measure classification accuracy.

4.5.2 Criterion: ROC analysis

As sensitivity and specificity are not independent, using a single pair to characterize the clas-

sification performance would introduce reader reporting bias[115]. By varying the threshold

and plotting the obtained (1 − specificity) against sensitivity a ROC curve can be formed.

In [115] ICRU recommended using AUROC to measure the diagnosis accuracy of different

imaging modalities since it is free of bias from different choice of thresholds. A larger AUROC

suggests a higher accuracy.

ROC analysis is considered the best-developed statistical tool for describing medical tests mea-

sured on continuous scales and is popular in radiology[116]. Andrews[117] used ROC curve

analysis to optimize the radiation dose delivered to control treatment-induced radiation injury.

Obuchowski[118] presented the application of ROC to detect if disease is truly present and used

the AUROC to measure accuracy. Recently medical image classification studies reported that

textural features may yield larger AUROC than intensities on images of different modalities.

Yao et al. used the wavelet transform to establish the textural features of breast MR images.

The temporal sequence of features were classified by support vector machine, the results yield

larger AUROC and partial AUROC with sensitivity ∈ [0.9, 1] than results from intensity
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sequence[101]. Yu et al. also used AUROC to evaluation the discrimination performance of

normal and abnormal head and neck cancer tissues on FDG PET/CT images[45].

In this work the ROC analysis was adopted to measure the classification power of different

categories of features. By varying the threshold applied to LR different pairs of sensitivity

and specificity can be obtained. Trapezoidal numerical integration was used to calculate the

AUROC. It takes the curvature between two adjacent (1 − specificity) - sensitivity pair

as linear and calculate the AUROC, which will serve as a global under-estimator of the true

AUROC. In this study a total of 100 different thresholds were applied so that the ROC is smooth

and the estimation error by linear approximation is negligible.

4.5.3 Searching Strategy

In general an exhaustive search is too computationally demanding for high dimensional fea-

tures, however since PCA reduced the feature dimension to k = 6, the number of possible

combinations was 53. This made the exhaustive search of all combinations of PCs reasonably

efficient.

PV Max AUROC from PCs PCs Selected AUROC from FOS
1 0.9176 1, 3 0.7339
2 0.9346 1, 2, 3 0.7552
3 0.9277 1, 5 0.6947
4 0.8891 1, 3 0.5887
5 0.8779 1, 3 0.6678
6 0.8816 1, 3, 5 0.6362
7 0.9230 1, 3, 5 0.7072

Table 4.3: AUROCs using Cross-validation and Feature Selection

4.5.4 Results and Discussions

In this study all 53 subsets of the six PCs were used as the input into the cross-validating

NBC classifier to obtain 53 AUROCs of the validating set. The largest AUROCs and their

corresponding subsets of PCs are given in the second and third column respectively in Table

4.3. In general the AUROC from feature selection is not the optimum AUROC that the 56

original GTSDM features can produce, but given it is consistent and taking most variation of the

original features into account, it can be considered as near optimal. For comparison the means
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and variances were used as these features went though the same cross-validating classification

to obtain the AUROC for ROIs of each patient, which is given in the fourth column in Table

4.3. It can be seen that the PCs of GTSDM features offer much larger and more consistent

AUROCs than the FOS.

The loadings of PC 1, 2, 3 and 5 are illustrated in Figure 4.8. The two most frequently selected

PCs are PC 1 and PC 3. Closer examine of the loadings reveal that PC 1 comprises of mainly

the average of entropy features (sum entropy, entropy, difference entropy and information mea-

surements of correlation) from co-occurrence matrices with d = 1, 2, 3, 4, while PC 3 contains

mainly the correlations (correlation, inverse difference moment and maximal correlation co-

efficient) with distance d = 1, 2, 3, 4. This is indicative of a very important property of the

features: entropies and correlations give two uncorrelated degrees of freedom in measuring the

second-order distribution of ROIs as well as high classification accuracy. This is very important

in increasing the computational efficiency.
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Figure 4.8: Bar Charts: Loadings of PC 1, 2, 3, 5.

The largest AUROCs for different patients using PCs however shows variation. For example

Patients 4, 5 and 6 had consistently smaller AUROCs than the other patients, whereas Patient

2 had the largest AUROCs. The first row of Figure 4.1 shows three images from patient 2, the

second and third row show three images from patient 4 and 5 respectively. From the images it
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can be seen that the size of bladder of patient 2 is significantly larger than the other two patients;

as a result the resolution of the bladder is also better. So strictly speaking the consistency of the

AUROC depends on the resolution of the bladder in the image which is not strictly consistent.

The variability of anatomy may change the distributions of the PCs which leads to the variation

in classification performance. The better the bladder is resolved in the image, the larger the

AUROC is. For all the seven patients used in this study, the classification accuracy was high

enough to generate automatic contours.

4.6 Maximum Likelihood: Distribution of Selected GTSDM Fea-

tures

After demonstrating that the PCs can offer high classification performance using Bayesian in-

ference, a robust and efficient subset of features for classification without resorting to prior

knowledge is desired. By observing the loadings of PC 1, a new feature F1 can be formed by

calculating the difference of Feature 8: sum entropy and Feature 12: entropy measurement of

correlations over d = 1, 2, 3, 4:

F1 =
4∑
i=1

(F8(d = i)− F12(d = i)) (4.7)

Another feature F3 corresponding to PC 3 can just be the sum of Feature 3: correlation over

d = 1, 2, 3, 4:

F2 =

4∑
i=1

(F3(d = i)) (4.8)

The F1 and F2 are scattered in Figure 4.9. The red dots indicate the features from ROIs within

GTV while the blue dots indicate the features from ROIs of non-GTV. F1 represents the differ-

ence of two homogeneity measurements. From the scatter plot it can be seen as d is varied the

GTVs had the difference of two entropies represented by F1 much smaller than the non-GTVs,

which implies that statistically the GTVs are more homogeneous than non-GTVs. F3 alone

shows limited separation power; however it assists the F1. For understanding the distribution
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Figure 4.9: Scatter-plot and Contour-plot: Joint-distribution of PC1 (Linear Combination of
Entropies) and PC3 (Correlation). Upper Left: Scatter-plot of PC 1 and PC 3
from GTV ROIs and contour-plot by fitting Gaussian likelihood function using ML.
Lower Left: Scatter-plot of PC 1 and PC 3 from GTV ROIs and contour-plot by
fitting Gaussian likelihood function using ML. Upper Right: Scatter-plot of PC1
and PC3 from both GTV (red) and non-GTV(blue) ROIs. Entropy features from
non-GTV ROIs were higher in general. The bronze contours stands for decision
boundaries using ML criterion. Lower Right: Contour-plot by fitting Gaussian
likelihood functions using ML: GTV (red), non-GTV (blue) and decision bound-
aries (bronze).
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Figure 4.10: Two ROC curves by 1. ML tests of PCs (dashed red line) 2. ML tests of Gaussian
likelihood functions (solid blue line). Two ROC curves showed high degree of
agreement.

of the features, the conditional probability, or likelihood function can be estimated:

p(F1, F2|Ti) ∼ N(µi,Σi) (4.9)

where N(µi,Σi) is the two dimensional Gaussian distribution with mean vector µi and covari-

ance matrix Σi. Assign the class T0 to be non-GTV while T1 to be GTV. In Figure 4.9 the two

likelihood functions were plotted over the two classes of features. Subsequently a LRT can be

formed using the two likelihood functions:

LR = ln(p(F1, F2|T1))− ln(p(F1, F2|T0)) = ln(N(µ1,Σ1))− ln(N(µ0,Σ0)) (4.10)

Note that the LRT in Equation 4.10 is different from the LRT by NBC in Equation 4.6, since

the LRT in Equation 4.10 does not account for prior probability. The thick bronze lines in the

second column of Figure 4.9 indicates the thresholds derived from the LRT. A theoretical ROC

curve can also be derived by integrating the true positive, false positive, true negative and false
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negative probabilities. The solid blue line in Figure 4.10 plots the ROC curve from Gaussian

likelihood functions. The AUROC was 0.9072. If the same thresholds, as shown in thick bronze

line, were applied to the data, an empirical ROC curve can be obtained. The dashed red line in

Figure 4.10 plots the ROC curve from thresholding the data. The AUROC was 0.9044. It can be

seen that the two ROCs match very well, indicating that the Gaussian likelihood ratio function

can explain the features very well. By fixing the threshold of LRT a particular threshold can be

selected from all the thick bronze lines shown in Figure 4.9 to separate the feature space into

“GTV” and “non-GTV”. In the next chapter the schemes for thresholding the features and the

post-processing are discussed.

4.7 Conclusions

In this chapter the homogeneous regions of soft tissues in pelvic regions were considered tex-

tural, and the local statistics were extracted from the ROIs for characterization. For clinically

selected three regions of interest: bladder, rectum and a control region from each of the 59 CT

images, the FOS cannot distinguish the three; it is demonstrated that two PCs from 56 GTSDM

features can offer non-overlapping distinction between the three regions. Further, the ROIs

of all soft tissues in the pelvic region were used for feature extraction. The purpose was to

examine statistically whether principal GTSDM features can give consistently better classifica-

tion power. The accuracy of classification was represented by AUROC while the consistency

was tested by cross-validation. Results suggest that the GTSDM features can consistently offer

larger a AUROC than FOS can, and the loadings of the PCs were consistent too. Finally by

using a joint-Gaussian distribution to model two PCs: PC 1 and PC2, the AUROC from the

model reconciled with the AUROC from real data.

From these results it can be concluded that the GTSDM features is superior than FOS when

used for distinguishing GTV from other non-GTV soft tissue ROIs. The local textural pattern

from those seemingly homogeneous ROIs contained significant amount of useful information

for GTV definition. The performance of the GTSDM features in distinguishing GTV from

non-GTV was consistent despite of the large anatomical difference among different patients.

While the increase classification power implies that GTSDM features is of better distinguishing

power in defining GTV, it is not intuitively clear how and why this works. In the next chapter,

it will be shown that the principal entropy increased the saliency of the GTV area.
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Chapter 5
Entropy and Wavelet Denoising for

Enhancing the Bladder-Prostate
Junction

5.1 Introduction

In Chapter 4 both FOS and GTSDM features were proposed to classify soft tissue ROI into

GTV and non-GTV. The results suggest that classification based on GTSDM features can give

larger AUROC than classification based on FOS. GTSDM features take spatial relations of

pixels into account, so they offered a larger variation in feature space. It is desirable to see how

this increased variation affected the saliency of the very subtle boundaries between the GTV

and non-GTV in soft tissues. In this chapter the principal second-order entropies (PE) denoted

as Hp, which were demonstrated to comprise largest principal component of all features, were

extracted from co-occurrence matrices of local ROIs to obtain increased saliency in BPJ. While

it was reviewed in Chapter 3 that high-level modelling is very successful in bringing prior

information to produce automatic contours highly similar to clinical contours, the majority

of the studies mentioned that increasing image saliency will improve results[38, 119]. More

importantly, because cancer may grow without a definitive shape identifying salient features to

describe the GTV is more important than any prior information based approaches.

The contribution of this chapter is first in demonstrating that the PEs actually increased the

saliency of the BPJ and explain the behaviour of PE. Wavelet-denoising was also applied to CT

images before feature extraction to further improve the saliency of the BPJ. It was found that

the principal entropy from denoised CT image (DPE) can further improve the saliency. Corre-

spondence between the correlationsC with the changes of entropies,Hp−H andHd−Hp, was

found to demonstrate the merit of this denoising-before-extraction method: GTVs correspond

to low-entropy regions and the improved saliency was because boundary and homogeneous

regions were treated differently. GTV contours can be formed by thresholding DPEs. Dice

similarity coefficients (DSC) and clinical review were carried out to evaluate the thresholded

contours.
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5.2 Data Acquisition and Pre-processing

In this chapter the subset of CT images from five male patients in Chapter 4 was studied. The

setup and parameters were exactly the same. From each stack of CT images one slice at a fixed

position was chosen manually for analysis. Six BPJ images of size 176 × 128 are shown in

Figure 5.1: in the first row the three images are from the same patient at different times during

the course of treatment; in the second row the three images are from three other patients. The

inter- and intra-patient anatomy difference is significant. Thresholding based only on intensity

produced the soft-tissue contour shown in green in Figure 5.10. This again demonstrates that

the intensity is insufficient for defining the GTV. However as the GTV in T category cancer

were mostly soft tissues, the soft-tissue contour was used to define the centres of ROIs for

analysis: the centres of the ROIs Ic were chosen to be every 4 pixels in the soft-tissue area

Isoft: Ic = I(4m, 4n) ∩ Isoft,m, n ∈ N.

Figure 5.1: Six CT images of bladder-prostate junction from four patients. The first row is from
three images sets of one patient, the second row shows images from three other
patients. Clinical GTV contours were plotted in blue. The outer green contours
were produced by thresholding the image intensities. One line profile at the black
vertical line stretching from top to bottom on each image was scaled into [0, 15]
and plotted in Figure 5.9.
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To further illustrate the difficulty of the GTV contouring problem in BPJ, one vertical line

profile from each image at the black-bar marked position is scaled into the interval [0, 15] and

is plotted in red line in Figure 5.9. The boundary of bladder and prostate is very subtle and as a

result the extent of GTV is difficult to determine. This corresponds to the report that the average

overlap between inter- and intra-clinician contours in BPJ was between 50% and 60%in [2] .

5.3 First-order Shannon Entropy for Characterizing Image Saliency

The information entropy is used for measuring the uniformity of a distribution by the unit “bit”.

For an image I(x, y):

H = −
∑

p(i) log2 p(i) (5.1)

where i is the image intensity and p(i) is the first-order distribution of i. First-order distribution

considered all the data are different implements of the same random variable (r. v. ) so that

the spatial relation of pixels are not considered. In a highly complex or textured local ROI, a

wider range of intensities are likely to occur and the entropy will thus be higher than that in a

homogeneous ROI.

Figure 5.2: Feature maps of BPJ: Shannon entropies. Note that the saliency is still low.

73



Entropy and Wavelet Denoising for Enhancing the Bladder-Prostate Junction

The size and resolution of the ROI, referred to as scales, is crucial for the entropy of the ROI:

for homogeneous ROIs the entropy is steady across scales whereas for heterogeneous ROIs

there will be a narrow range of scales in which the entropy feature is large[54]. In medical

image feature extraction, the size of the ROI is always an important issue. Clinically, a large

ROI is more likely to include multiple types of tissues, forming a textured region, while a small

ROI is more likely to be uniformly composed and therefore be homogeneous. The purpose of

this study was to examine the bladder-prostate junction which is highly homogeneous, since a

large ROI would chosen introduce unnecessary textural composition of tissues, a smaller ROI

was preferred.

5.4 Second-order Entropies

Second-order entropy can be extracted from four co-occurrence matrices p(i, j) of pixel dis-

tances d = 1, 2, 3, 4. These were used to investigate whether a higher saliency is obtained from

second- rather than first-order entropies. As is demonstrated in Chapter 4 second-order entropy

offered the largest variation. The sum entropy, second-order entropy and difference entropy

defined in [43]:

Hsum = −
2Ng∑
i=2

px+y(i) log2{px+y(i)}, (5.2)

H(i, j) = −
∑
i

∑
j

p(i, j) log2{p(i, j)}, (5.3)

Hdif == −
Ng∑
i=0

px−y(i) log2{px−y(i)}, (5.4)

In this study the 12 second-order entropies were first standardized into the interval [0, 1] then

projected onto the principal domain, based on the results in Chapter 4. The most significant

principal components, explained 91% of the total variations. The second-order entropies were

thus linearly combined according to their loadings to form PE Hp.

5.4.1 Correlations

In statistical applications with a limited amount of data, such as an ROI of fixed size, there is

a trade-off between the statistical consistency and the length of the vector. Correlation from
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Figure 5.3: Feature Maps of BPJ: PE. The Saliency increased significantly. However for some
images it is still difficult to recognize the boundary of bladder and prostate.

co-occurrence matrices is a projection from one scalar pixel to another scalar pixel:

C =

∑
i

∑
j p(i, j)(ij)− µxµy

σxσy
. (5.5)

This definition of correlation maximized statistical consistency but was a crude descriptor of

frequency. Intuitively, low correlation indicates absence of structure in the signal whereas high

correlation indicated the presence of a certain local structure, which may be understood as a

particular spatial frequency. As will be shown later, the existence of differing correlations in

the homogeneous BPJ soft tissues was key to the success of enhancing the saliency by extracting

entropy features. The four correlations on the other hand were simply averaged to form a new

estimation of correlation.

5.5 Second-order Entropies from Wavelet-Denoised Images

Although second-order entropies can increase the power of single features, in very homoge-

neous images their power is limited. It is intuitive that the noise on CT images increases the
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Figure 5.4: Feature Maps of BPJ: Correlations. More structures can be observed from the
correlation maps than from original soft-tissue intensities, however the variations
are limited.

non-uniformity of the ROI and as a result the distinguishing power of the entropy features de-

creases. Because the correlations reveal that the spatial frequency may differ across the BPJ

soft tissues, it was hypothesized that by reducing the noise whilst preserving structures of high

correlation that the distinguishing power of the principal entropy would be increased.

5.5.1 Analyzing Noise in CT Images Using Water Phantom

In this sub-section the water phantom shown in Section 4.3 was used to provide samples of CT

noise. For comparison an image of independent and identically distributed (i. i. d. ) Gaussian

noise of the same mean and STD with the water phantom was generated. Both the water

phantom and the Gaussian noise image were decomposed by Daubechies 2 stationary wavelets

to level 3. This produces three levels horizontal, vertical and diagonal subbands plus a level 3

approximation of the image:
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I = A0 = [A3,H3,V3,D3...H1,V1,D1] (5.6)

In order to estimate the STD of the noise in scale domain, the water phantom was transformed

with Daubechies 2 wavelet up to scale 4. By applying Daubechies 2 wavelet iteratively to the

approximation As in scale s, the low frequency, twice-differentiable components in As are as

the approximation As+1 in scale s+ 1; other high frequency components are in the horizontal,

vertical and diagonal wavelet components: Hs+1, Vs+1, Ds+1 respectively. The means and

STDs were estimated from 64 non-overlaping regions of size 30-by-30 from a 240-by-240

square region in the centre as shown in Figure 5.5 to avoid the pseudo-Gibbs phenomenon in

the boundary.

For each subband the coefficients in the centre of a 240× 240 square as indicated in Figure 5.5

(a) were used for estimating the STD of the coefficients in that subband in order to avoid the

effect of the sharp edge. The square region was divided into 64 non-overlapping sub-squares of

the size 30-by-30. The STDs of the 64 sub-squares from subbands of i. i. d. Gaussian noise is

scattered with blue dots in Figure 5.6 (a) while the STDs of the 64 sub-squares from subbands

of water phantom is scattered with blue dots in Figure 5.6 (b).
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Figure 5.5: The water phantom/Gaussian noise of the same means and variances before and
after denoising, and the corresponding histograms. Gaussian noise got a larger
reduction in variance because it did not have structures.
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For i. i. d. Gaussian noise, the STDs of the regions were scattered against scales in Figure 5.6

(a). The STDs of wavelet coefficients from Gaussian noise regions stayed at almost the same

level across different scales. This corresponds to the theory that in i.i.d. Gaussian noise where

there is no correlation in adjacent pixels.

For water phantom, the STDs of the regions were also scattered against scales in Figure 5.6 (b).

It can be seen that the STD of the wavelet coefficients from water phantom regions increased

as the scale became larger, suggesting that the noise has spatial correlation among pixels.

In order to eliminate the noise in water phantom, the mean of STDs in each scale is used as the

threshold. The solid line in the right of Figure 5.5 is the histogram of the CT numbers of the

water phantom. The mean of the CT numbers is µo = −3.38 and the standard deviation (STD)

is σo = 6.83. The gray levels are within tight interval, and the distribution is almost symmetric,

centring at the mean value. The dash line in the right of Figure 5.5 plots the histogram of the

grey levels of the denoised water phantom. For the FOS, the mean became µden = −3.39 while

the STD became σden = 2.78, which asserts that the mean remained unchanged while STD got

significantly attenuated.

The denoised images are shown in the middle of Figure 5.5 while the histogram is plotted in

dash line in the left of Figure 5.5. Comparing the histograms before and after denoising, it can

be seen that both extreme high intensity and extreme low intensity has deteriorated. As the

wavelet coefficients generally represent the high-frequency oscillations, it can be asserted that

in water phantom image, both the extreme high intensity and extreme low-intensity pixels are

the high frequency oscillations in wavelet space, and therefore are eliminated. After denoising

the mean of the gray level was -3.38 while the STD is 2.78, significantly smaller than before

denoising.

Moreover, it can be seen that both high intensity end and low intensity end of the histogram

are attenuated while the density in the centre has grown significantly. As the thresholding is

applied to the wavelet coefficients corresponding to high frequency fluctuation whereas the

approximation in scale 5 corresponding to low frequency component is not changed, a general

conclusion can be made that on water phantom, the extreme-high and extreme-low intensities

which got eliminated is of high frequency up to scale 4.
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Figure 5.6: STDs of vertical stationary wavelet components across scales. It is clear that the
noise in water phantom is different from Gaussian noise.
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5.5.2 Second-order Entropies from Denoised BPJ Images and Contour Forma-

tion

After deriving the parameters (noise STD in each sub-band) for denoising CT images, the soft-

thresholding in the stationary wavelet domain was carried out and the second-order entropies

were extracted from ROIs to form DPE maps. Figure 5.7 shows the derived DPE map. Saliency

of the GTV further increased to an extent that a simple threshold can be used to extract the low-

entropy areas. The threshold selection is ad-hoc, however it can be found really easily.

Figure 5.7: Feature Map of BPJ: DPE. GTVs corresponded to the low-DPE areas. Saliency
increased significantly and a simple thresholding can be applied to extract GTV
contours.

The GTVs in all of the examined cases correspond to areas of low entropy. The saliency of

the denoised PE map was sufficiently high that a simple thresholding method could be applied

to extract the low entropy ROIs as GTVs. The heterogeneity of boundary regions led to con-

sistently smaller contours. As a result the contours were morphologically dilated by 10-pixels

which is half the size of an ROI. The thresholded contours are shown Figure 5.10 (cyan).
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Figure 5.8: Left: Hp −H is in positive relation with C. Right: Hd −H is in positive relation
with C.

5.5.3 Thresholded Contours: Evaluation Using DSC

A high degree of agreement can be observed between the clinical contours and thresholded

contours. In all of the 36 cases studied, the mean DSC was 0.76 and the standard deviation

(STD) was 0.13. More specifically 17 cases had a DSC above 0.8, which demonstrated high

correspondence; 17 cases had a DSC between 0.8 and 0.6, which is above the inter-clinical

variability threshold; 2 cases had a DSC below 0.6. Note that thresholding is the simplest

method of segmentation thus more advanced models would improve the DSC further.

5.5.4 Clinical Evaluation of Difficult Cases

Six of the contours with the lowest DSCs are from images of one patient, three of the images

are shown in the first row of Figure 5.10. In these cases the thresholded contours included

only the bladder, whereas the clinical GTVs included full or part of prostate, resulting in small

DSCs. To further evaluate the thresholded contours, all eight BPJ images from that patient with

both clinical and thresholded contours were randomly presented to an experienced oncologist

for grading and comment. The quality of the contours was described by “excellent”, “good”,

“acceptable” and “not acceptable”. Of all eight clinical contours, four were given “excellent”,

three were “good” and one “acceptable, while for thresholded contours, one was “excellent”,

two were “good”, two were “acceptable” and three were “not acceptable”. This was because

the extent of the cancer in these cases meant that part of the prostate was included in the GTV.

81



Entropy and Wavelet Denoising for Enhancing the Bladder-Prostate Junction

Figure 5.9: Line Profiles of: intensity (red), correlation (black), entropy (green), PE (blue)
and DPE (cyan) from the black-line marked positions. The black bars indicate the
position of clinical contours.

5.6 Discussions

5.6.1 Increase of the Saliency in Features

The saliency of the BPJ increased significantly in the DPE map. To see this clearly, Figure 5.9

shows a line profile of: original image intensity (red), correlation (black), entropy (green), PE

(blue) and DPE (cyan) from the black-line marked positions in Figure 5.10 of each of the six

images are plotted. The vertical black bars in Figure 5.9 shows the position of clinical contours.

It is obvious that the original image intensity is very noisy and shows little structure; the entropy

is smooth but there is a lack of variation.

The correlation, despite the limited variation, shows very clear structures. This suggests that

the smoothness in different local ROIs of the soft tissues in BPJ is different, which implies two

important results: firstly, by calculating the PE the changes of entropy compared to first-order

entropy Hp −H in different ROIs may act according to C; secondly, the wavelet may be able

to distinguish the structures on the BPJ, and therefore Hd −Hp may act according to C. Both

of the two hypotheses were confirmed by Figure 5.8, which demonstrates that bothHp−H and

Hd − Hp have a positive correlation: the higher the correlation the more probable the rise in
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Figure 5.10: Six CT images of bladder-prostate junction corresponding to images in Figure
5.1. The first row is from three images sets of one patient, the second row shows
images from three other patients. Clinical GTV contours were plotted in blue.
The outer green contours were produced by thresholding the image intensities.
One line profile at the black vertical line stretching from top to bottom on each
saliency map was plotted in Figure 5.9.

PE and because the PE can treat ROIs of different structures differently the saliency increases.

Similarly, the reduction in DPE over PE was because of the relation to the correlation: the

differenceHd−Hp is plotted against Cp in the right of Figure 5.8. Soft thresholding of wavelet

coefficients reduced the entropy more significantly when the ROI had a low correlation.

5.7 Conclusions and Future Works

In this chapter the shannon entropy, PE, correlation and DPE were calculated for characterizing

the very poorly resulted bladder-prostate junctions in CT images. As is demonstrated in Chapter
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4, the increased variation in PE made the saliency of GTV much better than it can be seen from

the original images. It is thus speculated that it is because in the homogeneous regions there are

some useful low-frequency components which is essential to define the GTV, while there are

some high-frequency nuisance which deteriorated the definition. The stationary wavelet was

thus employed to decompose the images. Soft-thresholding scheme is applied to the wavelet

coefficients to reduce the high-frequency components. The GTV in DPE maps were shown

of better saliency. The low entropy regions were extracted by a simple thresholding, and they

corresponded well with the clinical contours in most cases. However when clinical contours

included part of the prostate, GTV did not simply the low-entropy area.

It can thus be concluded that the DPE can offer higher saliency in defining GTV in BPJ. It can

further be inferred that some of the high frequency components deteriorated the GTV definition:

by soft-thresholding the wavelet coefficients such effects were controlled.

In a future study the same algorithm will be applied to the prostate-rectum junction. Moreover

pathological evidence need to be sought to prove relationship between DPE maps and the extent

of cancer.
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Chapter 6
GTV Auto-contouring: Combining

Texture Analysis, Probabilistic Atlas
and Anatomical Knowledge

6.1 Introduction

In Chapter 4, the second-order statistical features were shown to have higher accuracy than

the FOS in classifying GTV and non-GTV soft tissue ROIs in terms of AUROC, indicating that

information on the spatial relationship of pixels will make a positive contribution to characteriz-

ing the soft tissues. In Chapter 5, the principal components of second-order features, PE and PC

were demonstrated to be able to increase the saliency of the bladder-prostate junctions, which

has potential to reduce the inter- and intra-clinical variability. In this chapter a fully automatic

bladder cancer auto-contouring algorithm is developed based on classifying ROIs according

to the posterior probabilities derived from textural features. Subsequently textural posterior

probabilities were fused with a probabilistic atlas to derive a more robust classification.

With the knowledge from previous chapters two new features were built as analogies of the PC

1 and PC 3 in Section 4.6. Two typical thresholds on the ROC curve: a high sensitivity one

and a high specificity one were used together with image processing algorithms as two different

schemes to form automatic contours in Section 6.2. This completed a fully automatic and re-

producible automatic GTV contouring system based on GTSDM features and the incorporation

of geometric properties.

In Section 6.3 three evaluation methodologies were applied to examine the quality of the au-

tomatic contours. The volumes of automatic contours were first compared to the volumes of

clinical contours. Subsequently to describe the overlap of the automatic contours and clini-

cal contours the DSCs were computed for each axial CT image. Both the volumes and DSCs

suggests that the high specificity scheme yielded automatic contours more similar to clinical

contours. For the images of the mid-range bladder automatic contours showed a high degree of
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agreement with the clinical contours, however for the superior and inferior ends the automatic

contours a low degree of agreement with the clinical contours was observed. This corresponds

to the clinical difficulty defined in [2] to contour the superior and inferior ends of the bladder

due to the limited resolution and contrast.

The contribution of this chapter lies in using the Bayesian probability inference to combine

the texture and shape information of the organ for a more statistically consistent estimation of

the GTV. The naive Bayes classifier in Section 6.2 uses only textural information. It does not

take into account the bladder shape information. This is far from the medical practice in which

clinicians base their contours on their knowledge of anatomy. Shape and position of organs

are also very important and the majority of existing pelvic organ segmentation algorithms are

based on shape models.In the literature most of studies circumvent this issue by using shape

prior information of prostate to make an educated guess. Bladder shape is not used because of

its varying nature. However, because classification results from textural posterior probabilities

were of high accuracy in distinguishing bladder position and volume, a probabilistic atlas of

the bladder is first proposed to confine the extent of the bladder.

In Section 6.4 a total of 36 stacks sets from five male patients described in Section 4.2 were

considered. A probabilistic atlas was constructed by rigid registration of clinical GTVs. It is

shown this probabilistic atlas is of high sensitivity because it can cover all areas of the clinical

contour. The automatic GTV from classifying textural posterior probabilities was registered to

the atlas. In order to combine the texture and shape information Bayesian probability infer-

ence was used to combine the posterior probabilities from both shape and texture properties to

improve the bladder-prostate segmentation accuracy. Moreover by combining the texture and

atlas posterior probabilities under a Bayesian analysis framework, the ROC analysis suggests

that the average AUROC from the combined probabilities can be still larger than any of the two

posterior used alone.

6.2 Classification to Form Automatic Contours

In Chapter 4 it was demonstrated that two PCs representing entropies and correlations offered

improved classification accuracy. In this section the automatic contours were generated from

the classification results. Three steps are required. First the threshold of the LRT must be fixed

to produce classification results. Two schemes for selecting thresholds were compared: a high
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sensitivity one and a high specificity one. Image processing methodologies were applied to

correct errors by exploiting the geometry of the anatomy. Finally the low-level edges of the

processed classification results were used as the automatic contours.

6.2.1 Threshold Selection

The threshold selection problem is a trade-off between sensitivity and specificity: a large thresh-

old would give high specificity while a small threshold would give high sensitivity. In diagnosis

system high sensitivity is usually preferred. However as the geometry of the anatomy can help

in correcting errors by classification, it would in fact also be interesting to use a high specificity

threshold. In this section two thresholds based on a log-likelihood function defined in Equation

4.6 were examined: Tsen = 0 for high sensitivity and Tspe = 2 for high specificity. Both of the

two points are marked on the ROC curve in Figure 4.10. Specifically, when Tsen = 0 was ap-

plied to the LRT, the sensitivity from likelihood functions was 0.8419 while the specificity was

0.7945; when Tspe = 2 was used, the sensitivity was 0.3852 while the specificity was 0.9845.

The classification results from thresholding were put back to the 4×4 area defined in Equation

4.3 to form 3D binary masks representing the GTV.

6.2.2 Post-processing and Automatic Contour Formation

For all results presented so far the ROI classification was based purely on features from local

textural properties, irrespective of the geometric properties of the image: the classifier was

judging whether a pixel belonged to GTV by looking at a 20×20 neighbourhood around the

pixel.

For classification using Tsen = 0, the isolated false positive errors can be eliminated by mor-

phological opening. As mathematical morphology such as erosion and dilation, opening and

closing was considered basic operations, it is not detailed here. For more information on this

topic, [76] gives a very good description. The edge of the processed images was used as the

automatic contours. Nine automatic contours for the images shown in Figure 4.1 are plotted on

CT images in Figure 6.1. For the images from Patient 2 shown in the first row, the bladder is

resolved well. The threshold was conservative because the GTV boundaries are tighter than the

clinical contours. However for the images from patient 4 and 6, shown in the second and third

row, the resolution of the bladder is poorer, and in these images there are significant volumes
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of healthy tissues that have very similar texture with GTV. As a result there were lots of false

positive ratio was high, which indicates the threshold was aggressive. Since the false positive

cannot easily be corrected automatically, high sensitivity thresholding is not a good choice.

For high specificity classification Tspe = 2, the green contours in Figure 6.2 plot the maximum

3D six-connected GTV in each image. Compared to the automatic contours in Figure 6.1 it

can be seen that heterogeneous regions are further excluded by the high specificity threshold,

which confirms the argument in Section 4.6 that the GTSDM features corresponded to the

homogeneity of the ROIs. Because the ROIs along the bladder-fat boundary are heterogeneous,

they were classified as non-GTV. The boundary of false negative classification can thus be

compensated by a 10-pixel dilation, which is half the size of an ROI. The automatic contours

after dilation are also shown in Figure 6.2. Intuitively the high-specificity scheme associated

with the post-processing algorithms gives better automatic contours than the high sensitivity

scheme.

6.3 Automatic Contour Evaluation

The two feature classification schemes and the associated post-processing produced two sets of

fully automatic contours. In this section three evaluations are presented to examine the quality

of the two sets of automatic contours. First the difference between automatic contours and clin-

ical contours was calculated. Moreover the DSCs are used to compare the similarity between

the automatic contours and clinical contours. The DSCs are plotted against the normalized po-

sitions of the CT images to find the performance limit of the automatic contours. Finally an

experienced clinician was invited to evaluate the automatic contours.

6.3.1 Volumes of the Automatic Contours

Figure 6.3(a) scatters the automatic GTVs from high sensitivity thresholding against clinical

GTVs in the unit of cubic centimetre (CC). There are consistent volume bias associated with

different patients.

1

51

51∑
i=1

|VC(i)− Vsen(i)| = 24.33(CC) (6.1)
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Figure 6.1: Nine CT images from three different patients. Row 1 and Row 2 are from male
patients while Row 3 is from a female patient. Column 1 is the superior part of
bladder. Bladder is very insignificant and a lot of other soft tissues are of the same
intensity. Column 2 is the mid part in which bladder resolves the best. Column
3 is the inferior part. Automatic contours by high sensitivity scheme followed by
opening are shown. It can be seen that the automatic contours are best in mid
range. Because of the High sensitivity arrangement significant non-GTV structures
were contoured, which cannot be easily corrected.
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Figure 6.2: Automatic contours from high specificity thresholding scheme after opening and
dilation. A lot of false positive classifications in high sensitivity scheme shown in
Figure 6.1 were eliminated, however the boundaries of GTV were too conservative.
As a result a 10-pixel dilation was applied to each contour.
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Figure 6.3: Comparison of Volumes: Clinical GTV VS Automatic GTV.

and the average difference percentage:

1

51

51∑
i=1

(|VC − Vsen|/|VC |) = 20.69% (6.2)

This phenomenon arised from the LRT in Equation 4.10 where the prior probability was not

included. As the volume of the GTV may vary from patient to patient, the prior probability of

the soft tissue being GTV was correspondingly changed. For the high specificity thresholding

scheme Figure 6.3(b) scatters the volumes of automatic contours and the volumes of clinical

contours. Compared to the volumes from high sensitivity scheme, the differences of the high

specificity contours with clinical contours are less significant. The average absolute difference:

1

51

5∑
i=1

1|VC(i)− Vspe(i)| = 10.76(CC) (6.3)

and the average difference percentage:

1

51

5∑
i=1

1(|VC(i)− Vspe(i)|/|VC(i)|) = 10.93% (6.4)

The volume measurements indicate that the automatic contours from the high specificity scheme

have more consistent volumes than the clinical contours.
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Figure 6.4: Exact and average of DSCs of clinical contours and automatic contours across
normalized positions.

6.3.2 DSC Evaluation of Automatic Contours

DSCs was again used to describe the overlap of automatic contours with the clinical contours.

The purpose of this sub-section is to reveal the relationship between classification accuracy and

the position of the CT images in the axial plane.

Because the sizes of the bladders varied considerably for different patients, the positions of the

images were normalized to the interval of [0, 1]. The first superior slice was in the position of

0 while the last inferior slice was in the position of 1, with all other slices in between. The

superior slices therefore referred to the slices with the normalized positions in [0, 0.25], the

mid-range slices in (0.25, 0.75] while the inferior slices in (0.75, 1]. Note this was just a coarse

measure of the image positions.

For each CT image a DSC was calculated. The exact DSCs are scattered in Figure 6.4(a) for

high sensitivity scheme and Figure 6.4(b) for high specificity scheme against the normalized po-

sitions. To show the variability, the positions were divided into ten intervals: [0, 0.1), [0.1, 0.2),

etc. The mean of the DSCs in each interval was calculated and plotted against the positions in

Figure 6.4(a) for high sensitivity scheme and in Figure 6.4(b) for a high specificity scheme.

To further examine the automatic contours, the means and standard deviation (STD) of DSCs

in the superior, mid and inferior range are listed in Tables 6.1. The mean DSCs by high sensi-
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Location High Sensitivity Scheme High Specificity Scheme
µ σ µ σ

Superior 0.5763 0.2288 0.6464 0.2396
Mid 0.8160 0.0858 0.8643 0.0850

Inferior 0.6727 0.2145 0.6731 0.2228

Table 6.1: Mean and variance of DSCs between automatic and clinical contours in different
positions of male patients.

tivity scheme were found to be consistently smaller than the mean DSCs of the high specificity

scheme. For both schemes in the mid-range the automatic contours showed high agreement

with the clinical contours. This is comparable to the performance reported by other researchers

in auto-segmentation of the genitourinary organs. In particular, in a qualitative and quantitative

study by six clinicians on the use of the Varian SmartSegmentation software (Varian Medi-

cal Systems, Inc., Palo Alto, CA, USA) to segment the prostate, bladder and rectum of 39

patients. It was also noted by Husykens et al. that agreement between the clinicians and the

auto-segmentation result was higher in the middle of the bladder, with agreement typically in

the 80% to 90% range. This was followed by dips in the cranio-caudal extremes as shown in

Figure 1.2 [2]. In our work this fall-off in performance at the cranio-caudal extremes (superior,

inferior regions) was also observed. This is shown in Figure 6.4(a) and Figure 6.4(b).

6.3.3 Clinical Evaluation

A subset of the automatic contours containing eight stacks of images from one male patient was

presented to the oncologist for opinion. The set-up is that both clinical and automatic contours

were plotted on the image by different colours, say red and blue, but the colour is inconsistent

within one stack of image so that the clinician cannot infer the origin of the contours by colour.

The evaluation results were included in Appendix C.

For superior range it turned out that the automatic contours, because they were more conser-

vative and extended very close to the boundary of the bladder and the fat tissues, they were

considered as a preferred contour to the “too-wide” clinical contours. For mid-range both clin-

ical and automatic contours received very good remarks. For the inferior range however, the

clinical contours were preferred, which was in accordance with the DSC evaluation, and con-

firmed the assertion that GTV definition in bladder-prostate junction is very difficult.
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6.4 Refining the Classification Results by Probabilistic Atlas

The purpose of using a probabilistic atlas is to quantify the anatomical constraints into poste-

rior probabilities to improve the results from texture analysis, especially for inferior range of

bladder. The form of posterior probability is chosen because it allows the texture and atlas to

give conditionally independent assessments of whether an ROI should be classified as GTV. By

combining the posterior probabilities, the results may be improved.

6.4.1 Probabilistic Atlas Construction using Rigid Registration

In order to form a probabilistic atlas for a test set, all the 3-D clinical bladder masks in the

training set were rigidly registered together. This was done by first randomly selecting one

of the K oncologist segmented bladder binary masks as a reference, then uniformly scaling the

volumes of the other K 1 3-D bladder masks to equal the reference mask, and rigidly registering

the K 1 masks one-at-a-time to the reference mask. The six-degree-of-freedom rigid registration

was implemented by a co-researcher, Dr Robin Steel, using the Insight Toolkit (ITK) and each

attempted to maximize the overlap volume between the two masks. The red volume in Figure

6.5 represents a probabilistic atlas by registration. After a match was found, the co-registered

masks were normalized to form a probabilistic atlas. Thus where all masks overlapped, the

probabilistic atlas would have value 1, falling progressively to 0 where no overlap of masks

existed.

6.4.2 Registering Texture Classification Results to Probabilistic Atlas

The textural classification results obtained in Sub-section 6.2.2 can be registered to the prob-

abilistic atlas constructed in Sub-section 6.4.1. As before the atlas voxel spacing was first

uniformly scaled so that it was as if the atlas had been constructed from K masks each with the

same volume as the texture classification result. Rigid registration was carried out to maximize

the volume integral of the atlas value over the region of the texture classification result. Figure

6.5 shows the registration results: the red mask is the probabilistic atlas, while the green mask

is the texture classification results. The probabilistic atlas from the training set was smooth and

in accordance with the classification results. After the registration the probabilistic atlas was

re-sampled in the axial plan in accordance with the texture classification results. The proba-

bility from the atlas is considered a posterior probability: p GTV Atlas . Up to this step, for
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Figure 6.5: The 3D registration of the texture classification results to the probabilistic atlas.
Red: probabilistic atlas constructed by registering 3D GTVs of training data.
Green: 3D GTV by classifying textural features from the testing image data. The
anterior, posterior, superior and inferior ends were shown. It can be seen that
towards the inferior end of the bladder false positive classification led to the inclu-
sion of wrong regions (the prostate), and the probabilistic atlas was able to correct
the false positive classification.

a particular ROI, there were two posterior probabilities to describe how likely it is within the

GTV: p GTV Texture from texture analysis, and p GTV Atlas as described in this section. The

posterior probability p GTV Atlas can be thresholded to yield contours. Six atlas contours are

plotted in solid line in Figure 6.6. It can be seen that there are much less false negative classi-

fications from atlas than from texture analysis. For example in upper middle image in Figure

4, the contour from texture analysis had no overlap with the clinical contour. The atlas contour

however, included part of the clinically contoured area, suggesting a high probability that the

area may be bladder. In our data, the clinical contours are at least partly overlapped with the

atlas contours, while there are eight non-overlapping cases by texture analysis.

The problem of false positive classification however, was much more difficult. It can be seen

from Figure 6.6 that atlas contours consistently give false positive classifications. This confirms

the assertion that atlas alone is insufficient for defining GTV. Moreover the malignant growth of
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cancer does not have a defined shape, therefore using the atlas from the mere previous knowl-

edge without judging the test image may not be valid even if the atlas may give a large overlap

to the clinical contours. In order to take the objective measurements of the test image into ac-

count, other techniques such as texture analysis must be used together with the atlas for GTV

classification. One point to note here is that the texture analysis and probabilistic atlas tended

to give different false positive classifications as can be seen from Figure 6.6. This diversity is a

very important property since it allows false positive classifications to cancel when probabilities

are combined.

6.4.3 Combining Texture and Atlas Posterior Probabilities using a Naive Bayes

Model

Bayesian analysis describes different measurements by using the same form: posterior proba-

bilities. One particular virtue of the posterior probability is that different measurements can be

easily combined to yield a more complicated measurement. In previous sections it was shown

that both texture properties and shape properties can be quantized into posterior probabilities

and be used for classifying GTV. In this section, the two probabilities are combined by using

the naive Bayes model to infer a combined probability: .

In order to use both the texture and atlas information for classification, the posterior probability

p GTV Texture Atlas needs to be inferred for each ROI. This is done by again applying the naive

Bayes model: P{GTV |Texture}, P{GTV |Atlas}, P{GTV |Texture,Atlas}, P{GTV }.
This implies that to obtain the combined posterior P{GTV |Texture,Atlas} is equal to the

multiplication of the two posterior probabilities: P{GTV |Texture} and P{GTV |Atlas} then

divided by the prior P{GTV }.

The conditional independence again may not strictly hold, but the combination by multiplica-

tion is intuitively expected to improve both the false positive and false negative classifications.

After obtaining the three posterior probabilities: P{GTV |Texture}, P{GTV |Atlas} and

P{GTV |Texture,Atlas}.

6.4.4 Evaluations using ROC Analysis

In this sub-section the ROC methodology is employed to evaluate the classification performance

of the posterior probabilities. The ROC analysis is performed only with soft tissue ROI rather
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than the whole image. This is firstly because the GTV area is small compared to the image area,

leading to an overwhelmingly large true negative fraction. In addition, in our data set all the

clinical contours are applied to the soft tissue. By specifying all soft tissue ROI to be the GTV,

there will be no false negative fractions, indicating no GTV region will be excluded if the soft

tissue regions be used as the basis population. For inferior range of male patients, the AUROC

by using different features are summarized in Table 6.2.

Patient Texture Atlas Atlas with Texture
1 0.67 0.81 0.79
2 0.86 0.86 0.90
3 0.86 0.89 0.91
4 0.79 0.79 0.83
7 0.78 0.75 0.77

Average 0.79 0.82 0.84
STD 0.078 0.056 0.057

Table 6.2: AUROCs of different methods for ROIs from inferior slices of the male patients

6.4.5 Evaluation using DSCs

Figure 6.6 shows six cases from five different patients. It can be seen that the combination of the

texture and atlas posterior probabilities can partly correct both the false negative and the false

positive classifications. Three points can be made here. Firstly, the contours from combined

probabilities may even contain the regions which neither the texture nor the atlas contours

contain, as is shown in the upper right image in Figure 6.6. Secondly, in lower middle and lower

left images in Figure 6.6, the contour from combined probabilities excluded the overlapped

part of the texture contour and the atlas contour. This means bringing the texture and atlas

information together is more sophisticated than a simple overlap of contours. The classification

benefited from the divergence of texture and atlas posterior probabilities. However, when there

were limited divergence in false positive classifications, the error cannot be corrected. For

example, in upper middle image in Figure 4 the prostate is still partly included.

6.5 Conclusion

In this chapter a fully automatic, reproducible bladder cancer GTV contouring system was im-

plemented by classifying the selected GTSDM features. The approach was found to be sensitive
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Figure 6.6: Six automatic contours by combining textural and atlas probabilities.
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to the anatomical location of the CT, being most accurate in the nucleus of the bladder and less

accurate in the superior and inferior regions. This is consistent with the problems encountered

by clinicians in contouring the GTV and organs at risk in these regions. Rigid registration was

used to construct a probabilistic atlas. Posterior probabilities derived from textural features and

probabilistic atlases are combined under the Bayesian framework to improve the accuracy of

automatic definition of the GTV.

From these results it can be concluded that by using a very simple classification scheme, ob-

jective, fully automatic and clinically promising contours can be generated. This is because

of the increased distinguishing power from GTSDM features. By combining the textural and

shape information, the resulting automatic contours in the inferior slices can be consistently

more similar to the clinical contours.

In future research, the probabilistic atlas can be more specifically classified according to the

staging of the disease to offer more accurate shape information. An entropy atlas can also be

constructed by registering the entropy maps as an alternative way to combine the textural and

shape information.
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Chapter 7
Conclusions

In this thesis the automatic contouring of bladder cancer GTV is studied. Texture analysis is

proposed to extract the textural information from the poorly resoluted/contrasted, seemingly

homogeneous pelvic regions in CT images to improve the GTV definition. This research can

potentially reduce the inter- and intra-clinical variability in defining the GTV, and make the

GTV localization fully automatic to facilitate the IGRT, resulting in a more accurate radiation

dose delivery. Chapter 1 described the context of the research, stated the objective and approach

of this thesis. Texture as an alternative to the traditional gray-level for defining the GTV is

proposed.

Chapter 2 further gave four major background information of the thesis. First of all the CT

imaging is introduced, the gray-level in the unit of Hounsfield is described, and the intensity

range of different tissues are specified. Noise in CT images is also discussed. Secondly the

anatomy of human pelvis is illustrated. The coordinate system is established, and the relative

position of bladder, prostate and rectum is detailed. Thirdly the bladder cancer diagnosis, stag-

ing and treatment choices are described, with an emphasis on the role of imaging in the staging.

Finally the currently most popular external radiation therapy, IMRT and IGRT are discussed to

show the importance of and difficulty in the radiation target localization. Reliable automatic

contouring of pelvic organs are highly desired to increase the dose delivery accuracy.

Chapter 3 reviews the major methodologies of image auto segmentation/classification. The

methodologies are divided into low-level feature extraction and high-level modelling. The sta-

tistical features in spatial domain are first described. Subsequently the wavelet transform and

the corresponding feature extraction applications are formulated. Wavelet decomposition is an

important tool for image analysis because of its compact support, but the shift-variant property

makes the feature extraction in transform domain challenging. In high-level modelling, the

classification algorithms is most relevant to this thesis. The over-fitting problem is asserted,

and the cross-validation is considered to rule out the possibility of over-fitting. The curse of

dimensionality is also discussed, and the principal component analysis is formulated as feature
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reduction method. Then morphological segmentation, registration and shape modelling are re-

viewed; the applications of these methods to segment medical images, especially pelvic images

are also reviewed.

Chapter 4 begins with the feature extraction from three selected regions in CT images: bladder,

rectum and a control region. It is shown that the FOS is insufficient to distinguish the three

regions, however the richness of variation in the soft tissue ROIs implies more advanced tech-

niques can be applied to extract more distinctive features. Then the GTSDM features from four

co-occurrence matrices of different distances are fed into the PCA, and the results suggest that

two PCs are sufficient to distinguish the bladder, rectum and the control regions. In order to test

the distinguishing power of the GTSDM features as well as their consistency, the feature selec-

tion is conducted, and the results suggest that PC 1 standing for entropies and PC 3 standing for

correlations form two uncorrelated degrees of freedom, and they jointly yield larger AUROC.

Chapter 5 shows that the increased variation in PE leads to a better GTV saliency in BPJ.

However for some very homogeneous regions the saliency is still not high enough. The wavelet

denoising is applied to reduce the amount of high frequency oscillation, and the DPE offers still

higher saliency than PE.

In Chapter 6 a fully automatic bladder cancer GTV contouring system is implemented based

on the classification of textural features. It is shown that the quality of the automatic contours

is related to the position of the image: for superior and mid range the automatic contours

are satisfying, yet for the inferior range the contours are poor, which reconciles with the fact

that GTV definition in bladder-prostate junction is very difficult. A probabilistic atlas is thus

constructed to incorporate shape information with the textural information to derive a more

consistent GTV contour in the inferior range of bladder.

From these results it can be concluded that the textural features can increase the saliency of the

GTV in bladder cancer definition, and therefore give a higher classification accuracy. Leverag-

ing this increased accuracy, more accurate automatic contours can be derived, and potentially

the inter- and intra-observer variability can be reduced. Incorporated with the shape informa-

tion, textural features are also useful for a more consistent definition of GTV.

In the future, the pathological evidence can be gathered to correspond the textural features

with the cancer pathology to consolidate their relation. This is very important to get clinicians

agreed on the indication provided by low-level features, and thus bring down the inter- and intra-
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observer variability. Moreover a textural feature based atlas can also be constructed according

to the staging of the bladder cancer for further research. This textural atlas may be superior

to the intensity based atlas because of the higher saliency. Finally, more research is required

to leverage multiple imaging modalities, such as isotropic multi-slice CT, MRI and PET, and

extract and infuse features from all those images for a more accurate GTV definition.
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Appendix A
Statistical Textural Features

A.1 First-Order Statistics:

The most commonly used first-order statistics: mean, variance and entropy

Mean:

µ =
∑

i · p(i) (A.1)

Variance:

σ =
∑

(i− µ)2 · p(i) (A.2)

First-order Entropy:

H =
∑

p(i) · log2 p(i) (A.3)

A.2 Second-Order Statistics from Co-occurrence Matrix

Fourteen features from co-occurrence matrix p(i, j) as is defined in [43].

px and py are marginal distributions. whereas px+y is the distribution of sum of two pixels:

px+y(k) =
∑Ng

i=1

∑Ng
j=1

i+j=k
p(i, j), k = 2, 3, ..., 2Ng (A.4)

similarly px−y is the distribution of difference of two pixels:

px−y(k) =
∑Ng

i=1

∑Ng
j=1

|i−j|=k
p(i, j), k = 0, 1, ..., Ng − 1 (A.5)
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Ng is the number of grey levels in the image.

Angular Second Moment:

f1 =
∑
i

∑
j

p(i, j)2 (A.6)

Contrast:

f2 =

Ng−1∑
n=0

n2{
∑Ng

i=1

∑Ng
j=1

|i−j|=n
p(i, j)} (A.7)

Correlation:

f3 =

∑
i

∑
j(ij − µiµj)
σiσj

(A.8)

Sum of Squares:

f4 =
∑
i

∑
j

(i− µ)2p(i, j) (A.9)

f1 =
∑
i

∑
j

p(i, j)2 (A.10)

Inverse Difference Moment:

f5 =
∑
i

∑
j

1

1 + (i− j)2 p(i, j) (A.11)

Sum Average:

f6 =

2Ng∑
i=2

i · px+y(i) (A.12)
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Sum Variance:

f7 =

2Ng∑
i=2

(i− f6)px+y(i) (A.13)

Sum Entropy:

f8 = −
2Ng∑
i=2

px+y(i) log2{px+y(i)} (A.14)

Entropy:

f9 = −
∑
i

∑
j

p(i, j) log2{p(i, j)} (A.15)

Difference Variance:

f10 = variance of px−y (A.16)

Difference Entropy:

f11 = −
Ng∑
i=0

px−y(i) log2{px−y(i)} (A.17)
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Information Measurements of Correlation:

f12 =
HXY −HXY 1

max{HX , HY }
(A.18)

f13 = (1− exp[−2(HXY 2 −HXY )])
1
2 (A.19)

HXY = f9,

HX and HY are entropies of px and py

HXY 1 = −
∑
i

∑
j

p(i, j) log2{px(i)py(j)}

HXY 2 = −
∑
i

∑
j

px(i)py(j) log2{px(i)py(j)}

Maximal Correlation Coefficient:

f14 = (Second largest eigenvalue of Q)
1
2 (A.20)

Q(i, j) =
∑
k

p(i, k)p(j, k)

px(k)py(k)
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Appendix B
Wavelet Denoising: Theory and

Heuristics

B.1 Oracle Projection: Theoretical Optimal

In this sub-section the diagonal estimation problem for denoising is reviewed based on descrip-

tions in [59]. The aim is to give the heuristic of using redundant wavelet for noise suppression

in this thesis. Assume that a discrete signal f of lengthN is contaminated by an i. i. d. Gaussian

noise w N(0, σ) independent of the signal, the data can be represented by:

x[n] = f [n] + w[n] (B.1)

In order to recover the signal f , the noisy data is projected into a set of vectors b as a transform:

X[m] =< x, bm >,F [m] =< f, bm >,W [m] =< w, bm > (B.2)

When the set of vectors b is an orthonormal basis, a diagonal estimator can be formed by

multiplying the transformed data X[m] with a coefficient am(X[m]) which is a function of the

data, then applying the inverse transform:

f̃ =

N−1∑
m=0

am(X[m]) ·X[m] · bm (B.3)

In a simple case, if am ∈ 0, 1 and an oracle is given to tell the magnitude of the unknown target

function f in the transformed domain |F |, then am can become am(F [m]):

am =

 1 if |Fm| > σ

0 otherwise
(B.4)
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Suppose there are M non-zero terms. The MSE of this oracle projection scheme is:

MSEop =
∑

m|am=0

|F [m]|2 +Mσ2 (B.5)

the first term is the approximation error by setting am = 0 while |Fm| 6= 0, and the second

term is the noise effects in the M remaining terms. Intuitively, if a small number of M terms

in the transformed domain can give small approximation error, the denoising is very efficient.

That is, the heuristic of the diagonal estimator is that the signal f is sparse in the basis b while

the noise is dense in b.

The MSEop is the optimal in projection denoising in the basis b since it adopts the oracle to

know acquire the unknown information of F , which is in general not available. So MSEop is

a benchmark to which other methods are compared, but in general it is not achievable.

B.2 Denoising by Soft Thresholding in Wavelet Domain: a Simple

yet Near-Optimal Estimator

The soft-thresholding of wavelet coefficients was shown by Donoho to keep the piecewise

polynomial components almost intact while removing dense noise in the images [56]. Let Ψ

be the wavelet basis, and W be the wavelet coefficients of the image: Ws =< I,Ψs >, where

s is the scale. The wavelet basis Ψ with v vanishing moments is orthogonal to the polynomials

of order 0, 1...v − 1 which means it can separate piecewise smooth structures from highly

oscillating components whose order may above v − 1. Soft thresholding t is applied to the

wavelet coefficients as:

W ′ =

 sgn(W )(|W | − |t|) if |W | > |t|
0 otherwise

(B.6)

This approach treats smooth structures and oscillating noise differently, which is the merit of

using the wavelet denoising method. Donoho and Johnstone proved in [55] proved that for the

model in B.1 that for N > 4 the MSE of soft thresholding T = σ(2logN)
1
2 is:

MSEsth ≤ (2logN + 1)(σ2 +MSEop)as indicated (B.7)
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and the factor 2logN is optimal among all achievable diagonal estimators in a basis b. More-

over, in a later publication Donoho also proved the soft thresholding estimator f̃ is at least as

smooth as f with a high probability[56].

B.3 Redundant Wavelet Noise Analysis

However, artifacts may be a problem with this approach. Since the non-redundant discrete

wavelet transform (DWT) is shift variant any direct modification of the wavelet coefficients

may lead to pseudo-Gibbs phenomenon. In this study a redundant wavelet transform called the

stationary wavelet transform (SWT) [120] was used for denoising. The SWT, instead of down-

sampling the filtered image, upsamples the wavelet in each iteration. Removing downsampling

results in strict shift invariance.

Further, for a redundant frame d with P > N vectors and the frame bound A and B[59]:

A‖f‖2 ≤
P∑
p=1

| < f, dp > |2 ≤ B‖f‖2 (B.8)

for any P > 4, the MSE of soft thresholding of the redundant frame coefficients can achieve is:

MSEsth ≤ frac(2logN + 1)A(σ2 +MSEop) (B.9)

This indicates that the soft thresholding of the redundant frame behaves as an averaging of A

estimators in orthogonal bases, which often decreases the MSE. As a result the SWT-denoised

image is smoother than the DWT-denoised image.
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ABSTRACT
Highly reliable classification of anatomical regions is an im-
portant step in the delineation of the gross tumour volume
(GTV) in computed tomography (CT) images during radio-
therapy planning. In this study pixel-based statistics such as
mean and variance were insufficient for classifying the blad-
der, rectum and a control region. Statistical texture analysis
were used to extract features from gray-tone spatial depen-
dence matrices (GTSDM). The features were de-correlated
and reduced using principal component analysis (PCA), and
the principal components (PC) were classified by a naive
Bayes classifier (NBC). The results suggests that the three
most significant PC of the 56 features from GTSDM with
distances d = 1,2,3,4 give the highest average correct clas-
sification percentage.

1. INTRODUCTION

Accurate delineation of the GTV on CT images is vital in
cancer radiotherapy planning to limit the radiation damage
to normal tissue to maximize the dose to cancerous tissue.
The International Commission on Radiation Units and mea-
surements (ICRU)[1] defines the GTV as “the gross palpable
or visible/demonstrable extent and location of the malignant
growth.” This is based on “purely anatomic-topographic and
biological considerations without regard to technical factors
of treatment.” In the treatment of cancer by radiotherapy,
CT images are used for treatment planning because they of-
fer significant advantages over other imaging modalities such
as magnetic resonance imaging (MRI). Firstly, CT images
show superior consistent geometry, that is, they have less
spatial distortion, consequently the volume obtained from CT
images is more accurate, which is crucial for radiotherapy
planning. Secondly, electron density information can eas-
ily be derived from CT images for accurate dose calculation.
Thirdly, bones appears bright and in the CT images, which is
important for identifying rigid landmarks and verifying set-
up accuracy[20].

However, the soft tissue contrast in CT images is rel-
atively poor compared to MR. Determination of the GTV
in CT images thus demands significant clinical-experience,
and is extremely time-consuming, which leads to numerous
problems. Firstly, significant inter- and intra-clinical vari-
ability of GTV has been reported in literature[21]. Sec-
ondly, because treatment periods are long, many factors such
as patient movement may change the position of the GTV,
resulting in less than optimal treatment. Furthermore, the
widespread introduction of multi-slice CT places significant

pressure on clinicians because the number of images that re-
quire outlining increases significantly. In light of these is-
sues, there is a need for a reliable, objective method to as-
sist clinicians contouring on CT images. Several methods,
such as region growing, thresholding, Markov random field
(MRF) models, classifying etc. have been proposed in the
literature to find the GTV automatically, and Pham et al.[15]
present a review of medical image segmentation methods.

Recently texture analysis methods have been reported as
offering good classification performance, which will be re-
viewed in Section 2. This paper extends the work by Nailon
et al.[14] by investigating different feature reduction and
classification strategies and modifications to the texture anal-
ysis algorithms. Texture analysis is a set of computer im-
age processing methods aimed at extracting the information
required to represent textures as textural features. In this
paper, texture analysis is used to find textural features that
are similar among anatomical regions with similar pathol-
ogy and distinct between different anatomical regions. Fig-
ure 1(a) shows a typical CT image from a bladder cancer
patient. There are three regions of interest (ROI): bladder,
rectum and a control region containing multiple pathology.
For radiotherapy planning, the focus is on the delivery of
as much dose to the tumour as possible while limiting the
dose to surrounding organs. It would therefore be desirable
to classify the GTV automatically with high degree of ac-
curacy and reliability. To this end three distinct ROI from
the bladder, rectum and a control region containing multiple
pathology were investigated.

Two advances to the previous approach have been made.
In the first, 56 features from four co-occurrence matrices
with distance d = 1,2,3,4 were used. In addition, the PCA
was used to de-correlate the obtained features. The j most
significant PC are then classified by NBC. The results show
that the three most significant principal features can offer
high correct rate classification of bladder, rectum and con-
trol region. Secondly the cross-validation experiments are
conducted so that N different images are used as training set
while thre rest images are used as testing set. The average
correct classification percentage are high, which suggests the
method is reliable. This approach has the potential to be used
as part of an algorithm for assisting clinicians delineate the
GTV.

The paper is organized as follows. In Section 2 the
co-occurrence matrices texture analysis method is reviewed.
Section 3-5 describes the methods of GTSDM, PCA and
NBC. Section 6 illustrates the results and discusses the tex-
tures at different scales on CT images: the macro-textures
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and micro-textures, and how they affect the GTSDM. Sec-
tion 7 concludes the paper and discusses the future work.

2. LITERATURE REVIEW: GTSDM

Famous examples of texture images have been given by
Brodatz[3], however there is no accurate definition on tex-
ture. The purpose of statistical texture analysis is to de-
scribe the characteristics of textured images by features,
which can be used for classification. Haralick et al. pro-
posed a method called gray-tone spatial dependence matrices
(GTSDM), or co-occurrence matrices, to classify different
textures[7]. This method characterizes texture by exploring
the statistical properties of the spatial dependency of a pixel
with its neighbours. Features from the GTSDM are reported
to have high texture classification performance in compara-
tive studies of different texture analysis methods[17, 19, 2].
Moreover, the GTSDM are also reported successful in classi-
fying sonar [8] and radar[4, 18, 11, 5] images. The GTSDM
method is the most heavily studied texture classification ap-
proach.

In medical image processing, Hamilton et al. [6] used
features from the GTSDM approach to identify focal areas
of colorectal dysplasia from a background of histologically
normal tissue and reported an accuracy of 86% for the train-
ing data set and 83% for the large histological scene split
into smaller component images. Koss et al. [12] applied the
GTSDM method to an abdominal CT image to segment 7
different organs, and reported a successful percentage of 79
- 100%. Nailon et al. studied CT images of genitourinary
cancer [14], and report features from GTSDM showed the
best performance in classifying bladder and rectum regions.
Philips et al. [16] form and examine 3-D liver CT images and
reported a variation in accuracy from 84.663% to 89.459%
by changing the directions of the GTSDM.

3. GTSDM CALCULATION AND FEATURE
EXTRACTION

The texture analysis using GTSDM is used to characterize
different ROI. According to [7], the co-occurrence ci j is de-
fined as a function of gray-levels i, j of two pixels with dis-
tance d from each other in direction q = 0◦,45◦,90◦,135◦. In
this study it is found that there are no significant difference
between GTSDM with different q , so the four GTSDM with
different q were averaged for statistical consistency. In order
to characterize the GTSDM, 14 statistical features defined
in [7] were extracted from GTSDM with distance d. It is
also found that different d offered additional information for
classification, so in this experiment d = 1,2,3,4 were used,
and totally 56 features were extracted. In the following para-
graphs, the features will be denoted as xm(k), m is the total
number of features for one ROI,.

4. FEATURE REDUCTION USING PCA

One problem with the statistical features defined in [7] is
they may be correlated with each other. While auto-feature
selection algorithms are proposed in the literatures[14], the
de-correlation problem has not received much attention. In
this study PCA is used to map the features into a linear sub-
space with minimum correlation in second-order sense. For
the features xm with covariance matrix Σ, the the kth princi-
pal component (PC) is given by zk = a �

kxm, where ak is the

eigenvector corresponding to the kth largest eigenvalue of Σ,
and the variance of the PC zk is the kth largest eigenvalue lk
of Σ[10]. It can thus be inferred that PCA can maximally re-
tain variation present in the dataset while reducing the num-
ber of features. In this study, the features were first normal-
ized to the interval [0,1] to avoid pick up features large in
number to be PC. The PC of xm is denoted as zm, and the
kth most significant PC is zm(k).

5. NAIVE BAYES CLASSIFICATION

NBC is based on a simple assumption that the features are
conditionally independent given the target classes Ci[13, 9]:

P(zm(1),zm(2)...zm(n)|Ci) =
n

’
j=1

P(zm( j)|Ci) (1)

The PCA can maximally de-correlate the features to meet
the conditional independent assumption of NBC. In exist-
ing literature, Yu et al.[22] reported good performance us-
ing PCA-NBC jointly to classify aerial images. In this study,
the PCA-NBC method is employed to evaluate the classifi-
cation performance of statistical textural features from dif-
ferent ROI. In order to do this, the posterior probability
P(Ci|zm(1),zm(2)...zm(n)) is required. This can be calculated
as follows:

p(Ci|zm(1),zm(2)...zm(n)) µ p(Ci)p(zm(1),zm(2)...zm(n)|Ci)

µ p(Ci)
n

’
j=1

p(zm( j)|Ci)

µ
n

’
j=1

p(Ci|zm( j))/p(Ci) (2)

If for j = 1...n, zm( j) ∈ Ci is assumed to have a Gaussian
distribution, the distributions in (2) can be inferred from a
training set. New data can then be classified by maximum a
posteriori (MAP) criterion.

6. RESULTS AND DISCUSSIONS

In this study 59 CT images acquired on 8 bladder cancer pa-
tients in different days during the treatment were examined.
Images were scaled so that all pixels have positive gray lev-
els. The centers of ROI in each image were given by ex-
perienced clinician, and for each ROI a 20-by-20-pixel area
is examined. The means and variances of different ROI are
shown in Figure 1(b). It can be seen that the means and vari-
ances of the three ROI have significant overlap, thus they
cannot yield satisfactory classification result.

For 14 features from GTSDM with distance d = 1, Fig-
ure 2(a) illustrates the amplitude of the eigenvalues of Σ14.
It can be seen that there are five significant degrees of free-
dom in principal features, but according to Figure 2(b), the
two most significant PC, z14(1) and z14(2), still cannot give a
satisfactory classification result, since the distances between
PC of different ROI are not large enough. Then 56 features
from GTSDM with d = 1,2,3and4 were used for PCA, Fig-
ure 3(a) illustrates the amplitude of the eigenvalues of Σ56, it
is shown that the degrees of freedom increase, and the ampli-
tude of variance in each PC subspace also increases. More-
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over, Figure 3(b) gives a visualization of z56(2) and z56(3). it
can be seen intuitively that the three ROI can be distinguished
by the two PC.

The classification performance of different number of
PC from GTSDM with d = 1,2,3,4 were examined by using
NBC. First, j most significant PC, i.e. z56(1)...z56( j) were
used for classification. Then the PC set with j variables and
59 records was randomly divided into the training group
containing N records and the testing group with the rest
records. By assuming all PC are conditionally independent
and Gaussianly distributed, the prior probability p(Ci)
and the conditional distribution p(Ci|z56(k)),k = 1, ... j
can be determined from the training set, and pos-
terior probability p(Cbladder|z56(1),z56(2)...z56( j)),
p(Crectum|z56(1),z56(2)...z56( j)) and
p(Ccontrol |z56(1),z56(2)...z56( j)) can thus be calculated
for each testing record. Decisions can be made by MAP
criterion. For each j-N setup, 500 cross validation ex-
periments were conducted to evaluate the classification
performance by using different training sets. The average
correct classification rate are shown in Table 1. Significant
classification performance can be achieved by using PC of
statistical features from GTSDM with d = 1,2,3,4. This
further substantiates the assertion that the texture of different
ROI contains important information for high-accuracy
classification.

Table 1: Correct Classification Rate (%) using the j most sig-
nificant PC and N Training Images

N j = 1 j = 2 j = 3 j = 4 j = 5 j = 6
3 77 83 88 86 83 82
6 82 92 95 95 93 93
9 83 93 96 95 94 94

12 83 93 96 95 94 94
15 83 92 95 94 94 93
18 82 91 93 92 92 92

The highest classification rate occurred when j = 3, N =
9. By increasing the number of PC used for classification
from 1 to 3, the correct percentage also increased. How-
ever, when more than 3 PC were used, the correct percent-
age dropped. According to the Bayesian probability rule,
more variables should always increase the classification per-
formance, but in most machine learning cases, it is impossi-
ble to know the underlying distribution of the variables, the
assumed distribution will be invalid if too many irrelevant
variables are used. For PCA, classification power will drop
from zm(1) to zm(n) as the variances within the principal sub-
space decreases, therefore it is crucial to find the threshold
j so that zm(1), ...zm( j) offer the best classification perfor-
mance.

7. CONCLUSIONS AND FUTURE WORK

In this study the importance of GTV auto classification has
been addressed. One difficulty encountered is that the con-
trast of the soft tissue in CT images is poor, and the means
and variances are insufficient for characterization of different
ROI for classification. Texture analysis was used to classify
different anatomical ROI on CT images. For 59 CT images
from bladder cancer patients, high correct percentage classi-

fication is achieved by using NBC to classify three most sig-
nificant PC of 56 features from GTSDM with d = 1,2,3,4.
As the GTSDM with different d describe spatial structure of
the texture, the result proves that there is significant informa-
tion in the texture of ROI for classification. In future work,
the proposed method will be applied to the whole CT image
to try to identify the ROI by features.

The proposed method follows the track of feature extrac-
tion - feature reduction process. However, the fact that only
three PC were used suggests the GTSDM method requires
more computational power than necessary. As PC represent
the underlying latent variables, it is more promising to find
the underlying latent variables directly to reduce the compu-
tational complexity. One possible approach is to define new
features to characterize the GTSDM specially for ROI clas-
sification. This will also be examined in future work.
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Rectum and 3. a control region. Right (b): The Means and Variances (log) of the Three ROI from 59 radiotherapy planning
CT images. Significant overlap can be observed, so Different ROI cannot be distinguished by Means and Variances.
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