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Lay Summary

The aim of this thesis is to shed some light on the geometric aspects of certain problems
that lie in the heart of harmonic analysis.

In particular, being interested in harmonic analytic problems that involve tubes, we
shrink the tubes to lines, and thus formulate discrete versions of the original problems,
avoiding analytical factors, such as volumes, and focusing mainly on the geometry of
the problems, such as the directions of the lines.

More specifically, given a collection of lines in three-dimensional space, we are interested
in the points at which at least three non-coplanar lines of our collection meet. The
problem of controlling the number of such points by the number of the lines is a
natural analogue of a very important, open harmonic analytic problem. This is the
main question we are addressing in this thesis, together with certain variants of it.
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Abstract

This thesis investigates two problems that are discrete analogues of two harmonic an-
alytic problems which lie in the heart of research in the field.

More specifically, we consider discrete analogues of the maximal Kakeya operator con-
jecture and of the recently solved endpoint multilinear Kakeya problem, by effectively
shrinking the tubes involved in these problems to lines, thus giving rise to the problems
of counting joints and multijoints with multiplicities. In fact, we effectively show that,
in R, what we expect to hold due to the maximal Kakeya operator conjecture, as
well as what we know in the continuous case due to the endpoint multilinear Kakeya
theorem by Guth, still hold in the discrete case.

In particular, let £ be a collection of L lines in R? and J the set of joints formed by
£, that is, the set of points each of which lies in at least three non-coplanar lines of £.
It is known that |.J| = O(L??) (first proved by Guth and Katz). For each joint z € J,
let the multiplicity N(x) of  be the number of triples of non-coplanar lines through x.

We prove here that
> N@)'?=0(L??),
zeJ

while we also extend this result to real algebraic curves in R? of uniformly bounded de-
gree, as well as to curves in R? parametrized by real univariate polynomials of uniformly
bounded degree.

The multijoints problem is a variant of the joints problem, involving three finite collec-
tions of lines in R?; a multijoint formed by them is a point that lies in (at least) three
non-coplanar lines, one from each collection.

We finally present some results regarding the joints problem in different field settings
and higher dimensions.
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Notation

Any expression of the foom A < B or A = O(B) means that there exists a non-
negative constant M, depending only on the dimension, such that A < M - B, while

any expression of the form A <p, 5, B means that there exists a non-negative constant

My, b,,» depending only on the dimension and by, ..., by,, such that A < My, 4. - B.
In addition, any expression of the form A 2 B or A 24, . 3, B means that B < A
or B Spy.. b A, respectively. Finally, any expression of the form A ~ B means that

A < B and A 2 B, while expression of the form A ~yp, ;B means that A <p, 5, B
and A 2y, B.

bm






Chapter 1

Introduction

This chapter is a presentation of the two problems we will address in this thesis. Apart
from their prominent geometric and combinatorial structure, the importance of these
problems also lies in the fact that they all constitute discrete analogues of harmonic
analytic problems. In fact, turning harmonic analytic questions into discrete ones, even
in different field settings, is a tactic attracting a lot of attention recently. The reason
for this is that it allows us to deprive our initial problems, some of which are still open,
of their underlying analytical nature, and thus eliminate factors that could distract us
from understanding their essential geometric structure.

More particularly, our questions mainly arise from the study of Kakeya sets in R™.

Definition 1.1. (Kakeya set) A compact subset K of R™ is called a Kakeya set, if
it contains a unit line segment in each direction.

Even though it has been proved that there exist Kakeya sets in R™ with Lebesgue
measure zero, it is conjectured that they are still quite large, in the following sense.

Conjecture 1.2. (Kakeya set conjecture) The Hausdorff dimension of a Kakeya
set in R™ is equal to n, for alln > 2.

In fact, the truth of the Kakeya set conjecture would be implied by the truth of the
following, harder conjecture.

Conjecture 1.3. (Maximal Kakeya operator conjecture) If T, for w € Q C
S"=1 are tubes in R™ with length 1 and cross section an (n — 1)-dimensional ball of
radius §, such that their directions w € € are §-separated, then

n

et
/ (Z XTW(JU)) dz < C, log% Z |1,
rER™

weN weN

for all n > 2, where Cy, is a constant depending only on n.

The maximal Kakeya operator conjecture, and therefore the Kakeya set conjecture,
have been resolved in the case n = 2, but not in any other. However, a variant of
the maximal Kakeya operator conjecture, and in particular its multilinear version, has
recently been proved by Guth in [G10] for all dimensions, with the use of profound
algebraic techniques:
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Theorem 1.4. (Endpoint multilinear Kakeya theorem) Let {e1,...,e,} be a set
of orthonormal vectors in R™, n > 2, and Ty, ..., Ty, finite families of doubly infinite
tubes in R™, with cross section an (n — 1)-dimensional unit ball, such that, for each
i = 1,...,n, the direction of each of the tubes in T; lies in a fived ;--cap around e;, for
some explicit constant c. Then, there exists some constant Cy, depending only on n,

such that

1

/ER 11 ( > Xn-(x)) U < - (ITh| - [Ty 1.

n
=1 T;,eT;

In our work, we consider the maximal Kakeya operator conjecture and the endpoint
multilinear Kakeya problem, and effectively shrink the tubes to lines, eventually for-
mulating the corresponding discrete questions in R™; namely, the problem of counting
joints with multiplicities and the multijoints problem, respectively. In fact, we show
that, for n = 3, what we expect to be true due to the maximal Kakeya operator
conjecture and what we know due to the endpoint multilinear Kakeya theorem in the
continuous case also hold in the discrete case, constituting another indication that the
conjecture holds. These two problems form the main part of the thesis, while we also
investigate them in higher dimensions and different field settings, as well as in the case
where the lines are replaced with more general, appropriate curves.

We are now ready to introduce our problems in more detail.

1.1 The joints problem with multiplicities

A point x € R” is a joint for a collection £ of lines in R™ if there exist at least n lines
in £ passing through z, whose directions span R".

The problem of bounding the number of joints by a power of the number of the lines
forming them first appeared in [CEGT92|, where it was proved that if J is the set of
joints formed by a collection of L lines in R3, then |.J| = O(L7/*). Successive progress
was made in improving the upper bound of |J| in three dimensions, by Sharir, Sharir
and Welzl, and Feldman and Sharir (see [Sha94], [SW04], [FS05]).

Wolff had already observed in [Wol99] that there exists a connection between the joints
problem and the Kakeya problem, and, using this fact, Bennett, Carbery and Tao found
an improved upper bound for |J|, with a particular assumption on the angles between
the lines forming each joint (see [BCTO06]).

Eventually, Guth and Katz provided a sharp upper bound in [GKO08|; they showed
that, in R3, [.J| = O(L3/?). The proof was an adaptation of Dvir’s algebraic argument
in [Dvi09] for the solution of the finite field Kakeya problem, which involves working
with the zero set of a polynomial. Dvir, Guth and Katz induced dramatic developments
with this work, because they used for the first time the polynomial method to approach
problems in incidence geometry. Further work was done by Elekes, Kaplan and Sharir
in [EKS11], and finally, a little later, Kaplan, Sharir and Shustin (in [KSS10]) and
Quilodran (in [Quil0]) independently solved the joints problem in n dimensions, using
again algebraic techniques, simpler than in [GKO0S].

In particular, Quilodran and Kaplan, Sharir and Shustin showed that, if £ is a collection
of L lines in R™, n > 2, and J is the set of joints formed by £, then
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|J| < ep- LT, (1.1)

where ¢, is a constant depending only on the dimension n.

In this setting, we define the multiplicity N(z) of a joint x as the number of n-tuples
of lines of £ through x, whose directions span R™; we mention here that we consider
the n-tuples to be unordered, although considering them ordered would not cause any
substantial change in what follows.

From (1.1) we know that > __,1<¢,- LwT. A question by Anthony Carbery is if one

can improve this to get

zeJ

Z:N(:t)ﬁ <d LT, (1.2)
zeJ

where ¢/, is, again, a constant depending only on n. We clarify here that the choice
of L as the power of the multiplicities N(z) on the left-hand side of (1.2) does not
affect the truth of (1.2) when each joint has multiplicity 1, while it is the largest power
of N(x) that one can hope for, since it is the largest power of N(x) that makes (1.2)
true when all the lines of £ are passing through the same point and each n of them are
linearly independent (in which case the point is a joint of multiplicity (ﬁ) ~ L™). Also,
(1.2) obviously holds when n = 2; in that case, the left-hand side is smaller than the
number of all the pairs of the L lines, i.e. than (é) ~ L2

In fact, as we have already mentioned, the above question can also be seen from a
harmonic analytic point of view (again, see [Wol99]). Specifically, if T,,, for w €  C
Sn=1 are tubes in R™ with length 1 and cross section an (n — 1)-dimensional ball of
radius ¢, such that their directions w € ) are §-separated, then the maximal Kakeya
operator conjecture asks for a sharp upper bound of the quantity

T
/ Z xr,, () dz = #{tubes T,, through x}ﬁd;p_
zeR™ TERM

wes

On the other hand, in the case where a collection £ of lines in R™ has the property that,
whenever n of the lines meet at a point, they form a joint there, then, for all z € J,
N(z) ~ #{lines of £ through x}", and thus the left-hand side of (1.2) is

~ Z #{lines of £ through 1:}ﬁ
xeJ

Therefore, in both cases, the problem lies in bounding analogous quantities, and thus
the problem of counting joints with multiplicities is a discrete analogue of the maximal
Kakeya operator conjecture.

We will indeed show that (1.2) holds in R3:

Theorem 1.1.1. (Iliopoulou, [11i12, Theorem 1.1]) Let £ be a collection of L lines
in R3, forming a set J of joints. Then,

Y N@)'? < LP?
zeJ
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where ¢ is a constant independent of £.

In Chapter 6 we generalise the statement of Theorem 1.1.1, for joints formed by real al-
gebraic curves in R? of uniformly bounded degree, as well as curves in R? parametrised
by real univariate polynomials of uniformly bounded degree (Theorem 6.1.2 and Corol-
lary 6.1.6, respectively).

The basic tool for the proof of Theorem 1.1.1, as well as its generalisation, will be
the Guth-Katz polynomial method, developed by Guth and Katz in [GK10], which we
present in Chapter 2. Note that the proof of (1.2) for three dimensions that we are
providing cannot be applied for higher dimensions, as a crucial ingredient of it is that
the number of critical lines of a real algebraic hypersurface in R? is bounded, a fact
which we do not know if is true in higher dimensions.

Finally, in the somewhat independent Chapter 7 we consider the joints problem in
different field settings and higher dimensions. In particular, we investigate the extent
to which an application, in different field settings, of the techniques we use in euclidean
space to tackle the problem, seems possible. We also prove that (1.1) holds in F" as
well, for any field F and any n € N (Theorem 7.1), while we provide a further result,
hoping to shed some light on the way the lines forming a particular set of joints are
distributed in F"™. Finally, the combination of these two results gives us an estimate on
the number of joints counted with multiplicities in F”, that is, however, weaker than
the one in Theorem 1.1.1.

1.2 The multijoints problem

Let £4, ..., £, be finite collections of L1, ..., Ly, respectively, lines in R™. We say that
a point x € R” is a multijoint for these collections of lines if, for all ¢ = 1,...,n, there
exists a line [; € £;, such that = € [; and the directions of the lines Iy, ..., [, span R”
(in other words, such that x is a joint for the collection {li,...,1,,} of lines).

The multijoints problem lies in bounding the number of multijoints by a number de-
pending only on the cardinalities of the collections of lines forming them.

More specifically, let J be the set of multijoints formed by collections £1, ..., £, of lines
in R™. For each multijoint z € J, we define N'(x) := {(l1,...,ln) € L1 X~ x L Tz €;
for all i = 1,...,n, and the directions of the lines [y, ..., [,, span R™}.

Anthony Carbery has conjectured that, for all n > 3 (for n = 2 it is obvious),
1 T| S (Ly -+ L) VO, (1.3)

as well as that
ZN/(l')l/(n_l) Sn (Ll . 'Ln)l/(n—l). (14)
xzeJ

In fact, in the particular case where the collections £1, ..., £, of lines have the property
that, whenever a point x € R™ lies on the intersection of at least one line [; from
each collection £;, i = 1,2, ...,n, the directions of the lines Iy, ..., [, span R, then the
multijoints problem gives rise to a discrete analogue of the endpoint multilinear Kakeya
problem. Indeed, if we denote by J the set of multijoints formed by such collections
of lines (a subset of the set of joints formed by the collection £ U ... U £,), while, for



Chapter 1. Introduction 9

every z € J and i = 1,...,n, N;(x) denotes the number of lines of £; passing through
x, then, under the above additional assumption on the transversality properties of the
collections £1, ..., £,, (1.4) becomes

Z(Nl(x) Ny ()Y < (Ly - L)Y (D), (1.5)
zeJ

Note that (1.5) clearly shows the connection between the multijoints problem and the
endpoint multilinear Kakeya problem. Indeed, Guth’s work on the latter demonstrated
that, whenever Ty, ..., T, are n essentially transverse families of doubly-infinite tubes
in R™, with cross section an (n — 1)-dimensional unit ball (where, by the expression
“essentially transverse”, we mean that, for all i = 1,...,n, the direction of each tube in
the family T; lies in a fixed £-cap around the vector e; € R™, where the vectors ey, ...,

n
en are orthonormal), it holds that

1

/GR H ( Z XTi(w)) - dz gn (‘T1|’Tn‘)ﬁ7

n
=1 T;€T;

i.e.

1
/ (#{tubes of Ty through z} - - - #{tubes of T, through z})"'dz <,
TER™

1
Sn (IT] -+ [Tol) 77,
an expression whose discrete analogue is (1.5).

Using, as for the solution of the joints problem, algebraic methods similar to the ones
developed by Guth and Katz in [GK10], we have proved that (1.3) holds for n = 3, i.e.
that the following is true.

Theorem 1.2.1. Let £1, £9, £3 be finite collections of L1, Lo and L3, respectively,
lines in R3. Let J be the set of multijoints formed by the collections £1, £o and £3.
Then,

|J| < ¢- (LiLyLs)'/?, (1.6)

where ¢ is a constant independent of £1, Lo and L3.

In fact, Theorem 1.2.1 is an immediate corollary of the following, stronger proposition.

Proposition 1.2.2. Let £1, £o, £3 be finite collections of L1, Lo and L3, respectively,
lines in R3. For all (N1, No, N3) € Ri, let J§V1,N2,N3 be the set of those multijoints
formed by £1, Lo and £3, with the property that, if x € JJ/V1,N2,N3’ then there exist
collections £1(x) C £1, Lo(x) C L9 and L3(x) C L3 of lines passing through x, such
that |£1(x)| > N1, |L2(x)] > Na and |L3(x)| > N3, and, if l1 € £1(x), la € L£a(x) and
I3 € £3(x), then the directions of the lines Iy, ly and I3 span R3. Then,

LiLyL3)'/?
/ < .. (L1L2L3 3
|JN1,N2,N3‘ —C (N1N2N3)1/27 V(N17N27N3) €R+7
where ¢ is a constant independent of £1, Lo and L3.

Note that Theorem 1.2.1 follows from Proposition 1.2.2; as, if J is the set of multijoints
formed by finite collections £1, £2 and £3 of lines in R3, then, for each x € J, there exist



10 Marina Iliopoulou

lines 11 (x) € £1, l2(x) € £o and I3(x) € £3, passing through x, with the property that
their directions span R3. Therefore, with the notation of Proposition 1.2.2, J = J{,1,17

and thus |J| < % ~ (L1L2L3)1/2.

Even though it may be possible, we have not yet managed to take advantage of Propo-
sition 1.2.2 to show (1.4) for n = 3. However, we have effectively shown that (1.5)
holds for n = 3, in the following sense.

Theorem 1.2.3. Let £1, £9, £3 be finite collections of L1, Lo and Lg, respectively,
lines in R3, such that, whenever a line of £1, a line of £2 and a line of £3 meet at a

point, they form a joint there. Let J be the set of multijoints formed by the collections
£1, L2 and £3. Then,

> (N1 () No(2)N3(2))'/? < ¢+ (L1 LaLs)'/?, (1.7)
{z€J:Npm(x)>1012}

where m € {1,2,3} is such that L,, = min{L1, La, L3}, and c is a constant independent
Of 21, 22 and £3.

Remark. Note that we prove the statement of Theorem 1.2.1 under the assumption
that, for all ¢ = 1,2, 3, £; contains only one copy of each line [ € £;; the reason is that
the proof we are providing for the theorem takes advantage of the Szemerédi-Trotter
theorem, which is not scale invariant. However, we have no reason to expect that
Theorem 1.2.3 and, in fact, the more general inequality (1.4), for all n > 2, should not
hold when the finite collections of lines forming the multijoints contain more than one
copy of the same line.

We would like to emphasise here that the constant 10'? which we consider as a lower
bound on N,,(x) for the joints x € J that contribute to the sum in (1.7) above is,
actually, the smallest possible constant with that property that we can acquire from
the proof we are providing. However, we believe that (1.7) is actually true when all
joints in J are contributing to the sum, i.e that (1.5) is true for n = 3. In fact, as will
be demonstrated from our proof, the only thing missing to conclude that (1.5) is true
for n = 3 (of course in the case where, whenever three lines, one from each of our three
collections, meet at a point, they form a joint there) is to show that

> (Ni(x)Na(2)Ns(2))/? < (L1 LoLs)'/?, (1.8)
{z€J:Ny, (z)=1}

for any collections £1, £2 and £3 of L1, Ly and Ls, respectively, lines in R?, such that,
whenever a line of £1, a line of £9 and a line of £3 meet at a point, they form a joint
there, and L,, = min{ Ly, Lo, L3}.

Note that, although (1.8) seems simpler than (1.7), it cannot be proved using the same
reasoning. Even though this will be explained later in detail, we would like to point
out that the main reason for this is that, if £ is a finite collection of lines in R™, and P
a collection of points in R™ such that at least two lines of £ pass through each point of
P, then we can bound |P| from above by the number of the pairs of the lines of £, i.e.
by (lg‘) ~ |£]2. However, if at most one line of £ passes through each point of P, then
there exists no upper bound on |P| that depends on the number of the lines of £; for



Chapter 1. Introduction 11

example, we can have arbitrarily many points of P lying on one of the lines. And this,
essentially, is the obstruction in extending the proof of (1.7) to the case where exactly
one line of £, passes through each multijoint.

Remark. We have proved Theorem 1.2.3 in the case where the collections £1, £2 and
£3 in R? have the property that whenever three lines, one from each collection, meet
at a point, they form a joint there. However, it is not hard to see that, by adapting
our arguments in the lines of those in the proof of Proposition 1.2.2, we can drop this
extra assumption on the transversality properties of the collections £1, £o and £3, to
deduce that, if £1, £9 and £3 are any collections of L, Lo and Lg, respectively, lines
in R3, then, with the notation of Proposition 1.2.2,

> TNy Nans | (N1N2N3)Y2 < (L1 Ly Lg) 2,
(N1,N2,N3)eC

where C := {(N1,No,N3) € R, : Ny = (1+10"%)M, Ny = (1 +107%)* and N3 =
(1 + 1078)?2, for some A1, A2, A3 € N such that N,, > 10'2}, where m € {1,2,3} is
such that L,, = min{L;, La, L3}.

We will not analyse this more in this thesis, as it is achieved by a small perturbation of
the somewhat already complicated arguments appearing in the proof of Theorem 1.2.3,
while we have not yet been able to use it to prove (1.4) in the case where n = 3.

Finally, in Chapter 6 we generalise the statement of Theorem 1.2.1, for multijoints
formed by real algebraic curves in R? of uniformly bounded degree, as well as curves in
R? parametrised by real univariate polynomials of uniformly bounded degree (Theorem
6.2.2 and Corollary 6.2.4, respectively).

Note that, as in the case of the joints problem, the proofs of (1.3) and (1.5) for three
dimensions that we are providing cannot be applied for higher dimensions, as a crucial
ingredient of them is that the number of critical lines of a real algebraic hypersurface
in R? is bounded, a fact which we do not know if is true in higher dimensions.
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Chapter 2

The geometric background

As we have already mentioned, our basic tool for the solution of the joints and mul-
tijoints problems in R? will be the Guth-Katz polynomial method, as it appears in
[GK10]. We therefore go on to present this method, together with certain other facts
which will prove useful to our goal.

2.1 The Guth-Katz polynomial method

Given a finite set of points & in R” and a quantity d > 1, the Guth-Katz polynomial
method results in a decomposition of R", and consequently of the set &, by the zero
set of a polynomial. Such a decomposition enriches our setting with extra structure,
allowing us to derive information about the set &. The method is fully explained in
[GK10], but we are presenting here the basic result and the theorems leading to it.

In particular, the Guth-Katz polynomial method is based on the Borsuk-Ulam theorem.

Theorem 2.1.1. (Borsuk-Ulam) Let f : S™ — R” be an odd and continuous map,
for n.€ N. Then, there exists v € S™, such that f(x) =0.

Indeed, the Guth-Katz polynomial method is the discrete version of the following result
by Stone and Tukey, known as the polynomial ham sandwich theorem, which, in turn,
is a consequence of the Borsuk-Ulam theorem. In particular, we say that the zero set
of a polynomial p € R[xy,...,x,] bisects a Lebesgue-measurable set U C R"™ of finite,
positive volume, when the sets U N {p > 0} and U N {p < 0} have the same volume.

Theorem 2.1.2. (Stone, Tukey, [ST42]) Let d € N*, and Uy, ..., Uy be Lebesgue-
measurable subsets of R™ of finite, positive volume, where M = (dj;") — 1. Then, there
exists a non-zero polynomial in R[xy, ..., x,], of degree < d, whose zero set bisects each

U;.

Proof. We associate each polynomial in R[zq,...,z,], of degree at most d, with its
sequence of (dzn) coefficients, thus identifying it with an element of RM+! (where

M = (d:”) —1). So, we can view the set of polynomials in Rz, ..., 2,] of degree at
most d as the space RM*! with the usual metric, and thus define the map

f:8M 5 RM,

13
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such that, for any polynomial p € SM,

o= [ - - | 1),
Ulﬂ{p>0} Ulﬂ{p<0} UMﬂ{p>0} UMﬂ{p<0}

Now, f is an odd and continuous map, and therefore, by the Borsuk-Ulam theorem,
there exists a polynomial p € SM such that f(p) = 0, i.e. such that vol(U;N{p > 0}) =
vol(U;N{p < 0}), for all t = 1,..., M. Thus, p is a non-zero polynomial in R[z1, ..., z,],
of degree at most d, whose zero set bisects U;, for all i = 1, ..., M.

O]

In analogy to the above, if S is a finite set of points in R”, we say that the zero set of
a polynomial p € R[zy, ..., z,] bisects S if each of the sets SN {p > 0} and SN {p < 0}
contains at most half of the points of S. Now, using the polynomial ham sandwich
theorem above, Guth and Katz proved the following.

Corollary 2.1.3. (Guth, Katz, [GK10, Corollary 4.4]) Let d € N*, and 51, ...,
Sy be disjoint, finite sets of points in R™, where M = (d:") — 1. Then, there exists a
non-zero polynomial in Rlx1, ...,x,], of degree < d, whose zero set bisects each S;.

Proof. For each § > 0, let U; s be the union of the d-balls centred at the points of S,
i =1,..., M. By the polynomial ham sandwich theorem, for each 6 > 0 there exists a

non-zero polynomial p; € Rz, ..., z,], of degree < d, whose zero set bisects U 5, for
allt=1,..., M.

Now, identifying each polynomial in Rz, ..., 2], of degree at most d, with its sequence
of (dzn) coefficients, which is an element of RM*1 (where M = (d:") — 1) we can view
the set of polynomials in R[z1, ..., 7,] of degree at most d as the space RM*+! with the
usual norm. In particular, for all 6 > 0, we normalise ps with respect to this norm, so
that it belongs to S™ (note that such a process does not inflict any change on the zero

set of ps).

However, SM is a compact subset of RM*! with respect to the usual metric, therefore
there exists an n-variate real polynomial p € SM (which is therefore non-zero), such
that ps, — p in the usual metric as n — oo, for a sequence (9, )nen of positive numbers
that converges to 0. This, in turn, means that the coefficients of ps, converge to the
coeflicients of p as n — oo, which implies that p;, converges to p uniformly on bounded
subsets of R".

We will now show that the zero set of p bisects S;, for all i = 1,..., M.

Indeed, let us assume that the zero set of p does not bisect S;, for some i € {1, ..., M}.
Then, either p > 0 on more than half of the points of S;, or p < 0 on more than half of
the points of S;. Suppose that p > 0 on more than half of the points of S;. Let S;r be
the subset of S; on which p is positive. Since p is a continuous function on R"™ and Si+
is a finite set of points, there exists some € > 0, such that p > 0 on the union of the
e—balls centred at Sj . Now, since ps, converges to p uniformly on compact sets, there
exists n € N, such that ps, > 0 on the union of the d,-balls centred at Sj and the
dn-balls centred at Sj are disjoint. However, Sj contains more than half of the points
of S;, and thus the zero set of ps, does not bisect the union of the §,-balls centred at
S;, i.e. the set U, s,, which is a contradiction. Similarly, we are led to a contradiction
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if we assume that p < 0 on more than half of the points of S;. Therefore, the zero set
of p bisects 5;, for all i =1,..., M.

O]

Another proof of Corollary 2.1.3 appears in [KMS11], using [Mat03].

Remark. Note that, for d = 1, the quantity (d:") — 1 equals n. Therefore, it follows
from Corollary 2.1.3 that for any finite, disjoint sets of points Si, ..., S in R™, where
k < n, there exists a polynomial of degree 1, whose zero set bisects each S;; in other
words, there exists a hyperplane of R™ that bisects each S;.

The Guth-Katz polynomial method consists of successive applications of this last corol-
lary. We now state the result of the application of the method, while its proof is the
method itself.

Theorem 2.1.4. (Guth, Katz, [GK10, Theorem 4.1]) Let & be a finite set of S
points in R™, and d > 1. Then, there exists a non-zero polynomial p € Rlzq, ..., z,], of
degree < d, whose zero set decomposes R™ in ~ d™ cells, each of which contains < S/d"
points of &.

Proof. We find polynomials py, ..., pj € Rlz1,...,zy], in the following way.

By Corollary 2.1.3 applied to the finite set of points &, there exists a non-zero polyno-
mial p; € R[zy, ..., 2,], of degree < 11" whose zero set Z; bisects &. Thus, R" \ Z;
consists of 2! disjoint cells (the cell {p; > 0} and the cell {p; < 0}), each of which
contains < S/2! points of &.

By Corollary 2.1.3 applied to the disjoint, finite sets of points &N {p; > 0}, &N{p; < 0},
there exists a non-zero polynomial ps € R[z1, ..., x,], of degree < 21/7 whose zero set
Z3 bisects & N {p; > 0} and & N {p; < 0}. Thus, R"\ (Z; U Z3) consists of 22 disjoint
cells (the cells {p1 > 0} N {p2 > 0},{p1 > 0} N {p2 < 0}, {p1 < 0} N {p2 > 0} and
{p1 <0} N {p2 < 0}), each of which contains < S/22 points of &.

We continue in a similar way; by the end of the j-th step, we have produced non-zero
polynomials p, ..., p; in Rlz1, ..., z,], of degrees < 2(=1/n < oU=1/n respectively,
such that R™\ (Z1 U...U Z;) consists of 27 disjoint cells, each of which contains < /27
points of &.

We stop this procedure at the J-th step, where J is such that the polynomial p :=
p1 - -+ py has degree < d and the number of cells in which R™\ (Z1U...UZ) is decomposed
is ~ d" (in other words, we stop when 2(=1)/ny 9@-D/ny 4 9/=D/n < gand 2/ ~ d,
for appropriate constants hiding behind the < and ~ symbols). The polynomial p has
the properties that we want (note that its zero set is the set Z; U... U Z;).

O]

Remark. Due to the Remark following Corollary 2.1.3, the polynomials p; and po
that correspond to the first two steps of the Guth-Katz polynomial method in R™ can
be taken to be linear. In fact, we assume that this is the case whenever we apply
the Guth-Katz polynomial method from now on. It is also easy to see that then the
zero sets of p; and ps can be considered to be two intersecting hyperplanes, which will
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of course be contained in the zero set of the polynomial p we end up with after the
application of the Guth-Katz polynomial method. This means that either the zero set
of p is a single hyperplane, or each line in R™ that does not lie in the zero set of p
certainly intersects the zero set of p.

Remark. Note that the cells we refer to in Theorem 2.1.4, and in which the zero set
of the polynomial arising from the application of the Guth-Katz polynomial method
decomposes R", are open subsets of R™, as they can be defined as subsets of R"” where
finitely many polynomials are positive. Moreover, their union is the complement, in
R™, of the zero set of the polynomial.

Therefore, when we say from now on that, after applying the Guth-Katz polynomial
technique, the zero set of a polynomial decomposes R” in cells, we mean that R" is the
union of those open cells and the zero set of the polynomial. Moreover, in some cases
we will refer to points as being in the interiors of such cells; we would like to clarify
here that, since the cells are open sets, by such expressions we aim to emphasise that
the points do not lie on the zero set of the polynomial arising from the application of
the Guth-Katz polynomial method.

2.2 Computational results on algebraic hypersurfaces

The great advantage of applying the Guth-Katz polynomial method to decompose R"
and, at the same time, a finite set of points & in R", does not only lie in the fact that it
allows us to have a control over the number of points of & in the interior of each cell; it
lies in the fact that the surface that decomposes R" is the zero set of a polynomial. This
immediately gives us a control over many quantities, especially in three dimensions. In
particular, the following holds.

Theorem 2.2.1. (Guth, Katz, [GKO08, Corollary 2.5]) (Corollary of Bézout’s
theorem) Let p1, po € Rlz,y,2]. If p1, p2 do not have a common factor, then there
exist at most deg py - deg ps lines simultaneously contained in the zero set of p1 and the
zero set of pa.

An application of this result enables us to bound the number of critical lines of a real
algebraic hypersurface in R3.

Definition 2.2.2. Let p € Rz, y, z] be a non-zero polynomial of degree < d. Let Z be
the zero set of p.

We denote by psy the square-free polynomial we end up with, after eliminating all the
squares appearing in the expression of p as a product of irreducible polynomials in
Rz, y, z].

A critical point x of Z is a point of Z for which Vps¢(x) = 0. Any other point of Z is
called a regular point of Z. A line contained in Z is called a critical line if each point
of the line is a critical point of Z.

Note that, for any p € Rz, y, 2], the polynomials p and pss have the same zero set.
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Moreover, if x is a regular point of the zero set Z of a polynomial p € R[x,y, z], then,
by the implicit function theorem, Z is a manifold locally around x and the tangent
space to Z at x is well-defined; it is, in fact, the plane perpendicular to Vpgs(x) that
passes through z.

An immediate corollary of Theorem 2.2.1 is the following.

Proposition 2.2.3. (Guth, Katz, [GKO08, Proposition 3.1]) Let p € R[z,y, 2| be
a non-zero polynomial of degree < d. Let Z be the zero set of p. Then, Z contains at
most d? critical lines.

Proof. Since there are no squares in the expansion of p,; as a product of irreducible
polynomials in Rz, y, 2], it follows that p,r and Vp,s have no common factor. In other
words, if psy = p1 - - - pg, where, for all i € {1,...,k}, p; is an irreducible polynomial in

Rz, y, z], then, for all ¢ € {1, ..., k}, there exists some g; € {8g;f, 8g;f, 85? }, such that

p; is not a factor of g;.

Now, let [ be a critical line of Z. It follows that [ lies in the zero set of psr, and therefore
in the union of the zero sets of p1, ..., pr € R[z,y, z]; so, there exists j € {1,...,k},
such that [ lies in the zero set of p;. However, since [ is a critical line of Z, it is also
contained in the zero set of Vp,, and thus in the zero set of g; as well. Therefore, [
lies simultaneously in the zero sets of the polynomials p; and g; € Rz, v, ].

It follows from the above that the number of critical lines of Z is equal to at most
Zi:l,...,k L;, where, for all i € {1,....,k}, L; is the number of lines simultaneously
contained in the zero set of p; and the zero set of g; in R3. And since the polynomials
p; and g; € R[z,y, z] do not have a common factor, Theorem 2.2.1 implies that L; <
degp; - degg; < degp; - d, for all i € {1,...,k}. Thus, the number of critical lines of Z
is <>y pdegp;-d<degp-d= d?.

O]

What is more, due to Theorem 2.2.1, we have some control on the number of flat lines
of a real algebraic hypersurface in R3.

Definition 2.2.4. Let Z be the zero set of a polynomial p € Rlx,y,2]. A point x € R3
1s a flat point of Z if it is a regular point of Z, lying in at least three co-planar lines

of Z.

Now, the second fundamental form of the zero set Z of a polynomial p € R[z,y, 2] at
a regular point x of Z is defined as Adu® + 2Bdudv + Cdv?, where r = r(u,v) is a
parametrization of Z locally around z, and

A=ry-n, B=ry -n, C=ry- n,

where n = Vp(z) is the unit normal to Z at x.
[IVp(z)]l

Proposition 2.2.5. (Elekes, Kaplan, Sharir, [EKS11]) Let Z be the zero set of a
polynomial p € Rlx,y,2]. If x € R3 is a flat point of Z, then the second fundamental
form of Z at x is 0.

Definition 2.2.6. Let Z be the zero set of a polynomial p € R[z,y,2]. A line [ in R3
is o flat line of Z if all the points of I, except perhaps for finitely many, are reqular
points of Z on which the second fundamental form of Z vanishes.
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It is obvious from the above that a critical point of the zero set Z of a polynomial
p € Rlz,y, z] cannot simultaneously be a flat point of Z, while also a critical line of Z
cannot simultaneously be a flat line of Z.

In their paper [EKS11], Elekes, Kaplan and Sharir explain that the second fundamental
form of the zero set Z of a polynomial p € R|x,y, z] vanishes at a regular point a of Z
if and only if IL;(p)(a) = 0 for all j = 1,2, 3, where, for all j =1,2,3, II;(p) € Rz, y, 2]
is the polynomial defined by

1L (p) (u) := (Vp(u) x €;)" Hp(u)(Vp(u) x e),

where e; = (1,0,0), e2 = (0,1,0) and ez = (0,0, 1), while

Pzx Pxy DPzz
H p = | Pyz Pyy Pyz
Dzx DPzy DPzz

Note that, for all j = 1,2,3, the degree of the polynomial II;(p) is < (degp — 1) +
(degp —2) + (degp — 1) = 3degp — 4.

Proposition 2.2.7. (Elekes, Kaplan, Sharir, [EKS11]) Let Z be the zero set of a
polynomial p € Rz, y, z]. If a line | in R® contains at least 3d — 3 points of Z on which
the second fundamental form of Z vanishes, then [ is a flat line of Z.

Proof. Let [ be a line in R3, containing more than 3d — 3 points of Z on which the
second fundamental form of Z vanishes.

It follows that I contains more than 3d — 3 points of Z on which the polynomials II;(p),
j = 1,2,3, vanish. However, for all j = 1,2,3, II;(p) is a polynomial in R[z,y, 2], of
degree at most 3d — 4. Therefore, the restriction of IL;(p) on the line [ is a univariate
real polynomial, of degree at most 3d — 4, vanishing at at least 3d — 3 points, i.e. more
times than its degree. Thus, II;(p) vanishes on the whole line , for all j = 1,2, 3.

Moreover, all the points of I, except perhaps for finitely many, are regular points of Z.
Indeed, [ contains at most d critical points of Z, as otherwise it would be a critical line,
i.e. all of its points would be critical, which is not true, since [ contains at least 3d — 3
flat points.

Therefore, all the points of I, except perhaps for finitely many, are regular points of Z,
on which II;(p), I2(p) and II3(p) vanish, i.e. on which the second fundamental form
of Z vanishes. So, [ is a flat line of Z.

O]

It immediately follows that, if Z is the zero set of a polynomial p € R[z,y, 2], and a
line ! in R? contains more than 3d — 3 flat points of Z, then [ is a flat line of Z.

Now, in [EKS11], Elekes, Kaplan and Sharir use Theorem 2.2.1 to bound the number of
flat lines contained in the zero set of a real trivariate polynomial with no linear factors.

Proposition 2.2.8. (Elekes, Kaplan, Sharir, [EKS11, Proposition 7]) Let p €
Rlz,y, z] be a non-zero polynomial, of degree < d, that has no linear factors. Let Z be
the zero set of p. Then, Z contains at most 3d* — 4d flat lines.
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We therefore easily obtain the following.

Corollary 2.2.9. Let p € R[z,y, z] be a non-zero polynomial, of degree < d. Let Z be
the zero set of p, and I the union of the planes contained in Z. Then, there exist < d?
flat lines of Z not lying in I1.

Proof. We write p = py - p2, where p1, p2 € Rlz,y, 2] and ps is the product of the linear
factors of p. Note that II is the zero set of pa, while p; has no linear factors.

Now, let [ be a flat line of Z that does not lie in II. We will show that [ is a flat line
of the zero set of py.

Indeed, since [ does not lie in the finite union II of planes, only finitely many points
of [ may lie on II. Therefore, if P denotes the union of this finite set of points with
the finite set of points of [ on which the second fundamental form of Z is non-zero,
then, for every x € '\ P, the polynomial ps does not vanish locally around z, and thus,
locally around z, Z is the zero set of p;. However, x is a regular point of Z, on which
the second fundamental form of Z vanishes; therefore, x is a regular point of the zero
set of p1, on which the second fundamental form of the zero set of p; vanishes. So, [ is
a flat line of the zero set of pj.

It follows that the number of flat lines of Z not lying in II is equal to at most the
number of flat lines of the zero set of py, which is < (degp;)? by [EKS11, Proposition
7] (Corollary 2.2.8 above), and thus < d2.

O]

2.3 The Szemerédi-Trotter theorem

The Szemerédi-Trotter theorem plays a very important role in our proofs of the joints
and multijoints problems with multiplicities, we therefore dedicate this section to stat-
ing and proving it.

Definition 2.3.1. Let P be a collection of points and £ a collection of lines in R™.
We say that the pair (p,l), where p € P and l € £, is an incidence between P and £,
if pel. We denote by Ip ¢ the number of all the incidences between P and £.

Theorem 2.3.2. (Szemerédi, Trotter, [ST83]) Let £ be a collection of L lines in
R? and P a collection of P points in R%. Then,

Ips < C-(PPLPLPY L),

where C' is a constant independent of £ and P.

This theorem first appeared in [ST83]; other, less complicated proofs have appeared
since (see [Szé97] and [KMS11]). In particular, in [KMS11] the Szemerédi-Trotter
theorem is proved with the use of the Guth-Katz polynomial method. In fact, we
would like to demonstrate this proof now, as it will be referenced in later parts of the
thesis.

Proof of the Szemerédi-Trotter theorem in [KMS11] via the Guth-Katz polynomial
method.
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There are < (P — 1)P < P? incidences between P and the lines of £ each of which
contains at least 2 points of P; the reason for this is that, through any fixed point of
P, there are at most P — 1 lines in £ with at least 2 incidences with P, as, for every
2 distinct points in R?, there exists at most 1 line passing through both of them. On
the other hand, there are < L incidences between P and the lines of £ each of which
contains at most 1 point of P, as there exist at most L lines in £, each containing at
most 1 point of P. Therefore, Ip ¢ < P? + L.

In addition, there are < P incidences between £ and the points of P that each lie in
at most 1 line of £, as there exist at most P lines in P, each lying in at most 1 line of
£. On the other hand, there are < (3) ~ L? incidences between £ and the points of P
that each lie on at least 2 lines of £. Therefore, Ip ¢ S P + L?.

Therefore, we may assume that P < L? and L < P?, as otherwise Ipg S P+ L. We
thus set 7 := P*3/L?/3 (> 1), and applying the Guth-Katz polynomial method we
deduce that there exists some non-zero polynomial p € R[z,y], of degree < \/r, whose
zero set Z decomposes R? in ~ r cells, each containing < P/r points of P.

Let Py be the set of points of P which lie in Z, £y the set of lines of £ which lie in Z,
C1, ..., C, the interiors of the cells in which Z decomposes R2, P; the set of points of P
which lie in C;, and £; the set of lines in £ intersecting the interior of C;, i =1, ..., s.

Since Ip g = Ipy g, + Ipye\go + Doiey IPi,e;» it suffices to bound each of these three
quantities.

Indeed, |£9| < /7 + 1. The reason for this is that a generic line in R? intersects all the
lines of £y, and thus intersects the zero set Z of the polynomial p at least |£o| times.
So, if the cardinality of £y was larger than /7 + 1, a generic line of R? would intersect
Z more times than the degree of p, and thus it would itself lie in Z, which means that
Z would be the whole of R?, and p would be the zero polynomial. Therefore,

Ippgy S [Pol + S0P SP+ Vi ~P+rSP.

Moreover, it holds that
Ipye\ey < L V= P2/3L2/37

as each line of £\ £y does not lie in the zero set Z of the polynomial p, and thus it
intersects Z at most degp < /r times.

Finally, for all ¢ € {1,...,s}, a line in £; can intersect at most degp + 1 < /7 of
the sets C1, ..., Cs, as otherwise it would intersect Z more than degp times, and
would thus lie in Z. Therefore, S°°_, |€;| < L-\/r ~ P?3L2/3. On the other hand,
> |P;|% < max{\Pi| 11 € {1, ...,s}} S|Pl < P/r-P = P?/)r = P2/312/3  and

thus . \ . .
Y Ipe S Y (Sl + PP ~ Do ISl + Y [P S ALY,
i=1 i=1 i=1 i=1

It has therefore been proved that Ip ¢ < P23123 4 P4 L.

An immediate consequence of the Szemerédi-Trotter theorem is the following.

Corollary 2.3.3. (Szemerédi, Trotter, [ST83]) Let £ be a collection of L lines in
R? and & a collection of S points in R2, such that each of them intersects at least k
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lines of £, for k > 2. Then,
S <co- (L2 + LE™Y),

where cg is a constant independent of £, & and k.

Proof. We denote by I ¢ the number of incidences between ® and £. Since at least k
lines of £ are passing through each point of &, it follows that

Is ¢ > Sk.
On the other hand, by the Szemerédi-Trotter theorem,
I@g <(C- (52/3L2/3 + S5+ L),

for some constant C, independent of £ and & (and, of course, k).

Therefore, it holds that Sk < C - (S?/3L?/3 + S + L). We thus have that either
Sk < %-52/3L2/3, or Sk < %-L, or Sk < %-S, which means that either S < %:-sz_?’,
or S < % Lk or k < %, in which last case we have that S < L2k™3 as S < L2,
since at least 2 lines of £ are passing through each point of &.

Therefore,
S <ecy- (L2234 LE™Y),

where ¢q is a constant independent of £, & and k.

O

Note that Theorem 2.3.2 and Corollary 2.3.3 hold not only in R?, but in R” as well,
for all n € N, n > 2, by projecting R™ on a generic plane.
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Chapter 3

Counting joints with
multiplicities

In this chapter we prove Theorem 1.1.1.

Theorem 1.1.1. Let £ be a collection of L lines in R3, forming a set J of joints.
Then,
Y N@WV<e L2,

zeJ

where ¢ is a constant independent of £.

We start by making certain observations.

Lemma 3.1. Let = be a joint of multiplicity N for a collection £ of lines in R3, such
that x lies in < 2k of the lines. If, in addition, x is a joint of multiplicity < % for a
subcollection £ of the lines, or if it is not a joint at all for the subcollection £', then
there exist > m lines of £\ £ passing through x.

Proof. Since the joint x lies in < 2k lines of £, its multiplicity N is < (23k) < 8k3.

Now, let A be the number of lines of £\ £ that are passing through z. We will show

that A > w(fVW' Indeed, suppose that A < W. Then,

N = H{ll, la, I3} : 11, l2, I3 € £ are passing through z, and their directions span }R?’H =
= H{ll, la,l3} : 1y, la, I3 € £ are passing through z, and their directions span ]R3H+

-I-H{ll, lo,ls} i 11, la, I3 € £\ £ are passing through z, and their directions span R?’} ‘—i—
—i—’{{ll, lo,l3} : thelines Iy, ls € £/, I3 € £\ £’ are passing through z, and their directions
span ]R3}

+ H{ll,lg,lg} : the lines I, lo € £\ £/, I3 € £ are passing through z, and

their directions span R3 ‘ <
TH(5)+ () 2+ (3) A<
+ A3+ A% 2k + (2k)2- A <

N _ \3 N _ \2 2 N
+ (1000-k2) + (1000-k2) -2k + (2k)% - T000k2 =
+ % + % + % < N (what we use here is the fact that N < 8k3).

[\

IN N IN A
| ZrolZ o=

So, we are led to a contradiction, which means that A > W.

23
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O

Lemma 3.2. Let x be a joint of multiplicity N for a collection £ of lines in R®, such
that = lies in < 2k of the lines. Then, for every plane containing x, there exist >
lines of £ passing through x, which are not lying in the plane.

_N
1000-k2

Proof. Let £ be the set of lines in £ passing through x and lying in some fixed plane.
By Lemma 3.1, we know that there exist > % lines of £\ £ passing through z,
and, by the definition of £/, these lines do not lie in the plane. Therefore, there indeed

exist at least m lines of £ passing through « and lying outside the plane.

O]

Now, for a set J of joints formed by a collection of lines in R3, we consider, for all
N € N, the subset Jy of J, defined as follows:

Jny:={reJ:N<N(zx)<2N}.

In addition, we define, for all N and k € N, the following subset of Jy:

J¥ = {x € Jy: = intersects at least k and fewer than 2k lines of £}.

Now, Theorem 1.1.1 will follow from Proposition 3.3 that follows (details will be ex-

plained after the proof of the proposition).

Proposition 3.3. If £ is a collection of L lines in R3 and N, k € N, then

L2 L
k. 1/2 N - 1/2
|JE|- N2 < ¢ <k1/2+k N >

where ¢ is a constant independent of £, N and k.

Proof. Our argument will be based on the Guth-Katz polynomial method, and also,
to a large extent, on the proof of [GK10, Theorem 4.7]. The following presentation,
though, is self-contained, and it will be made clear whenever the techniques of [GK10]
are being repeated.

The proof will be done by induction on the number of lines of £. Indeed, let L € N.
For ¢ a (non-negative) constant which will be specified later:

- For any collection of lines in R? that consists of 1 line,

\J’“!-Nl/2<c-<13/2+1-]\71/2> VN, keN
N = k2 Tk ’ ’

(this is obvious, in fact, for any ¢ > 0, as in this case Jy =0, V N € N).
- We assume that
13/2 /

L
\Jﬁ!-NlﬂSC'(Ww'NW)’VN’ e

for any collection of L’ lines in R3, for any L' < L.
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- We will now prove that

JE| N2 <. L L NY2) yN, keN 3.1
N ~cC k1/2+]€ ) ) S ()

for any collection of L lines in R3.

We emphasise here that this last claim should and will be proved for the same constant
c as the one appearing in the first two steps of the induction process, provided that
that constant is chosen to be sufficiently large.

Indeed, let £ be a collection of L lines in R3, and fix N and k in N. Also, for simplicity,
let
& = Jk

and
S = |J§|

for this collection of lines.
We now proceed in effectively the same way as in the proof of [GK10, Theorem 4.7].

Each point of & has at least & lines of £ passing through it, so, by the Szemerédi-Trotter
theorem, S < ¢ - (L?k=3 + Lk™1), where cg is a constant independent of £, N and k.
Therefore:

If % <c¢o- Lk, then §- NY2 < 2¢ - % . N1/2 (where 2¢g is independent of £, N and

Otherwise, g > co- Lk, so, by the Szemerédi-Trotter theorem, % < co- L?k=3, which
gives S < 2cq - L2k3.

Therefore, d :== AL?>S~'k~3 is a quantity > 1 whenever A > 2c(; we thus choose A to
be large enough for this to hold, and we will specify its value later. Now, applying the
Guth-Katz polynomial method for this d > 1 and the finite set of points &, we deduce
that there exists a non-zero polynomial p, of degree < d, whose zero set Z decomposes
R3 in ~ d® cells, each of which contains < Sd~3 points of . We can assume that this
polynomial is square-free, as eliminating the squares of p does not inflict any change
on its zero set.

If there are > 10785 points of & in the union of the interiors of the cells, we are in the
cellular case. Otherwise, we are in the algebraic case.

Cellular case: We follow the arguments in the proof of [GK10, Lemma 4.8], to fix A
and deduce that S - N'/2 < [3/2k=1/2, More particularly:

There are 2 S points of & in the union of the interiors of the cells. However, we
also know that there exist ~ d3 cells in total, each containing < Sd~3 points of &.
Therefore, there exist > d* cells, with > Sd~3 points of & in the interior of each. We
call the cells with this property “full cells”. Now:

e If the interior of some full cell contains < k points of &, then Sd=3 < k, so § <
L3/2k=2 and since N < k3, we have that S - N1/2 < [3/2|;~1/2,

o If the interior of each full cell contains > k points of &, then we will be led to a
contradiction by choosing A so large, that there will be too many intersections between
the zero set Z of p and the lines of £ which do not lie in Z. Indeed:
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Let £z be the set of lines of £ which are lying in Z. Consider a full cell and let S,y
be the number of points of & in the interior of the cell, £.; the set of lines of £
that intersect the interior of the cell and L.¢; the number of these lines. Obviously,
fgcell cL \ 2Z-

Now, each point of & has at least k lines of £ passing through it, therefore each point of
& lying in the interior of the cell has at least k lines of £..;; passing through it. Thus,
since See > k, we get that Leey > k+ (k—1) 4+ (K —2)+ ... +1 > k%, s0

Lzellk_g 2 Lce”k‘_l.
But k£ > 3, so, by the Szemerédi-Trotter theorem,
Seett S Lok + Leenk™ "

Therefore, Seey < Lze”k*g, so, since we are working in a full cell, Sd=3 < Lgellk*?’, and
rearranging we see that

Lcell Z Sl/Qd_S/Qk'S/Q.

But each of the lines of £.,; intersects the boundary of the cell at at least one point
x, with the property that the induced topology from R? to the intersection of the line
with the closure of the cell contains an open neighbourhood of x; therefore, there are
=S 1/20-3/23/2 incidences of this form between €. and the boundary of the cell
(essentially, if a line [ intersects the interior of a cell, we can choose one arbitrary point
of the intersection of the line with the interior of the cell and move along the line
starting from that point until we reach the boundary of the cell for the first time; if x
is the point of the boundary that we reach through this procedure, then the pair (x,1)
can be the incidence between the line and the boundary of the particular cell that we
take into account; we do not count incidences between this line and the boundary of
the particular cell, with the property that locally around the intersection point the line
lies outside the cell).

On the other hand, if x is a point of Z which belongs to a line intersecting the interior
of a cell, such that the induced topology from R? to the intersection of the line with the
closure of the cell contains an open neighbourhood of x, then there exists at most one
other cell whose interior is also intersected by the line and whose boundary contains x,
such that the induced topology from R3 to the intersection of the line with the closure
of that cell contains an open neighbourhood of x. This, in fact, is the reason why
we only considered a particular type of incidences. More particularly, we are not, in
general, able to bound nicely the number of all the cells whose boundaries all contain a
point x and whose interiors are all intersected by a line [ containing x, as the line could
enter the interior of each of the cells only far from the point . We know, however, that
there exist at most two cells whose boundaries contain x and such that [ lies in both
their interiors locally around x. And the union of the boundaries of all the cells is the
zero set Z of the polynomial p.

So, if I is the number of incidences between Z and £\ £z, I.e; is the number of
incidences between L. and the boundary of the cell, and C is the set of all the full
cells (which, in our case, has cardinality > d>), then the above imply that

123 Lo 2 (SV2d79/20302) . P~ SM20/21502,
celleC
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On the other hand, if a line does not lie in the zero set Z of p, then it intersects Z at
< d points. Thus,
I1<L-d.

This means that
Sl/2d3/2k3/2 < L- d7

which in turn gives A < 1. In other words, there exists some constant C', independent
of £, N and k, such that A < C. By fixing A to be a number larger than C' (and of
course > 2¢q, so that d > 1), we have a contradiction.

Therefore, in the cellular case there exists some constant c¢;, independent of £, N and
k, such that

Algebraic case: Let ®; denote the set of points in & which lie in Z. Here, |&;| >
(1 —107%)S. We now analyse the situation.

Since each point of & intersects at least k lines of £,
Is, ¢ > (1 —107%)Sk.

Now, let £ be the set of lines in £ each of which contains > lé—OSkal points of &;.

Each line of £\ £’ intersects fewer than ﬁS kL~! points of &1, thus

Sk 1
Lo, oo < IS\ - 7507 < 7065k

Therefore, since Ig, ¢ = Is, o\ + I, v, it follows that
Ig, o0 > (1—107% = 1072)Sk.

Thus, there are = Sk incidences between &, and £'; this, combined with the fact that
there exist < S points of & in total, each intersecting < 2k lines of £, implies that
there exist > S points of &1, each intersecting > k lines of £'.

Let us now take a moment to look for a practical meaning of this: ~ S of our initial
points each lie in ~ k lines of £/, which is a subset of our initial set of lines £. Thus, if £’
is a strict subset of £, and if many of these points are joints for £ with multiplicity ~ NN,
we can use our induction hypothesis for £ and solve the problem if |£'| is significantly
smaller than L; however, before being able to tackle the problem in the rest of the
cases, we need to extract more information.

To that end, we will need to use appropriate, explicit constants now hiding behing the
2 symbols, which we therefore go ahead and find.

More particularly, let &’ be the set of points of &1 each of which intersects > Mk

lines of &'.

Then,
1078 — 102 1—-108—-10"2
k<

1 _
Is oo < |61\ O] 5 < 5
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therefore, since I, ¢ = Iy \¢/, & + le o/, it follows that

1-1078-10"2
I@gg/ > 5 Sk.

And obviously, Ig ¢ < |&'| - 2k. Therefore, MS% < |®'| - 2k, and thus

1—-108—-102

/
>
oz

S

in other words, there exist at least %S points of &1, each intersecting >

C10-%_10-2 ; 1.
%k lines of &'.

Now, each point of &4 lies in Z, so it is either a regular or a critical point of Z. Let
it be the set of points of &; that are critical points of Z, and &,..4 the set of points
of &1 that are regular points of Z; then, &1 = G L Gyey.

We are in one of the following two subcases.
The regular subcase: At least 10 s points of & are regular points of Z (|&,eq| >

8
104 S) )

What we actually need to continue is that Z contains 2 S points of & that are regular.
Now, if x € & is a regular point of Z, there exists a plane through it, containing all
those lines through the point that are lying in Z (otherwise, the point would be a
critical point of Z). And, since = is a joint for £, of multiplicity > N, lying in < 2k
lines of £, by Lemma 3.2 there exist > 5> lines of £ passing through x, which are not
lying on the plane; this means that these lines are not lying in Z, and thus each of
them contains < d points of &;. Therefore, the number of incidenceb between &1 and
e\ Lris >S5 & w2, but also < [€\ £4]-d < L-d. Thus, S- 3z < L-d, which implies
that S - N2 < L3/21<: 172,

Therefore,

1,3/2

(e

for some constant ¢y independent of £, N and k.

S-N1/2§02'

The critical subcase: Fewer than 22°9 pomts of &, are regular points of Z (|&,¢4| <
10°5). Now, either |&/| > & or y£'| < k.

e Suppose that |£/| > 100 .

(The basic arguments for the proof of this case appear in the proof of [GK10, Proposi-
tion 4.7].)

We notice that, if 2OOSk:L 1 < d, then we obtain S < L3/2k=2 by rearranging, so
SN2 < L32k=1/2 (as N < k3).

Therefore, we assume from now on that ﬁSkL_l > d + 1. Then, each line of £’
contains at least d + 1 > degp + 1 points of the zero set Z of p (as &1 lies in Z), and
thus each line of £’ lies in Z.

Now, we know that each line of £’ contains > 1OOSkL 1 pomts of &1. Therefore,
it either contains > ﬁSkzL‘l points of &..;; or > 2(1)0514:11 pomts of &,.. But

£ > 50, if £ is the set of lines in £ each containing > i SkL~! points of

100 ) 200
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Gt and L4 is the set of lines in £ each containing > 2—(1)05’ kL~! points of G;eg, then
either [€cit| > 555 or [Lreg| > 555

Let us suppose that, in fact, ]Smg| > 200 This means that the incidences between S and

the points in & which are regular pomts of Z number at least 200 2(1)0 SkL= = =7 104 Sk.
However, there exist fewer than S p01nts of & Wthh are regular points of Z, and

3. 108 Sk <1 04 Sk incidences with £;
so, we are led to a contradiction. Therefore |€req| < 260

therefore they contribute fewer than 102G .9k =

Thus, |Lerit| > 200 Now, each line of £..;; contains > 200 SkL™! > d critical points of
Z,i.e. > d points where p and Vp are zero. However, both p and Vp have degrees < d.
Therefore, if [ € £, then p and Vp are zero across the whole line [, so each point
of [ is a critical point of Z; in other words, [ is a critical line of Z. So, the number of
critical lines of Z is > |£crit| > ﬁ. On the other hand, the number of critical lines of
Z is < d? (Proposition 2.2.3). Therefore,

L
— < d?
200 —
which gives S < L3/2k~3 after rearranging. Thus, SN/2 < L3/2k=3/2 (< L3/2k=1/2),

In other words,
,3/2
kl/2’

for some constant cg independent of £ N and k.

SN1/2§63-

e Suppose that |£’| < 100 .

Since fewer than 12— pomts of &1 are regular points of Z, the same holds for the subset
&’ of 1. So, at least %S points of & are critical points of Z.

Now, each of the points of &’ is a joint for £ with multiplicity in the interval [N,2N),
so it is either a joint for £ with multiplicity in the interval [N/2,2N), or it is a joint for
£ with multiplicity < N/2, or it is not a joint for £'. Therefore, one of the following
two subcases holds.

1st subcase: There exist at least 172'10788710725 critical points in &’ each of which is

either a joint for £ with multiplicity < N/2 or not a joint at all for £'. Let &5 be the
set of those points.

lines of £\ £ passing

By Lemma 3.1, for each point © € &y there exist > W

through x.

Now, let £3 be the set of lines in £\ £, such that each of them contains < d critical
points of Z. Then, one of the following two holds.

(1) There exist > %S points of &5 such that each of them has > W
lines of £3 passing through it. Then,

N
S - k2NI®2’23<’£3‘ d<L-d.

Rearranging, obtain S - N1/2 < L[3/2k=1/2,

(2) There exist > %S points of B, such that each of them has > 200%] 2

lines of (£\ £')\ £3 passing through it. Each line of (£\ £') \ £5 contains < {35 SkL™?
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points of &;. Also, it contains > d critical points of Z, so it is a critical line. But Z
contains < d? critical lines in total (by Proposition 2.2.3). Therefore,

N 1

S-— <1 <d® —SkL™!
K2~ e (e )\es = 100 :
so S - N2 < [3/2|=1/2 by rearranging.
Thus, in this 1st subcase,
12 1.3/2
SN S Cq W,

where ¢4 is a constant independent of £, N and k.

We are now able to define the constant ¢ appearing in our induction process; we let
¢ := max{2co, c1, c2, c3,c4}. Note that, in any case that has been dealt with so far,

32 L
. N1/2 2 L 2L NY2
S-N7*<c¢ <k1/2+k: N >,
and c is, indeed, an explicit, non-negative constant, independent of £, N and k.

2nd subcase: At least MS’ points of &’ are joints for £ with multiplicity
in the interval [, 2N). Then, either (1) or (2) hold.

(1) At least %S points of &' are joints for £’ with multiplicity in the interval
[N,2N). However, each point of &' intersects at least Mlﬂ and fewer than 2k
lines of £'. Therefore, either (1), (14i) or (17i7) hold.

(1i) At least %S points of &' are joints for £ with multiplicity in the interval
[N,2N), such that each of them lies in at least k and fewer than 2k lines of £'. Then,
since |£] < ﬁ < L, it follows from our induction hypothesis that

-8 -2 3/2
1-2-1078 - 10 S‘N1/2§6.<y£/‘/+M'Nl/Q><

48 E1/2 k

. ((L/100>3/2 L (£/100) N1/2>.

E1/2 k
However,
48 1 <1
1-2-1078—-10"2 1003/2
and
48 1 <1
1—2-10"8—-10"2 100 ’
therefore

3?2 L
. N1/2 B T V2 V.
S-N <c <k1/2 + 2 N >

(1ii) At least %S points of & are joints for £ with multiplicity in the
interval [V,2N), such that each of them lies in at least M;ﬂ and fewer than

(1 —107% — 1072k lines of £'. So, since |&/| < & < L, it follows from our induction
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hypothesis that

1-2-1078 —102 |£/]3/2 |2/
S-N'Y2 <. + =~ 2 <
18 (0012 (0102 )

Sc.( (L/W00%2  (L/100) ),Nm)
k

(1_107;_1072 k’) 1/2 (1—10*;—10*2

However,
48 1 91/2 o
1-2-10-8—-10"2 100%/2 (1-—10-8 —10-2)/2

and

48 1 2 <1

1-2-108—10"2 100 1—10"8—10"2 ’
therefore »
L L
. NL/2 N R Yo V2
S-N/*<e¢ <k1/2+kN )

(14ii) At least %;_10—25 points of &’ are joints for £ with multiplicity in the
interval [V, 2N), such that each of them lies in between (1 — 1078 — 1072)k and 2 -
(1 —107% — 1072)k lines of £'. So, since |&'| < {5 < L, it follows from our induction
hypothesis that

_9.10-8 _ 10-2 13/2
48 (1 -10-% —10-2)k)1/2
£ 1/2
N <
a8 =102k =
3/2
. (L/100)%/ (L/100) )
((1 —10-8 — 10_2)k)1/2 (1-— 10-8 —10-2)k
However,
48 1 1 -
1-2-1078-10"2 10032 (1—10"8 —10-2)1/2
and
48 1 1 -
1-2-108—-102 100 1—-108—-10"2 =
therefore

(2) At least %S points of &' are joints for £ with multiplicity in the interval
[%, N). However, each point of & intersects at least % -k and fewer than 2k
lines of £'. Therefore, either (24), (2ii) or (2ii7) hold.

(2i) At least %;710_25 points of & are joints for £ with multiplicity in the interval

[%, N), such that each of them lies in at least k and fewer than 2k lines of £'. Then,
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since |£/| < 55 < L, it follows from our induction hypothesis that

1_2'1078_10725 g 1/2< ’2/|3/2+M g 1/2 -
48 2) =\ ke T e T\ 2 =

<c- ((L/100)3/2 N (L/100) ' <N>1/2>'

k1/2 k 2
However,
48 1
. 9l/2 -
1-2-10-8—-10-2 1003/2 =
and
48 1 <1
1—2-10-8—-10"2 100 ’
therefore

(2i7) At least %S points of &’ are joints for £ with multiplicity in the
interval [§, N), such that each of them lies in at least M -k and fewer than
(1 —107% — 1072k lines of £'. So, since |£'| < &5 < L, it follows from our induction

hypothesis that

1_92.10-8 — 10-2 N /2 g |£/|3/2 1£/] N\ 1/2 .
S\2) =l e et ooy \ 3 -
48 2 (L0102 ) V2 (k) \ 2

(Mk)lﬂ (L0107 ) "\ 2
However,
48 . 1 . 21/2 . 21/2 < 1
1-2-107%—10"2 1003/2 (1—10-8 —10-2)1/2
and
48 1 2 -1
1-2-108—-10"2 100 1-—10"8 — 102 ’
therefore

L3/? L
. N1/2 B T V2 V.
S-N <ec <k:1/2 + 2 N )

(24i7) At least %S’ points of &’ are joints for £ with multiplicity in the
interval [§, V), such that each of them lies in at least (1 — 108 — 1072)k and fewer
than 2 - (1 — 107% — 1072)k lines of £'. So, since |&'| < & < L, it follows from our

induction hypothesis that

172‘10—8710—25 <N>1/2<C ( |£/|3/2 N
(¢

48 2 1—10-8 — 10-2)k)1/2
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€ N2
| = <
+(1 — 1078 —102)k ( 2 ) -

- (L/100)3/2 . (L/100) ' <N>1/2
(( '

B 1—10-8 — 10-2)k) /2 7 (1-10"8—-10"2)k \ 2
However,
48 1 91/2 -
1—-2-1078—-10"2 100%/2 (1-—10"8 —10-2)1/2
and
- L ! <1
1-2-1008—-10"2 100 1-—10"8 —10"2 ’
therefore

3?2 L
CN1/2 N =R Na Vo
S.NY2<e <k1/2+k: N )

We have by now exhausted all the possible cases; in each one,

3/2
S-Nl/QSC- <L/_|_L.N1/2>’

where c is, by its definition, a constant independent of £, N and k.

Therefore, as N and k were arbitrary, (3.1) holds for this collection £ of lines in R3.
And since £ was an arbitrary collection of L lines, (3.1) holds for any collection £ of L
lines in R3.

Consequently, the proposition is proved.

Now, Theorem 1.1.1 will easily follow.

Theorem 1.1.1. Let £ be a collection of L lines in R3, forming a set J of joints.
Then,

Y ON(@)? <o L2,

zeJ

where ¢ is a constant independent of £.

Proof. The multiplicity of each joint in J can be at most (g) < L3. Therefore,
Y N@W<2 Y Il @YY
xeJ {XeN: 22 <3}

However, if x is a joint for £ with multiplicity N, such that fewer than 2k lines of £
are passing through x, then N < (23k) < (2k)3, and thus k > %Nl/g. Therefore, for all
A € N such that 2* < L3,

[T | = > [T,

{nen: 20120 )1/3}



34 Marina Iliopoulou

thus
| Toa] - (2917 = [T |- (2M)2,
{nen: 20320 )1/3}

a quantity which, by Proposition 3.3, is

L3 L .
: = /2
< > c <(2H)1/2 + 57 (2) <

{uen: 2n>1(22)1/}

, L3/2 L
= <((2/\)1/3)1/2 + (2M)1/3 '(2/\)1/2)’

where ¢ is a constant independent of £, k and \.

Therefore,

3/2
ZN(x)l/Q < 2 . Z ((2[:\)1/6 +L-(2>\)1/6> < . (L3/2+L'L1/2) _ C//'L3/2,
zeJ {AeN: 22 <3}

where ¢” is a constant independent of £.

The proof of Theorem 1.1.1 is now complete.



Chapter 4

Counting multijoints

In this chapter we prove Theorem 1.2.1 and Theorem 1.2.3. Let us remember their
statements.

Theorem 1.2.1. Let £1, £9, £3 be finite collections of lines of L1, Lo and Ls, respec-
tively, lines in R3. Let J be the set of multijoints formed by the collections £1, £ and
£3. Then,

[J| < e (LiLaLs)'/,

where ¢ is a constant independent of £1, Lo and Ls.

Theorem 1.2.3. Let £, £o, £3 be finite collections of Ly, Lo and Ls, respectively,
lines in R3, such that, whenever a line of £1, a line of L2 and a line of £3 meet at a
point, they form a joint there. Let J be the set of multijoints formed by the collections

£1, £2 and £5. Then,

> (N1 (2)Na(2) N3 (2))"/? < ¢ (L1 LaLa)"?,
{z€J: Ny, (x)>1012}

where m € {1,2,3} is such that L,, = min{L1, Lo, L3}, and c is a constant independent
Of 21, £2 and ,83.

Our proof of Theorem 1.2.3 is achieved in three steps, the first of which ensures the
truth of Theorem 1.2.1.

In the first step, we prove the following proposition, by induction on L1, Lo and Ls.

Proposition 1.2.2. Let £1, £2, £3 be finite collections of L1, Lo, and Ls, respectively,
lines in R3. For all (N1, Na, N3) € R3, let J]/\h,Ng,Ng be the set of those multijoints
formed by £1, £o and £3, with the property that, if x € J]’VhN%Ng, then there exist
collections £1(z) C £1, La(x) C L9 and L3(x) C L3 of lines passing through x, such
that |£1(z)] > N1, |€2(2)| > No and |€3(x)| > N3, and, if l; € £1(x), la € Lo(z) and
I3 € £3(x), then the directions of the lines ly, lo and I3 span R3. Then,

(LyLoL3)'/?

|TNy Ny S € (N1 Ny Ny) 172’ Y (N1, No, N3) € RY,

where ¢ is a constant independent of £1, Lo and Ls3.

Theorem 1.2.1 obviously follows (as we have already mentioned, it is an application of

35
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Proposition 1.2.2 for (N1, Na, N3) = (1,1,1)).
In the second step, independently of the first step, we show the following.

Proposition 4.1. Let £1, £, £3 be finite collections of L1, Lo and Ls, respectively,
lines in R3. For all x € R® and i = 1,2,3, we denote by N;(z) the number of lines
of £; passing through . Also, for each k € {1,2,3}, let ¢; be a constant such that

cr - L}C/2 > 1. Then,

> (N1(2)Na() N3(2)) '/ < ¢ (L1 LaLa)'/?,
{mER3: Nk(m)ZCkLIIC/Q, for some k€{1,2,3}}

where ¢ is a constant depending on c1, co and c3, but independent of £1, Lo and Ls.

Remark. Note that, in the statement of Proposition 4.1, it is crucial that the points
x € R? contributing to the sum are such that Ny(x) is large; it is easy to see that, with
the notation of Proposition 4.1, it does not hold in general that

> (Ni(z)Nao(x)N3(2))!/? < ¢+ (L1LaLs)'/?. (4.1)
z€R3

An example is the case where £1, £9 and £3 are the sets of lines lying on the plane
z =0 in R3, such that £; consists of L lines, each passing through a point of the form
(,0,0), for i € {1,..., L}, and each parallel to the y—axis, £o consists of L lines, each
passing through a point of the form (0, j,0), for j € {1, ..., L}, and each parallel to the
xr—axis, and £3 consists of ~ L lines, each parallel to the line y = x on the plane z = 0,
such that each of the L? points of the set {(i,7,0) : (i,5) € {1,..., L}?} is contained in
a line of £3. Then, (4.1) becomes

I*S(L-L- L)

which does not hold for large L.

Let us also emphasise that Proposition 4.1 does not hold in general in the case where,
for some ¢ = 1, 2, 3, the collection £; contains more than one copy of the same line, not
even if only multijoints of the collections of £, £2 and £3 contribute to the sum in
(4.1).

Indeed, if, in the above example, for all ¢ = 1,2,3 and all [ € £;, we add another
k — 1 copies of the line [ in £;, for some k£ > L, and, moreover, we assume that
£3 also contains one line through each point of the set {(i,4,0) : (i,7) € {1,...,L}?}
that is perpendicular to the plane z = 0, then we end up with collections £1, £9
and £3 of kL, kL and kL + L?> ~ kL, respectively, lines in R3, such that, for all
z €{(i,7,0) : (i,7) € {1,..., L}?*}, Ni(z) = k, Na(z) = k and N3(z) = k + 1 ~ k, while
Ni(x)No(z)N3(z) = 0 for all z € R3\ {(3,4,0) : (i,5) € {1,...,L}?}. Therefore, (4.1)
becomes
L?-(k-k-k)'? < (kL -kL-kL)'/?,
ie.
L21:3/2 < L32K3/2

which does not hold for large L.

The fact that Proposition 4.1 does not hold in general in the case where, for some
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1 =1,2,3, the collection £; contains more than one copy of the same line, is mirrored
in the proof we will provide by the fact that our arguments involve use of the Szemerédi-
Trotter theorem, which is not scale invariant.

In fact, the reason we are interested in Proposition 4.1 is that, applying it for a set
of multijoints formed by three collections of lines in R3, we immediately establish the
following result.

Corollary 4.2. Let £1, £9, £3 be finite collections of L1, Lo and Ls, respectively, lines
in R3. Also, for each k € {1,2,3}, let ¢ be a constant such that cy - L,lc/2 >1. IfJ
denotes the set of multijoints formed by the collections £1, £o and L3, then

(N1 (2)No(x)N3(2))/? < ¢ (L1 Ly L3)Y?,  (4.2)
>

{:J:EJ: Nk(:r)zckLl/z, for some k€{1,2,3}}

where ¢ is a constant depending on c1, co and c3, but independent of £1, Lo and L3.

Finally, in the third step we prove Theorem 1.2.3, using Proposition 1.2.2 and Corollary
4.2.

Let us now proceed with the first step.

Proposition 1.2.2. Let £1, £9, £3 be finite collections of L1, Lo, and Ls, respectively,
lines in R3. For all (N1, N, N3) € R3 | let J§V1,N2,N3 be the set of those multijoints
formed by £1, £o and L3, with the property that, if x € J]’V17N27N3, then there exist
collections £1(x) C £1, Lo(x) C L9 and L3(x) C L3 of lines passing through x, such
that |£1(x)| > N1, |L2(x)| > Na and |L3(x)| > N3, and, if I € £1(x), la € L£a(x) and
I3 € £3(x), then the directions of the lines ly, lo and I3 span R3. Then,

(L1LoL3)'/?

|J1/V17N27N3’ <c (N1N2N3)1/2’ v (vaNQuNS) € ]R3 )

where ¢ is a constant independent of £1, Lo and L3.

Remark. The proof of Proposition 1.2.2 is based on counting incidences between
multijoints x € JJ’\,17N27N3 and the lines of £;(z) passing through z, for i = 1,2, 3, rather
than incidences between x and all the lines of £; passing through x, for i = 1,2, 3 (which
may not have the nice property that, whenever three lines, one of each collection, meet
at x, they form a multijoint there). Thus, the proof of the Proposition is simpler to
state in the case where all the lines of £, £5 and £3 have the property that, whenever
three lines, one of each collection, meet at a point, they form a multijoint there. Indeed,
in that case, for each multijoint = formed by £;, £2 and £3, £;(z) can be considered
to be the whole set of lines of £; passing through x, for all ¢ = 1,2, 3; therefore, in
the proof we may consider incidences between x and all the lines of £; passing through
x, for all © = 1,2,3. Proposition 1.2.2, in its generality, follows from the observation
that we can restrict our attention to incidences between = € J E\h, Na,Ns and the lines of
Li(x) C £;,1=1,2,3, which, by their definition, have nice transversality properties.

|
Proof of Proposition 1.2.2. The proof will be achieved by induction on L1, Lo and Ls.
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Indeed, fix (M;, My, M3) € N*3. For a constant ¢ > 1 that will be specified later:
(i) It holds that

(LyLoLs)'/?

| TNy Ny S € (N\ Ny N3) 172 ¥ (N1, N2, N3) € R?

for any collections £, £2, £3 of L1, Ly and L3, respectively, lines in R3, such that
L, = Ly = Ly = 1. This is obvious, in fact, for any ¢ > 1, as in this case |J]’V17N2,N3\ =0
for all (N1, N2, N3) in R3 such that N; > 1 for some i € {1,2, 3}, while, for (N1, Na, N3)

in R3 such that N; <1 for all i € {1,2,3}, | JNy Ny, | 18 equal to at most 1.

(ii) Suppose that

(LyLoL3)'/?

| TNy Ny S € (NN N3) 12 V (N1, Na, N3) € RY,

for any collections £, £2, £3 of L1, Ly and L3, respectively, lines in R3, such that
Ly £ My, Ly £ My and Ly < Ms.

(iii) We will prove that

(LyLoL3)'/?

|J;V1,N2,N3‘ S c- W? v (N].)NZaN?)) S R37

for any collections £1, £, £3 of L, Ly and L3, respectively, lines in R?, such that
Lj = Mj for some j € {1,2,3} and L; < M;, Ly, < My, for {Z,k‘} = {1,2,3} \ {j}

Indeed, fix such collections £1, £9 and £3 of lines and let (N7, No, N3) € Ri.
For simplicity, let
6 = J;V17N27N3
and
S = [Ny w1 |-
We assume that
Ly Ly Ls
< < .
[Ni] = [N2] = [Ns]

By the definition of &, if x € &, then there exist at least [/N1] lines of £ and at least
[ N2] lines of £5 passing through x. Thus, the quantity S|N1][Nz2] is equal to at most
the number of pairs of the form (l1,l2), where [; € £1, Iy € £9 and the lines /; and
lo pass through the same point of &. Therefore, S[N1][N2] is equal to at most the
number of all the pairs of the form (I1,l2), where [} € £; and Iy € £9, i.e. to at most
L1L2. SO,

S[N1][N2] < L1Ls,

and therefore
LiLs
>1

S[N][N2] —

Thus, d := A% is a quantity > 1 for A > 1. We therefore assume that A > 1,

and we will specify its value later. Now, applying the Guth-Katz polynomial method
for this d > 1 and the finite set of points &, we deduce that there exists a non-zero
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polynomial p € Rz, y, 2], of degree < d, whose zero set Z decomposes R? in ~ d? cells,
each of which contains < Sd~2 points of . We can assume that this polynomial is
square-free, as eliminating the squares of p does not inflict any change on its zero set.

Let us assume that there are > 10785 points of & in the union of the interiors of the
cells; by choosing A to be a sufficiently large constant, we will be led to a contradiction.

Indeed, there are 2 S points of & in the union of the interiors of the cells. However,
there exist ~ d> cells in total, each containing < Sd—3 points of &. Therefore, there
exist > d? cells, with > Sd~3 points of & in the interior of each. We call the cells with
this property “full cells”.

For every full cell, let &..; be the set of points of & in the interior of the cell, £ ey
and £o . the sets of lines of £1 and £9, respectively, containing at least one point of
686”7 Scell = ‘666”‘7 Ll,cell = |£1,cell| and L2,cell = |£2,cell|- N0W7

Scell [N1-| [N2—| S Ll,cellLQ,cella

as the quantity Sce;[IV1][N2] is equal to at most the number of pairs of the form (11, 2),
where 1 € £1 cer, l2 € £9,cenp and the lines [1 and I pass through the same point of
Oceni. Thus, it is equal to at most Ly ey Lo cenr, which is the number of all the pairs of
the form (ll, lz), where [1 € £1,cell and [y € £2,cell-

Therefore,

1/2

(Lt,cenLacen) ' 2 S ([N [N2])Y2 2 “33//2(%1 [N ])Y2.
But, for i = 1,2, each of the lines of £; .;; intersects the boundary of the cell at at least
one point , with the property that the induced topology from R? to the intersection
of the line with the closure of the cell contains an open neighbourhood of z; therefore,
there are 2 L; .o incidences of this form between £; .o;; and the boundary of the cell.
Also, the union of the boundaries of all the cells is the zero set Z of p, and if z is a point
of Z which belongs to a line intersecting the interior of a cell, such that the induced
topology from R? to the intersection of the line with the closure of the cell contains an
open neighbourhood of x, then there exists at most one other cell whose interior is also
intersected by the line and whose boundary contains z, such that the induced topology
from R3 to the intersection of the line with the closure of that cell contains an open
neighbourhood of z. So, if I; is the number of incidences between Z and the lines of £;
not lying in Z, I; .y is the number of incidences between £; . and the boundary of
the cell, and C is the set of all the full cells (which, in our case, has cardinality > d3),
then the above imply that

Ii Z Z Ii,cell Z Z Li,celh for i = 172
celleC celleC

On the other hand, if a line does not lie in the zero set Z of p, then it intersects Z in
< d points. Thus,
Iz’ SLZd, for i = 1,2.

Therefore,

51/2
Z d3/2 ((Nl“ [NQ])I/z S Z (Ll,cellLQ,cell)l/2 S
celleC celleC
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1/2 1/2
< ( 3 Ll,ceu> ( 3 L2,cell> S L0 S (1ad) P (Lad) /2 ~ (Ly Ly)'2d.

celleC celleC
But the full cells number > d3. Thus,
SY2([NI[N2])2dP? < (L Lo) 24,

from which we obtain

45 gt
STN1][Nz]
which in turn gives A < 1. In other words, there exists some explicit constant C', such

that A < C. By fixing A to be a number larger than C' (and of course larger than 1,
to have that d > 1), we are led to a contradiction.

Therefore, there are < 10785 points of & in the union of the interiors of the cells. Thus,
if &1 denotes the set of points in & which lie in Z, it holds that |&| > (1 — 107%)S.

Now, by the definition of &, for each z € & we can fix collections £;(z) C £1, £2(x) C
£ and £3(z) C £3 of lines passing through z, such that |£1(z)| = [N1], |L2(x)| = [N2]
and |£3(x)| = [N3], and, if {1 € £1(x), [z € £2(x) and I3 € £3(x), then the directions
of the lines I, l» and I3 span R3.

Therefore, for all j € {1,2,3}, we can define £ := {l SV Hx €6 :leL(x) >

IW}} In other words, for all j € {1,2,3}, S} is the set of lines in £;, each of

100 L;
which contains at least & S[L]\f 1
to Sj (CC)

points z € &1 with the property that the line belongs

Moreover, for all j € {1,2, 3}, for any subset G of & and any subset £ of £;, we denote

by Ig% the number of pairs of the form (z,1), where z € G and [ € £;(z) N L; note that
the set of these pairs is a subset of the set of incidences between G and L.

We now analyse the situation.
Let j € {1,2,3}. Each point x € &, intersects [ N;]| lines of £;(z), which is a subset of
£;. Thus,

Ig) e > (1-107%)8N;].

On the other hand, each line I € £;\ £} contains fewer than ﬁsgﬂ points z € &,

with the property that [ € £;(x), so

; S[N; 1
1y <L\ £l L] < —8[N;].

®1,85\8; 100L; — 100
Therefore, since Igl)’ ¢ = Igi S\g +1 gﬂ E it follows that

fgl{% > (1-10"% = 1072)S[N;],
for all j € {1,2,3}.

Now, for all j € {1,2,3}, we define & := {x € &1 :[Li(z) N LY > lﬂ%(l — 1078 —
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10_2)(N-]} In other words, for all j € {1,2,3}, x € &/ if and only if z € &; and =

intersects at least 1+10 A0 (1-1078 - 1072) [N;j] lines of £(z) N £}.

Let j € {1,2,3}. Since each point x € &1 \ @; intersects fewer than 1—-1078 —

1072)[Ny] lines of £;(x) N £}, it follows that

1+10 8(

108
1-1078—~10"?)[N;] < —————(1-10"%~10"2)S[N;].

0—8

(4)
I -
+ 10— 8(

&1\e/ 0 S 61\ &) ‘

Therefore, since I QR ) I (7) we obtain

Qﬁﬂ’ 6\6’2/+®’2/’

19, > 1-10"%—10"2
J J 1+ 10-8

SIN;.

At the same time, however, |£;(z)| = [N;] for all x € &, and thus 19

@' 2'
Therefore, 1_110;1870_,180725’ [Nj] < |®}|[N;], which implies that

< |&5[ [N ]

1—10"8% — 102

& >
1851 > 14+10-8

S,

. . : 1-10—-8-10—2
for all j € {1,2,3}. In other words, for all j € {1, 2 3} there exist at least =755 —5

points x € &; such that z intersects at least (1 —107% — 1072)[N;] lines of

Li(z)N L.
But

1+1O 1+10-8

(6] UG, UG, = 8] +[6h] + 64 — 6] N Y| — 65N 64| — 6] NS5+ |6 N6y},

and thus

(B NBLNG}| = (6] UBLUBH| — (|6} |+]8h| + %)) + (|6 &+ 85N S|+ 8, Ne}|) >
> |81 — (|87 + 8] + |&3])+

+((185] + 5] — 6 U Bh)) + (185] + |85] — |85 U B4]) + (16} + |85 — 6] US}))) >

> 2|8 | + |&] + |&5] — |8 U G| — |65 U By] — |6 UGy >

-8 -2
_ 4(1—10*8—10*2)—3(1+10*8)S: 1-7-1078—-4.1072 - 1-8-1072
1+10-8 1+10-8 ~ 141078 7
in other words, there exist at least 11 +81%)08 S points z € ®; intersecting at least
Hlolios_g( — 1078 — 1072)[N;] lines of £;(z) N £}, simultaneously for all j € {1,2,3}.
Case 1: Suppose that, for some j € {1,2,3}, 1 SN < d. Then,

L;
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SIN;1 « LiLoy
L;j S S[N1][N2

1/2 1/2
S<< LiLy L ~ (LiLsLs)'?  _ (LiLLs)'/?
~ AT 1) ~a

T which implies that

N1][No] [N; Ni][N2][N3])Y/2 ™ (N1 NaN3)l/2

ot SW 1> d, for all j =1,2,3. Then, each line in £;, £ and

£ lies in Z, therefore each p01nt in &) N G, N &} is a critical point of Z.

Now, for allj €{1,2,3}, we define £;; :={l € &;: {z € NG, NG : 1€ &)} >

5t S [N; 1} In other words, for all jed{1,2 3} £;.1 is the set of lines in £], each
Containing at least 101005[]\7 ] ! points z € &) N &, N &4 with the property that the
line belongs to £;(z).

Case 2: Suppose that

e Suppose that, for some j € {1,2,3}, |£;1] > 10%%. Each line in £ contains more
than d critical points of Z, it is therefore a critical line. Thus,

Lj 2
101000 < d ’

SO

L; < (L1Lo)”
T S2([N[N2 )

from which it follows that

g Lila 1 (LiLoLy)'?  _ (LiLaLy)'?
~ [N1][N2] L}/Q ~ ([N1][N2][N3])1/2 ™ (N1 NaN3)L/2

We are now ready to define the constant ¢ appearing in our induction process. Indeed,
there exists some constant ¢’ > 1, independent of £, £, £3 and Ny, Ny and N3, such

that
, (LyLoL3)'/?

~C - (N1N2N3)1/2
in all the cases dealt with so far. Let ¢ be such a constant ¢'.

e Suppose that, for all i € {1,2,3}, |£;1] < 10%%' Then, it holds that |£;] < IOII%
in particular for that j € {1,2,3} such that L; = Mj;; we now fix that j € {1,2,3}.

Independently of the fact that [£;:] < 10%%, it holds that

-8
() / / ’ 10 _3 _9 '
I@iﬂ@ém@éﬂg} > |®1ﬂ@20®3|'m(1—10 —107%)[N;| >

1—8-102 108

> . 1-10% —10"3)[N,;]1 > 107108 N;
PR 1+1O,g( 0 07%)[N;] = 107 7SNy,

since each point x € &} NG, N &} intersects at least (1—-1078—10"2)[N;] lines

of £;(z) N L.

1+10 1+10-%

In addition, each line [ € £§ \£;,1 contains fewer than 1o

1 S[Nj]
L;
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with the property that [ € £;(x). Thus,

() SN S[N;] ~100
I@’lm@;meﬁg,sg\sﬂ < ‘S \&jal- 101007, . <Lj- 101007, =10 S[N;1.
Therefore, since I () -1 +1 () . we obtain

B NB,NB;.L 16, NesNeL,e\L0 T LeINepNe),L;,
(4) —11 ,
Lgrneyney,e,, > 107 STNG].

Now, again for that j € {1, 2,3} such that L; = M;, we define &' := {x € & N&S,N S} :
|€j(z) N £51] > 1072[N;]}. In other words, for that particular j € {1,2,3}, x € &' if
and only if z € &} NG, N G4 and x intersects at least 10712[N;] lines of £;(z) N £ 1.

Since each point x € (&) N &, N &%) \ & intersects fewer than 10712[N;] lines of
£i(x) N L1, it holds that

(4) —12
Lsineynepner,e,, < 107 SN,

(4) (4) () :
and thUS, as I@&ﬂ@éﬂ@é,ﬂj 1 I(@/ ne’ 063)\6/ i1 + I /72]_717 we Obtaln

18)e > (1071 = 10712)S[N,] = 9107128 [N;].
At the same time, however, |£;(z)| = [N;| for all x € &'. Therefore,
Ig)e,, < 1&'IIN;].

Thus, the above imply that
|| >9-107128.

But if {i,k} = {1,2,3} \ {j}, then each point x € &’ is a multijoint for the col-
lections £;1, £ and £, of lines, that lies in > 107'2[N;] lines of £;(z) N £;1, in

]

> =10 S0P TN lines of £4(z) N € and in > =192l 2 N Tines of £4(x) N £

Now, for all z € &', if [; € £;(z), l; € £i(x) and I, € L4(x), then the directions of
the lines I;, I; and I span R3. Therefore, since |£;1] < 10%% < Mj, our induction
hypothesis implies that

(125l - 121] - 12 ) Y/2
s in 2, 0 g 1/2°
(10712 Ny )12 (L1 SR02 TN ) (1502 T, )

where ¢ is the explicit constant defined earlier, and which appears in the induction
process.

Therefore,

9-1072S < || <c-

1 (1Ll - 1€l 14D

NN NN TN /2 =
9. 10—12(10—12)1/2(171(1)+816810 2) (171(1)+816810 2) ([N;1[Ni1[ Nk 1)

& <c-
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<c- 1 (1Ljal - 17 - 1LD)"?
- 102\ Y2 1105102\ V2 (N;NiNy) /2
— — 1-10-8-10—2 1-10-8—-10-2 &
R (= i e K
However,
1
—12 —12y1/2( 1=10-8-10-2 1/2 1-10-8-10-2 1/2 <
9 10-12(10-12)1/2 (1= 502 ) (110 R0 )
1 1 108 -
< < =4. <10
— 1-10-8-10—2 _ 1/2 18 5
10718 I=102m02 7 g 18,% 10
so, since
L.
|£j,1| < W? |£;| < L; and |£§€| < L,

it follows that
(L1LyL3)'/?

= NNoNy) 2
for the same constant c¢ as in the first two steps of the induction process.
Thus, Proposition 1.2.2 is proved.
O
Theorem 1.2.1 is an immediate corollary of Proposition 1.2.2 for (N7, N2, N3) = (1,1, 1).

We now continue with establishing Proposition 4.1 (from which, as we have already
explained, Corollary 4.2 easily follows).

Proposition 4.1. Let £1, £5, £3 be finite collections of L1, Lo and Ls, respectively,
lines in R3. For all x € R® and i = 1,2,3, we denote by N;(z) the number of lines

of £; passing through xz. Also, for each k € {1,2,3}, let c; be a constant such that

C - L}/Q > 1. Then,

> (N1 (z)Nao(x)N3(2))Y/? < ¢ - (L1 LaLs)"/?,

{eer3:Ny.(2)2er Ly, for some ke{1,2,3} }

where ¢ is a constant depending on c1, co and c3, but independent of £1, Lo and Ls3.

In fact, the proof will immediately follow from the following three claims.

Claim 4.3. Letn € N, n > 2. Let £, £2 be finite collections of L1 and Lo, respectively,
lines in R™. If, for all x € R® and i = 1,2, N;(z) denotes the number of lines of £;
passing through x, then

> Ni(z)Na(x) < Ly Lo. (4.3)
reR”

Proof. The left hand side of (4.3) is equal to the number of pairs of the form (ly,1s),
where [1 € £1, ls € £9 and the lines [1, [o meet at a point of R™, so it is equal to at
most the number of all pairs of the form (l1,l2) where I; € £; and ls € £y, which is
equal to LiLo.

O]

Claim 4.4. Letn € N, n > 2. Let £ be a finite collection of L lines in R™, and ¢ a
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constant such that c- LY? > 1. For all z € R™, we denote by N (x) the number of lines
of £ passing through x. Then,

> N(z) < C-L,

{z€R™: N(z)>cL1/2}

where C' is a constant depending only on c.

Proof. Let P be the set of points z € R”, such that N(z) > ¢-LY/2. Since ¢-L'/? > 1, the

number N (z) of lines of £ passing through any x € P is equal to at least 2. Therefore,

from the Szemerédi-Trotter theorem, |P| <. % + # ~e L2, and thus, again

from the Szemerédi-Trotter theorem, the number of incidences between P and £, i.e.
the quantity Y= cpn. n(@)>eri/2y V(@) i Se L3 P12/3 + L < L2BLO/ACR) | L.

O]

Claim 4.5. Let P be a finite collection of points in R3 and £, £2, £3 finite collections
of L1, Ly and Lz, respectively, lines in R3. For allx € P and i = 1,2,3, we denote by
N;(z) the number of lines of £; passing through z. Suppose that

> Ni(w) <c- Ly,
zEeP
for some k € {1,2,3}, where c is an absolute constant. Then,
> (Ni(2)Na(2)N3())"/? < ¢ - (L1L2Ls)'?,
zeP

where ¢ is a constant depending only on c.

Proof. Let {i,j} ={1,2,3}\ {k}. Then,

> (Ni(@)Na(a)Na(@)"/? = 3 (Ni(2)Nj(2)) /2 Nyy(a)'/? <

zeP xeP
1/2 1/2
< < > Nz‘(ﬂf)%(ﬂf)) < > Nk(ﬂﬁ)) Se
z€P z€P
S (L) Y2 L)% ~ (LyLyLs) 2.

Note that the first inequality is the Cauchy-Schwarz inequality, while the second one
follows from Claim 4.3.

O]

Proposition 4.1 immediately follows.

Proof of Proposition 4.1. Fix k € {1,2,3} and let {i,5} = {1,2,3} \ {k}. Since
Cr - Ll,lc/2 > 1, it follows from Claim 4.4 that

{IER3: Nk(:c)ZCk.Lim}
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Therefore, we have by Claim 4.5 that

> (N1 (z)Na() N3(2))"/? Se, (L1LaLs)'/?.
{zeR3: Nk(z)ZCkLi/Q}

Since k € {1,2,3} was arbitrary, Proposition 4.1 is proved.

We can now move on to the third step of the proof of Theorem 1.2.3.

Theorem 1.2.3. Let £1, £o, £3 be finite collections of Ly, Lo and L3, respectively,
lines in R3, such that, whenever a line of £1, a line of £o and a line of £3 meet at a

point, they form a joint there. Let J be the set of multijoints formed by the collections
£1, L9 and L£3. Then,

> (N1(2)Na(2)N3(2))/? < ¢+ (L1 LaL3)"/?,
{z€J: Ny (z)>1012}

where m € {1,2,3} is such that Ly, = min{L1, Lo, L3}, and c is a constant independent
Of 21, 22 and 23.

We have already mentioned that the constant 10'2, which we demand as a lower bound
on N, (z) for the multijoints = € J contributing to the sum in Theorem 1.2.3 above, is
the smallest constant with those properties arising from our calculations, even though
we expect that, in fact, the same results should hold with all z € J contributing to the
sum. Although the reasons why we pick the constant 102 will be apparent from our
proof, we would like to take a moment now, to at least explain why we demand any
lower bound on N, (z), for all x € J that contribute to the sum.

The reason, essentially, is that, if we know that only one line from a finite set of lines
is passing through each point of a finite set of points, then we cannot establish an
upper bound on the number of points, depending only on the number of the lines.
Because of this difficulty arising in the case of x € J such that N,,(z) = 1, we can
then only establish upper bounds on the cardinality of the set {z € J : Ny (z) = 1}
that also depend on the cardinalities of the potentially larger collections of lines in the
set {£1, L2, L3} \ {€mn}, thus only being able to obtain weaker results than the ones we
hope.

Let us now be more precise. It is obvious that Theorem 1.2.3 holds when L; = 1, for
some i € {1,2,3} (due to Claim 4.5). We can therefore assume that L; > 2, for all
i € {1,2,3}. Now, thanks to Corollary 4.2, it suffices to consider only those points

x € J, such that N;(z) < Li1/2.

By the Szemerédi-Trotter theorem, we know that, in R?, for any set of S points and
any finite collection of L lines such that at least k of the lines are passing through each
of the points, with k£ > 2, we have that

L> L

<Z =
kag—l—k.

If, in addition, & < L'/2, then % < %, and thus S < % Therefore, there exists

a positive constant ¢, such that, for any set of S points and any finite collection of
L lines such that at least k of the lines are passing through each of the points, with
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2<k< Ll/Q, we have that
2

S S C- ﬁ
Now, for all (N1, N3, N3) € ]R%l, we define Jn, N,y := {x € J : x lies in at least N}
and fewer than (1 + 1078)Ny lines of £1, in at least Ny and fewer than (1 + 107%)Ny
lines of £, and in at least N3 and fewer than (1 4+ 1078)N3 lines of £3}.

In particular, fix Ny, Na, N3 € R>q, such that N; < L;/Q for all 7 = 1,2, 3, and let us
assume that {i, 7, k} = {1,2, 3}, such that

Hio I o Tk
Nf"Nf‘N,ﬁ

2
Now, suppose that |Jn, N, .nNy| > 4c - Ly By the above, this means that N; = 1;

Ng-

it thus also follows that L; = min{Ly, Ly, L3} and that % = min{%, %7%} In

particular, in this case we can only ensure that |Jn, vy Ny | S ]{?i/ (= L]i,L,j ), a quantity
i) J

2
that is larger, up to multiplication by constants, than % (= L?), a fact that leads

us to weaker results than the ones we expect. If, on the other hand, we know that
2 2 2 ,

| Iy No, N5 | < 4e - % ( <dc- 5 <4 ﬁ—%), then we manage to derive strong results.
i J

We thus assume from now on that N, > 1, where m € {1,2,3} is such that L,, =

min{ Ly, Lo, L3}, and continue our analysis having ensured that all the inequalities

L? L2 L2

|JN1,N2,N3| S 1\7137 ‘JNl,Nz,N3| S Nizs and ‘JNI,NQ,N3| N Nii? hold.

(In fact, for the proof of Theorem 1.2.3 that we are providing, we will need at some

point a small multiple of NV, to be larger than 1, for different reasons than the ones we

describe above, and that is why we consider x € J such that N,,(z) is actually larger

than 102, instead of just 2.)

Remark. As we have mentioned in Chapter 1, even though we prove that

Z (N1(z)Na(z)N3(2))"/? < (L1LaL3)'/?,
{z€J: Ny (x)>1012}

for the set J of multijoints formed by collections £1, £2 and £ of L1, Lo and Lg, re-
spectively, lines in R® (under the particular assumption on the transversality properties
of the collections £1, £9 and £3 in the statement of Theorem 1.2.3), it will be obvious
from the proof of Theorem 1.2.3 that, in order to prove (under the same transversality
assumptions) that

Z(N1<$)N2(9C)N3(37))1/2 < (LyLoL3)Y?,
zeJ
it suffices to show that

> (N1 (2)Na(z)N3(2))/? < (L1 Ly L)' 2.
{z€J: Ny (z)=1}
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We can now continue with the proof of Theorem 1.2.3.

Proof of Theorem 1.2.3. Let £1, £9 and £3 be collections of Ly, Ly and L3, respectively,
lines in R3, such that, whenever a line of £1, a line of £, and a line of £5 meet, they
form a joint.

Let m € {1,2,3} be such that L,, = min{L1, Lo, L3}. As we have already explained,
it suffices to assume that L; > 2 for all + = 1, 2, 3, and show that

> (N1(x) Na(2) N3 (2))/? < (L1 LoLs)'/?,
{z€J: Ny (z)>1012 and N, (x)<L)/? v i=1,2,3}
or, equivalently, that

Z ’JN17N27N3|(N1N2N3)1/2 S (L1L2L3)1/27
(N1,N2,N3)eM

where M := {(Ni,Na, N3) € RS, : N; < L;” for all i = 1,2,3, N, > 10'2, Ny =
(1+1078)% Ny = (14 1078)*2 and N3 = (1 + 10%)*s for some k1, ko, k3 € Z>, and
JN17N27N3 - Qj}

Even though this will not seem natural at the moment, let us mention that the above
will be achieved by showing that, for all {iy,s,13,i0} = {1,2, 3}, if

M i = Ni:. No. N- M : Liy < Liy < Lig d le0 — i L?I lez Lfg
i1,i2,43,00 *— (N1, N2, N3) € ‘N, SN, S, al W_mln 8/37 ~8/3) ~8/3 )

1 2 3 i0 Nl.1 Nl.2 Nl.3
then
(LyLyL3)/?
‘JN17N27N3| SJ (N1N2N3)1/2+1/1047 v (N17N21N3) € Bil,ig,ig,ioy
. . 1/1000
where Bi17i2,i3,io = {(Nl,NQ,Ng) € Mi17i27i37i0 D190 = 13 Or Nil Z NZ-3 or NiQ Z
2
1/1000 3/2 1/2 L2 L .

Ni3 or ‘JN1,N2,N3| 5 Lio or ’JN1,N2,N3| 5 LioL]’ or N8]/3 Z 72?3a for j = iy, where

J i3
A is the minimal element of {1,2,3} such that iy # io} (this will be the easier case),

as well as that

> | TNy No s | (N1 N2 N3) V2 < (Ly Lo Ls) V2,

(N1,N2,N3)€Ci ig ig,ig

where Ci, iy is.i0 = Miyinissio \ Biiinisio ( = {(N17N2,N3) € Miyinisio * 0 7 13,
2 2
L? L

8/3 ~~
Nj NiB

1/1000 1/1000 3/2 1/2
Niy S N/ Ni, S N/ ) |JN1,N27N3’ 2 Lio/ ) ’JN1,N2,N3| Z LiOLj/ )

1 ~ 13 9 12 ~ 13
L? : . . -

and N—Jﬁ < ﬁ, for j = iy, where A is the minimal element of {1,2,3} such that

J 3

i # i0}> (this will be the harder case).
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The sets defined above will naturally arise in the proof.

Now, without loss of generality, we assume that (Ni, N2, N3) € Mj23;,, for some
io € {1,2,3}. Then,

LI _Is
N1 — Ny = N3

NS NS NS

while also

For simplicity, let

G = JN, Ny, N3
and

S = |JIN, No.Ns |-
As N, > 1, it holds that

2
Li L3 L3 } < L

S < min<{ —%, —=, —%
~Y 37 37 3 ~ 37
NP N3 N§ [~ N

and thus the quantity d := flL?okS’_l.i\fig3 is larger than 1 for some sufficiently large
constant A. We therefore assume that A is large enough for this to hold, and we
will specify its value later. Now, applying the Guth-Katz polynomial method for this
d > 1 and the finite set of points &, we deduce that there exists a non-zero polynomial
p € Rlz,v, 2], of degree < d, whose zero set Z decomposes R? in ~ d® cells, each of
which contains < Sd~3 points of &. We can assume that this polynomial is square-free,
as eliminating the squares of p does not inflict any change on its zero set.

We clarify here that it is only for technical reasons that we are not defining iy more
naturally as an element of {1, 2,3} for which

Liy _ a3 L3 L3 |
NP NP NE

Cellular case: Suppose that there are > 10785 points of & in the union of the interiors
of the cells.

However, we also know that there exist ~ d° cells in total, each containing < Sd—3
points of &. Therefore, there exist > d° cells, with > Sd~3 points of & in the interior
of each. We call the cells with this property “full cells”. Now:

< N;

~ 0

Subcase 1: If the interior of some full cell contains < N;, points of &, then Sd—3

2 \°
S < ‘0 N;,,
SN} ‘0
from which we obtain

2 3/2 2\ 3/4
g < i 3/4N-1/4 N Lz'o -~ Lz’o / <
20 N2 N8/3 ~

io io i

SO
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_ ( L% )1/4( L% >1/4< L% )1/4N (L1L2L3)1/2 |
~\vir) \we) e T NN
Subcase 2: If the interior of each full cell contains > N;; points of &, then we will be

led to a contradiction by choosing A so large, that there will be too many intersections
between the zero set Z of p and the lines of £;, which do not lie in Z. Indeed:

Let £7 be the set of lines of £;, which are lying in Z. Consider a full cell and let S¢.y
be the number of points of & in the interior of the cell, £..; the set of lines of £;,
that intersect the interior of the cell and L..; the number of these lines. Obviously,
Leett C Lip \ £2.

Now, each point of & has at least N;, lines of £;, passing through it, therefore each
point of & lying in the interior of the cell has at least V;, lines of £..;; passing through
it. Thus, since S.e; > Nim it follows that Lee; > Nio+(Nio_1)+(Nio —2)—|——|—1 ZJ Nz%?
SO

L2yNi % 2 LeenN;,

cel
L
N.8(/)3 <
ig
2
;8’73 < L2, (since N,, > 1), and thus L;, would be strictly smaller than L,,, which is

However, N;, > 1; indeed, if V;, was equal to 1, then it would follow that L?O =

=

not true. So, by the Szemerédi-Trotter theorem,
2 - —1
Seent < LcellNiOS + LcellNiO .

Therefore, Seey < Lze”Nigg, thus, since we are working in a full cell, Sd=3 < LgellNi;?’,

and rearranging we see that
_ 3/2
Lee > S1/24 3/2Ni0/ '

But each of the lines of £ intersects the boundary of the cell at at least one point
x, with the property that the induced topology from R? to the intersection of the line
with the closure of the cell contains an open neighbourhood of x; therefore, there are
e S1/2q-3/ QNZ?; /% incidences of this form between Leenr and the boundary of the cell.
Also, the union of the boundaries of all the cells is the zero set Z of p, and if = is a point
of Z which belongs to a line intersecting the interior of a cell, such that the induced
topology from R? to the intersection of the line with the closure of the cell contains an
open neighbourhood of x, then there exists at most one other cell whose interior is also
intersected by the line and whose boundary contains x, such that the induced topology
from R3 to the intersection of the line with the closure of that cell contains an open
neighbourhood of . So, if I is the number of incidences between Z and £, \ £z, Icen
is the number of incidences between £..; and the boundary of the cell, and C is the set
of all the full cells (which, in our case, has cardinality > d®), then the above imply that

_ 3/2 3/2
I> Z Loy = (SY2d 3/2N¢0/ ). d3 = 51/2d3/2N2-0/ ‘
celleC
On the other hand, if a line does not lie in the zero set Z of p, then it intersects Z in

< d points. Thus,
I<Lj-d
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This means that )
1/2 13/2 nr3/2
SYV2ENE < Ly, - d,
which in turn gives A < 1. In other words, there exists some constant C', independent

of £1, £o, £3 and Ny, No, N3, such that A < C. By fixing A to be a constant larger
than C' (and of course large enough to have that d > 1), we are led to a contradiction.

Algebraic case: Suppose that there are < 10785 points of & in the union of the
interiors of the cells. We denote by &; the set of points of & which lie in Z; it holds
that [&1] > (1 —107%)S.

In addition, for all j € {1,2,3}, let £ be the set of lines in £;, such that each contains
> 1 SN;
= 100 L;

Let j € {1,2,3}. Each point of &; intersects at least INV; lines of £;. Thus,

points of &;. We now analyse the situation.

Is, ¢, > (1—107%)SN;.

On the other hand, each line in £; \2’ contains fewer than 100 and
thus SN )

Is, o AN A Nj.

ene\g; < LA 1557 < 1555

Therefore, since I, ¢; = s, ¢\ + I, o/, it follows that
’ J =g

Ig,e; > (1 - 1078 — 1072)SNy,

for all j € {1,2,3}.

Now for all j € {1,2,3}, let &’ be the set of points of &; each of which intersects

> 20 102 (1 —1078 — 1072) N lines of v

Let j € {1,2,3}. By the definition of &’, ;» each point of &; \ (’59 intersects fewer than
0% (1-10"8 =10~ 2)N; lines of £, and therefore

14+10-8
I , 1078 _8 2\, < 1078 -8 “2\gN
Thus, since Ieshg; = 161\6972; + I@;’S;, we obtain
1-1078%—102
1—@;723 > 1+ 10—8 SN]

And T o < (AR (1+1078)N;, since each point of & intersects fewer than (1+1078)N;

lines of £;. Therefore, 1_11(1:;70_,180725]\73‘ <185 (1+ 107%)N;, and thus

1-1078—-10"2
(1+10-8)2 7

/
;1 >

in other words, for all j 6 {1,2,3}, there exist at least %S points of &1, each
intersecting at least 1+10 A9 (1 1078 — 1072)V; lines of £
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But
B UG, U B & &' & B NG, B, NG5 — |6 NS, B NGNGB
(G1UB UG5 = [&)]+ |6y + [B3] — [&1 NG| — |G, N G| — [ NG| + [ NG, NGy,
thus

, 1-107°%-107% 20-10%-1072) — (14+107%)? _
|8 N &L N &G > 1+ 1052 S—35+3 5 1052 S =

7(1-107% —1072) — 6(1 + 10—8)2S 1-19-10%-7-1002-6-10"16

(1410-8)2 (14 10-8)2

S;

in other words, there exist at least ﬁs points of &1, each intersecting at least

Hloliog_g(l —107% — 1072)N; lines of £}, simultaneously for all j € {1,2,3}.

Now, let £;, 1 be the set of lines in £;,, each containing > 0100 SL points of & N&G,N
@/

Since each point of &} N &, N % intersects at least (1 —1078 — 1072)N;, lines

of £} , it follows that

1+10 1+10-%

0—8

— >
1+10-8 -

(1-10"% —1072)N;

20

I@’ﬁ(’ﬁ’ﬁ@’ 2/ > |®/ 06/ ﬂ®3|

1—-8-1072 _ 1078
~(1+10-8)271+10-8

(1-10"% —107%)N; > 107105 N;,.

1 SN,
10100 T,

On the other hand, each line in 220 \ £i,,1 contains fewer than
& NBLN B, so

points of
SN;,
~100
Leineynes.e \eign < Lio - 10100L = 107108 N;,.
Therefore, since I@&m%m%,ggo = I@im@ém@g’ggo\EiOJ + I@llm@émqﬁé7£i07l, we obtain
Is neyne: ., > 107 SN;
@1062063,21'0,1 7

Now, let ®’ be the set of points in &) NG, N &}, each of which lies in > 1072 N, lines
of £;,.1. By the definition of &', it holds that

—12
Ie,neynepne e, < 10775 Ny,
and thU.S, as 16/106/206/3721‘0,1 = 1(6/1061206{3)\6/7£i0& —+ 16/7/21'0,17 it fOHOWS that

Isr g, , > (1071 —1072)SN;, = 9- 107125 N;,.

i1

At the same time, however,

Tgrg, , <& (14107%)Ny,,
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since each point of & intersects fewer than (1 + 10~%)N;, lines of £;,. Therefore,

9-10712
&|>—"_3.
&1 > 14108

From now on, we fix {j,k} = {1,2,3} \ {io}, such that j < k. We have thus so far
reached the conclusion that there ex1st 2 S points of Q51, each intersecting at least
10712N;, lines of £;,1, at least 1+10 8(1 — 1078 — 1072)N; lines of 2;-, and at least

qu%(l — 1078 — 1072) N}, lines of £

1 SN3>d

Then 10%00 SL]\lh > d and 10%00 SL]\E > d as well. So, all the lines of £, 1, £, and £} lie in
Z. Therefore, each point of &’ is a critical point of Z, and thus each line of £;, 1 is a

critical line, while all the critical lines number < d2.

On the other hand, each point of &’ is a multijoint for the collections £;, 1, £; and £
of lines, each lying in 2 IV;, lines of £;; 1, in 2 N, lines of £; and in 2 Ny, hnes of £.
Therefore, due to the fact that, whenever a line of L1, a line of £; and a line of £,
meet at a point, they form a joint there, it follows by Proposition 1.2.2 that

Sl (PLIYY (L)Y L (L
(NigNjNg)t/2 ™ (Nig NjNg) V2 (Nig NN /2 SN (Niy NjNi)1/2

o] < ¢

L (L'
SN (NN
Thus, since |®'| = S, we have that

/4 1/4 1/4 /A 2 \ V2 ;1/4 _1/4
Li Lj Ly < Li, L Ly Lio Lj Ly
N

S<— S ~ S
NT/A A LA N4/3 1/4 N;M Nii/g ]'1/4 Nli/4

io j k i j

11 11 11
2 2°2 2 12 12 71/4 11/4 1/2 p1/4 _1/4 71/4 _1/4
o L \O( LN\ L\ L L Lyt Ly Ly L L
SAUNIE INE NO/3 N/ /A N2/3N]1/3N;/3NJ;/4N2/4

J k 10

~ LQO/Q LJI‘/2 Lilg/z (L1LyL3)"/?
N2/3 Nj/u NPT (N1 N2 N3)l/2+1/10% )7

0

Therefore, we can assume from now on that m%% <d.

Case A: Suppose that ig = 3. Then, d ~ and thus

SN3 ’

SNy _ L}
Ly ~ SN3’

which, since ig = 3, implies that

3/2 9 3/4 1.3 1.3 5
()" () (3) ()
=N N, N, N, Ny

i
]
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(L1LoL3)'/? < (L1LoL3)'/?
(N1N2N3)2/3 ~ <N1N2N3)1/2+1/104 .

Case B: Suppose that Ny 2 N;/IOOO or Ny 2 N;/IOOO. Then

ssk g ke Ly
~ N3 N3 SN}’

from which we obtain

1/2 1.1 1.1
R PN N AR Y A AR
~ N3/2 N?}/2 ~ N40/3 N§/2 NS/3 N?}/2 ~ Nf/?’ N§/3 N§/2

) ) )

Li/Z L%/z Lé/Q - (L1L2L3)1/2

N12/3 N22/3 N?}/Q ~ (N1 Ny N3)1/2+1/10%

Case C: Suppose that ig # 3, N1 < N31/1000 and Ny < N31/1000’ while also S < L?O/Q or
S < Li,L}/”.
Under these assumptions, {ig,j} = {1, 2}, therefore

13/2 I
A 4 ,
S S L+ LigLy™ ~ - Np + LN ~

%0 N.

20

12\ 12\ /2
i 2 i 1/2 \,4/3
~(ags) () s

20

a\F B\ 3
~ 8/3 8/3 8/3 0
N¥/ NY/ NS/

N12/3 N22/3N§/3 o T N2/3 N§/3 i

1/2
L L, 1) 5100 . L J2 Ly o
~N12/3 N22/3 N§/3 3 N2/3 J N§/3 3 ~

10

(L1LyL3)'/?
~ (N1N2N3)1/2+1/104 ’

Case D: Suppose that iy # 3 (and thus {ig,j} = {1,2}), N1 < Né/woo, Ny < Né/woo?
Sz L} and S 2 L;, L}/,
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2
Subcase D.1: If L7"2j3 < LS%, then, since
Ni N3
2
SNz _ d L3,
Ly ~"7 SN?
we obtain
1/8
ooty B ()" 1
~ 172 1 3/2 7/24 ~-5/24 »3/2 7/3 5/24 3/2 ~
NP NP NGNS N N/ NN

1/8 1/2
< L? / L;)M Ly, ~ L;/4 Lil’)/4 leo / <
~\ N3 N§/24 N3 T AT N§/24 N3 ~

J

J 20 20
1/4 2 \ 3 9 \ 1’3
< J L3 Lio Lj L%
= Nj1/3 N§/24 Ni0/3 st/:s N§/3
/4 _1/4 £1/2 71/4 _1/4
L Lt Ly L  (LigLjL3)'?
le/3 N§/24 N2/3 N3 N§/3 N2/3N-2/3N§3/24 ~

) J %0 J

(L1LoL3)'/? < (L1LyL3)'/?
~ (N1N2N3)1/2+1/24 ~ (N1N2N3)1/2+1/104 ’

[NIE
NG
[SIE

LM

~

Remark: Note that we have already proved that

(L1 LoL3)'/?
(N1 Ny N3)1/2+1/10%

’JNl,N2,N3| SJ

for all (N1, N2, N3) € B1,2,3,i,, and that the (N1, Na, N3) that correspond to the remain-
ing cases all belong to C123,-

[ |
L? L2
Subcase D.2: Suppose that N8]/3 < N73’/3.
j 3
SN; N, . o
We may assume that % . 10%?00 > 3d and % . IO%SL—JF > 3d, as the inequalities

3/2
1 1 SN; 1 1 SN; ) L 3/9
Li, L7 1/2
S < ﬁjfp < LiyL;"", respectively, something that we can assume is false in Case
70 J

D.
In particular, this implies that all the lines in £;, 1 and 29 lie in Z.

If, in addition, we assume that, for each point of &', there exist at least three lines of
Lip1 U £ passing through it, then it follows that each point of &' is either critical or

flat, and eventually that each line in £;, 1 is either critical or flat (since each line in

1 SNiO
10100 LiO

at least half are flat). In whatever follows we accept that this is true; in other words,
that, for each point of &', there exist at least three lines of £;,1 U S;- passing through

Lip,1 contains at least points of &', of which either at least half are critical or
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it.

Remark. In fact, the above certainly holds if either the quantity 10_12Ni07 which is
a lower bound on the number of lines of £;, 1 passing through each point of &’, or the
quantity 1_1?;871681072Nj, which is a lower bound on the number of lines of 2; passing
through each point of &’, is strictly larger than 1.

Moreover, it certainly holds that at least one of the quantities 10712 N;, and 1_1?;871681072-

Nj is strictly larger than 1 under the assumption that 1072N,, > 1.
Li,

N3
0

The reason for this is that m € {ip,j} = {1,2}. Indeed, L;, is equal to Nio/g, a

1/2
; : . L; %
quantity that can be assumed to be strictly smaller than L3, since N.T% = <N893> <
%0 0
1/2 ,

2 4 4 _1
L = % and N2 < N3 1%, where the explicit constant now hiding behind
3

3
NS/3
the < symbol has so far not been constrained. This means that L3 cannot be equal to
L, = min{Ly, Ly, L3}, and thus m € {ig,j} = {1, 2}.

Consequently, under the assumption that
N,, > 10'2,

it holds that, for each point of &', there exist at least three lines of £;, 1 U 2;- passing
through it.

In particular, this is the reason why, in the statement of Theorem 1.2.3, we consider
only the multijoints = € .J for which N,,(x) > 10'2; it is a convenient way to ensure
that, for each point of &', there exist at least three lines of £;,1 U £;- passing through
it, a fact which allows us to continue our analysis. However, in reality, the only case
we cannot tackle here is the one where there exists exactly one line of £;; ;1 and exactly
one line of £} passing through each point of &', which, since m € {io,j}, falls under
the case where exactly one line of £,, passes through each multijoint in J, and which,
in turn, we have already excluded from our analysis.

That is the reason why, after having proved the statement of Theorem 1.2.3, it only
suffices to show that

(N1(2)Na(2) N3(2))"/? < (L1 LoLs)/?
{z€J: Ny (z)=1}

in order to deduce that

(N1 (2)Na(2)N3(2))/? < (LyLaLsg)"Y?

8
m
<

under the assumptions of Theorem 1.2.3.

As we have already mentioned, we are in the case where (N1, N2, N3) € C1234,-

Each line of £;, 1 is either a critical or a flat line of Z. Let £, be the set of lines in
£iy,1 that are critical lines of Z, £;441 the set of lines in £;, 1 that are flat lines of Z
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not lying in the planes of Z, and £f4¢ 2 the set of lines in £;) 1 that are flat lines of Z
lying in the planes of Z. Since |®’| = S, it follows that either > S points of &’ lie in
Lerit U Lfae1 or 2 S points of & lie in L4

Subcase D.2.1: Suppose that 2> S points of &' lie in Lerit U £ f1a11-

Then, the sets of lines £cit UL f1q1,1, £ and £3 form 2 S multijoints, with the property
that > 1 line of £t UL 14,1, < IV lines of £; and 2 N3 lines of £3 are passing through
each. Therefore, since, whenever a line of £.t U £f4¢.1, a line of £; and a line of £3
meet at a point, they form a joint there, it follows by Proposition 1.2.2 that

S(N;N3)? < (|€erit U Lgar 1| LiLs) V2,

and since
|£crit U /gflat,1| S, dQ’
it holds that ,
o (@PLiLy)' %  (LiLg)'? Ly (LjLs)'/?

S ~ ~
~O(NjN)V2 T (NjNg)Y2 o SN (NjN3)/2

from which we obtain

1/4 _1/4 1/4 _1/4 0 \1/2 ;1/4 14
L, Li" 0t L, L nft (L Lyt
N2 /A N31/4 ~ AR LA N31/4 N3 N LA

0 J 0 J 10 j 3
12 33 1.2 i3 9 i3 L1/4 1/4 L1/2 L1/4 1/4 L1/4 1/4
<< io) < j ) <L3> i L3 i b Ly 4 Ly

NN NP NP NG N N

5SS

20 J J

~ io
N23 NT/Z T2\~ (N Ny Ny)L/2+1/100

1/2 1/2
L / LJ/ L§/2 << (L1L2L3)1/2 )
N j 3

Subcase D.2.2: Suppose that < .S points of &’ lie in the lines of £, U Lt1at,1- Then,
2 S points of &’ lie in the lines of £ 44 2.

If 2 S of these points are critical, then one of the lines of £f4:2 (C £;,) contains > Li
20

critical points. However, the line is flat, and thus it contains at most d critical points.

Therefore,
L2
SN

S g
L,

from which we obtain
g < 3?

0
which we may assume to be a contradiction since D.2.2 is a subcase of Case D.

Therefore, 2 S of these points are flat. Let &y, be the set of these points, £ fiat,2
the set of lines in £y;4¢2 each of which contains at least one point of & f;4s, and £;»7 Flat
the set of lines in £/ each of which contains at least one point of & f;¢. Note that, since
each line of £;,1 and 2; lies in Z and each point of &y, is a regular point of Z, it
follows that all the lines of £; 1 U 2; passing through a point of & 4, i.e. all the lines
of £y flat2 U ’Q;',flat passing through it, lie on the (unique) plane in Z containing the
point.
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Now, for every (Ni, N5, N3) € C1.234,, we denote by dny ny,ny the degree of the poly-
nomial with the zero set of which we achieve the cell decomposition in the case of the
triple (N7, N5, N3), by ZdN, NN the zero set of that polynomial, and by Il
the set of planes contalned in Zd In addition, let £; NEUITE 210,17dN, Ny

be the sets 210, Lio, 1

!/ NI N/
N N2 N3

;NI
Nl,N2,N3
/ S/

],dN/ N/ Né’ j,flat, dN/ N/ Né

Lio, flat,2, )3 , e i flat and ®ﬂat, respectlvely, corresponding to the triple (N7, N5, Nj).

and & fiq¢.q

Slo,flat,Q,dN/ Né N” £ N’ N’ N’

We now define D; 23, to be the set of (N7, N3, N5) € C1234,, such that all the lines

in £ig,1 and £ g vy, are contained in Zy

dat Nt N
ONT NG, NG 1N,

N{,Né,Né'
Remark. It holds that (Ni, Na, N3) € Dj23,,. Therefore, we have already shown
that, for all (Nl, Ny, N3) e M \ D123,

(L1 LoL3)'/?
Ny NyN3)1/2+1/10%

|JN17N27N3‘ S (

As we have already explained in the case of the triple (N, Na, N3), if (N7, N3, N3) €
D1,2,3,i, and x is a regular point of Zy4s 4 lying in Ilg then, since all the

N/ N/ N/ N/ N/ Né?
and EJ d

lines in £; 1t follows that all the lines

0,1y ng vy are lymg in Zy

N’ N’ Né N’ N’ N/7

in £ flat,2 vt g N and £] flat.d passmg through z lie on the (unique) plane in

N{,Nj.N.
g, , that x lies on.
N{,N,,NY

Finally, for (N7, N3, N%) € Di 23, we define Ly as the set consisting of those

N{,Né,Né
. . / / . .
lines in (£i,, fiat2 U S'flat) N <£i07flat2d1v/ N3N U S‘ﬂat g Né), each of which is

equal to the intersection of a plane in HdN Ng.Ng with a plane in HdN, NI
2773

Subcase D.2.2.i: Suppose that 2 S points of & f;,, ( = stlatdel,NQ,N:)’) lie in the lines

that belong to the union of the sets Lg4 over all (N, N4, N3) € Dj 23, that are

different from (NN, Na, N3).

Then, there exists a triple (N7, Ny, N3) in D123, different from (N7, N2, N3), such
that 2> W points of & ;4 lie in the lines of £, , . Fix this particular
triple (N7, N4, N3), and let Q5ﬂat be the set of points of &y lying in the lines of
Ly

I NI N/
Ni,Ng,Ng

! N/
Nl,NQ,N3

! ! !l
N{, N4, N,

e Suppose that, for > 5 of the points of (’5’ﬂ 4+ €ach of them has the property

S
~ (NJNjN})1/1000
that either all the lines of £;, 1 passing through it do not lie in ZdN, vy OF all the
3
/

lines of £, passing through it do not lie in ZdN{,Né,Né‘
Then, since 2 N, lines of £, 1 and 2 NN; lines of 2} are passing through each point of
Qﬁ’ﬂ at» it follows that

S

(N{NéNé)l/looo Nzo ~ L’LodN’ ,N4,NY

or

S
(N[N Np)1/1000

N; < Ljdny Ng,Ny-
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Now, since (N7, N3, N3) belongs to Dj 23, and thus to Cy234,, we have that

2
N8/3 N{8/3 Nég/s Né8/3

10

and therefore

2
dny Ny Ny = uLm,g,
Ny g g NG
while also
gy 2 L7,
which give

1/2

L 1/2
dny NyNg S N’3 <L

It thus follows that

S
(N/N/N/)1/1000 ~

S Ligdny Ny Ny + Lidng vy vy S

<L 4L
Our aim is to show that
(L1LoL3)'/?

S <

3/2

and thus we will bound both L; ~ and LjL; O/ ? from above, up to multiplication by

(L1L2L3)1/2 . 1
(N1N2N3)1/2+1/104 (N{NéNé)l/IOOO .

constants, by the quantity

More particularly, we will bound the quantity L?O/ ? from above using that, since both
(N{,Né, Né) and (Nl,NQ, Ng) belong to 01727371'0,

Nl < N/l/lOOO Né gNél/IOOO

and
1/1000 1/1000
Ny < Ny N S Ny

Moreover, we will bound the quantity LjLi 0/ % from above in a similar way, but also
using that, again due the fact that (N7, N3, N3) and (Ni, N2, N3) belong to C1,2.3.,,

L . 13

NJ{S/S ~ N:;7/3
and

Ly . 13

NSNS
Indeed,

1312 p3/20- 1/100)L(3/2)(1/100)

20 20
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i i ~

12 3/4(1—1/100) 12 (3/4)(1/100)
-~ < io ) ( io ) N (8/3)(3/4)(1-1/100) »,/(8/3)(3/4)(1/100)

9\ (1/3)(3/4)(1-1/100) 5\ (1/3)(3/4)(1-1/100) 9\ (1/3)(3/4)(1-1/100)
< (L1 Ly L3 .
~ N28/3 N§3/3

Lo\ QB0 1\ A0\ 0/E/0)
1 2 3
'<N{8/3> <N§8/3) <N§8/3> |

'Ni(f/?ﬁ)(3/4)(1—1/100)N/(8/3)(3/4)(1/100) ~

10

(L1LoLs)'/? 1 2(1-1/100) 7p/(1/50)
- (N1 N5 N3)2/3(1-1/100) ' (N{ N} N})(2/3)(1/100) io i0 ~>
(L1LoLg)'/? ‘ 1 7(1/1000)2(1-1/100) 57(1/1000)(1/50)
~ (N1 N3 N3)2/3(1-1/100) (NN} N4)(2/3)(1/100) "3 3 ~
o (LiLeLy)'? 1

~ (N1N2N3)1/2+1/1O4 ’ (N{NéNg})l/lOOO.

In addition,
1/2L L1/2L1 1/10071/100

J
12 1/2(1—1/100) (1/2)(1/100)
-~ L1/2< J ) ( ) (8/3)(1/2)(1*1/100)]\7{(8/3)(1/2)(1/100) -~
N3 8/3 N; j
J

(1/DA=1/100) 7 15\ (1/4)(1-1/100)

io 8/3 8/3

Nj Nj
12 (1/4)(1/100) 72 (1/4)(1/100)
) j j N(4/3)(1—1/100)N{(4/3)(1/100) <
N/.S/S N,.S/S J J ~
J J

9\ (1/4)(1-1/100) (1/4)(1—1/100)
<L?/2< L; ) (Lg ) .

~ 8/3 7/3

0 Nj/ Ng/

12 (1/4)(1/100) 9 (1/4)(1/100)
' i L3 N3(1/1000)(4/3)(1—1/100)Né(l/lOOO)(4/3)(1/100) N
N;8/3 Né?/s
(L1LoLs)'/? 1
2/3)(1—1/100 7/12)(1—1/100 2/3)(1/100 7/12)(1/100
N](/)( / )N?E/)( / )N]{(/)(/ )Né(/)(/ )

N3(1/1ooo)(4/3)(1—1/100)Né(1/1000)(4/3)(1/100) <

(L1LyL3)/? 1
~ (N1 NyN3)1/2+1/10% (N{NéNg)l/mOU'
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Therefore,

S < (L1LyL3)"/? 1
(N{NéNé)l/looo ~ (N1N2N3)1/2+1/104 (N{NéNé)l/lOOO’

from which it follows that
o< (LilaLy)'?

~ (N1N2N3)1/2+1/104 ’

e Suppose that, for > 77000 Of the points of Qi}l ;» at least one of the lines of £; 1

s
~ (N{N5N3)

and at least one of the hnes of S through each lies in Zg [, However, these points

NL©

which is a subset of £;, U £ Therefore, there exists
of

lie in lines of the set ﬁdNi,Né,Né’

containing 2>

aline [ in Ly

S > S
N{,N§,NLO (N{NJNL/1000 |8, ugs| ~ (N{NjN;)L/1000 max{L; ,L;}

these points.

This implies that the lines of £;, 1 U 2;- lying in Zy4 and passing through these

N{,Né,Né
Indeed, if I € 2;-, then there exists a different
S

(NI NN 00 mmax{Lg L)} points of & s, in

question. If I € £, 1, then there exists a different line of )3;- passing through each of
the 2

points are 2 (NI NGV 00 g Lo L]

line of £;, 1 passing through each of the 2

s . : .
(Nj N5 N5)T/I000 max{L; points of & ¢4+ in question.

zovLj}

On the other hand, the lines of £;,1 U E; lying in Zy and passing through the

points of I N & fiqr are < dyy vy -

! ! !
N{,N,,NY

Indeed, since [ belongs to Ly NN it follows that [ is a flat line of both Zy

N/7 N/ Nl N/
3 N5, Ng
and Zg, N Ny equal to the 1ntersect10n of a plane II; in HdN, NI with a plane Il in
2773
/
11, Ny Ng,N3 7 which are such that 11y contains all the lines of £; 1 Ayt g N and )3 R

passing through the regular points of Z, in [, while Il contains all the lines of

N{.N3.Ng
Lio,1 and £; passing through the regular points of Z, Ny Ng, N I [. Therefore, the number

of lines of £;, 1U£ lying in ZdN, NjN and passing through the points of IN® ;4 is equal
to at most the number of lines of ,82071 UEJ lying in IIs. Moreover, since [ is a flat line of

Zdy, w0 there exists a point of [ that is a regular point of Zy and since that
10772773

point already lies in the plane II; C Z,

Nl Nl N/’

the plane Il does not lie in Zg,, [

N/ N/ N/7 Né

(otherwise the point would not be a regular point of Z, Consequently, the

YARNY] /)
N{,Nb,N§

number of lines of £;, 1 U E lying in IIs N Z4 is equal to at most dyy g N7, and

I NI N
NN2N3

therefore so is the number of lines of £;, 1 U S lying in Zy and passing through

' NI N/
NNN3

the points of [ N & f44.
It follows from the above that

S -y
(N] N, NLI/1000 max{L; , L;j} ~ N{,N},N}»

which implies that

S
(N’N’N’)I/IOOO ~ LzOdN’ N}§,N + L dN’ N},N}-
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Now, following the same procedure as in the case above, we obtain

g < (L1LoL3)'/?
™~ (N1NzN3)l/2+1/10%

Case D.2.2.ii: Suppose that |&/] | 2 | N1, No N, |, where, for all (N, Nj, Nj) €

Flat,dn, Ny,
D123, Qy]ﬁl%dw{,zvé,wé is the set of points in Qiﬂat’dN{’N&Né that lie outside the lines
in the union of ’CdN{’,Né’,Né” over all (N{,NJ,Ny) € Di23,, that are different from
(N, N5, Nj) (this is the final case).

In fact, let €234, be the set of all (N{, N5, N3) € Dj 23, with the property that

" . .
‘ flatdys no Z ‘JN{,Né,Nidv mn partmular, (Nl, NQ, Ng) € 5172,371'0'
17203

In this final case, we are not able to bound the quantity |Jn, n, n,| from above, up to
(LiL3L3)'/?
constant € > 0, independent of £1, £2, £3, N1, N2 and N3. However, we will show that

multiplication by constants, by a quantity of the form for some absolute

Z |JN1,N2,N3|(N1N2N3)1/2 S (L1L2L3)1/2. (4.4)
(N1,N2,N3)€E1,2,3,4

The proof of (4.4) will complete the proof of Theorem 1.2.3, since we have already
shown that

7 < (L1LyL3)"/?

RIBYBTARS (V! N N%) /2417100

for all (N{, Né, N?/)) eM \ 5172,371'0.
Let us now prove (4.4).

Fix (N{, N3y, N3) € E1234,- Let £ 40 be the set of lines of £

0Lyt ng v
, the set of lines of ,Q;
3

12,d 1 NS N4

LI : " "
each containing a point of Q5flat7dN{,N J-Flatdyg r

; é,Né’ de{,Né,Né
each containing a point of & )
gap flatdei Nb.NL

Therefore, each point of Qi’]ﬁl atdys ny is a mutlijoint for the collections £/ o.flat

b

, Né 727dN{,Né,Né
]7fl/(jt7dNi’Né’Né
of £/

]7flatde{ yNé;Né

and £ of lines, each lying in ~ N/ linesin £ 1,5 4

and ~ Nj lines of £3.

. ,,NN]{ lines
Nl’NZ’NS

Consequently, since it also holds that }
(4.4) it suffices to show that

" > :
flat’dNi,Né,Né} 2 |y ny.g s in order to prove

> (M () Mj(x) M3 (2))"/? < (LiLoLs)'?, (4.5)

xeU &/
(N{'vNé',Né')ESLQ,&iQ flat’dN{/,Né’,Né/

U " " " :
where, for all (N{, Ny, N3) € E1234, and x € Flatdy g np M;,(z) is the num-

ber of lines of 8;0 Flat.2.d passing through x, M;(x) is the number of lines of

NN
N{",N5',N3

“ passing through z, and Ms(x) is the number of lines of £3 passing

i, flat,d a1 wr
J, flat, N/ NY N

through z.
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Now, let us again fix (N7, N3, N3) € €123, We know that, if z € 6flatd then

N} ,Nb.NY

SV through each point of &’ have
72’dN{*NéaNé J flat7dN/,Né,Né g p flat’dNivNévNé

to lie in the unique plane of Zg , , ., containing z, as x is flat point of Zg, ., ., and
1,N§ N4 1N N3
(g Sio,l U 2;) all lie in Z4

the lines of 210,flat

. ] "
the lines of Szo,flatQ,dNi’Né’Né U gjvflatde{,Né,Né NN

. . . / /I
Let us emphasise that, if a line of SivalathudN{,Né,Né U SjﬂflatﬁdNi,Né,Né

then it does not belong to any other plane of Z,

belongs to one of
; the

Nl N/ N/7

that is flat, and therefore

the planes of Z; , , ,,
N{,Nb, N
reason is that the line contains at least one point of ZdN’ NN

cannot belong to two intersecting planes of ZdN, NI
2773

On the other hand, ijlat d is, by definition, the set of points in &4t

! ! !
N{,N4,NY N{,N§,N&

that lie outside the lines that belong to the union of the sets LdN,, Ny OVer all
2773

(N{',Ny/,N3) € D123, that are different from (Nj, N3, N3). Therefore, no line in
"
£i07flat,27dN{’Né’Né U j’flat’dN’,Né,Né lies in the union of the sets [,dN,, NN over all
(N{',Nj,NY) € D123, that are different from (Nj, N, N3). This means that, if
) " ) "

l € 'STOaflatQ,dN{,Né,Né U 2j7flat7dN{,Né,Né’ then ! ¢ ’Qlo,flatuzdei/,NéQNé/ U 2j7flat7dN{’,Né’,Né”
for all (N{', N3/, N3) € £ 2.3, that are different from (N7, Nj, Nj).

From the above, it is clear that, in order to show (4.5) and, consequently, complete the
proof of Theorem 1.2.3, it suffices to prove the following.

Lemma 4.6. Suppose that 111, 1l,..., II, are planes in R3, while £1, £o and £3 are
finite collections of L1, Lo and Ls, respectively, lines in R3, such that each line in
£1U Ly lies in I UTIo U... UII,. Moreover, suppose that, if, for each i € {1,...,p}, l1
is the set of lines in L1 that lie on 1I;, while la; is the set of lines in L9 that lie on I1;,
then iy Nli; =0 and la; Nl =0, for all i # j, i,5 € {1,...,p}. Let J be the set of
multijoints formed by the collections £1, £9 and £3 of lines. Then,

> (N1 (2)Ny(x)N3(x))/? < (L1 LaLs)'/2. (4.6)
zeJ

Proof. This statement is true if the collection of planes consists of only one plane II.
Indeed, in this particular case, ) . ; N3(x) < L3, since no line of £3 lies on the plane,
and we can thus deduce (4.6) by Claim 4.5.

Now, using this fact, (4.6) follows in the general case as such:
D (Na (@) Na() () */* =
e

p p
=> (N1(2) Na (@) N3 ()2 £ 3 (illl2al Ls) /* ~

i=1 z€I;NJ i=1

o /2 / p 1/2
~(Z<rz1,ﬂ2uz,z-rl/2) Ly” < ( ) (Zug,ir) Ly? <
i=1 =1

< (L1 LyLs)' /2.

Note that the first inequality is due to the fact that (4.6) holds on each plane II;,
1 =1, ..., p, while the second inequality is the Cauchy-Schwarz inequality.
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Thus, the proof of Theorem 1.2.3 is complete.



Chapter 5

From lines to curves

In Chapter 6 we will extend the definition of a joint from a point of intersection of lines
with particular transversality properties to a point of intersection of more general curves
with particular transversality properties, and we will, in fact, extend the statement of
Theorem 1.1.1 to that case, under certain assumptions on the properties of the curves.
To that end, we need to extend certain computational results for sets of lines to sets
of more general curves, by recalling and further analysing some facts from algebraic
geometry, and this is what this chapter is dedicated to.

If K is a field, then any set of the form
{r eK":pi(x) =0, Vi=1,..,k},

where k € N and p; € K|z1,...,x,] for all i = 1,...,k, is called an algebraic set or an
affine variety or simply a variety in K", and is denoted by V(p1,...,pi). A variety V
in K" is irreducible if it cannot be expressed as the union of two non-empty varieties
in K™ which are strict subsets of V.

Now, if V is a variety in K", the set
I(V):={peK[xi,....xn] :p(x) =0,V eV}

is an ideal in K[z, ..., z,]. If, in particular, V is irreducible, then I(V') is a prime ideal
of K[x1, ..., x,], and the transcendence degree of the ring K[z1, ..., z,|/I(V) over K is
the dimension of the irreducible variety V. The dimension of an algebraic set is the
maximal dimension of all the irreducible varieties contained in the set. If an algebraic
set has dimension 1 it is called an algebraic curve, while if it has dimension n — 1 it is
called an algebraic hypersurface.

Now, if v is an algebraic curve in C", a generic hyperplane of C" intersects the curve
in a specific number of points (counted with appropriate multiplicities), which is called
the degree of the curve.

A consequence of Bézout’s theorem (see, for example, [Ful84, Theorem 12.3] or [CLOO05,
Chapter 3, §3]) is the following.

Theorem 5.1. (Bézout) Let v be an irreducible algebraic curve in C" of degree b,
and p € Clxy,...,xy|. If v is not contained in the zero set of p, it intersects the zero set
of p at most b - degp times.

65
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Now, if K is a field, an order < on the set of monomials in K[z, ...,x,] is called a
term order, if it is a total order on the monomials of Klzi,...,z,], such that it is
multiplicative (i.e. it is preserved by multiplication by the same monomial) and the
constant monomial is the <-smallest monomial. Then, if I is an ideal in K[z1, ..., z,],
we define in<(I) as the ideal of K|z, ..., ] generated by the <-initial terms, i.e. the
<-largest monomial terms, of all the polynomials in I.

Let V be a variety in K[xi,...,x,] and < a term order on the set of monomials in
K[z1,...,zy]. Also, let S be a maximal subset of the set of variables {1, ..., 2, }, with
the property that no monomial in the variables in S belongs to in<(I(V)). Then, it
holds that the dimension of V' is the cardinality of S (see [Stu05]). From this fact, we
deduce the following.

Lemma 5.2. An irreducible real algebraic curve v in R™ is contained in an irreducible
complex algebraic curve in C".

Proof. We clarify that, by saying that a real algebraic curve 1 in R” is contained in a
complex algebraic curve v in C", we mean that, if x € ~1, then the point x, seen as
an element of C", belongs to o as well.

Let v be an irreducible real algebraic curve in R"™, and < a term order on the set
of monomials in the variables z1, ..., x,. From the discussion above, for every i # j,
i,j € {1,...,n}, there exists a monomial in the variables z; and x; in the ideal in(1(7)).

Now, the ideal I(7y) is finitely generated, like any ideal of R[z1,...,x,]. Let {p1,...,pr}
be a finite set of generators of I(7), and let I’ := (p1, ..., p) be the ideal in Clz1, ..., ;)
generated by the polynomials pq, ..., pg, this time seen as elements of Clxy, ..., zy].
We consider the complex variety V' = V(p1, ..., px) and the ideal (V') in Clz1, ..., 4.
Since the polynomials in I(7), seen as elements of C[z1, ..., z,], are elements of I(V'),
it holds that for every i # j, i,j € {1,...,n}, there exists a monomial in the variables
z; and z; in the ideal in<(I(V")). Therefore, the variety V' has dimension 1 (it cannot
have dimension 0, as it is not a finite set of points).

Therefore, + is contained in a complex algebraic curve. It is finally easy to see by
Bézout’s theorem that - is contained in an irreducible component of that curve.

O]

Now, by Bézout’s theorem, we can deduce the following.

Corollary 5.3. Let 1, v be two distinct irreducible complex algebraic curves in C™.
Then, they have at most deg~y; - degyo common points.

Proof. Since 9 is an algebraic curve in C" and C is an algebraically closed field, it
follows that 79 is the intersection of the zero sets of <, geg+, 1 irreducible polynomials
in Clz1, ..., 2], each of which has degree at most deg~y, (see [BGT11, Theorem A.3]).
The zero set of at least one of these polynomials does not contain v, so, by Theorem
5.1, 1 intersects it at most deg~y; - degyo times. Therefore, ~y; intersects 7o, which is
contained in the zero set of the above-mentioned polynomial, at most deg~; - deg o
times.

O]
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Corollary 5.3 easily implies the following.

Lemma 5.4. An idrreducible real algebraic curve v in R™ is contained in a unique
irreducible complex algebraic curve in C™.

Proof. Let v be a real algebraic curve in R™. By Lemma 5.2, v is contained in an
irreducible complex algebraic curve in C™. Suppose that there exist two irreducible
complex algebraic curves 71 and 79 in C" containing 7. Then, v; and o intersect at
infinitely many points, and thus, by Corollary 5.3, they coincide.

O]

Note that, by the above, the smallest complex algebraic curve containing a real algebraic
curve is the union of the irreducible complex algebraic curves, each of which contains
an irreducible component of the real algebraic curve.

In particular, the following holds.

Lemma 5.5. Any real algebraic curve in R™ is the intersection of R™ with the smallest
complex algebraic curve containing it.

Proof. Let v be a real algebraic curve in R" and ~¢ the smallest complex algebraic
curve containing it. We will show that v = R" N .

Let x € R™, such that = ¢ ~; then, x ¢ yc. Indeed, 7 is the intersection of the zero
sets, in R™, of some polynomials p1, ..., pr € Rlz1,...,z,]. Since x ¢ , it follows that
x does not belong to the zero set of p; in R™, for some i € {1, ..., k}. However, x € R",
so it does not belong to the zero set of p; in C™, either.

Now, the zero set of p; in C™ is a complex algebraic set containing v, and therefore its
intersection with ~¢ is a complex algebraic set containing -; in fact, it is a complex
algebraic curve, since it contains the infinite set v and lies inside the complex algebraic
curve yc. Therefore, the intersection of the zero set of p; in C" and ~¢ is equal to ¢,
as otherwise it would be a complex algebraic curve, smaller that y¢, containing . This
means that y¢ is contained in the zero set of p; in C”, and since x does not belong to
the zero set of p; in C", it does not belong to ¢ either.

Therefore, v = R" N~c.
O

Now, even though a generic hyperplane of C™ intersects a complex algebraic curve in
C™ in a fixed number of points, this is not true in general for real algebraic curves.
However, by Lemma 5.4, we can define the degree of an irreducible real algebraic curve
in R™ as the degree of the (unique) irreducible complex algebraic curve in C" containing
it. Furthermore, we can define the degree of a real algebraic curve in R™ as the degree
of the smallest complex algebraic curve in C" containing it. With this definition, and
due to Lemma 5.5, the degree of a real algebraic curve in R" is equal to the sum of
the degrees of its irreducible components (Lemma 5.5 ensures that distinct irreducible
components of a real algebraic curve in R™ are contained in distinct irreducible complex
algebraic curves in C").

Therefore, if, by saying that a real algebraic curve ~ in R" crosses itself at the point
g € 7, we mean that any neighbourhood of zg in v is homeomorphic to at least two
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intersecting lines, it follows that a real algebraic curve in R™ crosses itself at a point at
most as many times as its degree.

An immediate consequence of the discussion above is the following.

Corollary 5.6. Let v be an irreducible real algebraic curve in R™ of degree b, and
p € Rlz1,...,xn]. If v is not contained in the zero set of p, it intersects the zero set of
p at most b-degp times.

We now discuss projections of real algebraic curves. This leads us to the study of
semi-algebraic sets.

More particularly, a basic real semi-algebraic set in R™ is any set of the form
{r eR": P(x)=0and Q(z) >0, VQ € Q},

where P € Rx1,...,x,] and Q is a finite family of polynomials in Rx1, ..., z,]. A real
semi-algebraic set in R™ is defined as a finite union of basic real semi-algebraic sets.
Note that a real algebraic set in R" is, in fact, a basic real semi-algebraic set in R"”,
since it can be expressed as the zero set of a single real n-variate polynomial (a real
algebraic set in R" is the intersection of the zero sets, in R”, of some polynomials
P1, - Pk € Rlz1,...,x,], which is equal to the zero set, in R™, of the polynomial
P+ .+ 02 € Rz, .., 1)),

What holds is the following (see [BPR06, Chapter 2, §3] for a proof).

Theorem 5.7. The projection of a real algebraic set of R™ on any hyperplane of R™ is
a real semi-algebraic set.

We further notice that any set of the form {z € R" : Q(z) > 0, V Q € Q}, where Q
is a finite subset of R[z1,...,x,], is open in R™ (with the usual topology). Therefore,
a basic real semi-algebraic set in R™ that is not open in R" is of the form {z € R" :
P(z) = 0and Q(z) > 0, V Q € Q}, where Q is a finite subset of R[zy,...,z,] and
P € R[zy, ..., zy,] is a non-zero polynomial. Thus, each basic real semi-algebraic set in
R™ that is not open in R™ (with the usual topology) is contained in a real algebraic set
of dimension at most n — 1.

Now, if 7 is a real algebraic curve in R3, its projection on a generic plane H ~ R? is a
finite union of basic real semi-algebraic sets which are not open in H, so each of them
is contained in some real algebraic set of dimension at most 1. However, the projection
of a curve in R? on a generic plane is not a finite set of points. Therefore, at least one
of these basic real semi-algebraic sets is an infinite set of points, contained in some real
algebraic curve in H. From this fact, as well as a closer study of the algorithm that
constitutes the proof of Theorem 5.7 as described in [BPR06, Chapter 2, §3], we can
finally see that the projection of v on a generic plane H is the union of at most Bgeg~
basic real semi-algebraic sets, each of which either consists of at most B(’ieg , boints or
is contained in a real algebraic curve in H of degree at most Béeg » where Bieg +, Béeg N
are integers depending only on the degree deg~ of . Therefore, the following is true.

Lemma 5.8. Let v be a real algebraic curve in R3. There exists an integer Cdegy =
deg~y, depending only on the degree degy of v, such that the projection of v on a generic
plane is contained in a planar real algebraic curve of degree at most Cqeg -~ -
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Note that this means that the Zariski closure of the projection of a real algebraic curve
~ of R3 on a generic plane, i.e. the smallest variety containing that projection, is, in
fact, a planar real algebraic curve.

Our aim now is to find an upper bound on the number of times a planar real algebraic
curve -y crosses itself, and eventually establish an upper bound on the number of times
a real algebraic curve in R? crosses itself. To that end, we proceed to show that a planar
real algebraic curve 7 is the zero set of a single, square-free bivariate real polynomial,
of degree < deg~.

Lemma 5.9. Let v be an irreducible planar complex algebraic curve. Then, 7y is the
zero set, in C2, of a single, irreducible polynomial p € Clx,y|, of degree < degy.

Proof. Let v be an irreducible planar complex algebraic curve. Then, ~ is the intersec-
tion of the zero sets, in C?, of some polynomials py, ..., px € Clz,y], for k Sqeg~ 1, of
degrees < deg~y (see [BGT11, Theorem A.3)).

Now, for all i = 1,..., k, the zero set of p; in C? contains ~, and is thus an algebraic set
of dimension at least 1; in fact, equal to 1, as otherwise the zero set of p; would be the
whole of C? and p; would be the zero polynomial. Therefore, the zero set of p; in C?
is a planar complex algebraic curve containing -, for all ¢ =1, ..., k. Consequently, = is
contained, in particular, in the planar complex algebraic curve that is the zero set of
p1 in C?, and, since 7 is irreducible, it is equal to one of the irreducible components of
the zero set of p;, which is the zero set of an irreducible factor of p;.

Therefore, 7 is the zero set, in C2, of a single, irreducible polynomial p € C[xz,y], of
degree < deg~y.

O

We can therefore easily deduce the following.

Corollary 5.10. Let v be an irreducible planar real algebraic curve. Then, ~ is the
zero set, in R?, of a single, irreducible polynomial p € Rz, 5], of degree < 2degry.

Proof. Let yc be the (unique) irreducible planar complex algebraic curve containing ~.

Now, by Lemma 5.9, y¢ is the zero set, in C?, of a single, irreducible polynomial
p € Clz,y], of degree < deg~yc (= deg~y). Thus, by Lemma 5.5, v is the zero set of p in
R?, and, since the polynomials p and p have the same zero set in R?, v is the zero set, in
R?, of the polynomial pp € R[z,y], which is irreducible in R[x, %], since p is irreducible
in Clz, y].

Therefore, the statement of the Lemma is proved.

An immediate consequence of Corollary 5.10 is the following.
Corollary 5.11. Let v be a planar real algebraic curve. Then, 7y is the zero set, in R?,

of a single, square-free polynomial p € Rlz,y], of degree < 2deg-y.

We can now bound from above the number of times a planar real algebraic curve crosses
itself.
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Lemma 5.12. Let v be a planar real algebraic curve. Then, v crosses itself at most
4(deg)? times.

Proof. By Corollary 5.11, ~ is the zero set, in R?, of a single, square-free polynomial
p € Rz, y], of degree < 2deg~. Since p is square-free, p and Vp do not have a common
factor, so, by Bézout’s theorem, p and Vp have at most (degp)? < (2deg~)? common
roots.

Indeed, if p = p1---pg, where p1, ..., pr € Rlz,y| are irreducible polynomials, then
each common root of p and Vp is a common root of an irreducible factor p; of p, for

some i € {1,...,k}, and a polynomial g; € {%, 2—5}, which does not have p; as a factor.

Therefore, the number of common roots of p and Vp is equal to at most » ., , 73,
where, for each i € {1, ..., k}, r; is the number of common roots of p; and g;. Ho;)véver,
for all i € {1, ..., k}, the polynomials p; and g; € R[z,y] do not have a common factor,
and thus, by Bézout’s theorem, r; < degp; - deg g; < degp; - d. Therefore, the number
of common roots of p and Vp is < Zi:l,..‘,k degp; - d < d?.

But if v crosses itself at a point z, then z is a common root of p and Vp, because
otherwise v would be a manifold locally around x. So, 7y crosses itself at most 4(deg~)?
times.

O]

Lemma 5.12 immediately gives an upper bound on the number of times a real algebraic
curve in R? crosses itself.

Lemma 5.13. Let v be a real algebraic curve in R3. Then, v crosses itself at most
4(degm(v))? times, where () the smallest planar real algebraic curve containing the
projection w(y) of the curve v on a generic plane (i.e. the curve that constitutes the

Zariski closure of w(7)).

Proof. Obviously, ~ crosses itself at most as many times as 7(7y) crosses itself, thus, by
Lemma 5.12, at most 4(deg7(7))? times.

O

We are now ready to establish an analogue of the Szemerédi-Trotter theorem for real
algebraic curves in R3. Indeed, the following is known.

Theorem 5.14. (Kaplan, Matousek, Sharir, [KMS11, Theorem 4.1]) Let b,
k, C be positive constants. Also, let P be a finite set of points in R?> and I' a finite set
of planar real algebraic curves, such that

(i) every v € T’ has degree at most b, and
(ii) for every k distinct points in R?, there exist at most C distinct curves in T’ passing
through all of them.

Then,
Ipr Sekc | P|F/ R0 || GR=2/ R 4| Pl D).

Combining Theorem 5.14 with Lemmas 5.8 and 5.13, we deduce the following fact on
point-real algebraic curve incidences in R3.
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Lemma 5.15. Let b be a positive constant. Also, let I' be a finite set of real algebraic
curves in R3, each of degree at most b, and P a finite set of points in R3. Then, there
exists a natural number Dy > b* + 1, depending only on b, such that

(i) Ipr Sb |P|Po/(2Ds=1) 1| (2D=2)/(2D=1) | P| 4 |T'|, where Ipy denotes the number
of all pairs (p,7) such thatp € P, v € T', p € v and p is not an isolated point of vy, and

(ii) if there exist S points in R3, such that each lies in at least k curves of I' which do not
have the point as an isolated point, where k > 2, then S <, |T'|?/kZPe=D/(Ds=1) 1| /E.

Proof. Let m: R®> — H be the projection map of R? on a generic plane H ~ R2. By
Lemma 5.8 we know that, for all v € T, 7(v) is contained in a planar real algebraic
curve () of degree at most Cj,, where C}, > b is an integer depending only on b. Thus,
if 7(I") := {w(v) : v € '} and Irr(n(T')) := {1-dimensional irreducible components of
7(7y) : v € T'}, we have that

Ipr < Loy < Lopy o) + 40" - Hrr(a (D)),
as, by Lemma 5.12, each curve in Irr(7(T')) crosses itself at most 4(deg(v))? < 4C?
times. In addition, by Bézout’s theorem, for each Cg + 1 distinct points of R? there
exists at most 1 curve in Irr(m(T)) passing through all of them. The application,
therefore, of Theorem 5.14 for k = Dy := C’g + 1, the set w(P) of points and the set
Irr(m(I')) of planar real algebraic curves, whose cardinality is obviously < Cj - [T,
completes the proof of (i), while (ii) is an immediate corollary of (i).

O

For the analysis that follows, we introduce the notion of the resultant of two polyno-
mials, a useful tool for deducing whether two polynomials have a common factor (for
details, see [CLOO05, Chapter 3] or [GKO08]).

More particularly, let f, g € C[x], of positive degrees [ and m, respectively, with
flx) = art + a2+ .+ ag

and
g(z) = bpa™ + b12™ "t 4 ... + by.

We define the resultant Res(f, g) of f and g as the determinant of the (I+m) x (I+m)
matrix (c;;), where ¢;; = aj—; if 1 < i < mand i < j < i+41, ¢ = bj_jym if
m+1<i<m+landi—m<j<i—m+I[, and ¢;; = 0 otherwise.

Note that the columns of the matrix (c;;) represent the coeflicients of the polynomial f
multiplied by 27, where j runs from 0 to m — 1, and the coefficents of the polynomial g
multiplied by 2, where k runs from 0 to I — 1. Therefore, the resultant of f and ¢ is 0
if and only if this set of polynomials is linearly independent. This leads to a connection
between the existence of a common factor of two polynomials and the value of their
resultant.

Indeed, let f, g € Clxy, ..., z,] be polynomials of positive degree in z1. Viewing f and
g as polynomials in 21 with coefficients in C[zs..., z,], we define the resultant of f and
g with respect to z1 as the polynomial Res(f,g;x1) € Clza, ..., x4).
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Theorem 5.16. Let f, g € Clxy,...,x,] be polynomials of positive degree when viewed
as polynomials in x1. Then, f and g have a common factor of positive degree in x1 if
and only if Res(f,g;x1) is the zero polynomial.

Theorem 5.16 is §3.6 Proposition 1 (ii) in [CLO91]. In fact, the following is true (see
[CLO91]).

Lemma 5.17. Let f, g € Clxy,...,x,] of positive degree in x1. Then, there exist A,
B € Clza, ..., xy)[71], such that Res(f,g;x1) = Af + Bg.

In particular, Lemma 5.17 implies the following.

Lemma 5.18. Let f, g € Clx1,x2] be polynomials of positive degree in x1. If f, g both
vanish at the point (r1,7m2) € C%, then Res(f,g;x1) vanishes at rs.

On the other hand, by the definition of the resultant of two polynomials, it is easy to
see the following (see [CLO91]).

Lemma 5.19. Let f, g € Clx1,z2] be polynomials of positive degree in x1. Then,
Res(f, g;x1) is a polynomial in x2, of degree at most deg f - degg.

We are now ready to extend the proof of [GK08, Corollary 2.5] to a more general
setting, to deduce the following.

Lemma 5.20. Suppose that f, g are non-constant polynomials in Clz,y, z] which do
not have a common factor. Then, the number of irreducible complex algebraic curves
which are simultaneously contained in the zero set of f and the zero set of g in C3 is
< deg f-degyg.

Proof. Let T be the family of irreducible complex algebraic curves in C3. Suppose that
there exist deg f - degg + 1 curves in I', simultaneously contained in the zero set of f
and the zero set of g. A generic complex plane intersects a complex algebraic curve
in C? at least once and finitely many times, while each two curves in I' intersect in
finitely many points of C3. Therefore, we can change the coordinates, so that f and g
have positive degree in , and also so that there exists some point p = (py, p2, p3) € C3
and some € > 0, such that any plane in the family A := {planes in C3, perpendicular
to (0,0,1) and passing through a point of the form p+ d - (0,0,1), for § € (—e¢,€)} is
transverse to all the deg f - deg g+ 1 curves, intersecting them at points with distinct y
coordinates. Thus, each such plane contains at least deg f - deg g + 1 points of C? with
distinct y coordinates, where both f and g vanish.

Therefore, if IT € A, then fjr, g are two polynomials in C[z,y], vanishing at >
deg f -degg +1 > deg fiy - deg gir + 1 points of C? with distinct y coordinates.

At the same time, there are at most deg f, i.e. finitely many, planes Il in A, such that
fim does not have positive degree in z, and at most degg, i.e. finitely many, planes
IT in A, such that g;;; does not have positive degree in x. Indeed, suppose that there
are more than deg f planes in A, such that fi;; does not have positive degree in z.
Let h be the coefficient of a positive power of z in the expression of the polynomial f
as a polynomial of xz. We view h as a complex polynomial in x, y, z, of non-positive
degree in z. By our assumption, there are more than deg f > degh planes in A on
which h vanishes, therefore h vanishes on C? (since a generic line in C? intersects all
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those planes, and thus lies in the zero set of h). Hence, h is the zero polynomial; and
since h was the coefficient of an arbitrary positive power of z in the expression of f
as a polynomial of z, it follows that f does not have positive degree in x, which is a
contradiction. We similarly get a contradiction if we assume that there exist more than
deg g planes in A, such that gy does not have positive degree in z.

Thus, there exists an open interval I C (—e,€), such that, if II is a plane in the
family A’ := {planes in C3, perpendicular to (0,0,1) and passing through a point of
the form p + 6 - (0,0,1), for 0 € I}, then fir, g are two polynomials in Clx,y], of
positive degree in z, vanishing at > deg fry - deg g1 + 1 points of C? with distinct y
coordinates. Thus, by Lemma 5.19, Res(fjm, gjm;#) = 0, for all I € A’. However,
Res(fim, gy ©) = Res(f, g; ), for all TT € A'.

As a result, we have that, for all II € A/, Res(f,g;a:)‘n = 0; this means that the
polynomial Res(f,g;z) € Cly, z] vanishes for all (y,z) € C2, such that y € C and
z € J, for some subset J of C of the form {z € C : z = p3 + a, for a € (a1,a2)},
where aj, ay € R. In other words, the polynomial Res(f,g;x) € Cly, z] vanishes on a
rectangle of C2. Therefore, it vanishes identically. And Res(f,g;x) = 0 means that
f and g have a common factor (since they both have positive degree when viewed as
polynomials in x). We are thus led to a contradiction, which means that there exist
< deg f - deg g curves of I' simultaneously contained in the zero set of f and the zero
set of g.

O

Corollary 5.21. Let f and g be non-constant polynomials in Rlx,y, z]. Suppose that
f and g do not have a common factor. Then, the number of irreducible real algebraic
curves which are simultaneously contained in the zero set of f and the zero set of g in
R3 is < deg f - deg g.

Proof. We see f and g as polynomials in C[z,y, 2], and viewed as such we denote them
by fc, gc, respectively. Also, let I' be the family of irreducible real algebraic curves in
R3. For all v € T, we denote by ~¢ the (unique) irreducible complex algebraic curve
containing 7.

Since the polynomials f, g € R[z,y, 2] do not have a common factor in R[z,y, 2], the
polynomials fc, gc € Clx,y, 2] do not have a common factor in Cz,y,z]. Indeed,
if h € C[z,y,z] was a common factor of fc, gc, which are polynomials with real
coefficients, then h € C[z,y, 2] would also be a common factor of fc, gc, therefore
hh € R[z,y, z] would be a common factor of the polynomials f, g € R[z,v, 2].

Now, suppose that a curve v € T lies in both the zero set of f and the zero set of g.
We know that, as it contains =, the irreducible complex algebraic curve ¢ intersects
the zero set of fc (which contains the zero set of f) infinitely many times; thus, by
Bézout’s theorem, it is contained in the zero set of fc. Similarly, y¢ is contained in the
zero set of gc.

Moreover, if v, 4(2) € T are such that 4 # 42 then 7(8) = 'y((cz). The reason for

this is that () is the intersection of ’y((:l) with R3, while v is the intersection of fyg)

with R3.

Thus, if > deg f - deg g curves of I' lie simultaneously in the zero set of f and the zero
set of g, then there exist > deg f-deg g irreducible complex algebraic curves in C3, lying
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in both the zero set of fc and the zero set of gc, where fc, gc € Clz,y, z] do not have a
common factor in C[z,y, z]. By Lemma 5.20 though, this is a contradiction. Therefore,
the number of curves in I, i.e. of irreducible real algebraic curves in R3, which are
simultaneously contained in the zero set of f and the zero set of g, is < deg f - degg.

O

Definition 5.22. Let Z be the zero set of a polynomial p € Rz, y, z]. A curve y in R3
1s a critical curve of Z if each point of v is a critical point of Z.

We are now able to deduce the following.

Corollary 5.23. The zero set of a polynomial p € R[x,y, 2] contains at most (deg p)?
critical irreducible real algebraic curves of R3.

Proof. The polynomials psy and Vpsr, the intersection of the zero sets of which is
the set of critical points of the zero set of p, do not have a common factor, as p,y is
square-free. Therefore, the result follows by Corollary 5.21.

O]

On a different subject, it is known (see [BPR06, Chapter 5]) that each real semi-
algebraic set is the finite, disjoint union of path-connected components. We observe
the following.

Lemma 5.24. A real algebraic curve in R"™ is the finite, disjoint union of Sp, 1 path-
connected components.

Proof. This is obvious by a closer study of the algorithm in [BPR06, Chapter 5] that
constitutes the proof of the fact that every real semi-algebraic set is the finite, disjoint
union of path-connected components.

O]

Finally, we are interested in curves in R?® parametrised by ¢ — (p1(t),p2(t),p3(t))
for t € R, where p; € R[t] for i = 1,2,3. Note that, although curves in C* with
a polynomial parametrisation are, in fact, complex algebraic curves of degree equal
to the maximal degree of the polynomials realising the parametrisation (see [CLO91,
Chapter 3, §3]), curves in R? with a polynomial parametrisation are not, in general,
real algebraic curves, which is why we treat their case separately.

More particularly, if a curve v in R?® is parametrised by ¢t — (p1(t),p2(t),p3(t)) for
t € R, where the p; € R[t], for i = 1,2, 3, are polynomials not simultaneously constant,
then the complex algebraic curve ¢ parametrised by the same polynomials viewed as
elements of CJt] is irreducible (it is easy to see that if it contains a complex algebraic
curve, then the two curves are identical). Therefore, by Bézout’s theorem, 7¢ is the
unique complex algebraic curve containing +.

Taking advantage of this fact, we will show here that each curve in R? with a polynomial
parametrisation is contained in a real algebraic curve in R3.

To that end, we first show the following.
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Lemma 5.25. The intersection of a complex algebraic curve in C™ with R™ is a real
algebraic set, of dimension at most 1.

Proof. Let v¢ be a complex algebraic curve in C", and v the intersection of y¢ with
R™. We show that « is a real algebraic set, of dimension at most 1.

Indeed, since ¢ is a complex algebraic set in C", there exist polynomials py, ..., px €
Clx1, ..., Tn], such that ¢ is the intersection of the zero sets of pi, ..., py in C". Now,
for ¢+ = 1, ..., k, the intersection of the zero set of the polynomial p; in C™ with R" is
equal to the zero set of p; in R™, which is the same as the zero set of the polynomial
pipi € Rlzy,...,z,] in R™.  Therefore, v is the intersection of the zero sets of the
polynomials p1p1, ..., pppr € Rlz1, ..., 2] in R™, it is thus a real algebraic set.

Moreover, let < be a term order on the set of monomials in the variables x1, ..., z,,. Since
vc is a complex algebraic curve in C”, it holds that, for every i # j, i,j € {1,...,n},
there exists a monomial in the variables x; and z; in the ideal in(I(yc)). Now, if a
polynomial p € Cx1, ..., x,] belongs to I(y¢), i.e. vanishes on v¢, then the polynomial
pp € Rlxy,...,z,] vanishes on v, and thus belongs to the ideal I(vy) of Rz, ..., 2zy,].
Therefore, there exists a monomial in the variables z; and z; in the ideal in(I(7)).
Consequently, the algebraic set v has dimension at most 1.

O]

Corollary 5.26. Let v be a curve in R3, parametrised by t — (p1 (t),pg(t),pg(t)) for
t € R, where the p; € R[t], for i =1,2,3, are polynomials not simultaneously constant,
of degree at most b. Then, v is contained in an irreducible real algebraic curve in R3,
of degree at most b.

Proof. Let v¢c be the curve in C3, parametrised by t — (p1 (t),pg(t),pg(t)) for t € C.
As we have already discussed, 7¢ is the (unique) irreducible complex algebraic curve
containing ~.

Clearly, v is contained in the intersection of y¢ with R3, which, by Lemma 5.25, is
a real algebraic set, of dimension at most 1. However, since y¢ N R? contains the
parametrised curve -, it has, in fact, dimension equal to 1. Therefore, v is contained in
the real algebraic curve yc NR3. In fact, y¢c NR3 is an irreducible real algebraic curve.
Indeed, if v/ C 4 NR? was an irreducible real algebraic curve, and ¢ was the (unique)
irreducible complex algebraic curve containing it, then 7z NR? 2 7/ = ¢ NR3, and
thus yc N ¢ € ¢ would be a complex algebraic curve, which cannot hold, since ¢ is
irreducible.

Moreover, since vc is an irreducible algebraic curve in C3, it is the smallest complex
algebraic curve containing the real algebraic curve yc N R3, and thus the degree of
e NR3 is equal to degyc = max{deg py, deg p2, degps}, and thus equal to at most b.

O

Note that the Szemerédi-Trotter type theorem 5.14 gives upper bounds on incidences
between points and real algebraic curves in R?, of uniformly bounded degree. However,
it cannot be extended to hold for a family of curves in R? parametrised by real univariate
polynomials of uniformly bounded degree, without extra hypotheses on the family of the
cuvres. Indeed, half-lines in R? are such curves, and if the Szemerédi-Trotter theorem
held for any finite collection of half-lines in R?, then the Szemerédi-Trotter theorem for
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lines would be scale invariant, since there exist infinitely many distinct half-lines lying
on the same line.

Similarly, there does not exist, in general, an upper bound on the number of criti-
cal curves parametrised by real univariate polynomials of uniformly bounded degree,
contained in an algebraic hypersurface in R3.



Chapter 6

Transversality of more general
curves

In this chapter we extend the definition of joints and multijoints to a more general
setting, and show that some of the results we have so far described (in fact, the corre-
sponding statements of Theorem 1.1.1 and Theorem 1.2.1) still hold.

Indeed, we consider the family F of all non-empty sets in R? with the property that,
if v € F and = € ~, then a basic neighbourhood of x in ~ is either {} or the finite
union of parametrised curves, each homeomorphic to a semi-open line segment with
one endpoint the point x. In addition, if there exists a parametrisation f : [0,1) — R3
of one of these curves, with f(0) = z and f’(0) # 0, then the line in R? passing through
x with direction f’(0) is tangent to v at . If I' € F, we denote by T the set of
directions of all tangent lines at z to the sets of I' passing through = (note that T
might be empty and that there might exist many tangent lines to a set of I at x).

Real algebraic curves in R3, as well as curves in R? parametrised by real polynomials,
belong to the family F.

6.1 Joints

Definition 6.1.1. Let T be a collection of sets in F. Then a point x in R> is a joint
for the collection T if

(i) @ belongs to at least one of the sets in T', and
(ii) there exist at least 3 vectors in Ty spanning R3.

The multiplicity N(x) of the joint = is defined as the number of triples of lines in R3
passing through =, whose directions are linearly independent vectors in T .

We will show here that, under certain assumptions on the properties of the sets in a
finite collection I' C F, the statement of Theorem 1.1.1 still holds, i.e.

ZN($)1/2 <c- ’F’3/2’

zeJ

where J is the set of joints formed by I'.

7
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Indeed, thanks to the results of Chapter 5, we are now ready to formulate and prove
the following extension of Theorem 1.1.1.

Theorem 6.1.2. Let b be a positive constant and I' a finite collection of real algebraic
curves in R3, of degree at most b. Let J be the set of joints formed by T'. Then,

ZN($)1/2 <cp- |1—\|3/2,
zeJ

where ¢ is a constant depending only on b.

The proof of Theorem 6.1.2 is completely analogous to the proof of Theorem 1.1.1.
Indeed, if v is a real algebraic curve in R3, of degree at most b, and x € ~ is not an
isolated point of «y, then v crosses itself at x at most b times, while there exists at least
one tangent line to v at z; thus, there exist at least 1 and at most b tangent lines to
~v at x. So, if x is a joint of multiplicity N for I', such that at most k curves of I', of
which z is not an isolated point, are passing through z, then N < (bk)3. Therefore, the
following lemmas hold, whose statements and proofs are analogous to those of Lemmas
3.1 and 3.2.

Lemma 6.1.3. Let x be a joint of multiplicity N for a finite collection I' of real algebraic
curves in R3, of degree at most b. Suppose that x lies in < 2k of the curves in T' of
which it is not an isolated point. If, in addition, x is a joint of multiplicity < N/2 for
a subcollection TV of T, or if it is not a joint at all for the subcollection I, then there

exist > W curves of T\ T”, of which x is not an isolated point, passing through x.

Lemma 6.1.4. Let x be a joint of multiplicity N for a finite collection T of real algebraic
curves in R3, of degree at most b. Suppose that x lies in < 2k of the curves in T of which
it is mot an isolated point. Then, for every plane containing x, there exist > 1000%
curves in I', such that their tangent vectors at x are well-defined and not parallel to the
plane.

Now, for a collection I' of real algebraic curves in R3, if .J is the set of joints formed by
I', we define

Jy:={xeJ:N<N(x)<2N}, for all N € N, and

J ]'f[ := {x € Jn: z intersects at least k and fewer than 2k curves of I' of which z is not
an isolated point}, for all N,k € N.

Then, Theorem 6.1.2 easily follows from Proposition 6.1.5, the statement and a sketch
of the proof of which we now present.

Proposition 6.1.5. Let b € N and I’ a finite collection of real algebraic curves in R3,
of degree at most b. Then,

ki L2 P2 e
‘JN"N/ SCb'(]{l/(QDb_Q)—i_k.N/ )

where Dy and ¢, are constants depending only on b (and, in particular, Dy > b* 4+ 1).

Proof. Each real algebraic curve in R3 of degree at most b consists of < b <p 1 irre-
ducible components; we may therefore assume that each v € I' is irreducible.
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Keeping in mind that a curve v € I" crosses itself at a point  at most b times, and
therefore the number of tangent lines to v at x is at most b, the proof is completely
analogous to that of Proposition 1.2. The main differences lie at the beginning and the
cellular case, we thus go on to point them out.

By Lemma 5.8, there exists an integer C, > b, such that, if v is a real algebraic curve
in R3, of degree at most b, then the projection of v on a generic plane is contained in
a planar real algebraic curve, of degree < (.

Therefore, by Lemmas 5.13 and 5.15, the integer D, := C,? + 1 has the following
properties.

(i) If 7y is a real algebraic curve in R3, of degree at most b, then v crosses itself at most
4Dy, times.

(ii) There exists at most 1 real algebraic curve in R3, of degree at most b, passing
through any fixed Dy, points in R3.

(iii) For any finite collection I' of real algebraic curves in R3, of degree at most b, it
holds that [J%| < [T[2/kZPe=D/(Do=1) 11| /.

This will be the integer Dj appearing in the statement of the Proposition.

Now, the proof of the Proposition will be achieved by induction on the cardinality of
IT'|. Indeed, let M € N. For ¢, an explicit constant > Dy, which depends only on b and
will be specified later:

- For any collection T of irreducible real algebraic curves in R?, of degree at most b,
such that |T'| = 1, it holds that

k 1/2
‘JN’N/ Scb'(kl/@Db_Q) L

13/2 1
+-N”ﬁ,VN}keN
(this is obvious, in fact, for any ¢, > 4Dy, as in this case |Jy| = |J%| < 4D, for all

N € N, since a real algebraic curve in R3, of degree at most b, crosses itself at most
4Dy, times).

- We assume that

P2 T

ki N1/2 B (il A el

-Nﬂﬁ,VN;keN

for any finite collection I' of irreducible real algebraic curves in R3, of degree at most
b, such that |I'| < M.

- We will now prove that

3/2
Il +N-Nﬂﬁ,VN;keN (6.1)

k 1/2

for any collection I' of irreducible real algebraic curves in R?, of degree at most b, such
that |T'| = M.

Indeed, let T be a collection of irreducible real algebraic curves in R?, of degree at most
b, such that |I'| = M. Fix N and k in N, and let

&= Jk
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and
§ = |k

for this collection I'.

Now, we know that - N'/2 < o - (|T'[2/k2Pe=D/(Ds=1) 1|T'| /k) for some constant cq
depending only on b. Thus:

If % < cop- Ek', then S - NY/2 < 2¢cop - % . N1/2 (where 2¢q is a constant depending
only on b).

Otherwise, $ < cq - [T2/KEP—=D/(Di=D) 50 § < 2y, - [[[2h=2Do=D/(Ds=1),

Therefore, d := Ay|T'|28 1k~ 2Pe=1/(Dv=1) is o quantity > 1 whenever A, > 2c,p; we
thus choose A; to be large enough for this to hold, and we will specify its value later.
Now, applying the Guth-Katz polynomial method for this d > 1 and the finite set of
points &, we deduce that there exists a non-zero polynomial p € Rz, y, 2], of degree
< d, whose zero set Z:

(i) decomposes R? in ~ d3 cells, each of which contains < Sd~3 points of &, and

(ii) contains 6 distinct generic planes, each of which contains a face of a fixed cube @
in R3, such that the interior of @) contains & (and each of the planes is generic in the
sense that the plane in C? containing it intersects the smallest complex algebraic curve
in C? containing ~, for all v € I);

to achieve this, we first fix a cube @ in R3, with the property that its interior contains
® and the planes containing its faces are generic in the above sense. Then, we multiply
the polynomials we end up with at each step of the Guth-Katz polynomial method with
the same (appropriate) six linear polynomials, the zero set of each of which is a plane
containing a different face of the cube, and stop the application of the method when
we finally get a polynomial of degree at most d, whose zero set decomposes R? in < d°
cells (the set of the cells now consists of the non-empty intersections of the interior of
the cube @ with the cells that arise from the application of the Guth-Katz polynomial
method, as well as the complement of the cube).

We can assume that the polynomial p is square-free, as eliminating the squares of p
does not inflict any change on its zero set.

If there are > 1078 points of & in the union of the interiors of the cells, we are in the
cellular case. Otherwise, we are in the algebraic case.

Cellular case: There are 2 S points of & in the union of the interiors of the cells.
However, we also know that there exist ~ d® cells in total, each containing < Sd—3
points of &. Therefore, there exist > d° cells, with > Sd~3 points of & in the interior
of each. We call the cells with this property “full cells”. Now:

o If the interior of some full cell contains < kY @Pv=1) points of &, then Sd—3 < A
and since N < b%k3 <, k3, we have that S - N/2 <, [[|3/2/kY/ (Ds=2),

e If the interior of each full cell contains > k'/(P»=1 points of &, then we will be led

to a contradiction by choosing A; sufficiently large. Indeed:

Consider a full cell and let .. be the set of points of & lying in the interior of the
cell, Scey the cardinality of Geey and Teeyp := {y € T : 3 2 € v N Sy, such that x is
not an isolated point of 7}.
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Let &’ , be a subset of &, of cardinality kY @Pv=1) " Since each point of &.¢; has

cell
at least k curves of 'y passing through it, there exist at least kPe/(De=1) incidences

between 'y and &’ _,;. On the other hand, the curves in I'.¢y; containing at most Dy —1

points of &/ _,, contribute at most (Dp — 1) - ]FC?N\ incidences with &’ _,,, while through
any fixed point of &/, there exist at most ('g’;ilﬁ') curves in I'..y;, each containing at

least Dy points of &'’ ;,, since there exists at most 1 curve in I' passing through any

/

fixed Dy points in R?; therefore, there exist at most (‘S&iﬂ') &L,

;| incidences between
&’ ,; and the curves in I'.¢yy, each of which contains at least Dj points of &’ ;. Thus,

EDo/(Do—1) < I

cell’

/(D) <

/(Do)
1ﬂcell S (Db - 1) : ‘Fcell| + ( Db o 1 >

< (Dp — 1) - [Teent| + s (P o

(Dy— 1!
ICeent] =p kPo/ (Do),

and thus
T o2/ R BP =D/ Do~ 1) > 10 /.

Note that this approach differs to the one applied in the case of joints formed by lines.

Now, due to our definition of D; and the fact that each of the points in &.,; has at
least k curves of I'.e; passing through it, of each of which it is not an isolated point,
we obtain (since k > 3, and thus > 2),

Scell Sb |Fcell|2/k(2Db_1)/(Db_l) + |Fcell‘/k:‘

Therefore, Seey <p |Teent|?/kZPr=1/(Po=1) 5o since we are working in a full cell,
Sd=3 <y |Teen|?/EEPe=D/(Ps=1) "and rearranging we see that

Teent| =p S1/2d—3/212Pe=1)/(2Dv=2)

Furthermore, let I'; be the set of curves of I' which are lying in Z. Obviously, [y C
'\T'z. Moreover, let F’Cell be the set of curves in I'.o;; such that, if v € I"cell, there does
not exist any point x in the intersection of v with the boundary of the cell, with the
property that the induced topology from R? to the intersection of v with the closure
of the cell contains some open neighbourhood of x. Finally, let I..;; denote the number

of incidences between the boundary of the cell and the curves in T'eey \ T, ;.

Now, each of the curves in I'..j; \F’Ce” intersects the boundary of the cell at at least one
point x, with the property that the induced topology from R? to the intersection of
the curve with the closure of the cell contains an open neighbourhood of x; therefore,
Ieett > Teenn \T%y| (= |Teeri] = ITey])- Also, the union of the boundaries of all the cells
is the zero set Z of p, and if x is a point of Z which belongs to a curve in I intersecting
the interior of a cell, such that the induced topology from R? to the intersection of the
curve with the closure of the cell contains an open neighbourhood of x, then there exist
at most 2b — 1 other cells whose interior is also intersected by the curve and whose
boundary contains x, such that the induced topology from R? to the intersection of the
curve with the closure of each of these cells contains some open neighbourhood of x.
So, if I is the number of incidences between Z and I' \ T'z, and C is the set of all the
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full cells (which, in this case, has cardinality ~ d?), then

1 1
I> 2—b . Z Icell > ?b : Z (|Fcell| - |F/cell|)'
cell € C cell € C

Now, if v € Teeyy (2 T,;;), we consider the (unique, irreducible) complex algebraic
curve 4c in C? which contains 7. In addition, let pc be the polynomial p viewed as an
element of C[z, vy, 2], and Z¢ the zero set of pc in C3. The polynomial p was constructed
in such a way that ¢ intersects each of 6 complex planes, each of which contains one
of the real planes in Z that each contain a different face of the cube @Q; consequently
~c intersects Z¢ at least once. Moreover, if 'y(l), 7(2) are two distinct curves in I', then
fy((cl), fyg) are two distinct curves in I'¢ (since 1) = ’y((:l) NR3, while v = (g) NR3).
So, if T'c = {7yc : ¥ € Leeyy, for some cell in C} and I¢ denotes the number of incidences
between I'c and Z¢, it follows that

Ic > [Tl =T| > | U Tl

cell € C
while also
Ic > 1.
Therefore,
1
I(CZﬁ'(I—FI(C)Z
1 1 , ,
>5 (55 2 (Teatl = e+ | U Thanl )~
cell € C cell € C

~ Y (Pean| = Do)+ U Tren|-

cell € C cell e C

However, each real algebraic curve in R3, of degree at most b, is the disjoint union
of < Ry path-connected components, for some constant R, depending only on b (by
Lemma 5.24). Therefore,

| U Tl ~ Y Thaul,
cell € C cell € C

from which it follows that

ez Y (Penl = 10l + 3 [l ~s

cell e C cell € C

oy 3 el 20 S §V2a732CO0/@D2)
cell € C cell e C

~p (Sl/2d73/2k(ZD;,*l)/(QD[,*Q)) i d3 ~b Sl/2d3/2k(2Db71)/(2Db72).

On the other hand, however, each ¢ € I'c is a complex algebraic curve in R?, of degree
at most b, which does not lie in Z¢, and thus intersects Z¢ at most b - deg p times. So,

Ic Sp|Tc| - d ~p |T] - d,
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and therefore
Sl/2d3/2k(2Db_1)/(2Db_2) <b ’F’ . d,

~

which in turn gives A, <; 1. In other words, there exists some constant Cj,, depending
only on b, such that Ay < C}. By fixing A, to be a constant larger than Cj (and of
course > 2cqy, so that d > 1), we have a contradiction.

Therefore, in the cellular case there exists some constant c; 3, depending only on b, such
that 3/2

N2 PR

S-N < C1b kl/(QDb—Q) .
Algebraic case: There exist < 10785 points of & in the union of the interiors of the
cells.

We denote by I" the set of curves in I' each of which contains > 15 Sk[I'|~! points of
® N Z which are not isolated points of the curve, and we continue by adapting, to this
setting, the proof of Proposition 3.3, using Corollary 5.23 and Lemmas 6.1.3 and 6.1.4.

O]

We are now able to count, with multiplicities, joints formed by a finite collection of
curves in R3, parametrised by real univariate polynomials of uniformly bounded degree.

Corollary 6.1.6. Let b be a positive constant and I' a finite collection of curves in
R3, such that each v € T is parametrised by t — (p](t), p3(t), p3(t)) for t € R, where
the p] € R[t], fori=1,2,3, are polynomials not simultaneously constant, of degrees at
most b. Let J be the set of joints formed by I'. Then,

ZN(JZ)I/Z <cp- |1—\|3/27
zeJ

where ¢ is a constant depending only on b.

Proof. By Corollary 5.26, each v € T is contained in a real algebraic curve in R3, of
degree at most b. Therefore, the statement of the Corollary immediately follows from
Theorem 6.1.2.

O]

6.2 Multijoints

Definition 6.2.1. Let I'y, T'y, T's be collections of sets in F. Then a point x in R? is
a multijoint for the three collections if

(i) x belongs to at least one of the sets in T';, for alli =1,2,3, and
(i) there exists at least one vector v; in T{i, for all i = 1,2,3, such that the set
{v1,v9,v3} spans R3.

We will show here that, under certain assumptions on the properties of the sets in
finite collections I'y, I'y and I's in F, the corresponding statement of Theorem 1.2.1
still holds.
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Indeed, thanks to the results of Chapter 5, we are now ready to formulate and prove
the following extension of Theorem 1.2.1.

Theorem 6.2.2. Let b be a positive constant, and I'1, I's, I's finite collections of real
algebraic curves in R3, of degree at most b. Let J be the set of multijoints formed by
I'y, I's and I's. Then,

] < ey~ (IT]|T2[[T3))?,

where ¢, 1s a constant depending only on b.

Remark. We would like to emphasise that we have not yet achieved a similar extension
of Theorem 1.2.3, even though we believe that one exists. The reason is that we have
not yet managed to obtain computational results regarding flat curves of algebraic
surfaces, a notion corresponding to the one of flat lines, which has been an essential
ingredient of our proof of Theorem 1.2.3.

In analogy to Theorem 1.2.1, Theorem 6.2.2 is an immediate corollary of the following
proposition.

Proposition 6.2.3. Let b be a positive constant, and I'1, I's, I's finite collections of
real algebraic curves in R, of degree at most b.

For all (N1, No, N3) € R3 , let J;V17N27N3 be the set of multijoints formed by 'y, Ty and
I's, with the property that, if x € J;VLNQ,N(;’ then there exist collections T'1(x) C T'y,
[o(z) C Ty and T's(x) C T's of curves passing through x, such that |T'y(z)] > Ny,
ITa(z)| > No and |T's(x)| > N3, and, if y1 € T'1(z), v2 € Ta(x) and v3 € T's(x), then
there exist vectors v1 € T, vy € Ty? and v3 € T)® that span R3. Then,

/ (71| |T2||T'3]) /2
’JNLNQ’NJ = (N1 Ny N3)1/2

, ¥ (N1, Na, N3) € R3

where ¢, is a constant depending only on b.

Proof. Each real algebraic curve in R3, of degree at most b, consists of < b < 1 irre-
ducible components; we may therefore assume that each v € I'y UT'o UT'3 is irreducible.

The proof will be achieved by induction on the cardinalities of I'1, I'y and I's. Indeed,
fix (M1, Ma, M3) € N*3. For ¢, an explicit constant > b2, which depends only on b and
will be specified later:

(i) For any collections I', I's and I's of irreducible real algebraic curves in R?, of degree
at most b, such that |I'1| = |I's| = |T's| = 1, we have that

Iy ||To|[T5])1/2
J/ < . (’ ,
’ Nl,NQ,N3| S G (N1N2N3)1/2

V (N1, Na, N3) € RY.

This is obvious, in fact, for any ¢, > b2, as in this case |J§V1’N27N3| = 0 for all (N1, N2, N3)
in R‘:’_ such that N; > 1 for some i € {1,2,3}, while, for (N7, Na, N3) in ]R:j’r such that
N; <1 forall i € {1,2,3}, ]J]'VLN27N3| is equal to at most the number of intersections
between the curve in I'; and the curve in I'y, and thus equal to at most b.
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(ii) Suppose that

, (IT1||T|[T3]) /2
v v vl < (N1 NaN3)L/2 7

M4 (N17N27N3) € Ri?

for any collections I'1, I'y and I's of irreducible real algebraic curves in R3, of degree at
most b, such that ‘F1| g Ml, |F2| § M2 and |F3| g Mg.

(iii) We will prove that

(10 ||To | T5)) /2

‘J§V1,N21N3| sc: (N1 NyN3)1/2 V (N1, No, N3) € R3,

for any collections I'1, I's and T's of irreducible real algebraic curves in R3, of degree
at most b, such that |I';| = M; for some j € {1,2,3} and |I;| < M;, |T'y| < My, for
{i, b} ={1,2,3}\ {j}.
Indeed, fix such collections I'1, I's and I's of real algebraic curves, and (N7, No, N3) €
R
For simplicity, let

6= J]’VLNQJV3
and

Si= ’J],Vl,NQ,N3|'

Now, the proof is completely analogous to that of Proposition 1.2.2. The main differ-
ences lie at the beginning and the cellular case, we thus go on to point them out.

We assume that

Cal _ o _ (T3]
[Ni] = [N2] = [Ns]

By the definition of the set &, each point of & lies in > [Np] curves of I'y and > [Na]
curves of I's. Thus, the quantity S[N;][Nz] is equal to at most the number of pairs
of the form (v1,72), where 71 € T'y, 72 € I's and the curves 1 and v pass through the
same point of &. Therefore, S[N1][Nz]| is equal to at most the number of all the pairs
of the form (71,72), where 41 € 'y and 9 € I'y, i.e. to at most [I'1||T2|. So,

S[N1[[No] < [['1][T2],

and therefore
Cof[T] o)
S[Ni[[N2] —

Thus, d := A% is a quantity > 1 for A > 1. We therefore assume that A > 1,
and we will specify its value later. Now, applying the Guth-Katz polynomial method
for this d > 1 and the finite set of points &, we deduce that there exists a non-zero

polynomial p € R|z,y, 2], of degree < d, whose zero set Z:
(i) decomposes R3 in ~ d? cells, each of which contains < Sd~3 points of &, and

(ii) contains six distinct generic planes, each of which contains a face of a fixed cube @
in R3, such that the interior of () contains & (and each of the planes is generic in the
sense that the plane in C? containing it intersects the smallest complex algebraic curve
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in C? containing ~, for all v € 'y UTy);

to achieve this, we first fix a cube Q in R3, with the property that its interior contains
® and the planes containing its faces are generic in the above sense. Then, we multiply
the polynomials we end up with at each step of the Guth-Katz polynomial method with
the same (appropriate) six linear polynomials, the zero set of each of which is a plane
containing a different face of the cube, and stop the application of the method when
we finally get a polynomial of degree at most d, whose zero set decomposes R? in < d°
cells (the set of the cells now consists of the non-empty intersections of the interior of
the cube @ with the cells that arise from the application of the Guth-Katz polynomial
method, as well as the complement of the cube).

We can assume that the polynomial p is square-free, as eliminating the squares of p
does not inflict any change on its zero set.

Let us now assume that there are > 10-89 points of & in the union of the interiors of
the cells; by choosing to be A a sufficiently large constant depending only on b, we will
be led to a contradiction.

Indeed, there are 2 S points of & in the union of the interiors of the cells. However, we
also know that there exist ~ d® cells in total, each with < Sd~3 points of &. Therefore,
there exist > d® cells, with > Sd~3 points of & in the interior of each. We call the cells
with this property “full cells”.

Now, for every full cell, let &..; be the set of points of & in the interior of the cell,
I'1 cenr and I'y oy the sets of curves in I'1 and I'y, respectively, each containing at least
one point of Geepy, and Seepp := |Beer|. Now,

Scell [N1-| [N2—| 5 ’FI,cell||F2,cell|a

as the quantity See;[N1][N2] is equal to at most the number of pairs of the form
(71,72), where v1 € I'1 et V2 € 'y cen and the curves 1 and v, pass through the same
point of B.ey. Thus, See;[N1][N2] is equal to at most the number of all the pairs of
the form (vy1,72), where v; € I'j cep and v2 € I'g cepr, i-€. to at most |I'y cenr| |2 cent]-

Therefore,

1/2
(s cenllCaccn) V2 SLRTNTND) Y2 2 2 (N TNG) 2,
Furthermore, for every full cell and i € {1,2}, let I'; z be the set of curves of I'; which
are lying in Z. Obviously, I'; cey C I'; \ Ty z. Moreover, let F; cen D€ the set of curves
in I'; ¢y such that, if v € F; cenps there does not exist any point x in the intersection of
~ with the boundary of the cell, with the property that the induced topology from R3
to the intersection of v with the closure of the cell contains some open neighbourhood
of x. Finally, let I; ..y denote the number of incidences between the boundary of the

cell and the curves in I'; ;.

Now, let i € {1,2}. Each of the curves in I'; oy \F;’Ce” intersects the boundary of the
cell at at least one point z, with the property that the induced topology from R? to the
intersection of the curve with the closure of the cell contains an open neighbourhood
of x; therefore, I; cet > |Ticeti \ T pontl (= [Tisceti| — [T% consl)- Also, the union of the
boundaries of all the cells is the zero set Z of p, and if z'is a point of Z which belongs
to a curve in I'; intersecting the interior of a cell, such that the induced topology
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from R? to the intersection of the curve with the closure of the cell contains an open
neighbourhood of x, then there exist at most 2b — 1 other cells whose interior is also
intersected by the curve and whose boundary contains x, such that the induced topology
from R3 to the intersection of the curve with the closure of each of these cells contains
some open neighbourhood of z. So, if I; is the number of incidences between Z and
[\ Tz, and C is the set of all the full cells (which, in this case, has cardinality > d3),

then 1 1
Iz o > Ticen > % D (Ticen| = 1T cen)-
cell € C cell € C

Now, if v € T cen (2 T, C6”) we consider the (unique, irreducible) complex algebraic
curve y¢ in C? which contains ~. In addition, let pc be the polynomial p viewed as an
element of C[z, v, 2], and Z¢ the zero set of pc in C3. The polynomial p was constructed
in such a way that ~¢ intersects each of 6 complex planes, each of which contains one
of the real planes in Z that each contain a different face of the cube ); consequently
~c intersects Z¢ at least once. Moreover, if ’y(l), 7(2) are two distinct curves in I';, then
'y((cl), 'yg) are two distinct curves in I'¢c (since A1) = 'y((cl) NR3, while ) = wg)ﬁR?’). So,
if I'yc = {vc : v € i cetr, for some cell in C} and I; ¢ denotes the number of incidences
between I'; ¢ and Zc, it follows that

Ii,C > ’Fi,d - ’Fz’ > ‘ U F;,cell|?

cell € C
while also
Iic > I;.
Therefore,
1
Iz', 5 (I Iz (C)
1 1
> 5 ) % Z (|FZ cell| 1cell| U Fl cell‘ ~b
cell € C cell e C
~b Z (|Fi,0€ll‘ It cell‘ U F; cell}
cell € C cell e C

However, each real algebraic curve in R?, of degree at most b, is the disjoint union
of < R} path-connected components, for some constant R, depending only on b (by

Lemma 5.24). Hence,
/ /
U 111',66”‘ ~b Z ’Fi,cell|’
celle C celle C

from which it follows that

IZ(C>b Z ‘F106ll| |cmell‘ + Z |cmell|Nb
celle C cell € C

~b > Ticenl-

cell € C

On the other hand, however, each 7¢ € I';c is a complex algebraic curve of degree
at most b which does not lie in Z¢, and thus intersects Z¢ at most b - degp times.
Therefore,

Lic Sp |Til-d



88 Marina Iliopoulou

So, for i € {1,2}, it holds that

Z ‘Fi,cell| Sb |Fz| -d.
cell € C

Hence, from all the above we obtain

51/2
Z W((Nﬂ [N2)V2 <5 Z (01 ceu| T2.cert) /2 <o

celleC celleC

1/2 1/2
b ( > |F1,ceu\> ( > FQ,eezz!> b

celleC celleC
<o (IT1] - d)'2(|Ty| - d)'/? ~p (T[T ).

But the full cells number > d3. Thus,
d*2 SV (TN [N2])Y? S (ITa][T2)) 24,

which in turn gives A <; 1. In other words, there exists some constant Cj, depending
only on b, such that A < (. By fixing A to be a number larger than Cj (and of course
large enough to have that d > 1), we are led to a contradiction.

Therefore, for A a sufficiently large constant that depends only on b, it holds that more
than (1 — 1078)S points of & lie in the zero set of p.

The rest of the proof follows in a similar way as the proof of Proposition 1.2.2.

O]

We are now able to count multijoints formed by a finite collection of curves in R3,
parametrised by real univariate polynomials of uniformly bounded degree.

Corollary 6.2.4. Let b be a positive constant and I'1, 'y, I's finite collections of curves
in R3, such that, for j =1,2,3, each v € T; is parametrised by t — (pi’(t),pg(t),pg(t))
for t € R, where the p] € R[t], for i = 1,2,3, are polynomials not simultaneously
constant, of degrees at most b. Let J be the set of multijoints formed by I'1, 'y and I's.
Then,

7] < ey - (IT1|| T[T "2,

where ¢, is a constant depending only on b.

Proof. By Corollary 5.26, each v € I';, for j = 1,2,3, is contained in a real algebraic
curve in R3, of degree at most b. Therefore, the statement of the Corollary immediately
follows from Theorem 6.2.2.

O]



Chapter 7

Different field settings and higher
dimensions

As we have already mentioned, the algebraic methods we are using to count joints
and multijoints have certain limitations. More particularly, the solutions that we are
providing for these problems cannot immediately be applied for more than three di-
mensions, as a crucial part of our proofs is that the number of critical lines of a real
algebraic hypersurface in R? is bounded, a fact which we do not know if is always true
in higher dimensions. However, there is no substantial reason why the corresponding
results should not hold in higher dimensions. More importantly, though, certain limi-
tations of our techniques lie in the fact that they take advantage of the topology and
the continuous nature of euclidean space, and eventually of theorems that rely on them
(like the Szemerédi-Trotter and the Borsuk-Ulam theorems), rather than combinatorial
estimates arising from the geometric nature of our problems. Therefore, even though,
for any field F and any n > 2, we can naturally define a joint formed by a finite collec-
tion £ of lines in F™ as a point of F" that lies in the intersection of at least n lines of
£ whose directions span F"*, we cannot immediately apply our algebraic techniques to
count joints with multiplicities in that setting.

In particular, the Guth-Katz polynomial method leads to a decomposition of R" by the
zero set of a polynomial. There are facts, though, which demonstrate an obstruction
to the application of the method in the case of F", where F is an arbitrary field. We
now go ahead and discuss these facts, starting from the more technical and moving on
to the more substantial:

(i) When the Guth-Katz polynomial method is applied in R™, the cells in which the
zero set of the resulting polynomial decomposes R™ (i.e. the cells in the Guth-Katz
decomposition theorem [GK10, Corollary 4.4], Corollary 2.1.3 here) are defined as sub-
sets of R™, on each of which certain real polynomials in n variables are positive. Now,
in the case of F", where F is an arbitrary field, such a characterisation of a cell cannot
necessarily be achieved, as it requires a notion of positivity in the field. Particularly in
the case where F is a field of non-zero characteristic (in other words, a finite field or an
infinite field with a finite subfield), there is no total order in the field that is compatible
with the field operations, and therefore cells would have to be defined in a different
way.

(ii) If F is a finite field with a Hausdorff (and therefore the discrete) topology, then

89
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the Boruk-Ulam theorem (on which the Guth-Katz decomposition technique is based
in euclidean space) does not hold in this field setting. More particularly, for any K
subset of F**! (and thus compact with the discrete topology), such that K = —K,
there exists a continuous and odd map f : K — F" that sends no point of K to 0 € F";
such a map can be constructed by decomposing K in the disjoint union of two sets K3
and Ko, such that Ko = K N {—x : z € K;}, and then defining (1,...,1) € F™ as the
image of any point of K; through f, while (—1,...,—1) € F" as the image of any point
of K5 through f.

Therefore, in the case where F is a finite field, it is not possible to deduce an analogue
of the Guth-Katz decomposition theorem [GK10, Corollary 4.4] in F™ using similar
techniques as in R™; any attempt to acquire a version of [GK10, Corollary 4.4] in F”
would require a substantially different approach.

(iii) Even if IF is a field of zero characteristic with an order compatible with the field
operations (note that Q and R are examples of such fields), we are not necessarily able
to deduce the Guth-Katz decomposition theorem [GK10, Corollary 4.4] (i.e. Corollary
2.1.3 here) following a similar procedure as the one described in Section 2.1 for the
ordered field R.

Indeed, as we describe in Section 2.1, the Guth-Katz polynomial technique in R"”,
which results in [GK10, Corollary 4.4], consists of successive applications of Corollary
2.1.3, which states that, for any Si, ..., Sps finite, disjoint sets of points in R"™, where
M = (d;g") — 1, there exists a non-zero polynomial in R[zq,...,z,], of degree < d,
whose zero set bisects each S;. Therefore, deducing in a similar way an analogue of
the Guth-Katz decomposition theorem in F” would require an analogue of Corollary
2.1.3 in F", stating that, for any Sy, ..., Sy finite, disjoint sets of points in F", where
M = (d:n) — 1, there exists a non-zero polynomial in F[x1, ..., 2], of degree < d, whose
zero set bisects each S;.

Now, Corollary 2.1.3 is based on Theorem 2.1.2 by Stone and Tukey, which states that,
for any Uq, ..., Uy Lebesgue-measurable sets in R™ of finite, positive volume, where
M = (dzn) — 1, there exists a non-zero polynomial in R[zy, ..., z,], of degree < d, whose
zero set bisects each U;. In particular, Corollary 2.1.3 follows from Theorem 2.1.2, due
to the fact that the usual metric in R™ is such that each point of R™ has an arbitrarily
small (with respect to the metric) open neighbourhood of finite, positive Lebesgue
measure (which is translation invariant), polynomials in R[zy,...,x,] are continuous
functions, the unit sphere in R™ is compact and, if U is a Lebesgue-measurable set in
R™ of finite, positive volume, then the function that sends any polynomial p of degree
at most d to the Lebesgue measure of U N {p > 0} is continuous.

Theorem 2.1.2 is, in turn, an immediate corollary of the Borsuk-Ulam theorem in R",
a theorem which, again, relies on the topology and the continuous nature of euclidean
space.

Therefore, establishing a corresponding version of the Guth-Katz polynomial decom-
position theorem in F" via a similar reasoning would require the existence of a metric
and a translation invariant measure in F", well-defined on open balls of [F"*, with prop-
erties as above; in fact, we believe that it would be more natural for the metric and
the measure to take values in F and not in R (this will be made more clear by the
remark after paragraph (iv) that follows). Moreover, we would need a variant of the
Borsuk-Ulam theorem, stating that, for all N € N, there exists a compact subset K of
FN+1 not containing (0, ...,0) € FN*! such that Ky = —Ky and, if f : Ky — FY is
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a continuous and odd map, then there exists € Ky such that f(z) = (0,...,0) € FV.

(iv) Even if the above do not hold for a field I, preventing us from applying the Guth-
Katz decomposition technique as it has been established by Guth and Katz and derive
[GK10, Corollary 4.4] in that way, we know of no reason why the statement of [GK10,
Corollary 4.4] (for some definition of a cell) should not hold in F". Indeed, for any
finite set & of points in F™ and any d € R~1, there could exist a non-zero polynomial
p € Flzq, ..., ], of degree at most d, whose zero set decomposes F™ in ~ d" cells, each
containing at most |&|/d" points of &.

However, an essential reason why the Guth-Katz decomposition theorem [GK10, Corol-
lary 4.4] is actually meaningful in R (and a substantial ingredient of arguments using
[GK10, Corollary 4.4] in R™) is that, if a line intersects the interiors of two of the cells
in which the zero set of a polynomial decomposes R™, then it also intersects the zero
set of the polynomial, a fact which does not necessarily hold in a general field setting.

In fact, in the particular case where F is a finite field, it is certain that there exists a
finite set & of points in F? and some d > 1, such that there does not exist a non-zero
polynomial p € F[x,y], of degree at most d, whose zero set decomposes F? in ~ d?
cells, each containing at most |&|/d? points of &, with the property that each line in
[F? intersecting the interiors of two of the cells intersects the zero set of the polynomial.

The reason for this is that, if this was not true, then we would be able to deduce
the Szemerédi-Trotter theorem in F"™, for all n > 2, using the technique explained in
Chapter 2 (appearing in [KMS11]), which proves the Szemerédi-Trotter theorem in
R", for all n > 2, using only [GK10, Corollary 4.4] in R? and the fact each line in
R? intersecting the interiors of two cells intersects the boundaries of the cells as well.
However, the Szemerédi-Trotter theorem does not hold in F", for any finite field F and
any n > 2.

Indeed, let F be a finite field, n > 2, £ the set of all lines in F", and P the set of all
points in F™. Then,

CFP e

e
£l T

~ |F[*"=* and [P| ~ [F|",

while the number of incidences between P and £ is

Ipg ~ L] [F| ~ [FI*"72 - [F| ~ [F|*"~".

2(2n—2) 2n+4n—4
3

Therefore, |P|*/|L[/* + |P| + |2 ~ |F[**/*|F| + [F|" + [F[*72 ~ B+
|22 ~ |F| ™5 +|F|2"~2 ~ |F|2"~3, and thus it does not hold that Ip ¢ < |P|2/3|22/3+
|P| + |£]. In other words, the Szemerédi-Trotter theorem does not hold in F".

Remark. Note that, in order to count joints and multijoints with multiplicities, the de-
gree of the polynomial we used to achieve the Guth-Katz decomposition was a quantity
that we knew was larger than 1 thanks to the truth of the Szemerédi-Trotter theo-
rem in euclidean space; our proofs were thus somehow based on the Szemerédi-Trotter
theorem. This makes it even more unlikely to count joints and multijoints with mul-
tiplicities in finite field settings with methods similar to the ones we use in euclidean
space.



92 Marina Iliopoulou

Now, the reason why, in R", each line intersecting the interiors of two of the cells in
which the zero set of a polynomial decomposes R™ also intersects the zero set of the
polynomial is a result of the intermediate value theorem in R, and, in particular, of the
fact that if a polynomial f € R[z] is such that f(a)f(b) <0, for a < b in R, then there
exists some ¢ € [a,b], such that f(c) = 0. However, the intermediate value theorem
does not necessarily hold in all fields.

Remark. Due to (i), (ii), (iii) and (iv), we believe that, at least as a start, it would
be sensible to search extensions of results that are proved in R™ using the Guth-Katz
polynomial method (such as the Szemerédi-Trotter theorem or our results regarding
joints and multijoints in euclidean space) in the case of ordered fields, i.e. fields with a
total order compatible with the operations of the field (such as Q).

More precisely, a field F is an ordered field if it is equipped with a total order relation
<, such that, for all x,y,z € F,

() z<y=z+z<y+zand

b)0<z,0<y=0<uy.

Note that every ordered field has characteristic 0. In addition, it is easy to see that in
an ordered field all squares are positive.

More importantly, it can be proved that every ordered field F has an algebraic extension
F’, with a field order that extends the order of F, such that F’ is a real closed field;
in fact, every ordered field has a unique real closure, which is the smallest real closed
field containing it. Now, a real closed field K is defined as an ordered field, such that
its positive elements are exactly the squares of K and every polynomial in K[z]| of odd
degree has a root in K (for details on real closed fields, see [BPR06] or [BCRS&7]).

For example, R is a real closed field, containing the ordered field Q. However, R is a
transcendental, not an algebraic, extension of Q, and it can thus not be the real closure
of Q. In fact, it can be proved (see [BPRO6]) that the real closure of Q is the set
R4 of real algebraic numbers, i.e. the set of real numbers that are roots of univariate
polynomials with coefficients in Q. Other examples of real closed fields are the field of
hyperreal numbers and the field of Puiseux series in real coefficients.

Now, it follows from the above that the set of ordered fields is exactly the set of subfields
of all real closed fields. And the behaviour of real closed fields happens to resemble
that of R in many ways.

Indeed, if K is a real closed field, then every positive element of K has a unique positive
root in K. This means that we can define a type of norm || -|| on K", taking values in K,
such that ||(@1, ..., zn)| = \/2% + ... + 22, while any open ball in K", centred at z € K"
and with radius r € K is defined as B(z,r) = {y € K" : ||z — y|| < r}. It is easy to see
that the set of open balls defined as above has the appropriate properties to be the basis
of a topology, and therefore K" is a topological space, with the (Hausdorff) topology
generated by the set of open balls as above. Moreover, we can define the volume of any
open ball B(z,r) in K™ as the element r™ of K; this gives hope of defining a measure
on the o-algebra generated by the open sets in K™, taking values in K, with properties
similar to those of the Lebesgue measure in R™.

What is more, it can be proved that the ordered field K is real closed if and only if the
intermediate value theorem holds for polynomials in K[z]; in other words, if and only
if, whenever a polynomial in K[z] is such that f(a)f(b) < 0, for a < b in K, there exists
some ¢ € [a, b] such that f(c) = 0.
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Moreover, many of the results of Chapter 5 can be extended to real closed field situations
(see [BPRO6] or [BCR&7]).

The above, therefore, may lead to analogues of the Guth-Katz polynomial method,
and, subsequently, of our results regarding joints and multijoints, in real closed field
settings. And since any ordered field is a subfield of a real closed field, we believe that
it is sensible to search extensions of our results in ordered field settings, each time by
working in a real closed field extension of the ordered field in question (not necessarily
algebraic extension).

Example. Let us work in the case of the ordered field Q. Since Q is a subfield of R,
it immediately follows that the Szemerédi-Trotter theorem in R™, as well as our results
regarding joints and multijoints in R®, hold in Q" and Q3, respectively, as well. We
would like, however, to demonstrate here the actual necessity of working in the real
closed field R to extend results as above in Q”, at least when attempting to use similar
techniques as in euclidean space.

Indeed, it is easy to see that the Borsuk-Ulam theorem does not hold in Q™. Indeed,
if p is a rotation of the unit sphere S™ of R™*!, such that the north and south pole
of p(S™) do not belong to Q"*!, and if 7 is the projection of S™ to R" that sends the
north and south poles of S™ to (0,...,0) € R", then the map mop: Sg — R", where
Sg =1z = (¥1,..,Tnt1) € Q" a2f+ .. +22,, =1}, is a continuous and odd map
that sends no point of 5g to (0,...,0) € R™. By the density of Sg in S™, we only know
that, if f : 5(6 — R" is a continuous and odd map, then there exists x € S™ such that
f(x)=(0,...,0) € R™.

Now, the fact that the Borsuk-Ulam theorem does not hold in Q" could be an obstruc-
tion to establishing a corresponding version of the Stone and Tukey polynomial ham
sandwich theorem in Q" (Theorem 2.1.2), where the polynomial with the bisecting
zero set belongs to Q[x1, ..., ). And, even if such an analogue of the Stone and Tukey
theorem held in Q", a closer study of the proof of Corollary 2.1.3 (whose successive
applications constitute the Guth-Katz polynomial method in R™) shows that the same
proof would fail to give an analogue of Corollary 2.1.3 in Q", where the polynomial
whose zero set bisects finitely many disjoint, finite sets of points in Q™ belongs to

Q[xl,...,xn].

Of course, the above do not necessarily mean that an analogue of the Guth-Katz poly-
nomial decomposition theorem [GK10, Corollary 4.4] does not hold in Q™. However,
and despite any advantages that Q may enjoy due to its density in R, we can still
not establish a meaningful analogue of the Guth-Katz decomposition theorem [GK10,
Corollary 4.4] in Q™, without involving the real closed field R in our analysis. Indeed,
the intermediate value theorem does not hold in Q, which means that, even if, for a
finite set of points & in Q™ and some d > 1, there exists a polynomial p € Q[xz1, ..., 4],
of degree < d, whose zero set decomposes Q" in < d" cells, each containing < S/d"
points of &, we would still not know if a line in Q" that intersects the interiors of two
of the cells in Q™ intersects the zero set of p in Q" as well; we only know that such an
intersection exists in R"™.

Therefore, working in the real closed field R when dealing with extensions of our results
in the ordered field Q seems natural.

All the above suggest that an immediate application of our methods in higher dimen-
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sions, as well as in different — especially finite — field settings, seems unlikely. It is
obvious in general that, unfortunately, the results arising from the algebraic techniques
we are using in R3, albeit the best possible, happen to be mainly numerical, failing
to give us an intuitive view of the combinatorial nature of our problems, something
that could promise better results in higher dimensions and different field settings. This
chapter is therefore aiming to investigate the joints problem in those situations. We
start with Theorem 7.1 that follows, which gives an upper bound on the number of
joints formed by a collection of lines in an arbitrary field setting and arbitrary dimen-
sion, we then continue with a lemma regarding the combinatorial nature of the joints
problem, and we finally combine the two, obtaining an upper bound on the number of
joints counted with multiplicities in F", where F is any field and n > 2.

More particularly, Anthony Carbery observed that Quilodran’s argument for the solu-
tion of the joints problem without multiplicities in R™ (see [Quil0]) could be applied,
to a large extent, in [F" as well, where FF is any field. We eventually managed to adapt
the argument in an arbitrary field setting, to obtain the following.

Theorem 7.1. (Carbery, Iliopoulou) Let F be any field and n > 2. Let £ be a finite
collection of L lines in F™, and J the set of joints formed by £. Then,

|J| Sp LT

The proof of Theorem 7.1 requires Lemma 7.3 that follows, which is essentially Dvir’s
basic argument for the solution of the Kakeya problem in finite fields in [Dvi09], and
whose analogous formulation in R™ is used by Quilodran in [Quil0] for the solution of
the joints problem in R™ (for self-containment, we include Quilodrén’s solution of the
joints problem in R", in Theorem 7.4).

Note that, from now on, when we refer to a polynomial as non-zero we mean that it
has a non-zero coefficient.

Remark. We would like to emphasise here that, while, in R", a polynomial that has a
non-zero coefficient does not vanish on the whole of R", the same does not necessarily
hold in an arbitrary field setting. For example, if F is a finite field, the univariate
polynomial z/Fl — 2 in F[z] vanishes on the whole of F.

In the case where F is a finite field, we can have some control on the number of roots
of a polynomial in F[x1, ..., x,] thanks to the Schwartz-Zippel lemma that follows (see
[Sch80] or[Zip79] for a proof).

Lemma 7.2. (Schwartz, Zippel) Let F be a finite field, and f a non-zero polynomial
in Flzy,...,xy]. Then,

{x € F": f(z) = 0}] < dogp - [F]" .

In particular, this lemma implies that, if I is a finite field, then a non-zero polynomial
in Flxq, ..., x,] of degree at most |F| — 1 does not vanish on the whole of F".

In any case however, in whatever follows, whenever we refer to a polynomial as non-zero
we do not simultaneously imply that it does not vanish on the whole of our space.

Lemma 7.3. Let F be any field. For any set P of m points in F", there exists a
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non-zero polynomial in Flxy,...,x,], of degree < m™, which vanishes at each point

of P. -

Proof. Given a set P of points in F", we want to find a polynomial

f(z1, ..., xn) = Z Cayran ]t e T,

{(a1,..-,an)EN": a1+...4+a, <d}

for some d € N, which vanishes on P.

We notice that each equation of the form f(&i,...,&,) = 0, for some ({1, ...,&,) € P,
is a linear equation with unknowns the coefficients ¢q, . q,, for (a1,...,a,) € N such
that a1 + ... + a, < d; therefore, the fact that we want f to vanish at each point of
P gives rise to a system of |P| = m linear equations, with (dJnr”) unknowns. And if
the unknowns are more than the equations, i.e. (d:") > m, then the system has a
non-trivial solution, which means that there exists a polynomial f € F[z1,...,2,], of
degree at most d, which vanishes at each point of P and is non-zero.

Now, (d:n) > %d”, so, for the above to hold, it suffices to have %d” > m, or, equiv-
alently, d > (n!)l/”ml/”. Therefore, by setting d = L(n!)l/”ml/"J +1 =<, m/m, it
follows that there exists a non-zero polynomial in F[xi,...,x,], of degree <, mi/m,
which vanishes at each point of P.

O

Now, let us present the proof of Quilodréan for Theorem 7.1 when F = R.

Theorem 7.4. (Quilodran, [QuilO]) Let £ be a finite collection of L lines in R",
and J the set of joints formed by £. Then,

J| < LT,

Proof. Let £ be a finite collection of L lines in R™, and J the set of joints formed by
£. We will show that there exists a line in £, containing <,, [J|'/" joints of .J.

Indeed, by Lemma 7.3, there exists a non-zero polynomial f € Rz, ...,z,], of degree
d<,|J ]1/ ™ that vanishes at each point of J; in fact, we consider f to be a polynomial
of minimal degree with that property. Let us assume that each line in £ contains more
than d joints of J. Then, there exist b, v € F”, such that [ = {v+ bt : t € F}. Now, the
polynomial f|; := f(v + bt) € F[t] is a polynomial in one variable with coefficients in
the field I, of degree at most deg f, which has more than deg f roots (since f vanishes
on [N J), i.e. more roots than its degree. Therefore, f|; is the zero polynomial, for all
[ € £. Now, let zg € J. We know that there exist at least n lines of £, [y, ..., [, passing
through zo, whose directions by, ..., by, respectively, span R™. The polynomial (f];,)’
is the zero polynomial for all i = 1,...,n, so Vf(zg) - b; = 0, for all i = 1,...,n. Now,
for each i = 1,...,n, Vf(x¢) - b; = 0 is a linear equation with unknowns the entries of
the vector V f(zg). So, since the set {b1,...,b,} is linearly independent, it follows that
Vf(zo) = 0. However, xy was an arbitrarily chosen joint from the set J. Therefore,
V f vanishes at each point of J, which means that the polynomial g—i vanishes at each

point of J, for all ¢ = 1, ...,n. However, for alli =1,...,n, g—i is a polynomial of degree
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strictly smaller than deg f, it therefore is the zero polynomial. Consequently,
Vf=0.

So, f is a constant polynomial. However, f vanishes on J, thus f is the zero polynomial,
which is a contradiction.

This means that our initial assumption that each line in £ contains more than deg f
joints of J was wrong, and thus there exists a line [ in £, containing fewer than deg f,
ie. <, |J|M™, joints of J.

We now take the line [ and the joints it contains out of our collection of lines and
joints, ending up with a smaller collection £ of lines, as well as a subset of .J, which
is contained in the set J’ of joints formed by £'. From what we have already shown,
there exists some line I’ € &', containing <, |J/|*/" <, |J|*/™ joints of J'. We take the
line I’ and the points of J N J' it contains out of our collection of lines and joints, and
we continue in the same way, until we eliminate all the joints of our original collection
J, something which is achieved in at most L steps. In each step, we take <, |J|'/™
joints out of our original collection J, and thus

which gives
| J| Sn LT

after rearranging. m

We see that, in his proof of the joints problem in [Quil0], Quilodran used the fact that,
if a polynomial p € R[zy, ..., ;] vanishes on a line in R™, and its gradient at a point of
the line is a non-zero vector, then that vector is, in fact, perpendicular to the direction
of the line. Of course we do not generally have a notion of perpendicularity in an
arbitrary field setting, but we will manage to essentially follow Quilodréan’s argument
for the proof of Theorem 7.1, by introducing a notion of derivative in the general field
situation. This will be the Hasse derivative, as it appears in [DKSS09].

Definition 7.5. Let F be a field and f € Flxy,...,xy]. For all i € N, the i-th Hasse
derivative f@) of f is defined as the element of Flz1, ..., ] that is the coefficient of z*
in the expression of f(x + z) as a polynomial in z.

Remark. We would like to clarify here the difference between the Hasse derivative and
the usual derivative. Note that from the definition of the Hasse derivative it follows
that, for f € F[z1,...,x,) and any a € F",

@)=Y @)@~ a)l
S\
On the other hand, for f € Rz, ...,z,] and any a € R", it is known that
foy=" > = —(a)(z — a)".

e i1 i
i= (i, ig)eNn LTI Oy’ --- Oy
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Therefore, if f € R[xq, ..., x,],

1 8i1+...+inf

1! iy ox' -+ Oxiy

Consequently, one could claim that we would acquire a more natural notion of derivative
if we defined as the i-th derivative of f € F[zy,...,x,], for any i = (i1, ...,4,) € N"| as
(iy) - -ip!) - fO ( = Zy:l'l“") f(i)>. However, in a field of non-zero characteristic, this
could lead to f having zero i-th derivative, for some i € N™ such that f( is a non-zero
polynomial. Therefore, the Hasse derivative of a polynomial in F[x1, ..., x,], where F

is a field of non-zero characteristic, provides more information about the polynomial,
and is thus more appropriate for the study of polynomials in that case.

Let us mention, however, that in our study we will be interested in i = (i1, ..., 4,) € N”
such that i1 + ... + 14, = 1, in which case the Hasse derivative and the other derivative
described above coincide.

|
It is easy to see the following:
(i) If f,g € Flay, ..., xn], then (f + ¢)® = fO 4 ¢ for all i € N".

(i) Let m(x1,...,xpn) = Cay.....an®]' - 2% be a monomial in Flz1,...,xy]. Also, for all
i = 1,...,n, suppose that e; is the vector (0,...,0,1,0,...,0) in N, with 1 in the i-th
coordinate. Then,

e; . al a;—1 a
m( ’)(xl, @) = Qi Cay,an @YX
a;
L ay a;—1 a;
k=1
for a; > 1, and
o
m ) (21, ..., 20) =0
for a; = 0.
In fact, from now on, we will write
m(ei)(:l: ) =a;- ar L%l an
Ly ooy @p) = @ * Cay.,....anT] x; Ty,

accepting that this is the zero polynomial for a; = 0.

Note that, for all i =1, ..., n,
a;
m(ei)(:vl, .y Zy) = 0 if and only if a; - ¢q, .. a4, ( = anlw-,an> =0.
k=1

It follows from (i) and (ii) that, for the polynomial

a
flxy,yxy) = E Car,nan®lt e € Flq, .0y 2y,
{(a1,...,an)EN": a1+...4+an<d}
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€; _ al a;—1 a
f( Z)(ml,...,mn) = E Qi+ Cay,an Y’ Ty e

{(a1,...,an)EN": a1+...4a, <d}

for all @ = 1,...,n. In other words, the (e;)-th Hasse derivative of a polynomial in
Flxy, ..., z,], for F an arbitrary field, is the analogue, in the general field situation, of
the partial derivative of a polynomial in Rz, ..., z,] with respect to the variable x;.
This allows us to define the gradient of a polynomial in Flx1, ..., z,] as follows.

Definition 7.6. Let F be a field and f € Flx1,...,x,). Then, the gradient of f is the
element Vf of (Flxy,...,x,])", defined as

Vf= (f<e1>7._,f(en>),

where, for all i = 1,...,n, e; is the vector (0,...,0,1,0,...,0) in N* with 1 in the i-th
coordinate.

We would now like to be able to derive information about a polynomial f € Flx1, ..., zy]
from its gradient. It would be nice to know, for example, that two polynomials in one
variable with the same 1st Hasse derivative differ by a constant. However, that is not
true in general. For example, the 1st Hasse derivative of the polynomial 2P in F[z],
where F is a field of characteristic p, is equal to ( - 1):L‘p_1 = 0, i.e. it is the zero
polynomial. On the other hand, the 1st Hasse derivative of the zero polynomial is also
the zero polynomial, but 2P and 0 do not differ by a constant as polynomials.

However, the following still holds.

Lemma 7.7. Let f € Flz1,...,xy), where F is a field. Suppose that Vf = 0. Then:
(i) If the characteristic of F is zero, then f is a constant polynomial.

(ii) If the characteristic of F is p, for some (prime) p # 0, then f is of the form

f(mla “eey xn) = Z Cal,...,anxtlll e xglnu

{(a1,....an)EN": a1+...4an<d and p|a;, Vi=1,...,n}
for some d € N.

Proof. (i) Suppose that f is not a constant polynomial. Then, there exists some d > 1,
d € N, such that

f(IL'l, "'7‘7;71) = Z 6017---7anxcll1 o 'xgln7

{(a1,....an)EN": a1+...4a, <d}

where c,1 o # 0, for some (ay,...,al) # (0,...,0) in N™ such that a} + .. + a), < d.
Let ¢ € {1,...,n} be such that a} # 0. Since Vf = 0, it follows that the polynomial

€; _ ai a;—1 a
Fe) (@, ) = 3 i+ Cay..ay @ 2T g0

{(a1,...,an)EN™: a1+...+an<d}

is the zero polynomial, and thus a; - ¢4, 4, = 0, for all (ai,...,a,) € N such that
a1+ ... + an, < d. In particular,

/ _
a; " Cq ..o =0,
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from which we obtain
/ J— PE—
a; =0 or Cay,..al, = 0,

as the characteristic of F is zero. However, this is a contradiction, and thus f is a
constant polynomial.

(ii) We know that

f(xh ,:En) = Z Caly-n:anx(lll o 'xgn’

{(a1,.-,an)EN": a1 +...4-a, <d}
for some d € N.

Let us assume that Cal,....al, # 0, for some (a}, ...,al,) in N", such that a; + ... + a,, < d
and p 1 a} for some i € {1,...,n}. Since Vf = 0, it follows that the polynomial

e a a;—1 a
f( ’)(;1;1’ ,l‘n) = E Qg - Ca1,~~-,an$11 AR o

{(a1,...,an)EN": a1+...4+an<d}

is the zero polynomial, and thus a; - ¢4, . 4, = 0, for all (ai,...,a,) € N such that
a1 + ... + ap < d. In particular,

/ —
;- Cal,..al, = 0,

from which we obtain
/ —
p ‘ a; or Ca’l,...,a% - 07

as the characteristic of F is p. However, this is a contradiction, and thus the statement
of the lemma is proved.

O]

Now, as we have already mentioned, there does not necessarily exist a notion of posi-
tivity in an arbitrary field F, that would allow us to define an inner product on F" x F".
However, for a = (aq, ..., a,) and b = (by, ..., b,) in F", we still denote by a-b the element
aiby + ... + apb, of F, and prove the following.

Lemma 7.8. Let F be a field and f a polynomial in Flzy,...,z,]. Let | be a line
in ™ with direction b = (by,...,b,) € F", i.e. the set {v+tb :t € F}, for some
v = (v1,...,0n) € F". Then, if f|;(t) := f(v+tb) € F[t] is the restriction of f on I, we
have that

(FI)™M (@) =b- V(v +1tb).

Proof. We know that (f];)") € F[t] is the coefficient of z! in the expansion of (f|;)(t+2)
as a polynomial of z. The polynomial f is of the form

an

f(x1, ., mp) = Z Cay,..., anxtlll 2

{(a1,...,an)EN™: a1+...+an<d}

for some d € N, and thus
(fl)(t+2) = flo+ (t+2)b) = f(vr + (t+2)b1, ooy vn + (E+ 2)by) =

= Z Car,....an (’Ul + (t + z)bl)al - (Un +(t+ z)bn)a" =
{(a1,....an)EN": a1+...4an <d}
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— Z Carooan (V1 4+ th1) + 201) ™ - ((vn + thy) + 2b,) ™",
{(a1,....,an)EN": a1+...4an <d}

from which we easily see that

(flM ) =

= Z Cay,....an <a1 by (v + tbl)al_l(vz + thy)®? -+ - (vy + thy) "+
{(alu"'7a")€Nn: a1+---+angd}

+ag - ba(vy + tby)* (vy + tbg)“2_l o (v Fthy) "

o tan - bn(m + tbl)al(’UQ + thy)22 - - (Un + tbn>anl> _

= bl ( Z a1 - Caq,....an (’Ul + tbl)al_l(vg + tbg)a2 cee (’Un + tbn)a"> +
{(al,...,an)eN": a1++an§d}

+b2< > a2+ Cay.... ap (V1 4+1b1)™ (vg +tbg)2 71 ... (vn+tbn)a”> +...
{(a1,....an)EN": a1+...4an <d}

ot bn ( Z an - Cqy,....an (Ul +tb1)a1 (U2—|—tb2)a2 <o (vn+tbn)a"_1> =
{(a1,-..,an)EN": a1+...4an<d}

= (by,....bp) - Vf(v+tb) =b- Vf(v+1tb).

We are now ready to prove Theorem 7.1.

Proof of Theorem 7.1. Let £ be a finite set of L lines in ", and J the set of joints that
they form.

Let F be the algebraic closure of F. Since J C F” and thus J C F", by Lemma 7.3
there exists a non-zero polynomial

flx, . xn) = Z Cay,an Xyt Ton

{(a1,....,an)EN": a1+...4+an, <d}

in Flzy,..., x,], for some d <, |J|'/", which vanishes at each point of J. We assume
that f is a polynomial of minimal degree with that property.

We will now show that there exists a line in £, containing <,, |.J|"/" joints of .J.

Indeed, let us assume that each line in £ contains more than deg f joints of J. Let
Il € £ Then, there exist b, v € F", such that | = {v+ bt : t € F}. Now, for
the line [ = {v + bt : t € F}, which contains [ and therefore [ N .J, the polynomial
fl; == f(v+bt) € F[t] is a polynomial in one variable with coefficients in the field F, of
degree at most deg f, which has more than deg f roots (since f vanishes on N .J), i.e.
more roots than its degree. Therefore, f|; is the zero polynomial, and thus (f|;)(1) is
the zero polynomial, for all [ € £. Now, let g € J. We know that there exist at least
n lines [y, ..., l,, in £ passing through xg, whose directions by, ..., b,,, respectively, span
F". The polynomial (f|l})(1) is the zero polynomial for all ¢ = 1,...,n, so, by Lemma
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7.8, Vf(xg) -b; =0, for all i = 1,...,n. Now, for each i = 1,....n, Vf(zg) - b; = 0 is
a linear equation with unknowns the entries of the vector V f(xp). So, since the set
{b1,...,b,} is linearly independent in F”, and thus also linearly independent in F", it
follows that V f(zg) = 0. However, zyp was an arbitrarily chosen point from the set
J. Therefore, Vf vanishes at each point of J, which means that the polynomial f(¢:)
vanishes at each point of J, for all i = 1,...,n. However, f(¢) is a polynomial of degree
strictly smaller than deg f, therefore f(¢9) is the zero polynomial, for all i = 1, ..., n.
Therefore,

Vf=0.

Now, if the characteristic of F is zero, Lemma 7.7 implies that f is a constant polyno-
mial. However, f vanishes on J, thus f is the zero polynomial, which is a contradiction.
On the other hand, if the characteristic of F is not zero, then it is equal to some prime
p, and thus Lemma 7.7 implies that

f(];h - l'n) = Z Cah.”’anx‘l“ e J;?Ln.

{(a1,....an)EN": a1+...4a,n<d and pla;, Vi=1,...,n}

Now, note that, since F is an algebraically closed field, the polynomial equation z¥ —c =

0 has a solution in F, for all ¢ € F. Therefore, for all (ay,...,a,) € N™ such that

ay+...+a, <dand p|a; Vi=1,..,n, we denote by Ccluﬁ..,an one of the solutions of

the polynomial equation 2¥ — cq; ... 4, = 0 in F, and thus the expression

1/p at/p | .an/p
Cal,...,an'r Ty,

is a polynomial in F[x1, ..., zy].
On the other hand, if g, h € F[z1, ..., 2], then
< p
(o) + 1) = 3 (7)) hte~* = g(o? + i
k=0

as p is the characteristic of F. Inductively,

(fi(@) + o+ fu(2) = Ai@)P + ... + fr(2)?,

for all fi, ..., fx € Flz1,...,2,], k € N.

Therefore,

F(1 s ) = > Car,san @+ T =

{(a1,...,an): a1+...+an<d and pla;, Vi=1,...,n}

_ E : 1/p ar/p | .an/p\P _
- (calr--yanxl :L‘n ) -

{(a1,...,an): a1+...4+an<d and p|a;, Vi=1,...,n}

p
(0 x s
{(

A1yesGn): @1 +...+an<d and pla;, Vi=1,...,n}

= 9($1a ceey xn)P’
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where

- 1 ai/p a
9(x1, .y Tp) = E Ca{:ﬁ..,an‘rl ---xn"/p
{(a1,...,an): a1+...4+an<d and p|a;, Vi=1,...,n}

is a polynomial in F[x1, ..., z,].

Now, for each zg € F", f(zo) and g(zo) belong to the field F, so f(zg) = 0 if and only
if g(xo) = 0. Therefore, since f vanishes at each point of J, so does g. However, f is
a non-zero polynomial in F[z1, ..., 2] of minimal degree that vanishes on J, and g is a
non-zero polynomial in F[z1, ..., 2,,], whose degree is strictly smaller than deg f, unless
f is a constant polynomial. Therefore, f is a constant polynomial, and since it vanishes
on J, it is the zero polynomial, which is a contradiction.

This means that our initial assumption that each line in £ contains more than deg f
joints of J was wrong, and thus there exists a line [ in £, containing fewer than deg f,
ie. <n|J)V™, joints of J.

We now proceed in exactly the same way as in the solution of the joints problem in R”

by Quilodran (see [Quil0]).

Indeed, we take the line [ and the joints it contains out of our collection of lines and
joints, ending up with a smaller collection £ of lines, as well as a subset of .J, which
is contained in the set .J’ of joints formed by £'. From what we have already shown,
there exists some line I’ € £/, containing <,, |J/|Y/™ <,, |J|/" joints of J'. We take the
line I’ and the points of J N J' it contains out of our collection of lines and joints, and
we continue in the same way, until we eliminate all the joints of our original collection
J, something which is achieved in at most L steps. In each step, we take <, |J|'/™
joints out of our original collection J, and thus

|| S - 1T,
which gives
| J| Sn LT
after rearranging.
O

We now prove another statement, hoping to shed some light on the combinatorial nature
of the joints problem in any field setting and for all dimensions.

Indeed, let F be a field and n > 2. For a collection £ of lines in F", we define as Jy
the set of joints formed by £, of multiplicity at least N and smaller than 2N. Then,
the following holds.

Lemma 7.9. Let £ be a finite collection of L lines in F"™, where F is a field and n > 2.
Suppose that, whenever n lines of £ meet at a point, they form a joint there. Then,
for any constant a,, > n, there exists some positive constant c,, depending only on n
and ay,, with the property that, for all N € N such that Jx # 0, at least ¢, - |Jn| of the
joints in Jy are joints for some subcollection of £ consisting of a, - L/Nl/” lines.

Proof. Fix a, > n.

For every N € N such that Jy # (), and for every z € Jy, we define as Py(z) the
probability that we choose at least n lines through x, when we choose a,, - L/N 1/7 Jines
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from £ at random. In other words, Py(z) is the probability that z is a joint for a
randomly chosen subcollection of a,, - L/N/™ lines of £.

We now prove the Lemma in two steps.

Step 1: We show that, if there exists a positive constant ¢y, depending only on n, such
that Py(x) > ¢, for all x € Jy and N € N such that Jy # (), then the Lemma is
proved.

Indeed, fix N € N such that Jy # (). We define as £V the set of all the subcollections
of £ with cardinality a, - L/N/". In addition, for all z € Jy, let £} be the set of the
subcollections of £ which have cardinality a,, - L/N'/™ and for which z is a joint.

Now, the fact that Py(x) > ¢, for all z € Jy means that [£Y| > ¢, - |€V] for all
x € Jy, so

DN 1= 18N> ) 1€ =cn- | In] -1V (7.1)

zeJN Sé\f zeJN zeJN

However, the left-hand side of (7.1) is equal to

> 2L

LELN JENT N

where, for all £ € £V, J is the set of joints formed by £, so

Z Z 126”"‘]N|"2N|a

LegN Jendy

from which it follows that there exists an element of £V, i.e. a subcollection of £ with
cardinality a, - L/Nl/"7 with the property that at least ¢, - [Jn| of the elements of Jy
are joints for the subcollection.

Therefore, in order to prove Lemma 7.9, we only need to complete Step 2 below.

Step 2: We show that there exists a positive constant c,, depending only on n, such
that Py (x) > ¢y, for all N € N such that Jy # 0, and all x € Jy.

Indeed, for all N € N such that Jy # 0, and for all z € Jy, we denote by Ky(x)
the number of lines of £ passing through = (note that (K‘\;l(x)) € [N,2N), and thus
Ky(z) > N7 _in fact, Ky(z) ~ NV — and a,, - L/Nl/” > n for a, > n). In
addition, we define P} (x) as the probability that we choose at least n lines through z,
when we choose a,, - L/Kn(x) lines from £ at random; in other words, Py (x) is the
probability that x is a joint for a randomly chosen subcollection of a,, - L/ Ky(x) lines

of £.

Note that, for all N € N such that Jy # 0, and for all z € Jy, N/ < Ky(z),
thus a, - L/NY™ > a, - L/Kn(z), and so, by the definition of Py(z) and Py (),
Py (x) > Pj(x). Therefore, in order to complete Step 2, it suffices to show that there
exists a positive constant ¢y, depending only on n, such that Py (z) > ¢y, for all N € N
such that Jy # 0, and all z € Jy.

This means that it suffices to show that there exists a constant b, < 1, depending only
on n, such that, for all N € N such that Jy # 0, and for all z € Jy, it holds that
|- Ply(a) by 5 1.
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Indeed, let N € N such that Jy # 0, and z € Jy.
It holds that

min{KN(x),awﬁ} (K}\Ifi(l’)) . ( L—Kn(z)

an-%—k
P - X e

k=n Qn KN(x)

SO
T L—Kn(x
() (R
1 — Ply(z) = NG (7.2)
k=0 (an~ K]\f(w))

Now, for k € {0,1,...,n — 1},

(Kn@)y . ( L=Kn (@)

an-mfk
L
(o e2s)
_ Kn(x)! (L —Kn(z) = (an - L/En(2x) = k) +1) - (L - Kn(2))
k- (Ky(x) — k)! (an - L/ Kn(z) — k)

- (an - L/Kn(x))! , 1 _
(L—an-L/Kn(x)+1)---(L—k) (L—k+1)---L
1 Ky (x)! (an - L/Kn(x))! 1

Tk (KEn()— k) (an-L/En(@)—k)! (L—k+1)---L
L—(Kn(@)—k)—an - L/Kn(z)+1 L—(Ky(@)—k)—an-L/Kn(z)+2
L—ayny-L/Kn(z)+1 L—a, - L/Ky(z)+2
L— (Kn(z)— k) —an- L/Kn(x) + (ap - L/ Kn(z) — k)

L—a, L/Kn(z)+ (an - L/Kn(z) — k) : (7.3)

Now:

a) The function
_ L—(Kn(z)—k)—an L/Ky(z)+y
T = LK@ Ty

is increasing in y, therefore

L~ (Kn(x) k) —an- L/En(z) +1
L—a, L/Ky(z)+1

L~ (En(@) ~ k) —an - L/Kn(x) + (an - L/Kn() — k) _
L—an‘L/KN(x)-l-(CLn'L/KN(l‘)—k) -

. (L — (Kn(z) — k) —an - L/Kn(z) + (an - L/ Ky (z) — k)

an-L/Kn(z)—k
L—an'L/KN(JI)—l-(an'L/KN(LU)—k) )

an-L/Kn(x)—k an-L/Kn(x)—k
- L— Kn(z) /Kn(z) - 1_KN(:E)—]<: /Kn ()
N L—k N L-k
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1 an-L/KN(z)—k
TR
Kn(z)—k

On the other hand, if ¢, ) is any constant larger than k, a], is any positive constant

!
and a, > 1_a”k , then, for

Cn,k
KN(x) > Cn,k
and I "
> ; e ks 7.4
Kn(z) ~ q, n o 74
1—
Cn,k
we have that
L k> o L—k
a"ﬂ . - - n T N 10
KN(CL') KN(Z‘) —k
because, under these constraints,
k k k k k k
< —= > ——=1-—>1—-—(>0),
Bn@) “onn - En@  ewn T En@ e 2
and thus
L=k L/Ey@) - KK _ LK), L/Ey()
" Ky(z)—k " 1—k/Kn(x) - " 1-k/Ky(x) " 1—Fk/enk
ay, L
1= ka Ky (z)’

a quantity which is < a, - ﬁ(gj) — k when (7.4) holds. Therefore,

1 an-L/Kn(z)—k 1 a%%
1= —— S\t = :
I(N(x)*lC KN(.’E)fk

y
And, as the function (1 — %) is increasing in y to e~ ', the above quantity is equal to

/
at most e~ % . But an > kai"i, so, for all M > 1, we can consider ¢, ; appropriately
n,k

large, depending on M, so as to achieve e~ < M - e n,

Therefore, for any M > 1 and for Ky (z), L/Ky(x) larger than appropriate constants
depending only on n and M, it holds that, for all k in the finite range {0,1,...,n — 1},
L—(Kn(z)—k)—an - L/Kn(z)+1

L—a, - L/Ky(x)+1

~L—(Kn(z) —k) —an- L/EN(x) + (an - L/Kn(2) — k)
L—a,-L/Kn(z)+ (an - L/Ky(z) — k)

< M.e .

<
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b) We now consider the quantity

Ky(z)! (an - L/Kn(x))! 1

(Kn(x) — k) (an-L/Kn(z)—k)! (L—k+1)---L

(KEn(z) —k+1)---Kn(z) - (an - L/Kn(z) —k+1)---(an - L/Kn(2))
(L—k+1)---L '
We see that, for all A\=0,1,....k — 1,

(En(x) = A) - (an - L/ Kn(x) = A)
L—-\

< an,

as this is equivalent to
(Kn(x) =N - (an-L/Kn(x) = AN) <ap-L—ay- A&
< Kn(z)+an- L/Kn(z) —an > A,

which is true because K n(z) > n (as x is a joint formed by £ in R") and L/Ky(z) > 1,
while A < n (since k € {0,...,n — 1}).

Therefore,

(Kn(z) —k+1)---Ky(x) - (an- L/Kn(x) —k+1)---(an - L/Kn(x))
L—k+1)--L

<ap®, (7.5)

for all k € {0,1,...,n — 1}.

So, it follows from (a) and (b) that, for all M > 1 and for Ky(x), L/Kn(z) larger than
a constant, say, A, s, which depends only on n and M,

nflak 1
k=0

which is a constant strictly smaller than 1 for M < n_lal —— (in fact, b, pr can

k=0 "k! "ean

be taken arbitrarily small, because a, can be taken arbitrarily large and k‘ﬁi — 0 as

en
an — 0o, for all k in the finite range {0,1,...,n — 1}).

This means that, for My := % 1+ ——1 |, a quantity that depends only on

n—1ap® 1
k=0 k! e9n

n, bn. v, is a constant < 1, depending only on n, such that, for all x € Jy with the
property that Kn(x) and L/Kx(x) are larger than A, g, (which is another constant
depending only on n),

Ply(z) > 1 —bpag > 0,

o

which is exactly what we wanted to show.

For z € Jy such that Ky(x) or L/Kn(x) are smaller than Xy, a7, we get a similar
result in the following way.

Suppose that = € Jy is such that L/Ky(z) < Ay - Let Aq, ..., Ap k(o) be disjoint
sets, each of cardinality K (x). For any fixed m € {1, ..., L/Kn(z)}, we see that P} (x)
is equal to the probability that we choose at least n elements of A,,, when we choose
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an - L/Kn(x) elements of Ay U...U Ay, () at random. However, by the pigeon-hole
principle, whenever we choose a,,- L/ Ky () elements of AjU...UAL k (z), there exists
some i € {1,...,L/Kn(x)}, such that at least a,, > n elements of A; have been chosen,

SO
L/EnN(x)

> Py(w)>1& L/Ky(x)- Py(z) > 1,

m=1
which implies that
Py(z) > Kn(2)/L > 1/ X s
which is a positive constant, depending only on n.
Finally, suppose that z € Jy is such that Kn(x) < Ay a,. It follows that N <
(KI‘T’Z(JC)) < Kn(z)" < A} pp,» @ constant that depends only on n. Therefore, |Jy]| -

1 n
N1 <, |J| Sp L1, which is the result whose proof we were aiming for when we
introduced the Lemma. However, let us prove that, in this case as well, Py (x) is larger
than a positive constant which depends only on n.

Indeed, it is easy to see that, for all k € {0, 1,...,min{Kn(z),an - L/KN(x)}},

Kn(z)y  ( L—Kn(2) an- L Loan L
(%) (an.#](\;)—k - (RN - ( KN(;;JX;))
L B L )
(an.m) (KN(Z))
thus .
min{aw(@)an e} () - (0,
Py(z) = " Kn(@)

> o)

L
PO
" K ()

KN(J?)—]C

min{ Ky (z),an-L/Kn(z)} (a".%) . (L_a"'ﬁ)
L

k=n (KN (z))

In other words, if By, ..., Bx(z)/a, be disjoint sets, each of cardinality a, - L/Kn(z),
then, for any fixed m € {1, ..., Kn(x)/an}, Py(x) is equal to the probability that we
choose at least n elements of By,,, when we choose Ky () elements of B1U...UBk  (2)/a,
at random. However, by the pigeon-hole principle, whenever we choose Ky (z) elements
of B1U...UBk (2)/a, there exists some i € {1,..., Ky(x)/an}, such that at least a,, > n
elements of B; have been chosen, so

Ky(z)/an
Z Py(x) > 1< Ky(z)/a, - Py(z) > 1,

m=1

which implies that
Py(z) > an/Kn(z) > an/An Mo

which is a positive constant, depending only on n.

Therefore, the second step of the proof of the Lemma is complete, and thus the state-
ment of the Lemma is true.

O



108 Marina Iliopoulou

We now combine Theorem 7.1 and Lemma 7.9, to obtain the following result regarding
the cardinality of the set of joints of mutliplicity ~ N, that are formed by a finite
collection £ of lines in F”, where F is an arbitrary field and n > 2, in the “generic”
case, i.e. in the case where, whenever n lines of £ meet at a point of F”, they form a
joint there.

Proposition 7.10. Let £ be a finite collection of L lines in F™, where F is a field and
n > 2. Suppose that, whenever n lines of £ meet at a point, they form a joint there.
Then,

for all N € N.
Proof. Let N € N such that Jy # (. By Lemma 7.9, there exists a positive constant

¢n, depending only on n, such that, for all N € N, at least ¢, - |Jn| of the joints in Jy
are joints for some subcollection £ of £, consisting of n - L/N /7 Jines. It follows by

Theorem 7.1 that
L 1
|IN| Sn (Nl/”> )

’JN“NYﬁ gnL#

which gives

after rearranging.

The following is an immediate consequence of Proposition 7.10.

Corollary 7.11. Let £ be a finite collection of L lines in F", where F is a field and
n > 2. Suppose that, whenever n lines of £ meet at a point, they form a joint there.
Then,

ZN(:{:)ﬁ <plogL-L#T.
zeJ

Let us mention, however, that this is a considerably weaker result than the one we
expect. Indeed, we believe that, as in euclidean space, if £ is a finite collection of lines
in ™" where F is an arbitrary field and n > 2, and J is the set of joints formed by £,
then

ZN(@% <, LT,
zeJ

without the additional assumption that we are in the “generic” case.
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