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#### Abstract

Results are presented of a lattice calculation of $f_{B}$, the leptonic decay constant of the $B$ meson, and of $B_{B}$, the "bag-parameter" of $B^{0}-\bar{B}^{0}$ mixing. All the calculations are performed with the heavy quark constituent of the $B$ meson treated in the static approximation and with an $\mathcal{O}(a)$-improved fermion action used for the light quarks. The calculations are performed in the quenched approximation on a $24^{3} \times 48$ lattice at $\beta=6.2$. In simulating the behaviour of $B$ mesons on the lattice one of the most important technical issues is how to correctly isolate the ground state. This is particularly the case when the static approximation is used. Hence several smeared interpolating operators for the $B$ meson are used in these calculations and the results using the various operators are presented and compared. The main findings are


$$
\begin{aligned}
f_{B}^{\text {static }} & =268_{-11}^{+14}(\text { stat })_{-27}^{+28}(\text { syst }) \mathrm{MeV} \\
\frac{f_{B_{s}}}{f_{B_{d}}} & =1.17_{-2}^{+2}(\text { stat }) \\
B_{B_{d}} & =1.00{ }_{-6}^{+6}(\text { stat })_{-10}^{+5}(\text { syst }) \\
B_{B_{s}} & =1.02{ }_{-6}^{+5}(\text { stat })_{-7}^{+5}(\text { syst })
\end{aligned}
$$

with the greatest uncertainty in the final results coming from one-loop perturbative matching of the lattice and continuum operators.
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## Chapter 1

## The Standard Model and B Physics

Over the past few decades the $S U(3) \times S U(2) \times U(1)$ Standard Model (SM) of the strong and electroweak interactions of quarks and leptons has provided a comprehensive theoretical description of a wide variety of observed phenomena in high energy physics. However, amongst other things, the parameters governing the weak interactions of quarks are not well determined. Ironically, this has more to do with difficulties with the strong rather than the weak interaction.

One of the main difficulties in studying any of the properties of quarks is that an isolated quark cannot be probed in the same way, for instance, an electron can; quarks only exist in bound states known as hadrons. The theory of the strong interactions of quarks with gluons that hold together these hadrons is Quantum Chromodynamics (QCD). QCD is the $S U(3)$ part of the SM and exhibits the important property of asymptotic freedom - with increasing energy the quark-gluon coupling gets smaller allowing the use of perturbative techniques in calculations of processes at sufficiently high energies. These perturbative calculations have been very successful in the description of high energy hadron scattering processes. However, at low and intermediate energies the quark-gluon coupling is $\mathcal{O}(1)$ and these perturbative techniques cannot be as successfully applied. Hence new calculational tools appropriate to these energy regimes are needed. One such tool is Lattice Field Theory, discussed in the next chapter.

The problem of accurately determining the fundamental parameters governing the weak interactions of quarks can be simply stated. Only the weak interactions of hadrons are experimentally observed. How are the unknown parameters in the SM quark weak interaction vertices extracted from these measured hadronic weak
matrix elements? The strongly bound nature of the quark in the hadron is going to influence the relation between the two. From a QCD perspective this is a low energy non-perturbative problem. Hence the claim that the main uncertainty in the determination of weak interactions of quarks has more to do with their strong interactions.

The structure of this thesis is as follows. In this chapter I try to put flesh on the bones of the problem that I have introduced in the last few paragraphs. I discuss the structure of the weak interactions of quarks in the SM, how flavour mixing and CP violation arise via the CKM matrix and in particular the case of neutral meson mixing in the $B$ system. I end the chapter with a section on Heavy Quark Symmetry. Chapter 2 serves as a brief and rather standard introduction to Lattice QCD. In chapter 3 I present results of a calculation of $f_{B}$, the leptonic decay constant of the $B$ meson, using the leading order Heavy Quark Effective Theory to describe the heavy quark constituent of the $B$ meson. In chapter 4 I present results of a similar calculation of the bag-parameter, $B_{B}$, of $\bar{B}^{0}-B^{0}$ mixing. Finally, in chapter 5 I present a summary of the work and my conclusions.

### 1.1 The CKM Matrix

In the SM the fermion masses are generated through Yukawa couplings to the scalar Higgs field, $\Phi_{0}$

$$
\begin{equation*}
\mathcal{L}_{Y}=-\left(\bar{U}_{L}^{\prime} m U_{R}^{\prime}+\overline{D_{L}^{\prime}} \tilde{m} D_{R}^{\prime}+\text { h.c. }\right)\left(1+\frac{\Phi_{0}}{v}\right) \tag{1.1}
\end{equation*}
$$

where $v$ is the vacuum expectation value of the Higgs field, $U_{L, R}^{\prime}$ and $D_{L, R}^{\prime}$ are the 3 component vectors in flavour space for the up and down type quarks respectively

$$
U_{L, R}^{\prime}=\frac{1 \mp \gamma_{5}}{2}\left(\begin{array}{c}
u^{\prime}  \tag{1.2}\\
c^{\prime} \\
t^{\prime}
\end{array}\right) \quad D_{L, R}^{\prime}=\frac{1 \mp \gamma_{5}}{2}\left(\begin{array}{c}
d^{\prime} \\
s^{\prime} \\
b^{\prime}
\end{array}\right)
$$

and $m$ and $\tilde{m}$ are $3 \times 3$ mass matrices of arbitrary complex numbers. In general $m$ and $\tilde{m}$ are not diagonal and their diagonalisation, $m_{D}=V_{L} m V_{R}^{\dagger}$ and $\tilde{m}_{D}=$ $\tilde{V}_{L} \tilde{m} \tilde{V}_{R}^{\dagger}$, defines the physical (mass eigenstates) quark fields $U_{L, R}=V_{L, R} U_{L, R}^{\prime}$ and $D_{L, R}=\tilde{V}_{L, R} D_{L, R}^{\prime}$ where $V_{L, R}$ and $\tilde{V}_{L, R}$ are unitary matrices. One can use this diagonalisation to transform the entire SM Lagrangian to rewrite everything in terms of the physical quarks. However this gives rise to non-diagonal charged current couplings

$$
\begin{equation*}
\mathcal{L}_{W}=\frac{g}{\sqrt{2}}\left[\bar{U}_{L} \gamma^{\mu} W_{\mu}^{+} V_{\mathrm{CKM}} D_{L}+\bar{D}_{L} \gamma^{\mu} W_{\mu}^{-} V_{C K M}^{\dagger} U_{L}\right] \tag{1.3}
\end{equation*}
$$

where $V_{\mathrm{CKM}}=V_{L} \tilde{V}_{L}^{\dagger}$ is a unitary $3 \times 3$ matrix called the Cabibbo-KobayashiMaskawa (CKM) matrix [1, 2],

$$
V_{\mathrm{CKM}}=\left(\begin{array}{ccc}
V_{u d} & V_{u s} & V_{u b}  \tag{1.4}\\
V_{c d} & V_{c s} & V_{c b} \\
V_{t d} & V_{t s} & V_{t b}
\end{array}\right)
$$

where the elements are written in a form that emphasises their physical significance.

### 1.1.1 Structure of the CKM Matrix

The elements of $V_{\text {CKM }}$ (as well as the masses of the quarks) are not predicted by the SM since the Yukawa couplings, through the matrices $m$ and $\tilde{m}$, are completely arbitrary complex numbers. The only constraint on $V_{\text {CKM }}$ is that it is a unitary $3 \times 3$ matrix $^{1}$. Any general unitary $3 \times 3$ matrix can be parametrised by 3 real numbers and 6 complex phases. However not all these phases in $V_{\text {CKM }}$ correspond to physical observables as the phases given to the quark fields are arbitrary. This may appear to eliminate all the 6 phases; in fact it allows for only 5 of the phases to be absorbed through redefinition of the quark fields as a common phase rotation of all the quark fields leaves $V_{\text {CKM }}$ unaffected. Hence there are three real angles and one phase to be determined in $V_{\text {CKM }}$.

Kobayashi and Maskawa [2] introduced a parametrisation of these three angles and one phase based on an Eulerian construction of 3 rotation matrices and a phase matrix to give

$$
V_{\mathrm{CKM}}=\left(\begin{array}{ccc}
c_{1} & -s_{1} c_{3} & -s_{1} s_{3}  \tag{1.5}\\
s_{1} c_{2} & c_{1} c_{2} c_{3}-s_{2} s_{3} \mathrm{e}^{i \delta} & c_{1} c_{2} s_{3}+s_{2} c_{3} \mathrm{e}^{i \delta} \\
s_{1} s_{2} & c_{1} s_{2} c_{3}+c_{2} s_{3} \mathrm{e}^{i \delta} & c_{1} s_{2} s_{3}-c_{2} c_{3} \mathrm{e}^{i \delta}
\end{array}\right)
$$

where $c_{i}=\cos \theta_{i}$ and $s_{i}=\sin \theta_{i}, i=1,2,3$ and $\theta_{i}$ and $\delta$ are the appropriate angles and phase. One advantage of this representation is that it is clear how to recover the two family case - setting $\theta_{2}=\theta_{3}=0$ leaves the third row and column zero ${ }^{2}$ with the remaining $2 \times 2$ submatrix described by the single angle, $\theta_{1}=-\theta_{c}$, the Cabibbo angle. It is important to note that in this two family case the complex phase is not present and CP violation, as discussed below, is not present.

There are many equivalent parametrisations to this, differing only in what phase conventions are used. Clearly physical observables must be independent of any of these phase conventions. The simplest quantities invariant under any

[^0]rephasing of $V_{\mathrm{CKM}}$ are the moduli $\left|V_{i j}\right|$ and the quartic products $V_{i j} V_{i k}^{*} V_{l k} V_{l j}^{*}$ where $i, j, k, l$ are arbitrary. There are other higher order invariants but they are all expressible in terms of these moduli and quartic products. The unitarity of $V_{\text {CKM }}$ restricts the number of independent moduli to four, and leaves only one independent quartic product, $\Delta$ - the other quartic products can be expressed in terms of $\Delta$ and the independent moduli. Unitarity also implies that the imaginary part of all the possible quartic products is the same, which in the above Kobayashi-Maskawa parametrisation can be written as
\[

$$
\begin{equation*}
\operatorname{Im} \Delta=s_{1}^{2} c_{1} s_{2} c_{2} s_{3} c_{3} \sin \delta \tag{1.6}
\end{equation*}
$$

\]

This quantity is the fundamental quantity that arises in the discussion of CP violation in the $S M^{3}$. It can be shown that in this 3 family case a necessary and sufficient condition for the SM Lagrangian to be invariant under CP transformations is that the determinant of the commutator of the mass matrices $m$ and $\tilde{m}$ must be zero [4]. This quantity can be explicitly evaluated and gives

$$
\begin{align*}
\operatorname{det}[m, \tilde{m}]=2 i \operatorname{Im} \Delta & \times\left(m_{t}-m_{c}\right)\left(m_{t}-m_{u}\right)\left(m_{c}-m_{u}\right) \\
& \times\left(m_{b}-m_{s}\right)\left(m_{b}-m_{d}\right)\left(m_{s}-m_{d}\right) \tag{1.7}
\end{align*}
$$

Noting that $\operatorname{Im} \Delta$ is a product of all the CKM angles and the sine of the phase, then for CP violation to occur in the SM requires several conditions; (1) none of the CKM elements is zero, (2) the CKM phase is non-zero and (3) there is no mass degeneracy in the up or down type quarks. The latter two points are intimately related since if there was a mass degeneracy then the phase in $V_{\text {CKM }}$ could be absorbed through a redefinition of the quark fields.

One of the current important experimental goals is to test this elegant explanation of CP violation in the SM.

[^1]
### 1.1.2 Current Status of the CKM Matrix - the Unitarity Triangle

Current experimental data coupled with the assumed unitarity of $V_{\text {CKM }}$ gives the magnitudes of the elements at the $90 \%$ confidence level as [5]

$$
\left(\begin{array}{ccc}
0.9747 \text { to } 0.9759 & 0.218 \text { to } 0.224 & 0.002 \text { to } 0.005  \tag{1.8}\\
0.218 \text { to } 0.224 & 0.9738 \text { to } 0.9752 & 0.032 \text { to } 0.048 \\
0.003 \text { to } 0.015 & 0.030 \text { to } 0.048 & 0.9988 \text { to } 0.9995
\end{array}\right)
$$

As can be seen the least well known values are those relating to couplings with the third quark family, in particular $V_{t d}$ and $V_{u b}$. The study of $B$ physics can give information on all these third family couplings. In particular the study of $B^{0}-\bar{B}^{0}$ mixing, as discussed in the next section, gives information on the elements $V_{t d}$ and $V_{t s}$.

Even though certain of these elements are not very well known, empirically the elements seem to display a hierarchical pattern, with the diagonal elements close to unity, the mixing between the first and second families going as $\lambda \approx \sin \theta_{C} \approx$ 0.22 , between second and third families as $\lambda^{2}$ and between first and third families as $\lambda^{3}$, where $\theta_{C}$ is the Cabibbo angle. This was observed by Wolfenstein who introduced the approximate parametrisation [6]

$$
V_{\mathrm{CKM}}=\left(\begin{array}{ccc}
1-\frac{\lambda^{2}}{2} & \lambda & A \lambda^{3}(\rho-i \eta)  \tag{1.9}\\
-\lambda & 1-\frac{\lambda^{2}}{2} & A \lambda^{2} \\
A \lambda^{3}(1-\rho-i \eta) & -A \lambda^{2} & 1
\end{array}\right)+\mathcal{O}\left(\lambda^{4}\right)
$$

in terms of the three "angles", $\lambda, A$ and $\rho$ and the phase $\eta . \quad \lambda \equiv\left|V_{u s}\right|=$ $0.2205 \pm 0.0018$ [5] is the best determined of these. Knowing $\lambda$, then $A$ is essentially determined by $V_{c b}$ which can be measured in semi-leptonic decays of $B$ mesons into which there has been a lot of study recently. There are still theoretical uncertainties about how to extract $V_{c b}$ from the experimental data - the Particle Data Group [5] quote $\left|V_{c b}\right|=0.040 \pm 0.005$ giving $A=0.83 \pm 0.08$. The determination of $\rho$ and $\eta$ are even more fraught with difficulties as they are related to the least well known elements $V_{u b}$ and $V_{t d}$. I shall return to their
determination further on. Finally, the advantage of this parametrisation is that it allows the relative sizes of the various combinations of CKM elements to be estimated at a quick glance.

The only assumption about $V_{\text {CKM }}$ that has been made is that of unitarity. The experimentally determined values for the elements must be consistent with this or either the assumption of three families or the CKM mechanism is wrong somewhere. The simplest test of unitarity is that the sum of moduli along a given row/column should add to one. This seems to be most accurately obeyed in the couplings to the $u$ quark with [7]

$$
\begin{equation*}
\left|V_{u d}\right|^{2}+\left|V_{u s}\right|^{2}+\left|V_{u b}\right|^{2}=0.9965 \pm 0.0032 \tag{1.10}
\end{equation*}
$$

However, what are perhaps more interesting tests of unitarity are the off-diagonal unitarity conditions ${ }^{4}$

$$
\begin{align*}
& V_{u d}^{*} V_{u s}+V_{c d}^{*} V_{c s}+V_{t d}^{*} V_{t s}=0 \\
& V_{u s}^{*} V_{u b}+V_{c s}^{*} V_{c b}+V_{t s}^{*} V_{t b}=0  \tag{1.11}\\
& V_{u b}^{*} V_{u d}+V_{c b}^{*} V_{c d}+V_{t b}^{*} V_{t d}=0
\end{align*}
$$

These unitarity relations can be represented as triangles in the complex plane, and it is interesting to note that the area of each of these triangles is the same and equal to $\frac{1}{2} \operatorname{Im} \Delta$. Hence in the absence of CP violation in the SM these triangles would degenerate to lines along the real-axis.

Evaluating the relative sizes of the sides of these unitarity triangles using the Wolfenstein parametrisation shows that the last of the three is perhaps the most interesting - all its sides are of order $\lambda^{3}$ whereas the other two triangles have one side much shorter than the others $\left(\lambda, \lambda\right.$ and $\lambda^{5}$ for the first and $\lambda^{2}, \lambda^{2}$ and $\lambda^{4}$ for the second). This unitarity triangle is shown in figure (1.1).
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Figure 1.1: The unitarity triangle $V_{u b}^{*} V_{u d}+V_{c b}^{*} V_{c d}+V_{t b}^{*} V_{t d}=0$.

This unitarity triangle is also of great interest as it can be transformed into a triangle in the $(\rho, \eta)$ plane by dividing out by the length of the $V_{c b}^{*} V_{c d}$ side of the triangle and using $V_{c d}=\lambda$ and the approximations $V_{c b} \approx V_{t s}$ and $V_{t b} \approx V_{t d} \approx 1$. Hence a determination of the two ratios $\left|V_{u b}\right| /\left|V_{c b}\right|$ and $\left|V_{t d}\right| /\left|V_{t s}\right|$, amongst other things, should provide a good estimation of $\eta$ and $\rho$, and determine whether the unitarity triangle is indeed a triangle, whether the $V_{\mathrm{CKM}}$ is unitary and whether the SM prescription for CP violation is valid.

The first ratio, $\left|V_{u b}\right| /\left|V_{c b}\right|$, has been extracted from the semi-leptonic decays of $B$ mesons, again with large theoretical uncertainties, and the Particle Data Group [5] quote

$$
\begin{equation*}
\left|\frac{V_{u b}}{V_{c b}}\right|=0.08 \pm 0.02 \tag{1.12}
\end{equation*}
$$

from recent analyses. This gives the length of the appropriate side of the triangle as

$$
\begin{equation*}
\sqrt{\rho^{2}+\eta^{2}}=0.36 \pm 0.14 \tag{1.13}
\end{equation*}
$$

The other ratio, $\left|V_{t d}\right| /\left|V_{t s}\right|$, can, in principle, be determined from neutral meson mixing in the $B$ system, discussed in the next section. This unitarity triangle can be even more tightly constrained by also measuring the angles. These can be directly determined from the non-leptonic decays of neutral $B$ mesons and are relatively free of the hadronic uncertainties encountered when trying to extract the side lengths. These processes have not yet been measured and are not considered here. For good reviews of the current status and future prospects for the determination of this unitarity triangle see $[8,9,10,11,12]$.

### 1.2 Neutral Meson Mixing

Neutral meson mixing can occur in the $B, K$ and $D$ systems. In this section I discuss the mixing in the $B$ system as it is the most relevant to this work. However comparisons are made with the $K$ system, where the phenomenon was first observed, and also with the $D$ system.

### 1.2.1 Phenomenology

Neutral meson mixing occurs for the same reason that flavour mixing via the CKM matrix occurs - the states $B^{0}$ and $\bar{B}^{0}$ are eigenstates of the strong and electromagnetic interactions but are not mass eigenstates of the weak interactions which are responsible for their decay. Thus a $B^{0}$ can be transformed into its antiparticle $\bar{B}^{0}$ described by some mixing matrix.

The time evolution of an unstable particle can be described by the general Hamiltonian

$$
\begin{equation*}
H=M-\frac{i}{2} \Gamma \tag{1.14}
\end{equation*}
$$

In the $B^{0}-\bar{B}^{0}$ basis the $2 \times 2$ Hamiltonian describing the evolution of the $B^{0}-\bar{B}^{0}$ system can thus be written

$$
H=\left(\begin{array}{ll}
m & M_{12}  \tag{1.15}\\
M_{12}^{*} & m
\end{array}\right)-\frac{i}{2}\left(\begin{array}{ll}
\gamma & \Gamma_{12} \\
\Gamma_{12}^{*} & \gamma
\end{array}\right)
$$

where the mass matrix $M$ and the decay matrix $\Gamma$ are Hermitian ${ }^{5}$ and the diagonal elements of $H$ are equal due to CPT invariance. Diagonalising this Hamiltonian yields the mass eigenstates

$$
\begin{equation*}
\left|B_{ \pm}\right\rangle=\frac{1}{\sqrt{|p|^{2}+|q|^{2}}}\left[p\left|B^{0}\right\rangle \pm q\left|\bar{B}^{0}\right\rangle\right] \tag{1.16}
\end{equation*}
$$

[^3]where
\[

$$
\begin{equation*}
\frac{p}{q}=\frac{1+\epsilon}{1-\epsilon}=\sqrt{\frac{M_{12}-\frac{i}{2} \Gamma_{12}}{M_{12}^{*}-\frac{i}{2} \Gamma_{12}^{*}}} . \tag{1.17}
\end{equation*}
$$

\]

The strong eigenstates, $B^{0}$ and $\bar{B}^{0}$, are eigenstates of CP, but unless $M_{12}$ and $\Gamma_{12}$ are real then $p / q \neq 1$ and the mass eigenstates, $B_{ \pm}$, are no longer CP eigenstates. A convenient parameter to describe the extent of this CP violation is $\epsilon$. Observation of a non-zero $\epsilon$ signifies CP violation in the state mixing. The other important quantity in this phenomenology of mixing is the difference between the eigenvalues of the mixing matrix, given by

$$
\begin{align*}
2 p q & =\Delta m-\frac{i}{2} \Delta \gamma \\
& =2 \sqrt{\left(M_{12}-\frac{i}{2} \Gamma_{12}\right)\left(M_{12}^{*}-\frac{i}{2} \Gamma_{12}^{*}\right)} \tag{1.18}
\end{align*}
$$

where $\Delta m$ is the $B_{ \pm}$mass difference and $\Delta \gamma$ the equivalent decay rate difference. It will be useful later to note that for small CP-violation, $\operatorname{Im} M_{12} \ll \operatorname{Re} M_{12}$ and $\operatorname{Im} \Gamma_{12} \ll \operatorname{Re} \Gamma_{12}$, and

$$
\begin{equation*}
\epsilon \approx \frac{\operatorname{Im} M_{12}-\frac{i}{2} \operatorname{Im} \Gamma_{12}}{2\left(\operatorname{Re} M_{12}-\frac{i}{2} \operatorname{Re} \Gamma_{12}\right)} \tag{1.19}
\end{equation*}
$$

with $\Delta m \approx 2 \operatorname{Re} M_{12}$ and $\Delta \Gamma \approx 2 \operatorname{Re} \Gamma_{12}$. In both the $K$ and $B$ systems this is the case, but the relative contributions of $M_{12}$ and $\Gamma_{12}$ differ considerably in both systems.

In order to match the observed $\Delta m, \Delta \gamma$ and $\epsilon$ with the CKM mechanism for quark mixing and CP violation requires knowledge of the exact form of the mixing Hamiltonian, $H$. This is a non-trivial problem as both long and short distance contributions need to be taken into account.

The short distance contributions come from $\Delta B=2$ transitions at the quark level within the $B$ meson. These $\bar{b} d \rightleftharpoons b \bar{d}$ transitions occur at the simplest level through box diagrams as in figure 1.2. Long distance contributions come from intermediate mesonic states - the exchange of $D$ and $\pi$ mesons. The $\Delta B=2$ flavour change now comes from the action of two $\Delta B=1$ transitions, those which
are responsible for the decay of the meson. These longer distance contributions are the dominant effect in determining $\Gamma_{12}$, as this is the only sector of the mixing mechanism which examines the final state phase space available. However it is not as clear what is the relative contribution of short and long distance processes to the mass mixing, $M_{12}$. This is what makes examination of mixing in the $B, K$ and $D$ systems, although formally the same, phenomenologically very different the ratio of the short to long distance effects in the mass mixing is quite different in all three cases.

In the $B$ system the short distance box diagram dominates the mass mixing. As is shown in the next section, intermediate $t$ quark exchange dominates this diagram $\sim m_{t}^{2}$. The long distance effects of $D$ and $\pi$ exchange are then suppressed roughly by the factor $\left(M_{B} / m_{t}\right)^{2} \sim \mathcal{O}\left(10^{-3}\right)$. This is different from the $K$ system where both $c$ and $t$ quark contributions to the box diagram are important and the diagram $\sim m_{c}^{2}$. In this case one would naively expect the long distance contribution from pion exchange to be suppressed by a factor $\sim\left(M_{K} / m_{c}\right)^{2} \approx$ $1 / 10$. This is not as large a suppression factor, but a suppression nonetheless. However there is a large non-leptonic enhancement of $K \rightarrow \pi$ decays from the $\Delta I=1 / 2$ rule which overcomes this to leave the ratio of short to long distance contributions $\mathcal{O}(1)$. There is no such enhancement in the $B$ decays. In the $D$ system the longer distance contributions are expected to dominate - the box diagram contribution comes in via the $d$ and $s$ quarks, the $b$ contribution being suppressed by CKM factors, and hence there is no large mass factor in the box contribution to offset the mass of the $D$ in the decay modes.

Finally, it should be noted that the major contribution to $\epsilon$ comes from the short distance box diagram in all cases. In the box diagram all quark families contribute, a condition necessary for observation of CP violation as the CP violating parameter $\operatorname{Im} \Delta$ is a product of all the CKM elements. The longer distance decay channels are dominated by the couplings to the relevant lighter quarks in each case and are less sensitive to the CP violating phase in $V_{\mathrm{CKM}}$. In the following section I outline how to calculate this box diagram amplitude.

### 1.2.2 The $\Delta B=2$ Box Diagram

The dominant short distance contribution to the $B^{0}-\bar{B}^{0}$ mass mixing comes from the $\Delta B=2$ box diagram.


Figure 1.2: $\Delta B=2$ box diagram for $B_{d}^{0}-\bar{B}_{d}^{0}$ mixing. This is in fact one of two box diagrams that contributes to the process. The other is the "scattering" version of the above, with the internal box rotated through $90^{\circ}$. Both contributions are identical.

In order to connect with the phenomenology of the previous section an effective Hamiltonian, $H_{e f f}$, for this $\bar{b} d \rightleftharpoons b \bar{d}$ transition must be derived. This is then measured between the $B^{0}$ and $\bar{B}^{0}$ states giving

$$
\begin{equation*}
\left.\Delta m=2\left|M_{12}\right|=2\left|\left\langle\bar{B}^{0}\right| H_{e f f}\right| B^{0}\right\rangle \mid \tag{1.20}
\end{equation*}
$$

where the assumption of small CP-violation in the state mixing is implicit.
The characteristic length scale of the box diagram is $\sim 1 / M_{W}$ which is much less than the length scale of the external states, $\sim 1 / M_{B}$. Hence, as far as the exterrnal states are concerned, the box diagram transition appears to be a pointlike process. It is much more convenient to measure the matrix element of a pointlike operator than that of a complicated non-local object like the full box diagram. In fact, at the energy scale $\sim M_{W}, \mathrm{QCD}$ is in the perturbative regime and it is possible to approximate the box diagram by a pointlike interaction with the corrections to this perturbatively calculable.

The formalism that enables this short distance expansion of currents in terms of a set of local operators to be performed is the Operator Product Expansion
(OPE) - see the treatment in [13] for a good introduction. The basic idea is to "integrate out" the degrees of freedom that are irrelevant at the scales of interest, in other words the $W$-boson at hadronic energy scales. This leaves one with an effective theory in the remaining degrees of freedom. As with all effective theories it is defined at an explicit scale that cannot be removed from the theory. The correspondence with the full theory is ensured by perturbatively matching the full and effective theories at some scale characteristic of the degrees of freedom that have been integrated out, in this case $\sim M_{W}$. So, the procedure can be summarised in

$$
\begin{equation*}
\left\langle\bar{B}^{0}\right| H_{e f f}\left|B^{0}\right\rangle=\sum_{i} C_{i}\left(M_{W}, g\left(M_{W}\right)\right)\left\langle\bar{B}^{0}\right| \mathcal{O}_{i}\left(M_{W}\right)\left|B^{0}\right\rangle \tag{1.21}
\end{equation*}
$$

The $C_{i}$ are the perturbative matching factors and the $\mathcal{O}_{i}$ are local operators, matrix elements of which need to be determined non-perturbatively. An important point to note is that there must be no scale dependence in the product $C_{i} \mathcal{O}_{i}$.

Normally the scale, $\mu$, at which the matrix element is measured is some hadronic scale. One cannot simply use the matching factor calculated at $\mu \approx M_{W}$ as there will be large logarithms $\left(\ln M_{W} / \mu\right)$ in the perturbative expansion of the matrix element of the $O_{i}$. The well known solution is to sum up these large logarithms into the $C_{i}$ using the renormalisation group (RG). This gives

$$
\begin{equation*}
C_{i}(\mu, g(\mu))=C_{i}\left(M_{W}, g\left(M_{W}\right)\right) \exp \int_{g(\mu)}^{g\left(M_{W}\right)} \frac{\gamma_{i}\left(g^{\prime}\right)}{\beta\left(g^{\prime}\right)} d g^{\prime} \tag{1.22}
\end{equation*}
$$

relating $C_{i}$ at the scale $\mu$ to that at $M_{W}$, where $\gamma_{i}$ is the anomalous dimension of the operator $O_{i}$ and $\beta$ is the $\beta$-function of QCD. Naturally, any other appropriate scale can be chosen at which to perform the matching and use this as the starting point to the evolution of the RG equation - at any rate the procedure is to calculate the perturbative QCD matching at some scale and the running from this scale to that at which the matrix element is measured is achieved using the RG equation.

One can perform an OPE for the box diagram in figure 1.2. However, this
involves the OPE of a product of four weak currents and this direct procedure is rather cumbersome. The usual method employed in the literature is to first ignore the perturbative QCD corrections and evaluate the box diagram between the external free quark states, where the external quark masses and momenta are neglected. The QCD corrections are added later. Proceeding thus gives the effective Hamiltonian [14]

$$
\begin{equation*}
H_{e f f}=\frac{G_{F}^{2}}{16 \pi^{2}} M_{W}^{2} \sum_{i, j} \xi_{i} \xi_{j} S\left(x_{i}, x_{j}\right) O_{L L} \tag{1.23}
\end{equation*}
$$

where $x_{i}=m_{i}^{2} / M_{W}^{2}$ and $\xi_{i}=V_{i b} V_{i d}^{*}$ with $i=u, c, t$, and where the four-fermion operator

$$
\begin{equation*}
O_{L L}=\left[\bar{b} \gamma_{\mu}\left(1-\gamma_{5}\right) d\right]\left[\bar{b} \gamma^{\mu}\left(1-\gamma_{5}\right) d\right] \tag{1.24}
\end{equation*}
$$

is the only local operator to appear at this order. $S\left(x_{i}, x_{j}\right)$ is an analytic function given by

$$
\begin{equation*}
S\left(x_{i}, x_{j}\right)=\left(1+\frac{1}{4} x_{i} x_{j}\right) A\left(x_{i}, x_{j}\right)-2 x_{i} x_{j} B\left(x_{i}, x_{j}\right) \tag{1.25}
\end{equation*}
$$

with

$$
\begin{align*}
A\left(x_{i}, x_{j}\right) & =\frac{1}{\left(1-x_{i}\right)\left(1-x_{j}\right)}+\left[\frac{x_{i}^{2} \ln x_{i}}{\left(x_{i}-x_{j}\right)\left(1-x_{i}\right)^{2}}+(i \leftrightarrow j)\right] \\
B\left(x_{i}, x_{j}\right) & =\frac{1}{\left(1-x_{i}\right)\left(1-x_{j}\right)}+\left[\frac{x_{i} \ln x_{i}}{\left(x_{i}-x_{j}\right)\left(1-x_{i}\right)^{2}}+(i \leftrightarrow j)\right] \tag{1.26}
\end{align*}
$$

Usually the $u$ quark contribution to the process is eliminated by using the unitarity of the CKM matrix, $\sum_{i} \xi_{i}=0$, and setting $x_{u}=0$. This gives rise to the usual form for $H_{\text {eff }}$ seen in the literature,

$$
\begin{equation*}
H_{e f f}=\frac{G_{F}^{2}}{16 \pi^{2}} M_{W}^{2}\left[\xi_{c}^{2} F\left(x_{c}\right)+\xi_{t}^{2} F\left(x_{t}\right)+2 \xi_{c} \xi_{t} G\left(x_{c}, x_{t}\right)\right] O_{L L} \tag{1.27}
\end{equation*}
$$

where the Inami-Lim functions [15], $F$ and $G$, are

$$
F(x)=x\left[\frac{1}{4}+\frac{9}{4} \frac{1}{1-x}-\frac{3}{2} \frac{1}{(1-x)^{2}}\right]-\frac{3}{2} \frac{x^{3}}{(1-x)^{3}} \ln x
$$

$$
\begin{align*}
G(x, y)=x y & {\left[\frac{1}{x-y}\left(\frac{1}{4}+\frac{3}{2} \frac{1}{1-x}-\frac{3}{4} \frac{1}{(1-x)^{2}}\right) \ln x\right.} \\
& \left.+(y \leftrightarrow x)-\frac{3}{4} \frac{1}{(1-x)(1-y)}\right] . \tag{1.28}
\end{align*}
$$

Now consider the CKM information contained in the above effective Hamiltonian. If the limits ${ }^{6} x_{c} \ll 1$ and $x_{t} \gg 1$ are taken then $F\left(x_{c}\right) \sim x_{c}, F\left(x_{t}\right) \sim x_{t}$ and $G\left(x_{c}, x_{t}\right) \sim \ln \left(x_{t} / x_{c}\right)$. Hence the $t$ quark internal lines in the box diagram dominate due to the large mass of the top. This is also because all the CKM factors are of $\mathcal{O}\left(\lambda^{6}\right)$. In the $K$ system this is not the case - the $c$ quark CKM factors are at $\mathcal{O}\left(\lambda^{2}\right)$ and the $t$ quark factors at $\mathcal{O}\left(\lambda^{10}\right)$, and so even though the contribution from the top quark mass is strong it is considerably suppressed by the CKM factors. One can also go through this analysis for the $D$ system $-c$ and $u$ in the external states and $d, s$ and $b$ in the internal quark lines - and show that the $b$ quark contribution is similarly suppressed by CKM factors. This would then demonstrate the small contribution coming from the box diagram to the mass mixing in this system.

So, retaining only the $t$ quark contribution, the effective Hamiltonian can now be written

$$
\begin{equation*}
H_{e f f}=\frac{G_{F}^{2}}{16 \pi^{2}} M_{W}^{2} \eta\left(x_{t}, \mu\right) F\left(x_{t}\right)\left|V_{t b} V_{t d}^{*}\right|^{2} O_{L L}(\mu) \tag{1.29}
\end{equation*}
$$

where the QCD corrections have been explicitly introduced $-\eta\left(x_{t}, \mu\right)$ plays the same role as the $C_{i}(\mu)$ earlier on. It is important to note that renormalisation in the $\overline{M S}$ scheme introduces no new operators beyond the $O_{L L}$ introduced at zeroth order. Now suppose $\eta$ is calculated at the scale $M_{W}$, then the running to a lower scale, $\mu$, is given by equation (1.22). Integrating this equation using the one loop $\beta$-function and the one-loop anomalous dimension of $O_{L L}(\mu), \gamma_{L L}=-4 g^{2} / 16 \pi^{2}$, gives

$$
\begin{equation*}
\eta\left(x_{t}, \mu\right)=\eta\left(x_{t}, M_{W}\right)\left[\frac{\alpha_{s}(\mu)}{\alpha_{s}\left(M_{W}\right)}\right]^{-d_{L L}} \equiv \eta\left(x_{t}\right)\left[\alpha_{s}(\mu)\right]^{-d_{L L}} \tag{1.30}
\end{equation*}
$$

with $d_{L L}=6 /\left(33-2 n_{f}\right)$ where $n_{f}$ is the number of active quark flavours. These

[^4]QCD corrections have been extensively studied to leading and next-to-leading order in [16]. An important point in their analysis is that $\eta$ depends on the definition of the top quark mass. This dependence cannot be present in the expression for $H_{e f f}$ - in the product $\eta\left(x_{t}\right) F\left(x_{t}\right)$ this dependence is in fact missing. Using five active quarks and a running top quark mass, $m_{t}=1.50 \mathrm{GeV}$, they find $\eta\left(x_{t}\right) F\left(x_{t}\right)=1.113$ at next-to-leading order and using $\Lambda \frac{(4)}{M S}=200 \mathrm{MeV}$, with the result going up to 1.711 for $m_{t}=200 \mathrm{GeV}$. Note that to use this result also requires the next-to-leading result for the RG running between scales to be used. In the results quoted later on, only the leading order expressions for the QCD corrections are used.

### 1.2.3 Vacuum Saturation

The OPE above has lead to an effective local operator, $O_{L L}$, that must be measured between the $B^{0}$ and $\bar{B}^{0}$ states to make connection with phenomenology as in equation (1.20). The determination of this matrix element requires knowledge of the hadronic wave-function of the $B^{0}$ meson. Notwithstanding this, it can be conveniently parametrised using the vacuum saturation approximation. This involves inserting a complete set of states in the four-fermion operator and assuming the vacuum contribution dominates the sum over states,

$$
\begin{align*}
\left\langle\bar{B}^{0}\right| \mathcal{O}_{L L}\left|B^{0}\right\rangle & =\sum_{n}\left\langle\bar{B}^{0}\right|\left(\bar{b} \gamma_{\mu}\left(1-\gamma_{5}\right) d\right)|n\rangle\langle n|\left(\bar{b} \gamma^{\mu}\left(1-\gamma_{5}\right) d\right)\left|\bar{B}^{0}\right\rangle \\
& \rightarrow\left\langle\bar{B}^{0}\right|\left(\bar{b} \gamma_{\mu}\left(1-\gamma_{5}\right) d\right)|0\rangle\langle 0|\left(\bar{b} \gamma^{\mu}\left(1-\gamma_{5}\right) d\right)\left|B^{0}\right\rangle \tag{1.31}
\end{align*}
$$

The two matrix elements in the latter product are just the matrix elements of the axial current between the vacuum and the pseudoscalar meson

$$
\begin{equation*}
\langle 0| \bar{b} \gamma_{\mu} \gamma_{5} d\left|B^{0}\right\rangle=i p_{\mu} f_{B} \tag{1.32}
\end{equation*}
$$

used to define $f_{B}$, the leptonic decay constant of the $B$ meson, where $p_{\mu}$ is the momentum of the meson. Note that only the axial part of the $V-A$ matrix element survives - this is equivalent to saying there is no overlap between vector and pseudoscalar states.

In principle, $f_{B}$ can be measured from the total leptonic decay width of charged $B$ mesons, but these measurements are difficult and a reliable experimental measurement of $f_{B}$ is not currently available. However, if $f_{B}$ is known then the only theoretical unknown is to what extent the vacuum saturation approximation is wrong. This uncertainty is factored into the above parametrisation using the so-called "bag" parameter $B_{B}$. This is defined such that the matrix element can be written as

$$
\begin{equation*}
\left\langle\bar{B}^{0}\right| \mathcal{O}_{L L}(\mu)\left|B^{0}\right\rangle=\frac{8}{3} f_{B}^{2} M_{B}^{2} B_{B}(\mu) \tag{1.33}
\end{equation*}
$$

where $M_{B}$ is the mass of the $B$ meson. The factor $8 / 3$ comes from the number of ways the vacuum state can be inserted and the colour singlet property of currents

$$
\begin{equation*}
\langle 0| \vec{b}_{\alpha} \gamma_{\mu} \gamma_{5} d_{\beta}\left|B^{0}\right\rangle=i p_{\mu} f_{B} \frac{\delta_{\alpha \beta}}{3} \tag{1.34}
\end{equation*}
$$

Note that all the scale dependency in $O_{L L}(\mu)$ has been transferred to $B_{B}(\mu)$. This is because the axial current in the definition of $f_{B}$ is partially conserved and hence receives no renormalisation. Following the discussion in the previous section, the RG-invariant bag parameter is defined as

$$
\begin{equation*}
B_{B}=\left[\alpha_{s}(\mu)\right]^{-6 / 23} B_{B}(\mu) \tag{1.35}
\end{equation*}
$$

in the theory with five active quarks. $B_{B}=1$ for complete vacuum saturation.
In this work I present lattice calculations of these two relevant parameters in this parametrisation of the low energy non-perturbative contribution to $B^{0}-\bar{B}^{0}$ mixing, namely $f_{B}$ and $B_{B}$.

### 1.2.4 Relation to Experiment

Gathering together the various strands from the last two sections, the final expression for the mass difference in $B^{0}-\bar{B}^{0}$ mixing can be written as

$$
\begin{equation*}
\Delta m=\frac{G_{F}^{2}}{16 \pi^{2}} M_{W}^{2} \eta\left(x_{t}\right) F\left(x_{t}\right) \frac{8}{3} f_{B}^{2} M_{B}^{2} B_{B}\left|V_{t b} V_{t d}^{*}\right|^{2} \tag{1.36}
\end{equation*}
$$

So, a measurement of $\Delta m$ along with a calculation of $f_{B}^{2} B_{B}$ should allow the extraction of $\left|V_{t d}\right|$, if the assumption $V_{t b} \simeq 1$ is made.

In fact it is the quantity $x=\Delta m / \Gamma$ that is extracted from experiment, where $\Gamma=1 / \tau_{B}$ is the inverse $B$-lifetime - in most experiments the time-integrated probability for an initially pure $B^{0}$ state to decay as a $\bar{B}^{0}$,

$$
\begin{equation*}
\chi=\frac{1}{2} \frac{x^{2}}{1+x^{2}} \tag{1.37}
\end{equation*}
$$

is measured. The current world average is [8]

$$
\begin{align*}
x_{d} & =0.78 \pm 0.05  \tag{1.38}\\
\Delta m_{d} & =0.496 \pm 0.032 \mathrm{ps}^{-1} \tag{1.39}
\end{align*}
$$

The subscript $d$ has been appended to these parameters to signify that the quoted values are for $B_{d}^{0}-\bar{B}_{d}^{0}$ mixing only ${ }^{7}$. One can also observe $B_{s}^{0}-\bar{B}_{s}^{0}$ mixing and calculate the appropriate mixing parameter, $x_{s}$. Unfortunately there are currently no reliable measurements of $x_{s}$. Assuming $x_{s}$ will be accurately measured in the near future, then from the ratio

$$
\begin{equation*}
\frac{x_{s}}{x_{d}}=\frac{\tau_{B_{s}} f_{B_{s}}^{2} B_{B_{s}} M_{B_{s}}^{2}}{\tau_{B_{d}} f_{B_{d}}^{2} B_{B_{d}} M_{B_{d}}^{2}}\left|\frac{V_{t s}}{V_{t d}}\right|^{2} \tag{1.40}
\end{equation*}
$$

the ratio $\left|V_{t s} / V_{t d}\right|$ can be extracted and, as was mentioned earlier, this can give an estimate of the length of one side of the unitarity triangle. The advantage of being able to measure this ratio is that certain uncertainties cancel: there is no dependence on the mass of the top for example. The ratios $f_{B_{s}} / f_{B_{d}}$ and $B_{B_{s}} / B_{B_{d}}$ have been studied in chiral perturbation theory [17]. In this work these ratios are also calculated on the lattice.

In my conclusions I shall return to this issue of relation to experiment and also to the issue of the status of the unitarity triangle.

[^5]
### 1.3 Heavy Quark Symmetry

Consider a meson consisting of a heavy quark, mass $m_{Q} \gg \Lambda_{Q C D}$, and a light quark, mass $m_{q}<\Lambda_{Q C D}$. The heavy and light quark are bound together in this system via the exchange of gluons with energy $\sim \Lambda_{Q C D}$. However, since $m_{Q} \gg \Lambda_{Q C D}$ these gluons cannot resolve the structure of the heavy quark. Hence the light degrees of freedom in the meson (the gluons and the light quark - also known as the "brown muck") are relatively insensitive to the mass and spin of the heavy quark and interact with it as if it were a spinless colour source moving with constant velocity. Likewise the heavy quark hardly notices the brown muck and its propagation fluctuates only slightly from that of a free heavy quark. This insensitivity of the brown muck to the heavy quark mass exhibits itself as a flavour symmetry in the heavy quark sector. In other words the physics of heavy-light systems, such as the $B$ and $D$ mesons, should exhibit the same structure.

The obvious analogy with the Hydrogen atom can be drawn. In this system the effect of the proton mass on the atomic energy levels is factored into a reduced mass which is almost equal to the electron mass. Secondly, the hyperfine splitting in Hydrogen is very small. Hence the electron's dynamics are insensitive to the mass and spin of the proton and likewise the proton's dynamics are such that it hardly notices it has an electron bound to it. The flavour symmetry in this analogy is that the energy levels of Hydrogen and Deuterium are almost the same.

These ideas can be incorporated into an effective theory for the heavy quark constituent by taking the limit where $m_{Q} \rightarrow \infty$. Corrections for finite heavy quark mass to the predictions of this effective theory can then be treated as perturbations in $\Lambda_{Q C D} / m_{Q}$. In this section I introduce this Heavy Quark Effective Theory (HQET) and show how it is useful in making predictions and performing calculations in $B$ physics - see [18] for a comprehensive review.

### 1.3.1 Heavy Quark Effective Theory

The construction of an effective theory is very much in the spirit of the OPE described earlier. One wishes to integrate out the degrees of freedom that do
not contribute to processes at the energy scales of interest. This procedure generally results in a non-local action functional in the remaining relevant degrees of freedom. This non-local action functional is then expanded in terms of local operators in an OPE and the matching from the full to the effective theory is contained in matching factors analogous to those introduced earlier. Such an approach to the construction of HQET is described by Mannel, Roberts and Ryzak [19]. However here I proceed in a more transparent manner.

I first consider the leading order effective theory. It is convenient to start by writing the momentum of the heavy quark as

$$
\begin{equation*}
P_{Q}^{\mu}=m_{Q} v^{\mu}+k^{\mu} \tag{1.41}
\end{equation*}
$$

where $v^{\mu}$ is the four-velocity of the hadron, satisfying $v \cdot v=1$, and $k^{\mu}$ is a residual momentum. The residual momentum is of order $\Lambda_{Q C D}$, so as $m_{Q} \rightarrow \infty$ the heavy quark becomes on-shell. Taking this limit the heavy quark propagator becomes

$$
\begin{equation*}
\frac{i\left(\not P_{Q}+m_{Q}\right)}{P_{Q}^{2}-m_{Q}^{2}} \rightarrow \frac{1+\not)^{2}}{2} \frac{i}{v \cdot k} \tag{1.42}
\end{equation*}
$$

where the factor $(1+\not \wp) / 2$ is a positive energy projection operator. Similarly, the vertex between a heavy quark and a gluon becomes

$$
\begin{equation*}
-i g \frac{1+\not \psi^{\prime}}{2} \gamma^{\mu} \frac{\lambda_{a}}{2} \frac{1+\not)^{2}}{2}=-i g v^{\mu} \frac{\lambda^{a}}{2} \frac{1+\not \psi^{\prime}}{2} \tag{1.43}
\end{equation*}
$$

where $\lambda^{a}$ are the Gell-Mann matrices. The projectors $(1+\not p) / 2$ can be moved to the outside of any Feynman graph where they give unity on operating on on-shell spinors. Hence, the heavy quark propagator and heavy quark-gluon vertex in the effective theory are

$$
\begin{equation*}
\frac{i}{v \cdot k} \quad \text { and } \quad-i g v^{\mu} \frac{\lambda^{a}}{2} \tag{1.44}
\end{equation*}
$$

respectively. So, it can be seen that the propagator of a heavy quark is independent of its mass. The heavy quark-gluon coupling has no gamma matrix structure in it and is thus independent of spin. Hence the flavour and spin symmetries mo-
tivated earlier.
These Feynman rules can also be derived from an HQET Lagrangian. Consider just the fermionic part of the QCD Lagrangian with a single heavy quark field, $Q$,

$$
\begin{equation*}
\mathcal{L}=\bar{Q}\left(i \not D-m_{Q}\right) Q . \tag{1.45}
\end{equation*}
$$

The factorisation of momentum in equation (1.41) is similarly implemented here by writing the heavy quark field as

$$
\begin{equation*}
Q(x)=\mathrm{e}^{-i m_{Q} v \cdot x} h_{v}(x) \tag{1.46}
\end{equation*}
$$

where the on-shell condition constrains $h_{v}$ to satisfy $\not \not h_{v}=h_{v}$. This allows the HQET Lagrangian to be written as

$$
\begin{align*}
\mathcal{L}_{v} & =\bar{h}_{v}\left[m_{Q}(\not \emptyset-1)+i \not D\right] h_{v} \\
& =\bar{h}_{v} i \not D h_{v} \\
& =\bar{h}_{v} \frac{1+\nvdash}{2} i \not D \frac{1+\not p}{2} h_{v} \\
& =\bar{h}_{v} i v \cdot D h_{v} \tag{1.47}
\end{align*}
$$

which gives the same propagator and vertex as above, noting that the $D$ operating on $h_{v}$ produces a factor of the residual momentum.

There are several points to note about this HQET Lagrangian. Firstly, the quark field is labelled by the velocity of the heavy quark. In the effective theory the QCD interactions cannot change the velocity of the heavy quark - a socalled "velocity super-selection rule" [20]. Some other interaction, such as a weak current, is required to do this. Secondly, the effective theory is not a non-relativistic approximation - there is nothing restricting any of the spatial components of velocity from being of order unity. However, when dealing with just a single heavy quark in the problem it is simplest to treat everything in the rest frame of that heavy quark. Finally, the field $h_{v}$ annihilates a heavy quark of velocity $v$ but does not create an antiquark. In other words there is no pair
creation in this effective theory and the quark and antiquark fields are distinct.
Further on in this work the real-space propagator of the heavy quark in this effective theory is used. This is most easily arrived at by solving the equation of motion

$$
\begin{equation*}
v \cdot D h_{v}=0 \tag{1.48}
\end{equation*}
$$

for the heavy quark field. In the particular case of a static quark where $v=$ $(1,0,0,0)$ the time evolution of the quark field is given by

$$
\begin{equation*}
\frac{\partial}{\partial t} h_{0}(\vec{x}, t)=i g A_{0}(\vec{x}, t) h_{0}(\vec{x}, t) \tag{1.49}
\end{equation*}
$$

which gives the propagator as

$$
\begin{equation*}
P_{\vec{x}}\left(t_{x}, t_{y}\right)=\mathcal{T} \exp \left(i g \int_{t_{y}}^{t_{x}} d t^{\prime} A_{0}\left(\vec{x}, t^{\prime}\right)\right) \tag{1.50}
\end{equation*}
$$

where $\mathcal{T}$ denotes time ordering. So, as the static quark propagates forward in time it just picks up the phase of the gauge field - in other words its propagator is a Wilson line in the time direction. Mapping back to the propagator in terms of the fields $Q$ gives [21]

$$
\begin{align*}
G_{(Q)}\left(\vec{x}, t_{x} ; \vec{y}, t_{y}\right) & =\left[\mathrm{e}^{i m_{Q}\left(t_{x}-t_{y}\right)} \frac{1+\gamma_{0}}{2} \Theta\left(t_{x}-t_{y}\right)+\mathrm{e}^{-i m_{Q}\left(t_{x}-t_{y}\right)} \frac{1-\gamma_{0}}{2} \Theta\left(t_{y}-t_{x}\right)\right] \\
& \times P_{\vec{x}}\left(t_{x}, t_{y}\right) \delta^{3}(\vec{x}-\vec{y}) \tag{1.51}
\end{align*}
$$

where $\Theta$ is just the Heaviside step function. This form is very useful in simulating the leading order (static) HQET on the lattice since for a given gauge configuration the propagator of a heavy quark in that background gauge field is trivial to calculate.

### 1.3.2 Explicit $1 / m_{Q}$ Corrections

So far the effective theory has been formulated in terms of an on shell heavy quark effective field, $h_{v}(x)$. The first step in considering corrections to this leading order effective theory is to allow the heavy quark to go slightly off shell. This is achieved
by a decomposition of the heavy quark field similar to equation (1.46),

$$
\begin{equation*}
Q(x)=\mathrm{e}^{-i m_{Q} v \cdot x}\left[h_{v}(x)+H_{v}(x)\right] \tag{1.52}
\end{equation*}
$$

where the new field $H_{v}$, satisfying $\not \wp H_{v}=-H_{v}$, has been introduced to describe the off-shell behaviour. Note that in the rest frame of the heavy quark $h_{v}$ corresponds to the upper components of $Q(x)$ and $H_{v}$ to the lower components :

$$
\begin{equation*}
Q(x)_{\text {rest frame }}=\mathrm{e}^{-i m_{Q} t}\binom{h_{v}(x)}{H_{v}(x)} \tag{1.53}
\end{equation*}
$$

Also note that this new field does not represent antiquark degrees of freedom.

The field, $H_{v}$, corresponds to the heavy degrees of freedom which one wishes to integrate out of the problem. This can be achieved by expanding $H_{v}$ in terms of $h_{v}$ from the equation of motion

$$
\begin{equation*}
\left[m_{Q}(\not p-1)+i \not D\right]\left[h_{v}+H_{v}\right]=0 \tag{1.54}
\end{equation*}
$$

which gives

$$
\begin{equation*}
H_{v}=\left[1-\frac{i \not D}{2 m_{Q}}\right]^{-1} \frac{i \not D}{2 m_{Q}} h_{v} . \tag{1.55}
\end{equation*}
$$

The inverse operator here is clearly a non-local object, but it can be expanded in terms of a set of local operators with operators of increasing dimension being suppressed by increasing powers of $m_{Q}$ - this exemplifies the connection with the OPE commented on earlier. Expanding just to leading order gives

$$
\begin{equation*}
H_{v}=\frac{1}{2 m_{Q}} i \not D h_{v}+\mathcal{O}\left(\frac{1}{m_{Q}^{2}}\right) \tag{1.56}
\end{equation*}
$$

and hence the heavy quark field can now be written as

$$
\begin{equation*}
Q(x)=\mathrm{e}^{-i m_{Q} v \cdot x}\left[1+\frac{i \not \square}{2 m_{Q}}\right] h_{v}(x)+\mathcal{O}\left(\frac{1}{m_{Q}^{2}}\right) \tag{1.57}
\end{equation*}
$$

and putting this into the Lagrangian of equation (1.45) gives

$$
\begin{equation*}
\mathcal{L}_{v}=\bar{h}_{v} i v \cdot D h_{v}+\frac{\bar{h}_{v}}{2 m_{Q}}\left[(i D)^{2}-\frac{1}{2} g \sigma_{\mu \nu} F^{\mu \nu}\right] h_{v}+\mathcal{O}\left(\frac{1}{m_{Q}^{2}}\right) . \tag{1.58}
\end{equation*}
$$

So, two terms come into the Lagrangian at $\mathcal{O}\left(1 / m_{Q}\right)$, a kinetic energy term, $(i D)^{2}$, describing the off-shell motion of the heavy quark, and a chromomagnetic term, $\sigma_{\mu \nu} F^{\mu \nu}$. The first term breaks the flavour symmetry of the lowest order Lagrangian while the second term breaks both the flavour and spin symmetry.

It should be noted that this Lagrangian is non-renormalisable. However, this is not a problem. In as far as one is interested in corrections of $\mathcal{O}\left(1 / m_{Q}\right)$ then this restricts one to a single insertion of the appropriate operators in the graphs of interest. The generalisation of this is also true: at a given order in $1 / m_{Q}$ there are only a finite number of insertions of non-renormalisable operators in the renormalisable leading order theory, leaving the theory renormalisable [22].

These operators have been introduced by expanding the off-shell field $H_{v}$ in terms of $h_{v}$ from the equation of motion. This again is purely a tree-level matching with the gluons treated as a background field. Introducing loop corrections gives rise to renormalisation of the operators arising at order $\mathcal{O}\left(1 / m_{Q}\right)$. Introducing appropriate matching factors gives the Lagrangian as

$$
\begin{equation*}
\mathcal{L}_{v}=\bar{h}_{v} i v \cdot D h_{v}+\frac{\bar{h}_{v}}{2 m_{Q}}\left[C_{k i n}(\mu)(i D)^{2}-C_{m a g}(\mu) \frac{1}{2} g \sigma_{\mu \nu} F^{\mu \nu}\right] h_{v} \tag{1.59}
\end{equation*}
$$

From reparametrisation invariance ${ }^{8}$ it can be shown to all orders in perturbation theory that the kinetic energy operator receives no renormalisation [23] and hence $C_{k i n}(\mu)=1$. Matching to leading order at the scale $m_{Q}$ and using the renormalisation group to run to arbitrary scale $\mu$ gives [22]

$$
\begin{equation*}
C_{m a g}(\mu)=\left[\frac{\alpha_{s}\left(m_{Q}\right)}{\alpha_{s}(\mu)}\right]^{-9 /\left(33-2 n_{f}\right)} \tag{1.60}
\end{equation*}
$$

[^6]in the leading log approximation.
I have introduced the procedure for including $1 / m_{Q}$ corrections for completeness sake. In the rest of what follows I restrict attention to the leading order effective theory.

### 1.3.3 Scaling Law for the Pseudoscalar Decay Constant

HQET can be used to make predictions about the structure of weak matrix elements of heavy-light mesons. Here I simply concentrate on the matrix element for the heavy-light pseudoscalar decay constant,

$$
\begin{equation*}
\langle 0| \bar{h}_{v}^{(i)} \gamma_{\mu} \gamma_{5} q\left|P_{i}(p)\right\rangle=i p_{\mu} f_{P_{i}} \tag{1.61}
\end{equation*}
$$

as in equation (1.32), where $P_{i}$ is the pseudoscalar heavy-light meson with heavy quark constituent, $h_{v}^{(i)}$, and momentum $p$. In the effective theory it is appropriate to label the meson state by its velocity. The conventional normalisation for meson states, $|P\rangle$, is

$$
\begin{equation*}
\left\langle P\left(p^{\prime}\right) \mid P(p)\right\rangle=2 E \delta^{3}\left(\vec{p}^{\prime}-\vec{p}\right) \tag{1.62}
\end{equation*}
$$

but in the effective theory a mass independent normalisation of states is appropriate. Factoring the meson mass, $M_{P}$, out of the $\delta$-function gives the mass independent normalisation of the meson states labelled by velocity as

$$
\begin{equation*}
\left\langle P\left(v^{\prime}\right) \mid P(v)\right\rangle=\frac{2 E}{M_{P}} \delta^{3}\left(\vec{v}^{\prime}-\vec{v}\right) \tag{1.63}
\end{equation*}
$$

and hence

$$
\begin{equation*}
|P(v)\rangle=M_{P}^{-1 / 2}|P(p)\rangle \tag{1.64}
\end{equation*}
$$

Now using this in equation (1.61) gives

$$
\begin{equation*}
\langle 0| \bar{h}_{v}^{(i)} \gamma_{\mu} \gamma_{5} q\left|P_{i}(v)\right\rangle=i v_{\mu} f_{P_{i}} \sqrt{M_{P_{i}}} \tag{1.65}
\end{equation*}
$$

The matrix element on the left of this equation is independent of the heavy meson mass and hence $f_{P_{i}} \sqrt{M_{P_{i}}}$ is independent of the flavour, $i$, of the heavy quark
constituent of the meson. In particular, if the $b$ and $c$ quarks can be described by the lowest order HQET then this gives the relation

$$
\begin{equation*}
f_{B}=\sqrt{\frac{M_{D}}{M_{B}}} f_{D} \tag{1.66}
\end{equation*}
$$

between the leptonic decay constants of the $B$ and $D$ mesons.

### 1.3.4 Renormalisation and Matching

So far the effective theory has been introduced by matching tree level graphs in the full theory with tree level graphs in the heavy quark limit. However, the effective theory doesn't describe the short distance behaviour of QCD properly - high energy gluons can resolve the structure of the heavy quark. Fortunately this discrepancy between full QCD and the effective theory can be handled in perturbation theory since the problem lies in the short distance perturbative regime. This perturbative matching between the theories has been introduced to a certain extent in the discussion of $1 / m_{Q}$ corrections to the effective Lagrangian. Here I just briefly consider the matching of the axial current in the leading order effective theory to that in the full theory. This is also discussed in chapter 3. The matching of $O_{L L}$ between the full and effective theory is treated in chapter 4.

The axial current in the full theory is partially conserved and hence receives no renormalisation. Consider the heavy-light axial current in the full theory, $A_{\mu}=\bar{Q} \gamma_{\mu} \gamma_{5} q$. This is a local dimension-three operator and in order to match to the effective theory all local dimension-three operators in the effective theory with the same quantum numbers must be considered. There are two such operators in HQET,

$$
\begin{equation*}
J_{1}=\bar{h}_{v} \gamma_{\mu} \gamma_{5} q \quad \text { and } \quad J_{2}=\bar{h}_{v} v_{\mu} \gamma_{5} q \tag{1.67}
\end{equation*}
$$

where $v_{\mu}$ is the heavy quark velocity. The matching can be written as

$$
\begin{equation*}
A_{\mu} \cong C_{1}(\mu) J_{1}+C_{2}(\mu) J_{2} \tag{1.68}
\end{equation*}
$$

where the symbol $\cong$ means that this equation holds on the level of matrix ele-
ments. These matching coefficients have been calculated at one-loop in the $\overline{\mathrm{MS}}$ scheme giving [24]

$$
\begin{align*}
C_{1}(\mu) & =1+\frac{\alpha_{s}}{\pi}\left(\ln \frac{m_{Q}}{\mu}-\frac{4}{3}\right) \\
C_{2}(\mu) & =-\frac{2 \alpha_{s}}{3 \pi} . \tag{1.69}
\end{align*}
$$

This matching procedure is applied at scales $\mu \sim m_{Q}$. Using the RG to run to arbitrary scale in the leading-log approximation gives ${ }^{9}[25,26]$

$$
\begin{align*}
& C_{1}(\mu)=\left[\frac{\alpha_{s}\left(m_{Q}\right)}{\alpha_{s}(\mu)}\right]^{-2 / \beta_{0}} \\
& C_{2}(\mu)=0 \tag{1.70}
\end{align*}
$$

where $\beta_{0}=\left(11-2 n_{f} / 3\right)$ is the usual one loop factor from $\beta_{Q C D}$. The main point to note is that the matching modifies the scaling behaviour in equation (1.66) to

$$
\begin{equation*}
f_{B}=\sqrt{\frac{M_{D}}{M_{B}}}\left[\frac{\alpha_{s}\left(M_{B}\right)}{\alpha_{s}\left(M_{D}\right)}\right]^{-6 / 25} f_{D} \tag{1.71}
\end{equation*}
$$

with four active quarks in the region between $M_{B}$ and $M_{D}$ and using $m_{b} \approx M_{B}$ and $m_{c} \approx M_{D}$. So the scaling law for $f_{P}$ has a weak logarithmic dependence on $M_{P}$ from the perturbative matching to the full theory.

[^7]
## Chapter 2

## Lattice Field Theory

Lattice Field Theory is a first principles approach to the determination of the Green functions of a given theory. Consider for example the case of a theory with a single scalar field, $\phi$. The approach takes as its starting point the path integral representation of these Green functions,

$$
\begin{align*}
G^{(n)}\left(x_{1}, \ldots, x_{n}\right) & =\langle 0| T\left(\phi\left(x_{1}\right) \ldots \phi\left(x_{n}\right)\right)|0\rangle \\
& =\frac{1}{Z} \int[d \phi]\left(\phi\left(x_{1}\right) \ldots \phi\left(x_{n}\right)\right) \mathrm{e}^{i S[\phi]} \tag{2.1}
\end{align*}
$$

where $T$ denotes time ordering and

$$
\begin{equation*}
Z=\int[d \phi] \mathrm{e}^{i S[\phi]} \tag{2.2}
\end{equation*}
$$

with

$$
\begin{equation*}
S[\phi]=\int d^{4} x \mathcal{L}(\phi(x)) \tag{2.3}
\end{equation*}
$$

the action functional of the field $\phi$, where the field theory is defined through the Lagrange density, $\mathcal{L}$. The functional integration is over all possible configurations of the field $\phi$ with functional measure $[d \phi]=\prod_{x} d \phi(x)$. This product is over all possible space-time points and is thus an uncountably infinite product. It is difficult to give a precise mathematical meaning to this. One way, if not the only way, is as the limit of a countable product over a discrete set of space-time points. Hence one is naturally lead to the idea of formulating field theory on a lattice of space-time points. Furthermore, if this lattice is restricted to a finite volume then the number of degrees of freedom in the functional integral is no longer merely countable but finite. This opens the way to the use of numerical techniques for
the determination of the Green functions of the theory.
There are three basic questions that are addressed in this chapter : (1) How is QCD formulated on a lattice? (2) How are calculations performed in Lattice QCD and what are the technical issues involved? (3) How are these quantities calculated on the lattice related to the required quantities in continuum QCD ? All these issues are interrelated and I don't necessarily discuss them individually.

### 2.1 QCD on a Lattice

In this section I present the steps involved in formulating QCD on a 4-dimensional hypercubic lattice and outline how expectation values (Green functions) are evaluated in this lattice theory. The procedure is relatively straightforward. Spacetime is considered to consist of a set of discrete points separated by a lattice spacing $a$. The quark fields exist only on these lattice points and the gauge fields exist on the links connecting adjacent points. The idea is to construct a lattice action from these lattice fields such that in the limit $a \rightarrow 0$ the lattice action becomes the continuum action.

### 2.1.1 Euclidean QCD

In Lattice Field Theory it is more convenient to work with the field theory defined in Euclidean space rather than Minkowski space. The most practical reason for this comes from the path integral in equation (2.1). The integrand is a wildly oscillating function of the action and so in the functional integral there are large cancellations between different, and possibly widely separated, areas of the configuration space of the functions $\phi$. This renders numerical procedures unreliable for sampling the configuration space. Going to the Euclidean theory the action becomes $S_{E}=i S$ and so the integrand is now exponentially damped and much easier to handle numerically. Also the Euclidean functional integral

$$
\begin{equation*}
Z=\int[d \phi] \mathrm{e}^{-S_{E}[\phi]} \tag{2.4}
\end{equation*}
$$

can be interpreted as the partition function of a classical statistical mechanical system. Hence the calculation of quantities in lattice field theory is no more than the evaluation of expectation values in a classical statistical mechanical system and this has the advantage of enabling the use of the vast array of techniques already well developed in this field.

A crucial question arises as to whether Green functions calculated in the Euclidean theory actually yield any information at all about the Minkowski theory. This issue is at the very heart of constructive quantum field theory - see [27]. The essential question is this: is knowledge of the Euclidean Green functions sufficient to enable a reconstruction of the Hilbert space of the Minkowski theory? The answer is yes, if the Euclidean Green functions satisfy a condition known as reflection positivity. The reflection positivity condition requires a special "time" direction to be singled out in the otherwise $S O(4)$ invariant Euclidean theory. If the Euclidean theory is reflection positive then the generator of translations in this "time" direction, $\tau$, is $\exp (-H \tau)$ with $H$ having the same spectrum of states on the Hilbert space of the Minkowski theory as the Hamiltonian. For a complete discussion of reflection positivity see [28, 27].

The QCD action in Minkowski space with the signature $(1,-1,-1,-1)$ is [5]

$$
\begin{equation*}
S=\int d^{4} x\left[-\frac{1}{4} F_{a}^{\mu \nu} F_{\mu \nu}^{a}+\sum_{f=1}^{n_{f}} \bar{\psi}_{j}^{(f)}\left(i \not D_{j k}-m^{(f)} \delta_{j k}\right) \psi_{k}^{(f)}\right] \tag{2.5}
\end{equation*}
$$

The field strength tensor is

$$
\begin{equation*}
F_{\mu \nu}^{a}=\partial_{\mu} A_{\nu}^{a}-\partial_{\nu} A_{\mu}^{a}+g f^{a b c} A_{\mu}^{b} A_{\nu}^{c} \tag{2.6}
\end{equation*}
$$

and the covariant derivative

$$
\begin{equation*}
\left(D_{\mu}\right)_{j k}=\delta_{j k} \partial_{\mu}-i g A_{\mu}^{a} \frac{\lambda_{j k}^{a}}{2} \tag{2.7}
\end{equation*}
$$

where $g$ is the strong coupling constant. $f^{a b c}$ are the (antisymmetric) structure constants of $S U(3)$ and the $\lambda^{a}$ are the generators for the fundamental representa-
tion (the Gell-Mann matrices). Note that $a=1, \ldots, 8$ and $j, k=1, \ldots, 3$ in the above and repeated index summation is used. $n_{f}$ is the number of quark flavours in the theory.

The question is how to write this Lagrangian in Euclidean space with a signature $(1,1,1,1)$ ? The rotation to Euclidean space is defined through $t \rightarrow-i \tau$ with Euclidean four-vectors related to their Minkowski counterparts through

$$
\begin{equation*}
B^{E}=\left(\vec{B}^{E}, B_{4}\right) \equiv\left(\vec{B},-i B_{0}\right) \tag{2.8}
\end{equation*}
$$

Following this convention easily leads to the Euclidean QCD action (suppressing flavour and colour indices)

$$
\begin{equation*}
S_{E}=\int d^{4} x_{E}\left[\frac{1}{4} F^{\mu \nu} F_{\mu \nu}+\bar{\psi}\left(D_{E}+m\right) \psi\right] \tag{2.9}
\end{equation*}
$$

with $\not D_{E}=\gamma_{\mu}^{E} D_{\mu}$ where the Euclidean gamma matrices are defined as

$$
\begin{equation*}
\gamma_{4}=\gamma_{0}, \quad \gamma_{i}^{E}=i \gamma_{i}, \quad \gamma_{5}^{E}=\gamma_{5} \tag{2.10}
\end{equation*}
$$

satisfying

$$
\begin{equation*}
\left\{\gamma_{\mu}^{E}, \gamma_{\nu}^{E}\right\}=2 \delta_{\mu \nu}, \quad \gamma_{\mu}^{E \dagger}=\gamma_{\mu}^{E} \tag{2.11}
\end{equation*}
$$

The definition of $D_{\mu}$ and $F_{\mu \nu}$ used in the above is the same in both Minkowski and Euclidean space, where it is understood that the Euclidean four-vector $A_{\mu}$ is used in the Euclidean definition. Note that the Euclidean action is $S_{E}=i S$ as required.

### 2.1.2 Discretising Gauge Fields

The action $S_{E}$ is a local action and is invariant under local $S U(3)$ gauge transformations. However, when discretising the action on the lattice, the derivatives are replaced by finite differences, e.g.

$$
\begin{equation*}
\partial_{\mu} \psi(x) \longrightarrow \frac{1}{2 a}[\psi(x+a \hat{\mu})-\psi(x-a \hat{\mu})] \tag{2.12}
\end{equation*}
$$

and hence terms in the action involving derivatives are now non-local ${ }^{1}$. The question is how to preserve the invariance of the action under local gauge transformations in the presence of these non-local terms?

The solution comes from the very concept of the gauge field. The gauge field $A_{\mu}(x)$ is a element of the Lie algebra $s u(3)$. A group element, $U(x+d x, x)$, is associated with this gauge field through the infinitesimal transport $x \rightarrow x+d x$,

$$
\begin{equation*}
U(x+d x, x)=\mathbf{1}+i g A_{\mu}(x) d x^{\mu} \tag{2.13}
\end{equation*}
$$

where $\mathbf{1}$ is the identity of the group. This can be generalised to the transport along a finite path $\mathcal{C}$ from $x$ to $y$ as

$$
\begin{equation*}
U(y, x ; \mathcal{C})=\mathrm{e}^{i g \mathcal{P} \int_{x}^{y} A_{\mu}(z) d z^{\mu}} \tag{2.14}
\end{equation*}
$$

where $\mathcal{P}$ denotes path ordering.
The important point to note is that the quantity $\bar{\psi}(y) U(y, x ; \mathcal{C}) \psi(x)$ is invariant under local gauge transformations. This gives a prescription for constructing a lattice covariant derivative as

$$
\begin{equation*}
D_{\mu}(x) \psi(x) \longrightarrow \frac{1}{2 a}\left[U_{\mu}(x) \psi(x+a \hat{\mu})-U_{\mu}^{\dagger}(x-a \hat{\mu}) \psi(x-a \hat{\mu})\right] \tag{2.15}
\end{equation*}
$$

with the link variables $U_{\mu}(x)$ related to the continuum gauge fields through

$$
\begin{equation*}
U_{\mu}(x) \equiv U(x+a \hat{\mu}, x)=e^{i g \mathcal{P} \int_{0}^{1} A_{\mu}(s) d s} \tag{2.16}
\end{equation*}
$$

where $s$ parametrises the path along the link. These link variables are considered the fundamental gauge objects in gauge theories on the lattice. Note that the

[^8]link matrices satisfy
\[

$$
\begin{equation*}
U_{-\mu}(x)=U_{\mu}^{\dagger}(x-a \hat{\mu}), \quad U_{\mu}(x) U_{\mu}^{\dagger}(x)=\mathbf{1} \tag{2.17}
\end{equation*}
$$

\]

The next issue is how to construct the pure gauge part of the action from these link variables.

Here the important point to note is that the group element $U(x, x ; \mathcal{C})$ coming from transport around a closed path is also invariant under local gauge transformations. The shortest closed path on the lattice is the plaquette, $\square$. In the $(\mu, \nu)$ plane the plaquette from the point $x$ can be defined as the path

$$
x \rightarrow x+a \hat{\mu} \rightarrow x+a \hat{\mu}+a \hat{\nu} \rightarrow x+a \hat{\nu} \rightarrow x
$$

with the corresponding plaquette variable then defined as

$$
\begin{equation*}
P_{\mu \nu}^{\square}(x) \equiv U(x, x ; \square)=U_{\mu}(x) U_{\nu}(x+a \hat{\mu}) U_{\mu}^{\dagger}(x+a \hat{\nu}) U_{\nu}^{\dagger}(x) \tag{2.18}
\end{equation*}
$$

Taking the trace of the plaquette variable so as to get a gauge invariant quantity it can be shown that

$$
\begin{equation*}
\operatorname{Re} \operatorname{Tr} P_{\mu \nu}^{\square}(x)=N_{c}-\frac{g^{2}}{2} a^{4} \operatorname{Tr}\left(F_{\mu \nu}^{2}(x)\right)+\mathcal{O}\left(a^{6}\right) \tag{2.19}
\end{equation*}
$$

where $F_{\mu \nu}=F_{\mu \nu}^{a} \frac{\lambda^{a}}{2} . N_{c}=3$ is the number of colours and the trace ( Tr ) is over the implicit colour indices. This then leads to a lattice version of the pure gauge action

$$
\begin{align*}
S_{G} & =\int d^{4} x \frac{1}{2} F^{\mu \nu} F_{\mu \nu} \longrightarrow a^{4} \sum_{x} \frac{1}{2} \operatorname{Tr}\left(F_{\mu \nu}^{2}(x)\right) \\
& =\sum_{x} \sum_{\square} \frac{2}{g^{2}}\left(N_{c}-\operatorname{Re} \operatorname{Tr} P_{\mu \nu}^{\square}(x)\right)+\mathcal{O}\left(a^{2}\right) \tag{2.20}
\end{align*}
$$

where the $\square$ under the sum stands for $1 \leq \nu<\mu \leq 4$. The factor of two arises because of the mismatch between the number of plaquettes per site, 6 , and the number of terms in the sum over $\mu \nu, 12$. The constant term is irrelevant and it
is conventional to use the notation, $\beta=2 N_{c} / g^{2}$, giving

$$
\begin{equation*}
S_{G}=-\beta \sum_{x, \square} \frac{\operatorname{Re} \operatorname{Tr} P_{\mu \nu}^{\square}}{N_{c}} \tag{2.21}
\end{equation*}
$$

which is known as the Wilson pure gauge action [29]. This gives the pure gauge contribution to the partition function as

$$
\begin{equation*}
Z_{G}=\int \prod_{x, \mu} d U_{\mu}(x) \exp \left(\beta \sum_{x, \square} \frac{\operatorname{Re} \operatorname{Tr} P_{\mu \nu}^{\square}}{N_{c}}\right) . \tag{2.22}
\end{equation*}
$$

This is gauge invariant if the so-called Haar measure [30] is used for integration over each link variable. For any compact group $G$ the Haar measure is the unique measure $d U$ on $G$ which satisfies

$$
\begin{equation*}
\int_{G} f(U) d U=\int_{G} f(V U) d U=\int_{G} f(U V) d U \quad \text { for all } \quad V \in G \tag{2.23}
\end{equation*}
$$

where $f$ is some function and $\int_{G} d U=1$. It is neither necessary here nor straightforward to express the Haar measure for $S U(3)$ - I refer the reader to [31].

### 2.1.3 Discretising Fermion Fields - Wilson Fermions

Using the lattice covariant derivative from equation (2.15) it is straightforward to arrive at a discretised version of the fermionic part of the action,

$$
\begin{align*}
S_{N F} & =\int d^{4} x \bar{\psi}(x)(\not D+m) \psi(x) \\
& \longrightarrow \sum_{x} a^{4}\{m \bar{\psi}(x) \psi(x)  \tag{2.24}\\
& \left.+\sum_{\mu} \frac{1}{2 a} \bar{\psi}(x) \gamma_{\mu}\left[U_{\mu}(x) \psi(x+a \hat{\mu})-U_{\mu}^{\dagger}(x-a \hat{\mu}) \psi(x-a \hat{\mu})\right]\right\}
\end{align*}
$$

This is known as the "naive" fermion action. Unfortunately there is a problem with this action in that it represents 16 continuum fermions of the same mass, rather than just one - the famous fermion doubling phenomenon.

Wilson [32] suggested a way around this by simply adding an extra term to
the action,

$$
\begin{equation*}
S_{W}=-\sum_{x} a^{4} \sum_{\mu} \frac{r}{2 a} \bar{\psi}(x)\left[U_{\mu}(x) \psi(x+a \hat{\mu})-2 \psi(x)+U_{\mu}^{\dagger}(x-a \hat{\mu}) \psi(x-a \hat{\mu})\right] \tag{2.25}
\end{equation*}
$$

where $r$ is an arbitrary constant - in general one chooses ${ }^{2} r=1$. This term is no more than the lattice equivalent of $a \bar{\psi} \square \psi$ where $\square$ is the d'Alembert operator. This term goes as $\mathcal{O}(a)$ and so the continuum form for the action is still retrieved as $a \rightarrow 0$. The action with this term leads to 15 of the 16 doublers being decoupled from the theory in the continuum limit.

There is, however, a serious drawback in using this Wilson term - the resulting fermionic action is not invariant under chiral transformations even if $m=0$. QCD with zero fermion masses is a chiral invariant theory, and left handed and right handed fermions are treated differently in the SM, so Wilson fermions would appear to be singularly inappropriate for the formulation of the SM on the lattice.

A common alternative approach is to keep the naive action, which still has the correct chiral behaviour, but perform a transformation on the fermionic degrees of freedom to reduce the number of doublers. The transformation that leads to "staggered" fermions [33] essentially shares out the spinor degrees of freedom amongst the sites of an elementary hypercube of the lattice so that the fermion field is now only a single component field at each site. The doubling problem still remains in that the continuum limit of this single component field is 16 one component fermions. In staggered fermions these sixteen fermionic degrees of freedom are interpreted as four degenerate flavours of Dirac fermions, with the flavours also spread over a hypercube. In other words the approach of staggered fermions is to reduce the number of doublers at the price of mixing up the spin and flavour degrees of freedom and spreading them over a hypercube. The technical details are quite involved, and as only actions based on Wilson fermions are used in this work, I refer the reader to [31, 28] for further details.

[^9]However, regardless of the approach taken, the doubler problem has not been avoided without introducing new problems. In fact it turns out that it is not possible to formulate a chiral theory on a regular lattice without introducing extra unwanted states (the doublers) [34, 35]. In the Wilson approach one breaks chiral symmetry to overcome the problem, in the staggered approach one keeps chiral symmetry but also the doublers, albeit a reduced number of them.

### 2.1.4 Improved Fermionic Action - the Clover Action

The Wilson fermion action has corrections in lattice spacing at $\mathcal{O}(a)$ as distinct from $\mathcal{O}\left(a^{2}\right)$ for the naive action and also $\mathcal{O}\left(a^{2}\right)$ for the pure gauge action. Addition of the term [36]

$$
\begin{align*}
\Delta S^{\mathrm{II}} & =a^{4} \sum_{x, \mu}\left\{\frac { r } { 8 a } \left[\bar{\psi}(x) U_{\mu}(x) U_{\mu}(x+a \hat{\mu}) \psi(x+2 a \hat{\mu})\right.\right. \\
& \left.\left.+\bar{\psi}(x) U_{\mu}^{\dagger}(x-a \hat{\mu}) U_{\mu}^{\dagger}(x-2 a \hat{\mu}) \psi(x-2 a \hat{\mu})-2 \bar{\psi}(x) \psi(x)\right]\right\} \tag{2.26}
\end{align*}
$$

to the Wilson fermion action reduces the discretisation error back to $\mathcal{O}\left(a^{2}\right)$, while leading to the removal of 15 of the doublers from the theory in the same manner as the Wilson action. The fermion action with this term is the so-called "two-link action". It can be shown $[36,37]$ that matrix elements calculated using this action have no corrections of $\mathcal{O}(a)$ or $\mathcal{O}\left(\left(g^{2}\right)^{n} \ln ^{n} a\right) \sim \mathcal{O}(a)$. The leading discretisation errors in these matrix elements occur at $\mathcal{O}\left(g^{2} a\right)$.

However, it is not convenient to use this two-link action in simulations as it contains next-to-nearest neighbour interactions and this increases the computational cost of the problem. Heatlie et al. [37] observed that by transforming the quark fields as

$$
\begin{align*}
& \psi \longrightarrow\left(1-\frac{a r}{4}(\overrightarrow{I D}-m)\right) \psi+\mathcal{O}\left(a^{2}\right)  \tag{2.27}\\
& \bar{\psi} \longrightarrow \bar{\psi}\left(1+\frac{a r}{4}(\overleftarrow{\square D}+m)\right)+\mathcal{O}\left(a^{2}\right) \tag{2.28}
\end{align*}
$$

then one can arrive at an action with only nearest neighbour interactions,

$$
\begin{equation*}
S_{F}=S_{N F}+S_{W}-a^{4} \sum_{x, \mu, \nu} i g \frac{a r}{4} \bar{\psi}(x) \sigma_{\mu \nu} F_{\mu \nu}(x) \psi(x) \tag{2.29}
\end{equation*}
$$

This action was originally introduced by Sheikholeslami and Wohlert [38], though it is also known as the "clover" action.

If the quark fields are treated according to this action and they are rotated as in equations (2.27) and (2.28) in operators such as $O_{\Gamma}=\bar{\psi} \Gamma \psi$, then matrix elements of these operators, as for the case of the two-link action, have leading discretisation errors at $\mathcal{O}\left(g^{2} a\right)$, at worst [37]. Note that the bare mass in the clover action $\left(m^{\prime}\right)$ is related to the bare mass in the two-link action ( $m$ ) by $m^{\prime}=m(1+m r a / 2)$. For this improvement procedure using $m$ or $m^{\prime}$ as the mass in the action and rotations is irrelevant to $\mathcal{O}\left(a^{2}\right)$. Moreover, in calculating onshell hadronic matrix elements, as in this work, the rotations can be simplified using the equation of motion to give

$$
\begin{equation*}
\psi \longrightarrow\left(1-\frac{a r}{2} \overrightarrow{\not D}\right) \psi, \quad \bar{\psi} \longrightarrow \bar{\psi}\left(1+\frac{a r}{2} \overleftarrow{\not D}\right) \tag{2.30}
\end{equation*}
$$

So, the procedure is to use the clover action to describe the lattice quark fields, and on-shell improvement of matrix elements is ensured by rotating currents as

$$
\begin{equation*}
\Gamma \longrightarrow\left(1+\frac{a r}{2} \overleftarrow{\not D}\right) \Gamma\left(1-\frac{a r}{2} \overrightarrow{D D}\right) \tag{2.31}
\end{equation*}
$$

The term "clover" comes from the lattice definition of the field strength tensor,

$$
\begin{equation*}
i g a^{2} F_{\mu \nu}(x)=\frac{1}{4} \sum\left[\frac{P_{\mu \nu}^{\square}(x)-P_{\mu \nu}^{\square \dagger}(x)}{2}\right] \tag{2.32}
\end{equation*}
$$

with $P_{\mu \nu}^{\square}$ as defined earlier. The sum is over the four plaquettes in the $(\mu, \nu)$ plane around the point $x$ - the four leaves of the clover.

### 2.1.5 The Partition Function of Lattice QCD

The partition function of lattice QCD can now be written down. First, it is convenient to write the fermion action in the general form

$$
\begin{equation*}
S_{F}=\sum_{x, y} \sum_{f} \bar{\psi}^{(f)}(x) M^{(f)}(x, y)[U] \psi^{(f)}(y) \tag{2.33}
\end{equation*}
$$

The fermion matrix, $M$, for SW-clover fermions can be written as

$$
\begin{equation*}
M^{(f)}(x, y)[U]=A(x) \delta_{x, y}-\kappa_{f} \sum_{\mu}\left[\left(r-\gamma_{\mu}\right) U_{\mu}(x) \delta_{x+\hat{\mu}, y}+\left(r+\gamma_{\mu}\right) U_{\mu}^{\dagger}(y) \delta_{x-\hat{\mu}, y}\right] \tag{2.34}
\end{equation*}
$$

for fermion flavour $f$ and where

$$
\begin{equation*}
A(x)=\left(1-i \frac{r \kappa_{f}}{2} \sum_{\mu \nu} \sigma_{\mu \nu} \frac{1}{4}\left[\frac{P_{\mu \nu}^{\mathrm{व}}(x)-P_{\mu \nu}^{\square \dagger}(x)}{2 i}\right]\right) . \tag{2.35}
\end{equation*}
$$

It should be noted that for both Wilson and clover fermions $M$ satisfies the hermiticity relation

$$
\begin{equation*}
M(y, x)=\gamma_{5} M^{\dagger}(x, y) \gamma_{5} \tag{2.36}
\end{equation*}
$$

The hopping parameter, $\kappa_{f}$, is defined as

$$
\begin{equation*}
\kappa_{f}=\frac{1}{8 r+2 m_{f} a} \tag{2.37}
\end{equation*}
$$

and the fields have been rescaled as $\psi^{(f)}(x) \rightarrow a^{-3 / 2} \sqrt{2 \kappa_{f}} \psi^{(f)}(x)$. So, the partition function can be written as

$$
\begin{equation*}
Z=\int[d U] \prod_{f}\left[d \psi^{(f)}\right]\left[d \bar{\psi}^{(f)}\right] \mathrm{e}^{-S_{G}[U]-\sum_{x, y} \sum_{f} \bar{\psi}^{(f)}(x) M^{(f)}(x, y)\left[U \psi^{(f)}(y)\right.} \tag{2.38}
\end{equation*}
$$

where $[d \psi]=\prod_{x} d \psi(x)$ etc. Using the rules for integrating Grassman variables this becomes

$$
\begin{equation*}
Z=\int[d U] \prod_{f} \operatorname{det} M^{(f)}[U] \mathrm{e}^{-S_{G}[U]} \tag{2.39}
\end{equation*}
$$

The vacuum expectation value of any operator, $\mathcal{O}[\psi, \bar{\psi}, U]$, is then calculable as

$$
\begin{equation*}
\langle 0| \mathcal{O}|0\rangle=\frac{1}{Z} \int[d U] \mathcal{O}[U] \prod_{f} \operatorname{det} M^{(f)}[U] \mathrm{e}^{-S_{G}[U]} \tag{2.40}
\end{equation*}
$$

The question is how is this integral evaluated in practice?

### 2.1.6 Numerical Techniques and the Quenched Approximation

Restricting the lattice to a finite volume allows the numerical evaluation of the action for a given gauge and quark field configuration. In order to do this appropriate boundary conditions on the fields must be set. A standard choice, and the one used in this work, is periodic boundary conditions for the gauge fields, periodic boundary conditions in the space directions and anti-periodic in time for the fermion fields. The anti-periodicity condition arises as a result of the anti-commuting nature of the fermion fields.

The numerical evaluation of the path integral still requires the "discretisation" of the space of these gauge and quark field configurations. By "discretisation" it is meant an approximation of the full configuration space by a finite ensemble of configurations, thus allowing the integral to be approximated by a sum over this ensemble. The issue of practical importance is how to construct this ensemble such that the ensemble sum is a good approximation to the integral. All of the methods used in lattice field theory are based on Monte Carlo integration with importance sampling. The basic idea is to generate the ensemble $\left\{U^{i}\right\}$ so that each member of the ensemble occurs with probability

$$
\begin{equation*}
P\left(U^{i}\right) d U^{i}=\left[d U^{i}\right] \prod_{f} \operatorname{det} M^{(f)}\left[U^{i}\right] \mathrm{e}^{\left(-S_{G}\left[U^{i}\right]\right)} \tag{2.41}
\end{equation*}
$$

- see $[31,28]$ for details of the various algorithms used to do this. Having thus generated the ensemble $\left\{U^{i}\right\}$ the expectation value of any operator $\mathcal{O}$ is

$$
\begin{equation*}
\langle\mathcal{O}\rangle \approx \frac{1}{N} \sum_{i=1}^{N} \mathcal{O}\left(U_{i}\right) \tag{2.42}
\end{equation*}
$$

where $N$ is the number of configurations in the ensemble. For sufficiently large $N$ the measurements $\mathcal{O}\left(U_{i}\right)$ will be Gaussian distributed about the mean with variance

$$
\begin{equation*}
\sigma_{\mathcal{O}}^{2}=\frac{1}{N-1}\left(\left\langle\mathcal{O}^{2}\right\rangle-\langle\mathcal{O}\rangle^{2}\right) \tag{2.43}
\end{equation*}
$$

This presumes that the ensemble consists of statistically independent configurations. Using the Metropolis [39] or related algorithms to generate the configuration ensemble involves generating successive configurations along a Markov chain. Successive configurations are highly correlated and hence for the uncorrelated set used for measurements only widely separated configurations along the chain are saved. However, there may still be some latent correlations in the measurements. Similarly, measurements on different timeslices and different $\kappa$ values are often highly correlated and these correlations must be taken into account when analysing the statistical errors. I discuss statistical fitting procedures in appendix A.

The presence of the fermion determinant gives rise to some problems. Firstly $\Pi_{f} \operatorname{det} M^{(f)}[U]$ is only necessarily positive for degenerate pairs of fermion flavours, for Wilson or clover fermions. This positivity is necessary if the weight $P(U)$ is to be considered as a probabilistic weight. Secondly, the dimension of the fermion matrix is enormous and calculating its determinant is the most numerically intensive part in generating the configuration ensemble. In contrast, generating just a pure gauge ensemble of configurations, i.e. with weight $[d U] \exp \left(-S_{G}[U]\right)$, is considerably faster. Setting det $M^{(f)}[U]=$ constant overcomes both problems. This is known as the quenched or valence approximation. Taking this approximation amounts to ignoring closed quark loops in the gluon propagator. It is an uncontrolled approximation and it is not clear a priori that calculations in quenched QCD should yield predictions close to full QCD. Nonetheless, quenched QCD retains all the important features of QCD, namely confinement, chiral symmetry breaking and asymptotic freedom. So far quenched QCD simulations of the light hadron spectrum seem to suggest that the effect of quenching is not too drastic [40]. In this work the quenched approximation is used. Until further calculations are performed in unquenched QCD the exact effect of quenching on the results
will not be known. For more details on the effects of quenching see the discussion in [41] and references therein.

### 2.2 Hadron Correlation Functions and Smearing

### 2.2.1 Two-Point Functions

In the last chapter the leptonic decay constant of the $B$ meson was introduced, defined by the matrix element (rotated to Euclidean space)

$$
\begin{equation*}
\langle 0| A_{\mu}(0)\left|B_{0}(p)\right\rangle=f_{B} p_{\mu} \tag{2.44}
\end{equation*}
$$

where $p_{\mu}$ is the momentum of the meson. This matrix element can be extracted from the study of the Euclidean correlator

$$
\begin{equation*}
C_{A B}(t ; \vec{p})=\int d^{3} x\langle 0| A_{\mu}(\vec{x}, t) \chi_{B}^{\dagger}(0)|0\rangle \mathrm{e}^{i \vec{p} . \vec{x}} \tag{2.45}
\end{equation*}
$$

where $\chi_{B}^{\dagger}(0)$ is some operator that produces a state at the origin with the same quantum numbers as the $B$ meson. The procedure is as follows: (1) insert a complete set of states $|M(\vec{k}, n)\rangle$ with energy $E_{n}(\vec{k})$ between the $A_{\mu}$ and $\chi_{B}^{\dagger}$, with the states normalised such that the completeness relation is ${ }^{3}$

$$
\begin{equation*}
\mathbf{1}=\sum_{n} \int \frac{d^{3} k}{(2 \pi)^{3} 2 E_{n}(\vec{k})}|M(\vec{k}, n)\rangle\langle M(\vec{k}, n)| \tag{2.46}
\end{equation*}
$$

(2) translate the operator $A_{\mu}$ to the origin using

$$
\begin{equation*}
A_{\mu}(\vec{x}, t)=\mathrm{e}^{H t+i \vec{p} . \vec{x}} A_{\mu}(0) \mathrm{e}^{-H t-i \vec{p} . \vec{x}} \tag{2.47}
\end{equation*}
$$

where $H$ is the Hamiltonian, and (3) finally use the fact that

$$
\begin{equation*}
\int \frac{d^{3} x}{(2 \pi)^{3}} \mathrm{e}^{i(\vec{p}-\vec{k}) \cdot \vec{x}}=\delta(\vec{p}-\vec{k}) \tag{2.48}
\end{equation*}
$$

[^10]to give
\[

$$
\begin{equation*}
C_{A B}(t ; \vec{p})=\sum_{n}\langle 0| A_{\mu}(0)|M(\vec{p}, n)\rangle\langle M(\vec{p}, n)| \chi_{B}^{\dagger}(0)|0\rangle \frac{\mathrm{e}^{-E_{n}(\vec{p}) t}}{2 E_{n}(\vec{p})} \tag{2.49}
\end{equation*}
$$

\]

So, if the state with lowest energy in this sum is the state $|B(\vec{p})\rangle$ then at large Euclidean times the contribution of this state will dominate,

$$
\begin{equation*}
C_{A B}(t ; \vec{p}) \xrightarrow{t \gg 0}\langle 0| A_{\mu}(0)|B(\vec{p})\rangle\langle B(\vec{p})| \chi_{B}^{\dagger}(0)|0\rangle \frac{\mathrm{e}^{-E_{B}(\vec{p}) t}}{2 E_{B}(\vec{p})} \tag{2.50}
\end{equation*}
$$

where $E_{B}^{2}(\vec{p})=M_{B}^{2}+|\vec{p}|^{2}$.
Hence by studying the large Euclidean time behaviour of this correlator the matrix element $\langle 0| A_{\mu}(0)|B(\vec{p})\rangle$, and consequently $f_{B}$, can be extracted. The contribution of $\langle B(\vec{p})| \chi_{B}^{\dagger}(0)|0\rangle$ can be factored out by also studying the correlator

$$
\begin{equation*}
\left.C_{B B}(t ; \vec{p}) \xrightarrow{t \gg 0}\left|\langle B(\vec{p})| \chi_{B}^{\dagger}(0)\right| 0\right\rangle\left.\right|^{2} \frac{\mathrm{e}^{-E_{B}(\vec{p}) t}}{2 E_{B}(\vec{p})} \tag{2.51}
\end{equation*}
$$

or equally well just studying the correlator

$$
\begin{equation*}
\left.C_{A A}(t ; \vec{p}) \xrightarrow{t \gg 0}\left|\langle 0| A_{\mu}(0)\right| B(\vec{p})\right\rangle\left.\right|^{2} \frac{\mathrm{e}^{-E_{B}(\vec{p}) t}}{2 E_{B}(\vec{p})} \tag{2.52}
\end{equation*}
$$

would suffice. At any rate the point is that calculation of correlators of the form in equation (2.45) allows the extraction of the phenomenological parameters of interest. Note also that the mass of the excitation can, in principle, be extracted from these correlators.

Several points are worth noting before proceeding further. Firstly, reflection positivity has allowed the identification of $H$ in the above as the Hamiltonian. Secondly, on the lattice the integral over $x$ is clearly a sum over $x$. I could equally well have proceeded entirely on the lattice and used lattice completeness relations to arrive at the same result. Finally, it should be noted that the expressions are modified in the case of a lattice of finite temporal extent, $T$ say. Then the
asymptotic behaviour is replaced by

$$
\begin{equation*}
C_{A B}(t ; \vec{p}) \xrightarrow{t \gg 0} c_{+} \mathrm{e}^{-E_{B}(\vec{p}) t}+c_{-} \mathrm{e}^{-E_{B}(\vec{p})(T-t)} \tag{2.53}
\end{equation*}
$$

where

$$
\begin{align*}
c_{+} & =\frac{1}{2 E_{B}(\vec{p})}\langle 0| A_{\mu}(0)|B(\vec{p})\rangle\langle B(\vec{p})| \chi_{B}^{\dagger}(0)|0\rangle  \tag{2.54}\\
c_{-} & =\frac{1}{2 E_{B}(\vec{p})}\langle 0| \chi_{B}(0)|B(\vec{p})\rangle\langle B(\vec{p})| A_{\mu}^{\dagger}(0)|0\rangle \tag{2.55}
\end{align*}
$$

It is assumed that periodic or anti-periodic boundary conditions for the fields are being used.

### 2.2.2 Interpolating Operators and Quark Propagators

In the above $\chi_{B}^{\dagger}$ was introduced as some operator that created a state with the same quantum numbers as the $B$ meson. So, the obvious question is what is a good interpolating operator in terms of its constituent quark and gluon fields to use as the creation operator for the $B$ meson? By convention the neutral $B$ meson has quark constituents $\bar{b} q$ where $q$ is a light quark $(d, s)$. The simplest operator with this quark constituent that reproduces the correct $J^{P C}$ for the $B$ meson is the local operator $\chi_{B}^{\dagger}(x)=\bar{q}(x) \gamma_{5} b(x)$. Note that this is a spinorcolour singlet. With this and using $A_{\mu}(x)=\bar{b}(x) \gamma_{\mu} \gamma_{5} q(x)$ allows the two-point correlation function, equation (2.45), to be written in terms of the basic fields as

$$
\begin{equation*}
C_{A B}(t ; \vec{p})=\sum_{\vec{x}} \mathrm{e}^{i \vec{p} \cdot \vec{x}}\langle 0| \bar{b}(\vec{x}, t) \Gamma_{1} q(\vec{x}, t) \bar{q}(0) \Gamma_{2} b(0)|0\rangle \tag{2.56}
\end{equation*}
$$

where $\Gamma_{1}=\gamma_{\mu} \gamma_{5}$ from the axial current and $\Gamma_{2}=\gamma_{5}$ from the pseudoscalar interpolating operator. In the path integral representation this correlator becomes, after the Wick contractions,
$C_{A B}(t ; \vec{p})=\int[d U] \prod_{f} \operatorname{det} M^{(f)}[U] \mathrm{e}^{-S_{G}[U]} \sum_{\vec{x}} \mathrm{e}^{i \vec{p} . \vec{x}}\left\{-\operatorname{Tr}\left[G^{(b)}(0, x) \Gamma_{1} G^{(q)}(x, 0) \Gamma_{2}\right]\right\}$
where the $G$ are the quark propagators calculated in the given background gauge configuration, $U$, and the trace is over the implicit spinor and colour indices. The $G$ can be calculated by solving

$$
\begin{equation*}
\sum_{x} M_{k i}^{(f)}(z, x)[U] G_{i j}^{(f)}(x, y)=\delta(z-y) \delta_{k j} \tag{2.58}
\end{equation*}
$$

for each flavour, $f$, in the given background gauge configuration, $U$, - note $i, j, k$ are spinor-colour indices. This amounts to the inversion of a very large sparse matrix $(M)$ and there are various algorithms for doing this [42]. In practice on the lattice only propagators from the origin to all other points are calculated, $G(x, 0)$. The propagator $G(0, x)$ is related to this from the hermiticity relation, $G(0, x)=\gamma_{5} G^{\dagger}(x, 0) \gamma_{5}$. So, in summary, the procedure is to calculate the spatial sum of the trace,

$$
\begin{equation*}
\sum_{\vec{x}} \mathrm{e}^{i \vec{p} . \vec{x}}\left\{-\operatorname{Tr}\left[\gamma_{5} G^{(b)^{\dagger}}(x, 0) \gamma_{5} \Gamma_{\mathbf{1}} G^{(q)}(x, 0) \Gamma_{2}\right]\right\} \tag{2.59}
\end{equation*}
$$

on each configuration and average over the configuration sample to evaluate the two-point correlator.

A final point to note concerns clover fermions. Recall that for on-shell improvement the operators must be rotated as

$$
\begin{equation*}
\Gamma \longrightarrow\left(1+\frac{1}{2} \overleftarrow{\mid D}\right) \Gamma\left(1-\frac{1}{2} \overrightarrow{D D}\right) \tag{2.60}
\end{equation*}
$$

If these rotations are introduced into the correlator in equation (2.59) then from the trace it can be seen that the effect of these rotations can be absorbed by rotating the ends of the propagators as

$$
\begin{equation*}
G(x, 0) \longrightarrow\left(1-\frac{1}{2} \vec{D}(x)\right) G(x, 0)\left(1+\frac{1}{2} \overleftarrow{\mid D}(0)\right) \tag{2.61}
\end{equation*}
$$

So for on-shell improved correlators, the effective propagators, $G$, are calculated by inverting the clover fermion matrix and performing the rotations at each end as above.

### 2.2.3 Smearing

The lowest lying energy state dominates the sum in equation (2.49) for large Euclidean times, as has been noted. There are two points to emphasise about using this fact to extract information from lattice correlators. Firstly, on a lattice of finite temporal extent, $T$, this asymptotic behaviour must be reached for times less than $T / 2$. Secondly, for some correlators the correlator signal-to-noise ratio, coming from the Monte-Carlo simulation, decreases with increasing Euclidean time. So clearly one would like to have operators $A_{\mu}$ and $\chi_{B}^{\dagger}$ that have a strong overlap with the lowest energy state (or whatever state of interest for that matter) in order that this state dominates the sum over states at relatively small Euclidean times. In general, just using the local forms of these operators, as in the previous subsection, is not good enough.

One method of constructing better operators is to "smear" the local operators. This involves constructing an effective local operator from a linear combination of non-local ones. Take for example the local operator, $\mathcal{O}^{L}(\vec{x}, t)=\bar{h}(\vec{x}, t) \Gamma l(\vec{x}, t)$, for the quark fields $h$ and $l$. Then a corresponding smeared operator is

$$
\begin{equation*}
\mathcal{O}^{S}(\vec{x}, t)=\sum_{\vec{y}} \bar{h}(\vec{y}, t) f(\vec{y}, \vec{x}) \Gamma l(\vec{x}, t) \tag{2.62}
\end{equation*}
$$

where the spatial weighting $f(\vec{y}, \vec{x})$ is called the smearing function. A judicious choice of smearing function can radically improve the overlap of the operator with the lowest energy state. The motivation for smearing is intuitive - the meson has finite extent and so by smearing the meson operator with a spatial weighting of roughly the same size and shape as the ground state wave function one expects the smeared operator to have very good overlap with that ground state. The task is then to construct smearing functions that achieve this. There are several approaches that can be taken depending on the system being investigated - see [43] for example. A major aspect of this work is the investigation of the efficiency of various smearing functions in isolating the ground state in $B$ meson correlation functions.

An important point to note about the smearing technique is that it breaks the gauge invariance of the fermion bilinear unless the smearing function is itself gauge covariant. So the smearing function must be constructed to be explicitly gauge covariant or otherwise everything must be performed in a fixed gauge. In the latter case the Coulomb gauge is the most common choice. In a smooth gauge like the Coulomb gauge explicit functional forms for the smearing functions, such as hydrogen-like wavefunctions, can be chosen. In the next chapter I describe the exact smearing functions, both gauge covariant and in a fixed gauge, used in this work, and I also elaborate on some of the more technical details involved.

Finally, a useful diagnostic for checking how well the lightest state dominates the correlator is the effective mass plot. In the asymptotic region $C(t)=$ $A \exp (-m t)$ and so it is expected that

$$
\begin{equation*}
\left.m_{\mathrm{eff}}(t)=\ln \left(\frac{C(t)}{C(t+1)}\right)\right)=\mathrm{constant}=m \tag{2.63}
\end{equation*}
$$

Hence the onset and persistence of a plateau in a plot of $m_{\text {eff }}(t)$ versus $t$ is a good sign of ground state domination and the effectiveness of the smearing function used.

### 2.2.4 Three-Point Functions

In the last sections it has been illustrated how $f_{B}$ can be extracted by studying the large time behaviour of two-point correlation functions. In order to extract a meson-to-meson amplitude, such as that describing $B^{0}-\bar{B}^{0}$ mixing,

$$
\left\langle\bar{B}^{0}\right| \mathcal{O}_{L L}(0)\left|B^{0}\right\rangle
$$

requires the study of three-point correlation functions. Consider the three-point function

$$
\begin{equation*}
C_{3 \mathrm{pt}}\left(t_{x}, t_{y} ; \overrightarrow{p_{x}}, \overrightarrow{p_{y}}\right)=\sum_{\vec{x}, \vec{y}} \mathrm{e}^{i\left(\overrightarrow{p_{x}} \cdot \vec{x}+\vec{p}_{y} \cdot \vec{y}\right)}\langle 0| \chi_{B}^{\dagger}\left(\vec{x}, t_{x}\right) O_{L L}(\overrightarrow{0}, 0) \chi_{B}^{\dagger}\left(\vec{y}, t_{y}\right)|0\rangle \tag{2.64}
\end{equation*}
$$

with $t_{y}<0<t_{x}$. Again proceeding via the insertion of a complete set of states the large Euclidean time behaviour ( $t_{y} \ll 0$ and $t_{x} \gg 0$ ) of this correlator is found to be

$$
\begin{align*}
C_{3 \mathrm{pt}}\left(t_{x}, t_{y} ; \overrightarrow{p_{x}}, \overrightarrow{p_{y}}\right) & \longrightarrow \frac{Z_{B}\left(\overrightarrow{p_{x}}\right) Z_{B}\left(\overrightarrow{p_{y}}\right)}{4 E_{B}\left(\overrightarrow{p_{x}}\right) E_{B}\left(\overrightarrow{p_{y}}\right)} \mathrm{e}^{-E_{B}\left(\overrightarrow{p_{x}}\right) t_{x}} \mathrm{e}^{E_{B}\left(\overrightarrow{p_{y}}\right) t_{y}} \\
& \times\left\langle\bar{B}^{0}\left(\overrightarrow{p_{x}}\right)\right| O_{L L}(0)\left|B^{0}\left(\overrightarrow{p_{y}}\right)\right\rangle \tag{2.65}
\end{align*}
$$

where

$$
\begin{equation*}
Z_{B}(\vec{q})=\langle 0| \chi_{B}^{\dagger}(0)\left|\bar{B}^{0}(\vec{q})\right\rangle \tag{2.66}
\end{equation*}
$$

The $Z_{B}$ and $E_{B}$ can be extracted from the study of the appropriate two-point correlation functions and hence the required matrix element can be extracted from the three-point function. Writing out the three-point function in terms of the constituent quark fields and performing the Wick contractions is rather involved. The details are given in appendix B.

### 2.3 The Continuum Limit

What has been described so far in this chapter is the explicit regularisation of QCD by formulating it on a regular lattice and the basics of how to perform calculations in this regularised theory have been sketched. The whole aim of the exercise is the extraction of continuum physics from these calculations. The issues surrounding this are discussed here.

### 2.3.1 Scaling

In order to extract continuum results one would like to be in a regime where physical quantities calculated on the lattice are independent of the regulator. The final expressions for the lattice QCD functional integral contain only dimensionless quantities - there is no explicit scale in the lattice theory. The only free parameters are the bare coupling, $g_{0}^{2}=2 N_{c} / \beta$, and the hopping parameter(s), $\kappa$. The only physical predictions of the lattice theory are ratios of physical observables of the same dimension. For such a ratio, $R\left(a, g_{0}\right)$ say, to be independent of
$a$ then

$$
\begin{equation*}
-a \frac{d}{d a} R\left(a, g_{0}\right) \equiv\left[-a \frac{\partial}{\partial a}+\beta_{\mathrm{latt}}\left(g_{0}\right) \frac{\partial}{\partial g_{0}}\right] R\left(a, g_{0}\right)=0 \tag{2.67}
\end{equation*}
$$

where $\beta_{\text {latt }} \equiv-a \partial g_{0} / \partial a$ specifies how $g_{0}$ must be tuned with lattice spacing such that this scaling behaviour is achieved. As $g_{0}$ is the explicit parameter in the theory, and not $a$, the functional dependence in $\beta_{\text {latt }}$ should be thought of as being the other way around - $\beta_{\text {latt }}$ specifies how $a$ depends on the choice of the bare coupling $g_{0}$.

The asymptotic freedom of QCD implies that the continuum limit, $a \rightarrow 0$, is recognised as the point where $g_{0} \rightarrow 0$. The perturbative expansion of $\beta_{\text {latt }}$ near this limit is well known,

$$
\begin{equation*}
\beta_{\text {latt }}\left(g_{0}\right)=-\frac{\beta_{0}}{16 \pi^{2}} g_{0}^{3}-\frac{\beta_{1}}{\left(16 \pi^{2}\right)^{2}} g_{0}^{5}+\ldots \tag{2.68}
\end{equation*}
$$

with $\beta_{0}=11$ and $\beta_{1}=102$ the first two (universal) coefficients ${ }^{4}$. This can be integrated to give the functional dependence of $a$ on $g_{0}$ in this asymptotic scaling regime as

$$
\begin{equation*}
a \Lambda_{\text {latt }}=\left(\frac{\beta_{0} g_{0}^{2}}{16 \pi^{2}}\right)^{-\beta_{1} / 2 \beta_{0}^{2}} \mathrm{e}^{-16 \pi^{2} / 2 \beta_{0} g_{0}^{2}}\left[1+\mathcal{O}\left(g_{0}^{2}\right)\right] \tag{2.69}
\end{equation*}
$$

$\Lambda_{\text {latt }}$ is the single renormalisation group invariant parameter with dimensions of mass that appears in the theory. Although RG invariant it is scheme dependent and hence depends on the actual discretisation of the action used.

In principle $\Lambda_{\text {latt }}$ carries the dimension of all dimensionful quantities in the theory. However, in practice, it is not used to set the scale. Normally some other dimensionful observable, say the mass of the rho meson, is used. Its value in lattice units is calculated and this is compared to its experimental value $-a$ is then just the ratio of the lattice to physical mass.

If the scaling behaviour in equation (2.67) is exactly obeyed then it is immaterial which dimensionful observable is used to set the lattice spacing. In practice,

[^11]unfortunately, the RHS of equation (2.67) will not be zero but instead $\mathcal{O}\left(a^{n}\right)$, for some power $n$, reflecting the presence of discretisation errors in the lattice action. These scaling violating terms are known as lattice artifacts. The size of the lattice artifacts not only depends on the discretisation of the action, but also on the actual quantity being measured on the lattice. So, in practice, scaling is only achieved up to the presence of these lattice artifacts. Hence to accurately extract continuum (renormalised) observables from lattice calculations requires the simulation to be performed at several values of the bare coupling and the results extrapolated to $a \rightarrow 0$. Care must also be taken to to set the scale from a quantity which is relatively insensitive to lattice artifacts.

### 2.3.2 The Chiral Limit

From equation (2.37) the bare quark mass is given by

$$
\begin{equation*}
a m_{0}=\frac{1}{2}\left(\frac{1}{\kappa}-\frac{1}{\kappa_{\text {crit }}}\right) \tag{2.70}
\end{equation*}
$$

where $\kappa_{\text {crit }}$ is the value of the hopping parameter that corresponds to zero quark mass. In equation (2.37) $\kappa_{\text {crit }}=1 / 8$. However, this is only valid for free fermions. The Wilson term breaks chiral symmetry so there is nothing special about the value $m_{0}=0$. The bare quark mass corresponding to a continuum massless fermion is shifted by the introduction of interactions and hence the value of critical hopping parameter corresponding to zero renormalised quark mass is likewise changed. It should be noted that in the continuum limit the bare coupling goes to zero and so the theory approaches that of a free theory. Hence, as the continuum limit is approached, $\kappa_{\text {crit }} \rightarrow 1 / 8$.

For sufficiently small $a$ then $\kappa_{\text {crit }}$ can be calculated perturbatively. However it is more common in lattice simulations to determine $\kappa_{\text {crit }}$ non-perturbatively. Zero renormalised quark mass implies zero pion mass, so the procedure is to calculate the pion mass on the lattice (à la some of the techniques described earlier) and find the value of $\kappa$ where it vanishes. In practice the pion mass is calculated at several values of $\kappa_{q}$. The PCAC relation [44] between the mass of
the light pseudoscalar, $P$, of quark content $\bar{q} q$, and the quark mass $m_{q}$ is given by $m_{P}^{2}\left(m_{q}\right) \propto m_{q}$, or on the lattice

$$
\begin{equation*}
m_{P}^{2}\left(\kappa_{q}\right)=a_{P}\left(\frac{1}{\kappa_{q}}-\frac{1}{\kappa_{\text {crit }}}\right) \tag{2.71}
\end{equation*}
$$

where $a_{P}$ is a constant. So, the value of $\kappa_{\text {crit }}$ is determined from the intercept of $m_{P}^{2}\left(\kappa_{q}\right)$ versus $1 / \kappa_{q}$.

### 2.3.3 Finite Volumes and Light Quarks

In order to perform simulations it is necessary to work with a lattice of finite extent. The number of lattice sites that can be fitted into this volume is restricted by the available computing power. Given an upper limit on the number of lattice sites, then choosing the lattice spacing fixes the volume and vice-versa. Clearly it is necessary to choose the lattice spacing to be in the scaling regime. However, one also wants to work with a lattice volume bigger than the size of the lightest particle in the spectrum, namely the pion. Current lattice spacings are ranged around $a^{-1} \sim 1.5-3.5 \mathrm{GeV}$, with the number of spatial lattice points $16^{3}-32^{3}$. This gives lattice spatial volumes in the range $(1.5 \mathrm{fm})^{3}$ to $(3 \mathrm{fm})^{3}$ compared to the Compton wavelength of the pion $\sim 1.5 \mathrm{fm}$. Hence current lattice sizes are barely bigger than the size of the pion and so finite size effects are expected to be important. On a periodic lattice the effect can be thought of as being due to the pion interacting with itself across the boundaries of the lattice. In order to suppress this effect requires the lattice to be several times bigger than the size of the pion.

One way of getting around the problem is guided by equation (2.71) above. Light $\kappa$-values are chosen which correspond to unphysically large pion masses (thus fitting more easily on the lattice) and as long as these $\kappa$-values are not so large as to violate the behaviour in equation (2.71) then the extrapolation of results to the correct $u$ and $d$ quark masses is straightforward. In practice the approximation $\kappa_{u}=\kappa_{d}=\kappa_{\text {crit }}$ is made. Also this approach overcomes another problem in that fermion matrix inversions with light quarks take longer to
converge [42].
The light $\kappa$ values used in simulations are generally around the mass of the strange quark. The actual value of $\kappa$ corresponding to the strange quark mass, $\kappa_{s}$, is determined as follows. According to PCAC the variation of the light vector mass with quark mass is (on the lattice)

$$
\begin{equation*}
m_{V}\left(\kappa_{1}, \kappa_{2}\right)=a_{V}+b_{V}\left(\frac{1}{2 \kappa_{1}}+\frac{1}{2 \kappa_{2}}-\frac{1}{\kappa_{\text {crit }}}\right) \tag{2.72}
\end{equation*}
$$

where $a_{V}, b_{V}$ are constants and the vector meson consists of quarks $q_{1}, q_{2}$. The mass of the rho meson, $m_{\rho}$, in lattice units is $m_{\rho}=m_{V}\left(\kappa_{\text {crit }}, \kappa_{\text {crit }}\right)=a_{V}$. The generalisation of equation (2.71) to non-degenerate light quarks gives

$$
\begin{equation*}
m_{P}^{2}\left(\kappa_{1}, \kappa_{2}\right)=a_{P}\left(\frac{1}{2 \kappa_{1}}+\frac{1}{2 \kappa_{2}}-\frac{1}{\kappa_{\text {crit }}}\right) \tag{2.73}
\end{equation*}
$$

and so the mass of the $K$ meson in lattice units is given by $m_{K}^{2}=m_{P}^{2}\left(\kappa_{s}, \kappa_{\text {crit }}\right)$. By studying the ratio $m_{K}^{2} / m_{\rho}^{2}=m_{P}^{2}\left(\kappa_{1}, \kappa_{\text {crit }}\right) / m_{V}^{2}\left(\kappa_{\text {crit }}, \kappa_{\text {crit }}\right)$ and finding the value of $\kappa_{1}$ that gives this ratio as its experimental value determines $\kappa_{s}$. It should be noted that simulations show that these PCAC relations are in fact valid up to the strange quark mass $[45,46]$.

Finally, similar to the elimination of lattice artifacts, the only consistent way to remove finite volume errors is to perform simulations at a fixed lattice spacing and for different volumes and extrapolate the results to the infinite volume limit.

### 2.3.4 Matching Continuum and Lattice Operators

In the OPE long and short distance behaviour is separated into operators, $\mathcal{O}_{i}(\mu)$, matrix elements of which need to be determined non-perturbatively, and perturbative coefficient functions $C_{i}(\mu)$. The product $C_{i}(\mu) \mathcal{O}_{i}(\mu)$ must be both scale and scheme independent. So, in principle, if matrix elements are to be measured on the lattice, the OPE and RG should also be performed on the lattice. However this is inconvenient in practice. Firstly, performing the OPE on an electroweak process with a regulator that breaks chiral symmetry is problematic. Secondly,

lattice Feynman rules are more complicated than their continuum counterparts.
It is much more convenient to perform the OPE and RG in a continuum scheme such as the $\overline{M S}$ scheme. This gives coefficient functions $C_{i}^{\overline{M S}}(\mu)$ and operators $\mathcal{O}_{i}^{\overline{M S}}(\mu)$. The problem is now to match these $\mathcal{O}_{i}^{\overline{M S}}(\mu)$ to the corresponding lattice $\mathcal{O}_{j}^{\text {latt }}(a)$. This matching can be written as

$$
\begin{equation*}
\mathcal{O}_{i}^{\overline{M S}}(\mu)=\sum_{j} Z_{i j}(a \mu) \mathcal{O}_{j}^{\text {latt }}(a) \tag{2.74}
\end{equation*}
$$

It is important to note that $Z_{i j}$ does not have to be diagonal - extra operators can come into this matching step. This is because of the different symmetries in the two schemes. In particular consider the case of the four-fermion operator $O_{L L}$. On the lattice, because of the Wilson term, there is nothing preventing such a purely left-handed operator from mixing with operators of different chiralities. The presence of the Wilson term also means that the axial current on the lattice receives a non-trivial renormalisation. As noted in the last chapter, in the continuum the axial current is partially conserved and hence receives no renormalisation. This no longer holds on the lattice with the Wilson term.

The difference between the two schemes lies in the ultraviolet behaviour of the operators and hence one expects to be able to perform the matching perturbatively. For convenience consider a simple quark bilinear operator $\mathcal{O}=\bar{\psi} \Gamma \psi$. The one-loop matrix element of this operator between external free quark states in the two schemes is easily calculable as

$$
\begin{align*}
& \langle\psi| \mathcal{O}^{\text {latt }}(a)|\psi\rangle=A\left(1+\frac{g_{0}^{2}(a)}{16 \pi^{2}}\left(-\gamma \ln a^{2} p^{2}+c_{\text {latt }}\right)\right)  \tag{2.75}\\
& \langle\psi| \mathcal{O}^{\overline{M S}}(a)|\psi\rangle=A\left(1+\frac{g_{\overline{M S}}^{2}(\mu)}{16 \pi^{2}}\left(-\gamma \ln p^{2} / \mu^{2}+c_{\overline{M S}}\right)\right) \tag{2.76}
\end{align*}
$$

where $p$ is some infrared cutoff and $\gamma$ is the one-loop anomalous dimension of the operator. The $c$ 's are constants that depend on the actual operator being
considered. So the matching factor to one-loop can be written as

$$
\begin{equation*}
Z(a \mu)=\frac{\langle\psi| \mathcal{O}^{\overline{M S}}(a)|\psi\rangle}{\langle\psi| \mathcal{O}^{\text {latt }}(a)|\psi\rangle}=1+\frac{g^{2}}{16 \pi^{2}}\left(-\gamma \ln \frac{a^{-2}}{\mu^{2}}+c_{\overline{M S}}-c_{\text {latt }}\right) \tag{2.77}
\end{equation*}
$$

since the matching is independent of the external states. An ambiguity arises as to what coupling to use in the final expression.

The two couplings actually differ considerably. The correspondence between the couplings in the two schemes can be computed similarly to above giving ( $n_{f}=0$ )

$$
\begin{equation*}
g_{\overline{M S}}^{2}(\mu)=g_{0}^{2}(a)\left(1-\beta_{0} \frac{g_{0}^{2}}{16 \pi^{2}}\left(\ln \frac{a^{-2}}{\mu^{2}}-\ln C^{2}\right)\right) \tag{2.78}
\end{equation*}
$$

to one-loop and where one can make the identification $C=\Lambda_{\overline{M S}} / \Lambda_{\text {latt }}$. Numerically $\ln C^{2}=6.7217$ and hence

$$
\begin{equation*}
\Lambda_{\overline{M S}}=28.81 \Lambda_{\mathrm{latt}} \tag{2.79}
\end{equation*}
$$

Thus the perturbative expansions of a high energy process in the lattice and $\overline{M \bar{S}}$ schemes are expected to differ considerably at the same scales.

Most perturbative expansions in the $\overline{M S}$ scheme converge quite well. The same cannot be said of the bare lattice scheme where large corrections at second order can contribute. Lepage and Mackenzie [47] suggest a way of improving the convergence of lattice perturbation series by instead using a "boosted" coupling,

$$
\begin{equation*}
\tilde{g}^{2}=g_{0}^{2} / u_{0}^{4} \tag{2.80}
\end{equation*}
$$

where $u_{0}$ is a measure of the average link variable. This procedure sums the large contributions from "tadpole diagrams" to the bare perturbation theory. These diagrams are predominantly responsible for the large value of the ratio $\Lambda_{\overline{M S}} / \Lambda_{\text {latt }}$. $u_{0}$ can be measured as

$$
\begin{equation*}
u_{0}=\left\langle\frac{1}{3} \operatorname{Tr} P^{\square}\right\rangle^{1 / 4} \tag{2.81}
\end{equation*}
$$

For the action with just the Wilson term this procedure can be thought of as sim-
ply rescaling the gauge fields $U_{\mu} \rightarrow U_{\mu} / u_{0}$ and compensating for this by rescaling the bare coupling as above and the hopping parameters to $\tilde{\kappa}=\kappa u_{0}$. With this improved perturbation theory the critical hopping parameter is expected to be close to its continuum value, $\tilde{\kappa}_{\text {crit }} \approx 1 / 8$. Hence an estimate $u_{0}=1 /\left(8 \kappa_{\text {crit }}\right)$ is often used instead of the measure above [47]. This is used in this work.

The matching between lattice and continuum operators is further complicated in this work in that a matching step between full QCD and HQET is also necessary. The actual matching factors used for the axial current and $O_{L L}$ are given at the appropriate junctures in chapters 3 and 4 .

### 2.4 Heavy Quarks on the Lattice

The mass of the $b$ quark is $m_{b} \sim 5 \mathrm{GeV}$. Current lattice spacings lie in the range $a^{-1}=1.5-3.5 \mathrm{GeV}$ and so $m_{b} a>1$ on these lattices. Hence the simulation of a $b$ quark on current lattices using Wilson fermions, or even SW-clover fermions, will be plagued by large lattice artifacts. Several ways around this have been suggested.

### 2.4.1 Static Quarks on the Lattice

Eichten [21] first proposed simulating the leading order HQET on the lattice, in particular where the heavy quark is treated in its rest frame - the static approximation. The advantage of using this approach is that the large $m_{b} a$ effects are bypassed since the "dynamical" degrees of freedom of the heavy quark have been explicitly integrated out of the problem. Following equation (1.51), the static propagator on the lattice is given by

$$
\begin{equation*}
G_{(b)}\left(\vec{x}, t_{x} ; \overrightarrow{0}, 0\right)=\left[\mathrm{e}^{-m_{b} t_{x}} \frac{1+\gamma_{4}}{2} \Theta\left(t_{x}\right)+\mathrm{e}^{m_{b} t_{x}} \frac{1-\gamma_{4}}{2} \Theta\left(-t_{x}\right)\right] P_{\overrightarrow{0}}\left(t_{x}, 0\right) \delta^{3}(\vec{x}) \tag{2.82}
\end{equation*}
$$

where

$$
\begin{array}{rlr}
P_{\overrightarrow{0}}\left(t_{x}, 0\right) & =U_{4}^{\dagger}\left(\overrightarrow{0}, t_{x}-1\right) U_{4}^{\dagger}\left(\overrightarrow{0}, t_{x}-2\right) \cdots U_{4}^{\dagger}(\overrightarrow{0}, 0) \quad t_{x}>0 \\
& =U_{4}\left(\overrightarrow{0}, t_{x}\right) U_{4}\left(\overrightarrow{0}, t_{x}+1\right) \cdots U_{4}(\overrightarrow{0},-1) \quad t_{x}<0 \tag{2.84}
\end{array}
$$

So for a given gauge configuration the static propagator is easy to compute - no computationally intensive fermion matrix inversions are required. Note that this propagator satisfies the usual hermiticity relation $G(0, x)=\gamma_{5} G^{\dagger}(x, 0) \gamma_{5}$.

Most of the important points about using this approach can be best explained in the context of the calculation of the two point correlator,

$$
\begin{equation*}
C^{\mathrm{LL}}(t)=\sum_{\vec{x}}\langle 0| A_{4}^{L}(\vec{x}, t) A_{4}^{L^{\dagger}}(\overrightarrow{0}, 0)|0\rangle \xrightarrow{t \gg 0} \frac{f_{B}^{2} M_{B}^{2}}{2 M_{B}} \mathrm{e}^{-\mathcal{E} t} \tag{2.85}
\end{equation*}
$$

where the local static-light axial current is

$$
\begin{equation*}
A_{4}^{L}(\vec{x}, t)=b^{\dagger}(\vec{x}, t) \gamma_{4} \gamma_{5} q(\vec{x}, t) \tag{2.86}
\end{equation*}
$$

The first point is that static quark and static antiquark fields are distinct. The static quark field $b$ annihilates a quark but does not create an antiquark. Similarly $b^{\dagger}$ in the above expression creates a quark but does not annihilate an antiquark. One must be careful that one uses the correct fields in operators. For example, the interpolating operator for the $B$ meson with a static quark constituent is $\chi_{B}^{\dagger}=\bar{q} \gamma_{5} \tilde{b}^{\dagger}$ where $\tilde{b}^{\dagger}$ creates an antiquark - the corresponding field $\tilde{b}$ annihilates an antiquark. Only Wick contractions of $b$ with $b^{\dagger}$, or $\tilde{b}$ with $\tilde{b}^{\dagger}$, can be performed. This is of particular importance in the three-point function for $B^{0}-\bar{B}^{0}$ mixing see appendix B.

Secondly, the static quark propagator has discretisation errors $\mathcal{O}\left(a^{2}\right)$. So, to obtain $\mathcal{O}(a)$ improved matrix elements of static-light bilinears only the light quark field needs to be improved à la Sheikholeslami and Wohlert. In other words only rotation of the light quark fields in the bilinear is required,

$$
\begin{equation*}
b^{\dagger} \Gamma q \longrightarrow b^{\dagger} \Gamma\left(1-\frac{1}{2} \overrightarrow{\not D}\right) q \tag{2.87}
\end{equation*}
$$

As noted before, this rotation is absorbed at the ends of the light quark propagator.

Thirdly, the correlator falls off exponentially as $\exp (-\mathcal{E} t)$ and not $\exp \left(-M_{B} t\right)$,
where $\mathcal{E}=M_{B}-m_{b}$ is the binding energy of the heavy quark in the meson. $\mathcal{E}$ is not a physical observable. However its calculation is useful. In particular calculation of $\mathcal{E}$ at $\kappa_{\text {crit }}$ and $\kappa_{s}, \mathcal{E}_{d}$ and $\mathcal{E}_{s}$ respectively, allows an estimate of the mass splitting

$$
\begin{equation*}
M_{B_{s}}-M_{B_{d}}=\mathcal{E}_{d}-\mathcal{E}_{s} \tag{2.88}
\end{equation*}
$$

to be extracted. Results for this are presented in the next chapter.
Fourthly, I have deliberately specified the calculation of the two-point function with both operators local. This is to illustrate the need for smearing in static-light systems. Figure 2.1 is an effective mass plot for the case where both operators are local, with figure 2.2 the corresponding plot where the operator at the source is smeared with a cubic smearing function in the Coulomb gauge. The details of the simulation from which these results are extracted are given in the next chapter. These plots illustrate two things. Firstly, the $L L$ effective mass plot exhibits no plateau. Secondly smearing with a relatively primitive guess for the smearing function (a cube) drastically improves the situation. Also it can be seen that


Figure 2.1: Effective mass plot, $\ln [C(t) / C(t+1)]$, for LL correlator at light $\kappa=0.14226$ on 60 quenched configurations at $\beta=6.2$.


Figure 2.2: Effective mass plot, $\ln [C(t) / C(t+1)]$, for LS correlator at light $\kappa=0.14226$ on 60 quenched configurations at $\beta=6.2$, using cubic smearing function at the source of size $r_{0}=5$.
the signal from the $L L$ correlator rapidly descends into noise. This is a generic problem with static-light correlators which even smearing cannot overcome - the signal-to-noise ratio decreases exponentially with time [48, 49].

Finally, what is (in principle) extracted from the calculation of this two-point function is the quantity $f_{P} \sqrt{M_{P}}$ in the limit $M_{P} \rightarrow \infty$, where $P$ is a generic heavy-light meson. As discussed in chapter 1, HQET predicts that this quantity should obey the scaling law $f_{P} \sqrt{M_{P}}=$ constant, up to mild logarithmic corrections. If this scaling law is obeyed then this calculation in the static approximation gives $f_{B}$. Unfortunately, lattice simulations show that this scaling law is badly violated by $1 / M_{P}$ corrections [50,51], $\sim 10 \%$ for the $B$ meson and $\sim 30 \%$ for the $D$ meson. The scaling behaviour can be generalised to include these corrections,

$$
\begin{equation*}
f_{P} \sqrt{M_{P}}=A+\frac{B}{M_{P}}+\frac{C}{M_{P}^{2}}+\mathcal{O}\left(\frac{1}{M_{P}^{3}}\right) . \tag{2.89}
\end{equation*}
$$

Simulations in the static approximation allow the extraction of the parameter $A$ in this relation. The corrections cannot be perturbatively calculated, so lattice simulations using other approaches are needed to determine them. Before briefly discussing these other approaches, it should be noted that $1 / M_{P}$ corrections are not expected to be as important in ratios such as $f_{B_{s}} / f_{B_{d}}$ and $B_{B}$.

### 2.4.2 Other Approaches

Although Wilson or SW-clover fermions cannot be used to simulate the $b$ quark on current lattices, they can be used to simulate heavy quarks up to the mass of the $c$ quark, $m_{c} \sim 1.5 \mathrm{GeV}$. This is about the limit of the applicability of these actions to heavy quark simulations. In particular Wilson fermions already have severe lattice artifacts for $m_{c} a \sim 1 / 2$. A rescaling of the Wilson quark field as $\sqrt{1-6 \tilde{\kappa}}$ as distinct from the standard normalisation $\sqrt{2 \kappa}$ can account for a large part of these $m_{c} a$ corrections [52,53,50]. However, to properly reduce these lattice artifacts it is preferable to use a systematically improved lattice fermion action, such as the SW-clover action.

Simulating heavy quarks around the $c$ quark mass allows the extraction of $f_{D}$ and hence allows the corrections to the scaling behaviour to be estimated. In practice one simulates at several values of the heavy quark mass and plots $f_{P} \sqrt{M_{P}}$ versus $1 / M_{P}$. A fit to this behaviour, using some functional form ${ }^{5}$ as in equation (2.89), and including the static point $\left(1 / M_{P}=0\right)$, can then allow an estimate of $f_{B}$ to be extracted. In these fits it is also important to show that fitting with and without the static point included gives consistent results. This is not always clear, due to both uncertainties in the static point and also $m_{Q} a$ effects in the "propagating" results.

Another approach to the $b$ quark on the lattice is to use Non-Relativistic QCD (NRQCD). The motivation behind NRQCD is essentially the same as HQET. For $m_{Q} \gg \Lambda_{Q C D}$, then in its couplings to low-momentum gluons the heavy quark can be treated non-relativistically. As in HQET, the effect of high-momentum gluons

[^12]can be included perturbatively. The lowest order NRQCD Lagrangian is
\[

$$
\begin{equation*}
\mathcal{L}_{\mathrm{NRQCD}}=\psi^{\dagger}\left(D_{t}+\frac{1}{2 m_{Q}} \vec{D}^{2}+c_{1}\left(g^{2}\right) \frac{g}{2 m_{Q}} \vec{\sigma} \cdot \vec{B}+\mathcal{O}\left(\frac{1}{m_{Q}^{2}}\right)+\ldots\right) \psi \tag{2.90}
\end{equation*}
$$

\]

where $\psi$ is a two-component field. The coefficient $c_{1}$ is obtained by perturbative matching with QCD. As in the discussion of HQET in the last chapter one has integrated out the "heavy" degrees of freedom to arrive at an effective theory. The matching to the full theory is performed at $m_{Q}$ and the theory is only valid for scales $\mu<m_{Q}$. This is ideal for the $b$ quark on the lattice where $m_{b}>a^{-1}$. Like the static approximation, this does not lead to discretisation errors $\mathcal{O}\left(m_{Q} a\right)$ but rather $\mathcal{O}(p a)$ where $p$ is a typical value for the residual momentum of the heavy quark, $p \sim \Lambda_{Q C D}$. Note that for $m_{Q} \rightarrow \infty$ the static limit is retrieved. NRQCD is well established in simulations of $\bar{b} b$ systems [54, 55] and has only recently been applied to simulations of the $B$ meson system $[56,57,58]$.

So, combining results from all these methods should eventually allow $f_{B}$, and other results in $B$-physics, to be accurately extracted. In the rest of this work I deal only with the simulations in the static theory.

## Chapter 3

## Calculation of $f_{B}$ in the Static Limit

In this chapter the results of a calculation of $f_{B}^{\text {static }}$ are presented. Results in the static approximation for the mass splitting, $M_{B_{s}}-M_{B_{d}}$, and the ratio, $f_{B_{s}} / f_{B_{d}}$, are also presented. A major aspect of the calculation is the study of a wide variety of smearing techniques in order to optimise the overlap of interpolating operators with the ground state of the $B$ meson. In the first two sections I outline the details of the simulation and the smearing used and in the remaining section I present and discuss the results.

### 3.1 Simulation Details

The calculation was performed on $60 S U(3)$ gauge configurations generated in the quenched approximation on a lattice of size $24^{3} \times 48$ at $\beta=6.2$. The configurations were generated using the hybrid over-relaxed algorithm as described in [59]. The heavy quark propagator was treated in the static approximation, equation (2.82), with the light quark described by the SW-clover action, equation (2.29). $\mathcal{O}(a)$ improvement of static-light matrix elements was ensured by rotating the ends of the light quark propagator, equation (2.61). Light quark propagators were calculated at three $\kappa$-values, $\kappa=0.14144,0.14226$ and 0.14262 , using an over-relaxed minimal residual algorithm [42]. On this configuration set the value of $\kappa$ corresponding to the strange quark mass was determined as $\kappa_{s}=0.1419$ (1) with $\kappa_{\text {crit }}=0.14315(2)$ [45].

The heavy-light leptonic decay constant in the static approximation is deter-
mined via

$$
\begin{equation*}
f_{B}^{\text {static }}=\sqrt{\frac{2}{M_{B}}} Z_{A} Z_{L} a^{-3 / 2} \tag{3.1}
\end{equation*}
$$

where $M_{B}$ is the experimental value of the mass of the $B$ meson, $a$ is the lattice spacing, $Z_{A}$ the perturbative matching coefficient between the axial current in the lattice static theory and the continuum full theory, and where the matrix element

$$
\begin{equation*}
Z_{L}=\langle 0| A_{\mu}^{L}(0)\left|B_{0}\right\rangle \tag{3.2}
\end{equation*}
$$

must be extracted from the lattice simulation.

### 3.1.1 The Lattice Spacing

Several quantities can be used to determine the lattice spacing, $a$, corresponding to $\beta=6.2$. Table 3.1 shows various estimates for $a^{-1}$ from the calculation of mass of the $\rho$ meson, $m_{\rho}$, the pion decay constant, $f_{\pi}$, the string tension, $\sqrt{K}$, and the related hadronic observable $R_{0}$ [60]. The numbers from [45] are based on a study on the 60 configurations used in this work. The results from [61] are based on a more recent study on a larger set of 101 configurations. Finally, the result from $f_{\pi}$ is changed from that in [45] by instead using a non-perturbative estimate of the matching coefficient for the axial current from [62]. Most of the

|  | $a^{-1} \mathrm{GeV}$ | Ref. |
| :---: | :--- | :---: |
| $m_{\rho}$ | $2.7_{-1}^{+1}$ | $[45]$ |
| $\sqrt{K}$ | $2.77_{-6}^{+4}$ | $[61]$ |
| $f_{\pi}$ | $3.1_{-1}^{+2}$ | $[45,62]$ |
| $R_{0}$ | $2.95_{-11}^{+7}$ | $[61]$ |

Table 3.1: Determinations of the lattice spacing at $\beta=6.2$ by the UKQCD collaboration.
published work to date using this configuration set has used $a^{-1}=2.7(1) \mathrm{GeV}$ as set from $m_{\rho}$ [45]. However, in this work, to be consistent with [63] and taking account of the more recent estimates of $a^{-1}$, a value $a^{-1}=2.9(2) \mathrm{GeV}$ is used. This encompasses the spread of values quoted in the above table.

### 3.1.2 The Matching Coefficient

In order to extract a physical value for $f_{B}$ from the lattice calculation, the axial current in the lattice static theory must be matched to the axial current in the full continuum theory (which is protected from renormalisation) at the scale $a^{-1}$. This is done in two stages. First the matching between the lattice static theory and the continuum static theory is calculated, and then this is combined with the matching between the continuum static theory and the continuum full theory. This two-stage matching process was first presented in $[64,65]$ for Wilson fermions, and later in $[66,67]$ for SW -clover fermions, in all cases only to one-loop order. The matching coefficient with the light quark treated by the SW-clover action is [66]

$$
\begin{equation*}
Z_{A}=1+\frac{\alpha_{\overline{M S}}\left(a^{-1}\right)}{4 \pi}\left[2 \ln \left(a^{2} m_{b}^{2}\right)-\frac{8}{3}\right]-15.02 \frac{\alpha_{\mathrm{latt}}\left(a^{-1}\right)}{3 \pi} \tag{3.3}
\end{equation*}
$$

at the scale $a^{-1}$. The first term arises from matching the continuum full and static theories at $m_{b}$, as described in chapter 1 (equation (1.69)), with the second term coming from matching the lattice and continuum static theories.

In order to evaluate this numerically the one-loop expression

$$
\begin{equation*}
\alpha_{\overline{M S}}\left(a^{-1}\right)=\frac{2 \pi}{\beta_{0} \ln \left(a^{-1} / \Lambda_{\overline{M S}}\right)} \tag{3.4}
\end{equation*}
$$

is used, with $\beta_{0}=11-\frac{2}{3} n_{f}$. At the scale $a^{-1}=2.9 \mathrm{GeV}$ the number of active quark flavours is $n_{f}=4$ and $\Lambda_{\overline{M S}}=250 \mathrm{MeV}$ is an appropriate value to use. A "boosted" lattice coupling is used,

$$
\begin{equation*}
\alpha_{\mathrm{latt}}\left(a^{-1}\right)=\frac{6}{4 \pi \beta u_{0}^{4}} \tag{3.5}
\end{equation*}
$$

with $u_{0}=1 /\left(8 \kappa_{\text {crit }}\right)$ chosen as a measure of the average link variable. Using these expressions and a value $m_{b}=5 \mathrm{GeV}$ then the matching coefficient is determined as

$$
\begin{equation*}
Z_{A}=0.78 \tag{3.6}
\end{equation*}
$$

The major contribution to this result comes from matching the lattice static theory to the continuum static theory. It should be noted that the actual number of active quark flavours is used, $n_{f}=4$, although the simulations are performed in the quenched approximation. At any rate, changing $n_{f}$ has little effect on the numerical value of $Z_{A}$. Also, if instead $\Lambda_{\overline{M S}}=200 \mathrm{MeV}$ at $n_{f}=4$ is used the value of $Z_{A}$ changes only in the third decimal place. The error in $Z_{A}$ due to the error in the scale is of a similar order. Finally, if instead $u_{0}=0.88506$ [68] from the average plaquette is used in the boosted lattice coupling the value gets shifted to $Z_{A}=0.79$.

### 3.1.3 Calculating $Z_{L}$

As illustrated in the last chapter, correlation functions of static-light bilinears need at least one of the bilinears to be smeared if asymptotics are to be reached. Defining operators

$$
\begin{align*}
& A_{4}^{L}(\vec{x}, t)=b^{\dagger}(\vec{x}, t) \gamma_{4} \gamma_{5} q(\vec{x}, t)  \tag{3.7}\\
& A_{4}^{S}(\vec{x}, t)=\sum_{\vec{y}} b^{\dagger}(\vec{y}, t) f(\vec{y}, \vec{x}) \gamma_{4} \gamma_{5} q(\vec{x}, t) \tag{3.8}
\end{align*}
$$

then the following correlators

$$
\begin{align*}
& C^{\mathrm{SS}}(t)=\sum_{\vec{x}}\langle 0| A_{4}^{S}(\vec{x}, t) A_{4}^{\dagger S}(\overrightarrow{0}, 0)|0\rangle \xrightarrow{t \gg 0}\left(Z_{S}\right)^{2} \mathrm{e}^{-\mathcal{E} t}, \\
& C^{\mathrm{LS}}(t)=\sum_{\vec{x}}\langle 0| A_{4}^{L}(\vec{x}, t) A_{4}^{\dagger S}(\overrightarrow{0}, 0)|0\rangle \xrightarrow{t \gg 0} Z_{S} Z_{L} \mathrm{e}^{-\mathcal{E} t}, \\
& C^{\mathrm{SL}}(t)=\sum_{\vec{x}}\langle 0| A_{4}^{S}(\vec{x}, t) A_{4}^{\dagger}(\overrightarrow{0}, 0)|0\rangle \xrightarrow{t \gg 0} Z_{S} Z_{L} \mathrm{e}^{-\mathcal{E} t}, \tag{3.9}
\end{align*}
$$

were calculated for various ground state smearing functions, $f(\vec{y}, \vec{x})$, with $Z_{L}$ as in equation (3.2) and $Z_{S}$ analogously defined. The aim is the extraction of $Z_{L}$ from the asymptotic behaviour of these correlators. The different smearing methods used to achieve this and the various fitting methods used to extract $Z_{L}$ are described further on.

In order to enhance the signal in the correlators, time-reversal symmetry can
be exploited. In extracting the asymptotic behaviour the "folded" correlators

$$
\begin{equation*}
C^{\mathrm{folded}}(t)=\frac{1}{2}[C(t)+C(T-t)] \tag{3.10}
\end{equation*}
$$

are used. Finally, because of the limits of time and computational facilities, only correlators on the timeslices $2 \leq t \leq 12$ and $36 \leq t \leq 46$ were calculated. At any rate the results presented later suggest that outside these ranges the signal-tonoise ratio becomes prohibitively small on the configuration sample available for the study.

### 3.2 Smearing Details

### 3.2.1 Implementing Smearing

The SS two-point correlator above is the configuration average of the quantity

$$
\begin{equation*}
\sum_{\vec{x}}\left\{\operatorname{Tr}\left[G^{(b)}{ }_{S S}(\overrightarrow{0}, 0 ; \vec{x}, t) \gamma_{4} \gamma_{5} G^{(q)}(\vec{x}, t ; \overrightarrow{0}, 0) \gamma_{4} \gamma_{5}\right]\right\} \tag{3.11}
\end{equation*}
$$

where the smearing of the operators has been absorbed into a smeared propagator

$$
\begin{equation*}
G^{(b)}{ }_{S S}(\overrightarrow{0}, 0 ; \vec{x}, t)=\sum_{\vec{y}, \vec{z}} f_{2}(\overrightarrow{0}, \vec{y}) G^{(b)}(\vec{y}, 0 ; \vec{z}, t) f_{1}(\vec{z}, \vec{x}) \tag{3.12}
\end{equation*}
$$

for smearing functions $f_{1}$ and $f_{2}$ at the sink and source respectively. In principle the smearing could equally well have been absorbed by smearing the heavy propagator at one end and the light quark propagator at the other, or vice versa. Similarly just smearing the light quark propagator at both ends should be equivalent. However, in practice, the way the smearing is applied is important. For static-light systems it is always better to absorb the smearing in the static quark propagator.

Inserting the form of the static propagator in the above gives $(t>0)$

$$
\begin{equation*}
G^{(b)}{ }_{S S}(\overrightarrow{0}, 0 ; \vec{x}, t)=\mathrm{e}^{-m_{b}|t|} \frac{1-\gamma_{4}}{2} P_{\vec{x}}^{S S}(0, t) \tag{3.13}
\end{equation*}
$$

where

$$
\begin{align*}
P_{\vec{x}}^{S S}(0, t) & =\sum_{\vec{y}, \vec{z}} f_{2}(\overrightarrow{0}, \vec{y}) P_{\vec{y}}(0, t) \delta^{3}(\vec{y}-\vec{z}) f_{1}(\vec{z}, \vec{x}) \\
& =\sum_{\vec{y}} f_{2}(\overrightarrow{0}, \vec{y}) P_{\vec{y}}(0, t) f_{1}(\vec{y}, \vec{x}) \tag{3.14}
\end{align*}
$$

is the equivalent smeared Wilson line. This illustrates several things. Firstly, just smearing at the sink, $f_{2}(\overrightarrow{0}, \vec{y})=\delta^{3}(\vec{y})$, then only the Wilson line $P_{\overrightarrow{0}}(0, t)$ contributes to $P^{S L}$. However, smearing at the source only, $f_{1}(\vec{z}, \vec{x})=\delta^{3}(\vec{z}-\vec{x})$, then the Wilson lines for all $\vec{y}, P_{\vec{y}}(0, t)$, contribute to $P^{L S}$. Hence LS correlators are expected to be less noisy than SL correlators, though formally the two correlators should give the same results. The data confirms this - see figure 3.1. Hence only LS correlators are used in the extraction of $Z_{L}$. The second point is related to this. Smearing only the light quark propagators again results in only the single Wilson line $P_{\overrightarrow{0}}(0, t)$ contributing to correlation functions. Again these will be noisier than correlators where all the Wilson lines contribute.

In summary, the Wilson lines, $P_{\vec{y}}(t, 0)$, on a given gauge configuration are calculated, from which smeared Wilson lines (SL, LS and SS) as in equation (3.14) are constructed using various smearing functions which are described in the following sections. On each configuration the quantity in equation (3.11) is calculated using these smeared static propagators, and averaging over configurations finally gives the correlation functions of equation (3.9).


Figure 3.1: Effective mass plots, $\ln [C(t) / C(t+1)]$, for LS and SL correlators at light $\kappa=0.14226$ on 60 quenched configurations at $\beta=6.2$, using exponential smearing function of size $r_{0}=5$.

### 3.2.2 Gauge Invariant Smearing

The idea is to construct a smearing function $f(\vec{x}, \vec{y})$ which models the shape and size of the ground state wave function of the $B$ meson. One suggestion for doing this in an explicitly gauge covariant way is to use the 3D scalar propagator as the smearing function [69]. The motivation behind this is that the free field continuum scalar propagator behaves $\sim \exp \left(-|\vec{x}-\vec{y}| / r_{0}\right)$ for some size $r_{0}$. It is expected that such a hydrogen-like wavefunction should give a good overlap with the ground state.

The 3D scalar propagator, $S$, on a given timeslice can be easily calculated on the lattice from

$$
\begin{equation*}
\sum_{\vec{x}} K(\vec{x}, \vec{y}) S(\vec{y}, \vec{z})=\delta_{\vec{x}, \vec{z}} \tag{3.15}
\end{equation*}
$$

where

$$
\begin{align*}
K(\vec{x}, \vec{y}) & =\delta_{\vec{x}, \vec{y}}-\kappa_{\mathrm{sc}} \Delta(\vec{x}, \vec{y}) \\
\Delta(\vec{x}, \vec{y}) & =\sum_{i=1}^{3}\left[\delta_{\vec{y}, \vec{x}-\hat{\imath}} U_{i}^{\dagger}(\vec{x}-\hat{\imath})+\delta_{\vec{y}, \vec{x}+\hat{\imath}} U_{i}(\vec{x})\right] \tag{3.16}
\end{align*}
$$

is a discretised version of the 3D Klein-Gordon equation. The only free parameter is $\kappa_{\text {sc }}$ and this can be varied to change the size of the smearing function. This is measured as the rms radius

$$
\begin{equation*}
r_{0}=\sqrt{\frac{\sum_{\vec{x}}|\vec{x}|^{2}|S(\vec{x}, \overrightarrow{0})|^{2}}{\sum_{\vec{x}}|S(\vec{x}, \overrightarrow{0})|^{2}}} \tag{3.17}
\end{equation*}
$$

Using this method to generate the smearing function is known as Wuppertal smearing.

Another approach based on this Wuppertal smearing method is to solve for $S$ from equation (3.15) as a power series in $\kappa_{\mathrm{sc}}$, stopping at some finite power, $N$,

$$
\begin{equation*}
S(\vec{y}, \vec{z})=\sum_{n=0}^{N} \sum_{\vec{y}} \kappa_{\mathrm{sc}}^{n} \Delta^{n}(\vec{x}, \vec{y}) \delta_{\vec{y}, \vec{z}} \tag{3.18}
\end{equation*}
$$

When $\kappa_{\text {sc }}$ is smaller than some critical value, $\kappa_{\text {sc }}^{\text {crit }}$, then this power series converges. However for $\kappa_{\text {sc }}$ greater than this critical value the series diverges. This gives a greater freedom in varying the smearing radius while retaining the essential shape of the smearing function. The smearing function is equation (3.18) can be generated via Jacobi iteration. That is, each term in the series is generated from the previous one by acting on it with the operator

$$
\begin{equation*}
\mathrm{e}^{-4\left(\kappa_{\mathrm{sc}}-\kappa_{\mathrm{sc}}^{\mathrm{crit}}\right)}\left(1+\kappa_{\mathrm{sc}} \Delta(\vec{x}, \vec{y})\right) \tag{3.19}
\end{equation*}
$$

where the exponential factor is a convenient normalisation. In order to generate a smearing function with a given $r_{0}$ then one can choose $\kappa_{\text {sc }}$ such that a minimum number of iterations, $N$, is needed. In general the calculation of a smearing function of a given size can thus be achieved much quicker than with the Wuppertal method. In this work this Jacobi smearing [46] is used. An illustration of the shape of a Jacobi smearing function is given in figure 3.2 - this is taken from [70]. Also shown is a plot of the variation of smearing radius with $N$ for fixed $\kappa_{\text {sc }}$ on a single configuration. As can be seen the variation is roughly linear at this $\kappa_{\mathrm{sc}}$.

One technical point should be noted. The LS and SL Wilson lines are easy to generate using this method as only the scalar propagator from the spatial origin of any timeslice is required, $S(\vec{x}, \overrightarrow{0})$. However, for $S S$ Wilson lines it may appear at first glance that the scalar propagator from all spatial points to all other spatial points on the sink timeslice is needed. Fortunately this isn't the case;

$$
\begin{align*}
P_{\vec{x}}^{S S}(t, 0) & =\sum_{\vec{y}} S(t ; \vec{x}, \vec{y}) P_{\vec{y}}(t, 0) S(0 ; \vec{y}, \overrightarrow{0}) \\
& =\sum_{\vec{y}} S(t ; \vec{x}, \vec{y}) P_{\vec{y}}^{L S}(t, 0) \tag{3.20}
\end{align*}
$$

and so, comparing with equation (3.18), it can be seen that $P^{S S}$ can be generated by simply using $P^{L S}$ instead of the $\delta$-function on the RHS of this equation. The computational cost of generating SS Wilson lines is thus much the same as for SL Wilson lines.


Figure 3.2: (a) The smearing functions $F(x, y)=\left.\sqrt{|S|^{2}}\right|_{z=0}$, normalised to unit volume, on a $24^{3} \times 48$ lattice using Jacobi smearing with $N=50$. (b) Variation of smearing radius with number of Jacobi iterations, $N$. Everything is measured on the source timeslice of a single configuration, with $\kappa_{\mathrm{sc}}=0.250$ and with $\kappa_{\mathrm{sc}}^{\mathrm{crit}}=0.185$.

### 3.2.3 Gauge Fixed Smearing

Another approach is to use explicit functional forms for the smearing functions. However, as noted earlier, this breaks the gauge invariance of the quark bilinears. This is not a problem if everything is done in a fixed gauge, such as the Coulomb gauge.

In the Coulomb gauge the following functions were used as ground state smearing functions :

$$
\begin{align*}
\text { Cube (CUB) : } f(\vec{x}, \vec{y}) & =\prod_{i=1}^{3} \Theta\left(r_{0}-\left|x_{i}-y_{i}\right|\right) \\
\text { Double Cube (DCB) : } f(\vec{x}, \vec{y}) & =\prod_{i=1}^{3}\left(1-\frac{\left|x_{i}-y_{i}\right|}{2 r_{0}}\right) \Theta\left(2 r_{0}-\left|x_{i}-y_{i}\right|\right) \\
\text { Exponential (EXP) : } f(\vec{x}, \vec{y}) & =\exp \left\{-|\vec{x}-\vec{y}| / r_{0}\right\} . \tag{3.21}
\end{align*}
$$

A hydrogen-like wavefunction, the exponential, is expected to give a good overlap with the ground state. The cubic smearing function was one of the first shapes to be used for smearing [71]. The original thinking was to use the simplest shape with the symmetries of the lattice, in other words a cube. Another simple shape with cubic symmetry is the double cube, a convolution of a cube with itself. This gives a pyramid-like shape.

Using explicit functional forms for the smearing functions allows the construction of functions that produce a good overlap with some higher excited state rather than just the ground state. The idea here is that one might then be able to isolate and eliminate the influence of higher excited states in correlators, thus achieving asymptotics at earlier timeslices. To this end the smearing function

$$
\begin{equation*}
\text { EXP2S : } \quad f(\vec{x}, \vec{y})=|\vec{x}-\vec{y}| \exp \left\{-|\vec{x}-\vec{y}| / r_{0}\right\} \tag{3.22}
\end{equation*}
$$

was also used. The expectation is that this should give a good overlap with the first radial excited state of the $B$ meson.

A $2 \times 2$ matrix of SS correlators, $C_{i j}$, was constructed using the EXP and

EXP2S smearing functions, i.e. the four combinations of smearing at the source and sink with the two smearing functions. Each of these smearing functions induces a different overlap with the ground state and first excited state of the system. This acts as a variational basis and determining the eigenvalues and -vectors allows, in principle, the extraction of operators which have an improved overlap with the ground state. On each timeslice the eigenvalue equation

$$
\begin{equation*}
\left[C_{i j}(t)-\lambda^{\alpha}(t)\right] v_{j}^{(\alpha)}=0 \tag{3.23}
\end{equation*}
$$

is solved. This gives eigenvalues

$$
\begin{array}{lll}
\lambda_{+}(t) \xrightarrow{t \gg 0} & C_{+} \mathrm{e}^{-\mathcal{E}} \\
\lambda_{-}(t) \xrightarrow{t \gg 0} & C_{-} \mathrm{e}^{-\mathcal{E}^{*}} \tag{3.25}
\end{array}
$$

where $C_{ \pm}$are constants and $\mathcal{E}$ and $\mathcal{E}^{*}$ are the binding energies corresponding to the ground and first excited state, assuming this $2 \times 2$ variational basis is sufficient to correctly isolate the contribution of the first excited state. Hence calculating

$$
\begin{equation*}
\Delta E(t)=\ln \frac{\lambda_{+}(t)}{\lambda_{-}(t)} \tag{3.26}
\end{equation*}
$$

allows the extraction of the splitting $\Delta E=\mathcal{E}^{*}-\mathcal{E}$ at sufficiently large times.
The eigenvectors can be used to construct "best" LS and SS correlators from the original EXP and EXP2S LS and SS correlators. This can be easily seen. Consider a general system with $n$ states. In order to isolate these $n$ states needs at least $n$ operators, $O_{i}, i=1, \ldots, n$. Using these operators the correlator matrix

$$
\begin{align*}
C_{i j}(t) & =\sum_{\mathbf{x}}\langle 0| O_{i}(\vec{x}, t) O_{j}^{\dagger}(\overrightarrow{0}, 0)|0\rangle \\
& =Z_{i n} M_{n} \mathrm{e}^{-E_{n} t} \delta_{n m} Z_{m j}^{*} \tag{3.27}
\end{align*}
$$

can be constructed, for constants $Z_{i n}$ and where the $E_{n}$ are the energies of the states. If each of these operators has a non-zero overlap with only a single distinct state then this correlator matrix will be diagonal. Suppose the set of operators
that achieves this is $\left\{\widetilde{O}_{i}\right\}$. This optimal set can be written in terms of the original set as

$$
\begin{equation*}
\widetilde{O}_{i}=Y_{i j} O_{j} \tag{3.28}
\end{equation*}
$$

and the diagonal optimal correlator matrix is

$$
\begin{align*}
\tilde{C}_{i j}(t) & =Y_{i k} Z_{k n} M_{n} \mathrm{e}^{-E_{n} t} \delta_{n m} Y_{j p} Z_{m p}^{*} \\
& =Y_{i k} C_{k p}(t) Y_{j p} \tag{3.29}
\end{align*}
$$

or in matrix notation $\tilde{C}=Y C Y^{T}$. It is easy to show that for the diagonalisation of a matrix written in this form, the rows of the matrix $Y$ correspond to the eigenvectors of $C$. Hence knowing the eigenvectors then the $Y_{i j}$ and hence the optimal set of operators (smearing functions, correlators) can be reconstructed.

### 3.2.4 Fixing to the Coulomb Gauge

The lattice analogue of the continuum Coulomb gauge condition, $\partial_{i} A_{i}(x)=0$, is

$$
\begin{equation*}
\theta(x)=\operatorname{Tr}\left[\Delta(x) \Delta^{\dagger}(x)\right]=0 \tag{3.30}
\end{equation*}
$$

where

$$
\begin{equation*}
\Delta(x)=\sum_{i}^{3}\left(U_{i}(x)+U_{i}^{\dagger}(x-i)-\text { h.c. }\right)_{\text {traceless }} \tag{3.31}
\end{equation*}
$$

with the index $i$ signifying spatial components only. This gauge condition can be achieved by iteratively applying gauge transformations that increase the value of the function

$$
\begin{equation*}
F\left[U^{g}\right]=\frac{1}{N_{t}} \sum_{t=1}^{N_{t}} f\left[U^{g}\right](t) \tag{3.32}
\end{equation*}
$$

where

$$
\begin{equation*}
f\left[U^{g}\right](t)=\frac{1}{V_{s}} \sum_{\vec{x}} \sum_{i}^{3} \operatorname{Tr}\left[U_{i}^{g}(\vec{x}, t)+U_{i}^{g \dagger}(\vec{x}, t)\right] . \tag{3.33}
\end{equation*}
$$

and where $V_{s}$ is the lattice spatial volume. The gauge transformed links are

$$
\begin{equation*}
U_{i}^{g}(\vec{x}, t)=g(\vec{x}, t) U_{i}(\vec{x}, t) g^{\dagger}(\vec{x}+\hat{\imath}, t) \tag{3.34}
\end{equation*}
$$

for a local gauge transformation $g . f$ is the lattice equivalent of $\int d^{3} x A_{i}(x) A^{i}(x)$. Maximising this function is equivalent to fixing the gauge. The procedure for doing this is described in [72, 73]. At each iteration of the gauge fixing procedure the average value of $\theta$ was calculated, $\langle\theta\rangle=\sum_{x} \theta(x) / V$, where $V$ is the total lattice volume. For each gauge configuration the gauge was fixed to a precision $\langle\theta\rangle \sim 10^{-4}$.

An important issue when transforming to a fixed gauge is the problem of Gribov copies [74]. The problem is that only a local maximum of the function $F$ is needed to satisfy the gauge fixing condition, and there may be many such local maxima. So, given a set of equivalent gauge configurations, differing only by global gauge transformations, then applying a gauge fixing algorithm to each of the configurations in this set should give the same gauge fixed configuration, up to a global gauge transformation. However if $F$ has many maxima then this may not happen. It is possible that this may add an extra "gauge noise" to gauge fixed correlators beyond the normal Monte-Carlo noise. In particular for the Coulomb gauge, different timeslices may be fixed to different Gribov copies. The study in [72] suggests that for static-light correlators calculated on a limited configuration set, such as in this work, this "gauge noise" will be much less than the statistical noise, even when the gauge is only fixed to a moderate degree of precision.

### 3.2.5 Choosing the Smearing Radius

Having decided what shapes to use for the smearing functions, the next issue to decide is what sizes to use for each shape. In order to do this a subsidiary study was performed on a subset of 29 of the configurations for the Coulomb gauge smearing functions using radii $r_{0}=4,5,6$. For the gauge invariant smearing the study was performed on 30 configurations using a single $\kappa_{\mathrm{sc}}=0.25$ and the smearing radius was varied by changing the number of iterations of the Jacobi algorithm, $N$. The values $N=80,110,140,170$, and 200 were used. It should be noted that the study in [46] shows that for $\kappa_{\text {sc }} \geq 0.25$ the smearing radius depends mostly on $N$.

The results of this study are presented in Appendix C. Based on this, for the calculation on the full set of 60 configurations, the value $r_{0}=5$ was used for all the Coulomb gauge smearing functions and $N=140$ as the number of iterations of the Jacobi algorithm (with $\kappa_{\mathrm{sc}}=0.25$ and $\kappa_{\mathrm{sc}}^{\mathrm{crit}}=0.185$ ) for gauge invariant smearing. This corresponds to an rms radius of 6.4.

### 3.3 Results and Discussion

There are several ways of extracting $Z_{L}$ from the correlators defined in equation (3.9) :

- Method I : Fit $C^{\mathrm{SS}}(t)$ to an exponential form in the asymptotic region to extract $Z_{S}^{2}$. Fit the ratio $C^{\mathrm{LS}}(t) / C^{\mathrm{SS}}(t)$ to a constant also in this region giving $R=Z_{L} / Z_{S}$ and so finally giving $Z_{L}=R \times \sqrt{Z_{S}^{2}}$.
- Method II : Fit $C^{\text {LS }}(t)$ to an exponential in the asymptotic region to extract $Z_{S} Z_{L}$. Again fit the ratio $C^{\mathrm{LS}}(t) / C^{\mathrm{SS}}(t)$ to a constant also in this region giving $R=Z_{L} / Z_{S}$ and so finally giving $Z_{L}=\sqrt{R \times Z_{S} Z_{L}}$.
- Method III : Fit simultaneously to $C^{\mathrm{SS}}(t)$ and $C^{\mathrm{LS}}(t)$ in the asymptotic region, constraining the binding energy, $\mathcal{E}$, to be the same for both correlators. This gives $Z_{L}$ directly from the fit.
- Method IV : Fit the ratio

$$
\begin{equation*}
R_{Z_{L}}\left(t_{1}, t_{2}\right)=\frac{C^{L S}\left(t_{1}\right) C^{L S}\left(t_{2}\right)}{C^{S S}\left(t_{1}+t_{2}\right)} \longrightarrow\left(Z^{L}\right)^{2} \tag{3.35}
\end{equation*}
$$

to a constant which again directly gives $Z_{L}$.

This last method was used in [75]. However, in order to implement it requires a large time extent over which both $C^{\mathrm{LS}}(t)$ and $C^{\mathrm{SS}}(t)$ have a plateau. This requires good smearing and, more importantly, large statistics - the study in [75] used 220 configurations. Given the limited time extent and statistics in this study, it was not feasible to use this method to extract $Z_{L}$.

In the following, results are presented using both methods I and II. In the course of this study fits with method III were also performed, but the results proved to be very similar to those from method II for all the smearings. In other words the constrained fits always seemed to be dominated by the LS signal.

All the fits presented are taken from bootstrap fits using 250 bootstrap samples. Unless otherwise stated all the fits use a correlated $\chi^{2}$ - see Appendix A. Errors on data points in the graphs come from a jackknife estimate of the covariance matrix. Finally, all the errors quoted are at the $68 \%$ confidence level.

The fit ranges for the exponential fits to the LS and SS correlators were chosen by observing where there was a plateau in the corresponding effective mass plots, shown in figures 3.3 and 3.4 respectively at a single light $\kappa$-value. As can be seen from these that CUB gives the worst plateaux in both the LS and SS correlators, whereas EXP and INV seem to give reasonably good plateaux in both. In order to choose the best fit range in some more systematic way, and also to compare the different smearing methods, the sensitivity of the binding energy extracted from the exponential fits to the fit range used, was investigated. This was done by holding the largest time in the fit range fixed and performing the fits with varying minimum time. Plots illustrating this behaviour at a single light $\kappa$-value are given in figures 3.6 and 3.7. These confirm the basic picture one can deduce from the effective mass plots, namely fits to CUB smeared correlators are not as stable as for the other smearings. Again EXP and INV give reasonable stable fits for both LS and SS correlators. DCB is slightly worse than EXP and INV, more so in the LS signal than the SS one. This general behaviour varies little among the different light $\kappa$-values.

Examples of plots of the ratio $R(t)=C^{\mathrm{SL}}(t) / C^{\mathrm{SS}}(t)$ are shown in figure 3.5. The behaviour of these plots also bears out the main points discussed in the last paragraph. Again the general behaviour of the ratio varies little across $\kappa$-values.


Figure 3.3: Effective mass plots, $\ln [C(t) / C(t+1)]$ versus $t$, for LS correlators using all four smearing types and at light $\kappa=0.14226$.


Figure 3.4: Effective mass plots, $\ln [C(t) / C(t+1)]$ versus $t$, for SS correlators using all four smearing types and at light $\kappa=0.14226$.


Figure 3.5: Ratio plots, $R(t)=C^{\mathrm{LS}}(t) / C^{\mathrm{SS}}(t)$ versus $t$, for all four smearing types and at light $\kappa=0.14226$.


Figure 3.6: Sensitivity of the value for the binding energy, $\mathcal{E}$ coming from exponential fits to the LS correlators. The maximum time in the fit range is fixed and the variation of the fit value with the minimum time is investigated. These fits are for light $\kappa=0.14226$.


Figure 3.7: Sensitivity of the value for the binding energy, $\mathcal{E}$ coming from exponential fits to the SS correlators. The maximum time in the fit range is fixed and the variation of the fit value with the minimum time is investigated. These fits are for light $\kappa=0.14226$.

The EXP2S smearing function was implemented with the expectation that it would have a good overlap with the first radial excited state. The LS and SS effective mass plots using just this smearing function are given in figure 3.8, as ever at just a single light $\kappa$-value. At first glance this doesn't seem to be very promising. The SS signal is very similar to the SS signal for the other smearing functions already discussed, albeit a bit noisier. The same is true of the LS signal, although it never clearly reaches a plateau.

The effective masses of the eigenvalues of the correlator matrix constructed from the EXP and EXP2S smearing functions are shown in figure 3.9 with the corresponding mass difference $\Delta E(t)$ shown in figure 3.10. These are all at a single light $\kappa$-value. So, using this smearing function does in fact result in some overlap with the first excited state. A correlator matrix was also constructed from the DCB and EXP smearing functions. As shown in figure 3.10 this leads to a similar mass difference to that when using the EXP $\times$ EXP2S basis. However, this gives a noisier signal, as one might expect from using a smearing function that is not supposed to have as good an overlap with the first excited state. For both correlator matrices the computed $\Delta E$ seems to be reasonably constant with time, but the signal falls quickly into noise.

Ideally it was hoped that the eigenvectors of the correlator matrix could be used to project out a best ground state smearing function. Using the eigenvectors of the EXP2S $\times$ EXP matrix the LS and SS correlators corresponding to this "best" smearing function were computed. At a single light $\kappa$-value, the corresponding effective masses and ratio $C^{\mathrm{LS}} / C^{\mathrm{SS}}$ are shown in figure 3.11. The effective mass plots show little change from the corresponding plots for EXP smearing. More disappointing is the ratio plot which exhibits a worse plateau than for straightforward smearing with EXP.


Figure 3.8: Effective mass plots for LS and SS correlators for EXP2S Smearing at light $\kappa=014226$.


Figure 3.9: The effective masses of the eigenvalues of the $2 \times 2$ correlator matrix constructed from the EXP and EXP2S smearing functions in the Coulomb gauge. This is for light $\kappa=0.14226$.


Figure 3.10: The mass difference, $\Delta \mathcal{E}$, between the eigenvalues of the correlator matrix constructed from EXP and (a) DCB and (b) EXP2S smearing functions in the Coulomb gauge. Again this is for light $\kappa=0.14226$.


Figure 3.11: Effective mass plots and ratio $C^{\mathrm{LS}} / C^{\mathrm{SS}}$ for "Best" smearing function. This comes from the projections of the eigenvectors of the $2 \times 2$ correlator matrix constructed from EXP and EXP2S smearing functions in the Coulomb gauge. Again this is for light $\kappa=0.14226$.

In order to salvage something from this multi-state smearing analysis, it was decided to determine a value for the mass difference between the ground and first excited states, $\Delta E$, from the computed values, and use this as fixed in 2 -state fits of the form

$$
\begin{equation*}
C(t) \simeq Z \mathrm{e}^{-E t}\left\{1+\frac{Z^{*}}{Z} \mathrm{e}^{-\Delta E t}\right\} \tag{3.36}
\end{equation*}
$$

to the LS and SS correlators for all the ground state smearing types. $Z$ is the ground state amplitude and $Z^{*}$ the first excited state amplitude. The expectation is that this should give a better and more stable fit for $Z$ over a longer time range.

|  | $\Delta E(t)$ |  |  |
| :---: | :---: | :---: | :---: |
| $t$ | 0.14144 | 0.14226 | 0.14262 |
| 2 | $0.21{ }_{-}^{+3}$ | $0.22 \pm 3$ | $0.23{ }_{-3}^{+3}$ |
| 3 | $0.22{ }_{-4}^{+4}$ | $0.23 \pm 3$ | $0.24{ }_{-3}^{+3}$ |
| 4 | ${ }^{0} 0.19+5$ | - $0.21+5$ | 0.24+5 |

Table 3.2: The energy difference between the eigenvalues of the correlator matrix calculated on the first 3 timeslices at each light $\kappa$-value.

An average value for $\Delta E$ was taken from the values at $t=2$, as in the above table. This was used as the fixed energy difference in the 2 -state fits. Similar to the exponential fits to the LS and SS correlators, a check of the sensitivity of the fit values for the ground state amplitudes from the two-state fits was undertaken. Examples of the plots from this study are shown in figures 3.12 and 3.13. The results of this reveal little more than the sensitivity tests for the exponential fits. Again INV and EXP exhibit the greatest stability. Again the fits to the SS correlators are more stable than the fits to the LS correlators. In fact it is disappointing that the 2 -state fits did not perform better in removing the excited state contamination in the LS correlators. The effect of using a different value for $\Delta E$ was also investigated. This had some effect for the LS correlator fits but virtually none for the SS fits. The two-state fits proved to be quite troublesome. For some of the fit ranges the fits failed, particularly for CUB smearing and LS correlators. For some of the fits the correlation matrix became near singular, and so the reliability of the fits is questionable.


Figure 3.12: Sensitivity of the value of the ground state amplitude coming from two-state fits to the LS correlators for all smearing types. The maximum time in the fit range is fixed and the variation of the fit value with the minimum time is investigated. The point at $t_{\text {min }}=4$ for EXP smearing is not included because of the failure of the fit at this point. These fits are for light $\kappa=0.14226$.


Figure 3.13: Sensitivity of the value of the ground state amplitude coming from two-state fits to the SS correlators for all smearing types. The maximum time in the fit range is fixed and the variation of the fit value with the minimum time is investigated. In the case of CUB smearing the fit for $t_{\text {min }}=2$ was very badly behaved and fits failed for $t_{\min }$ beyond 5 . These fits are for light $\kappa=0.14226$.

Having investigated the behaviour of different fitting methods to the various correlators I now finally present results using the chosen best fit ranges. In the tables below, fitting method I is referred to as "1-state SS" and similarly, method II as "1-state LS". "2-state SS" signifies method I was used to extract $Z_{L}$ but where $Z_{S}$ and the fit mass are extracted from a two-state fit to the SS correlator.

| Smearing |  | INV | EXP | CUB | DCB |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Ranges |  | $[8,11]$ | $[7,11]$ | $[7,9]$ | $[8,11]$ |
| 0.14144 | $R$ | $0.0410{ }_{-6}^{+7}$ | $1.30{ }_{-2}^{+2}$ | $0.700_{-11}^{+11}$ | $0.912{ }_{-13}^{+13}$ |
|  | $\chi^{2} /$ dof | $0.64 / 3$ | $0.85 / 4$ | $0.02 / 2$ | $0.67 / 3$ |
| 0.14226 | $R$ | $0.0391{ }_{-7}^{+7}$ | $1.23{ }_{-3}^{+3}$ | $0.676{ }_{-11}^{+10}$ | $0.873_{-16}^{+14}$ |
|  | $\chi^{2} /$ dof | $1.14 / 3$ | $0.74 / 4$ | $0.02 / 2$ | $0.83 / 3$ |
| 0.14262 | $\mathcal{E}$ | $0.0383_{-8}^{+8}$ | $1.20{ }_{-3}^{+3}$ | $0.666{ }_{-11}^{+10}$ | $0.855_{-17}^{+13}$ |
|  | $\chi^{2} /$ dof | $1.75 / 3$ | $0.86 / 4$ | $0.20 / 2$ | $0.51 / 3$ |

Table 3.3: Fits to the ratio $R=C^{\mathrm{LS}}(t) / C^{\mathrm{SS}}(t)$ at each light $\kappa$-value for each smearing. The same fit ranges are used at each $\kappa$-value.

The values for the binding energy at each $\kappa$-value are given in table 3.4 with the chiral extrapolated values given in table 3.5. This also contains the computed vales in MeV of the splitting $M_{B_{s}}-M_{B_{d}}$. Table 3.6 contains the calculated values of $Z_{L}$ at each of the light $\kappa$-values along with the chiral extrapolated results, using both correlated and uncorrelated chiral fits. This table also shows results for $f_{B_{s}} / f_{B_{d}}$.

The chiral extrapolations are performed assuming a linear chiral behaviour. An example of the chiral extrapolations is given in figure 3.14. This is for $Z_{L}$ calculated using 1 -state SS and correlated chiral fits. As one can see the chiral extrapolations are well behaved and differ little from their uncorrelated counterparts. This behaviour is much the same for the other two methods and also for chiral extrapolations of the binding energy. Finally, note that the chiral extrapolations are plotted against $a^{2} m_{\pi}^{2}\left(\kappa_{q}\right)$, the calculated pion mass squared in lattice units at each light $\kappa$-value. This is entirely equivalent to plotting against $\left(1 / \kappa-1 / \kappa_{\text {crit }}\right)$. It may be useful to note that the value at the strange quark mass is $a^{2} m_{\pi}^{2}\left(\kappa_{s}\right)=0.06843$.

| $\kappa$ |  | Smearing |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.14144 |  | INV | EXP | CUB | DCB |
| 1-state LS | $\begin{gathered} \mathcal{E} \\ \chi^{2} / \text { dof } \end{gathered}$ | $\begin{gathered} 0.562_{-3}^{+3} \\ 0.95 / 3 \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.563{ }_{-3}^{+4} \\ 1.56 / 3 \\ \hline \end{gathered}$ | $\begin{gathered} 0.572{ }_{-4}^{+4} \\ 1.14 / 1 \end{gathered}$ | $\begin{gathered} 0.569{ }_{-5}^{+5} \\ 0.99 / 2 \\ \hline \end{gathered}$ |
| 1-state SS | $\begin{gathered} \mathcal{E} \\ \chi^{2} / \text { dof } \end{gathered}$ | $\begin{gathered} 0.570_{-5}^{+6} \\ 0.64 / 5 \\ \hline \end{gathered}$ | $\begin{gathered} 0.570{ }_{-6}^{+8} \\ 3.04 / 5 \\ \hline \end{gathered}$ | $\begin{gathered} 0.566{ }_{-10}^{+9} \\ 1.14 / 3 \end{gathered}$ | $\begin{gathered} 0.563{ }_{-10}^{+10} \\ 0.49 / 3 \\ \hline \end{gathered}$ |
| 2-state SS | $\begin{gathered} \mathcal{E} \\ \chi^{2} / \text { dof } \end{gathered}$ | $\begin{gathered} 0.574 \quad+10 \\ 2.87 / 7 \end{gathered}$ | $\begin{gathered} 0.567{ }_{-14}^{+13} \\ 3.19 / 7 \end{gathered}$ | $\begin{gathered} 0.566{ }_{-19}^{+15} \\ 3.59 / 6 \end{gathered}$ | $\begin{gathered} 0.564{ }_{-11}^{+12} \\ 3.47 / 7 \end{gathered}$ |
| 0.14226 |  | INV | EXP | CUB | DCB |
| 1-state LS | $\begin{gathered} \mathcal{E} \\ \chi^{2} / \text { dof } \end{gathered}$ | $\begin{gathered} 0.546{ }_{-4}^{+3} \\ 1.37 / 3 \end{gathered}$ | $\begin{gathered} 0.546_{-3}^{+4} \\ 2.57 / 3 \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.558_{-5}^{+4} \\ 1.82 / 1 \\ \hline \end{gathered}$ | $\begin{gathered} 0.550_{-5}^{+5} \\ 1.05 / 2 \\ \hline \end{gathered}$ |
| 1-state SS | $\begin{gathered} \mathcal{E} \\ \chi^{2} / \text { dof } \end{gathered}$ | $\begin{gathered} 0.550_{-6}^{+7} \\ 1.48 / 5 \end{gathered}$ | $\begin{gathered} 0.551{ }_{-7}^{+8} \\ 2.77 / 5 \\ \hline \end{gathered}$ | $\begin{gathered} 0.547{ }_{-10}^{+10} \\ 1.37 / 3 \\ \hline \end{gathered}$ | $\begin{gathered} 0.543{ }_{-11}^{+1} \\ 0.29 / 3 \end{gathered}$ |
| 2-state SS | $\begin{gathered} \mathcal{E} \\ \chi^{2} / \text { dof } \end{gathered}$ | $\begin{gathered} 0.553_{-12}^{+12} \\ 3.89 / 7 \\ \hline \end{gathered}$ | $\begin{gathered} 0.548{ }_{-15}^{+15} \\ 2.70 / 7 \\ \hline \end{gathered}$ | $\begin{gathered} 0.535{ }_{-20}^{+16} \\ 3.35 / 6 \\ \hline \end{gathered}$ | $\begin{gathered} 0.543{ }_{-14}^{+13} \\ 2.81 / 7 \\ \hline \end{gathered}$ |
| 0.14262 |  | INV | EXP | CUB | DCB |
| 1-state LS | $\begin{gathered} \mathcal{E} \\ \chi^{2} / \text { dof } \end{gathered}$ | $\begin{gathered} 0.540{ }_{-4}^{+4} \\ 0.92 / 3 \end{gathered}$ | $\begin{gathered} 0.539{ }_{-4}^{+4} \\ 2.73 / 3 \end{gathered}$ | $\begin{gathered} 0.551{ }_{-6}^{+5} \\ 1.92 / 1 \end{gathered}$ | $\begin{gathered} \hline 0.541{ }_{-6}^{+6} \\ 1.13 / 2 \\ \hline \end{gathered}$ |
| 1-state SS | $\begin{array}{\|c\|} \hline \mathcal{E} \\ \chi^{2} / \text { dof } \\ \hline \end{array}$ | $\begin{gathered} 0.543{ }_{-6}^{+7} \\ 2.06 / 5 \end{gathered}$ | $\begin{gathered} 0.543_{-9}^{+9} \\ 2.68 / 5 \\ \hline \end{gathered}$ | $\begin{gathered} 0.539_{-11}^{+11} \\ 1.17 / 3 \\ \hline \end{gathered}$ | $\begin{gathered} 0.534_{-9}^{+12} \\ 0.28 / 3 \\ \hline \end{gathered}$ |
| 2-state SS | $\begin{gathered} \mathcal{E} \\ \chi^{2} / \text { dof } \end{gathered}$ | $\begin{gathered} 0.545_{-13}^{+12} \\ 4.73 / 7 \\ \hline \end{gathered}$ | $\begin{gathered} 0.541{ }_{-20}^{+16} \\ 2.70 / 7 \\ \hline \end{gathered}$ | $\begin{gathered} 0.526_{-22}^{+20} \\ 3.35 / 6 \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.535_{-15}^{+14} \\ 2.81 / 7 \\ \hline \end{gathered}$ |
| Ranges |  | INV | EXP | CUB | DCB |
| 1-stat 1-stat 2-stat | LS SS SS | $\begin{aligned} & {[7,11]} \\ & {[5,11]} \\ & {[2,11]} \\ & \hline \hline \end{aligned}$ | $\begin{aligned} & \hline[7,11] \\ & {[5,11]} \\ & {[2,11]} \\ & \hline \hline \end{aligned}$ | $\begin{gathered} {[7,9]} \\ {[7,11]} \\ {[3,11]} \\ \hline \hline \end{gathered}$ | $[8,11]$ $[7,11]$ $[2,11]$ |

Table 3.4: Values for the binding energy, $\mathcal{E}$ (in lattice units), at each light $\kappa$-value and for each smearing, extracted from exponential (1-state) fits to both LS and SS correlators and from 2-state fits to the SS correlators. The same ranges are used at each $\kappa$-value.


Figure 3.14: Chiral extrapolations of $Z_{L}$ for each of the smearings used. This is for $Z_{L}$ calculated using method I using 1 -state fits to the SS correlators.

|  | Method | INV | EXP | CUB | DCB |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Binding Energy, $\mathcal{E}$, at $\kappa_{\text {crit }}$ |  |  |  |  |  |
| COR | 1-state LS | $0.529{ }_{-4}^{+4}$ | $0.528_{-4}^{+5}$ | $0.543{ }_{-5}^{+6}$ | $0.531{ }_{-6}^{+6}$ |
|  | 1-state SS | $0.529{ }_{-6}^{+8}$ | $0.529{ }_{-7}^{+11}$ | $0.528{ }_{-4}^{+5}$ | $0.520{ }_{-9}^{+15}$ |
|  | 2-state SS | $0.531{ }_{-14}^{+13}$ | $0.529{ }_{-21}^{+18}$ | $0.512{ }_{-24}^{+23}$ | $0.512{ }_{-17}^{+16}$ |
| UNC | 1-state LS | $0.529_{-4}^{+4}$ | $0.528{ }_{-4}^{+5}$ | $0.542_{-7}^{+5}$ | $0.529{ }_{-6}^{\text {+ }}$ |
|  | 1-state SS | $0.530{ }_{-7}^{+8}$ | $0.531{ }_{-10}^{+11}$ | $0.527{ }_{-13}^{+12}$ | ${ }_{0.521}^{+15}$ |
|  | 2-State SS | $0.532{ }_{-14}^{+14}$ | $0.529{ }_{-21}^{+18}$ | $0.512{ }_{-23}^{+23}$ | $0.522{ }_{-17}^{+16}$ |
| Mass Splitting $M_{B_{s}}-M_{B_{d}}(\mathrm{MeV})$ |  |  |  |  |  |
| COR | 1-state LS | $74{ }_{-5}^{+4}$ | $79{ }_{-5}^{+4}$ | $67{ }_{-4}^{+4}$ | $85{ }_{-6}^{+5}$ |
|  | 1-state SS | $91{ }_{-7}^{+6}$ | $90{ }_{-11}^{+8}$ | $85{ }_{-11}^{+9}$ | $92{ }_{-13}^{+8}$ |
|  | 2-State SS | $102{ }_{-12}^{+9}$ | ${ }^{94}{ }_{-21}^{+13}$ | $98{ }_{-22}^{+26}$ | $98{ }_{-15}^{+9}$ |
| UNC | 1-state LS | $75{ }_{-5}^{+6}$ | $80{ }_{-6}^{+6}$ | $67{ }_{-5}^{+7}$ | 89 ${ }_{-10}^{+7}$ |
|  | 1-state SS | $87{ }_{-10}^{+10}$ | $88{ }_{-11}^{+16}$ | $87{ }_{-14}^{+16}$ | $96{ }_{-18}^{+12}$ |
|  | 2-state SS | $95{ }^{+16}$ | $84^{+28}$ | $98{ }^{-14}$ | $92+20$ |

Table 3.5: Chiral extrapolated values for the binding energy in lattice units, for both correlated (COR) and uncorrelated (UNC) fits. Also given are the corresponding values for the mass splitting $M_{B_{s}}-M_{B_{d}}$. The $\chi^{2} /$ dof are not given - they are all less than 1.0.

| $\kappa$ | Method | INV | EXP | CUB | DCB |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.14144 | 1-state LS | $0.137{ }_{-3}^{+3}$ | $0.137{ }_{-3}^{+3}$ | $0.152{ }_{-3}^{+3}$ | $0.148{ }_{-4}^{+4}$ |
|  | 1-state SS | $0.142{ }_{-5}^{+5}$ | $0.140{ }_{-5}^{+5}$ | $0.147{ }_{-6}^{+6}$ | $0.145{ }_{-6}^{+7}$ |
|  | 2-state SS | $0.144{ }_{-9}^{+9}$ | $0.138{ }_{-10}^{+9}$ | $0.137{ }_{-12}^{+12}$ | $0.144{ }_{-9}^{+9}$ |
| 0.14226 | 1-state LS | $0.126{ }_{-3}^{+3}$ | $0.126_{-3}^{+3}$ | $0.140{ }_{-3}^{+3}$ | $0.135{ }_{-3}^{+3}$ |
|  | 1-state SS | $0.129{ }_{-5}^{+4}$ | $0.127{ }_{-5}^{+5}$ | $0.134{ }_{-6}^{+6}$ | $0.131{ }_{-5}^{+7}$ |
|  | 2-State SS | ${ }_{0} 0.129{ }_{-9}^{+8}$ | $0.125{ }_{-10}^{+8}$ | $0.123{ }_{-13}^{+12}$ | $0.129{ }_{-9}^{+8}$ |
| 0.14262 | 1-state LS | $0.122_{-4}^{+3}$ | $0.121{ }_{-3}^{+2}$ | $0.135{ }_{-4}^{+3}$ | $0.128_{-3}^{+4}$ |
|  | 1-state SS | $0.123{ }_{-6}^{+4}$ | $0.122_{-6}^{+5}$ | $0.129{ }_{-6}^{+6}$ | $0.125_{-5}^{+7}$ |
|  | 2-State SS | $0.124{ }_{-10}^{+8}$ | $0.121{ }_{-12}^{+9}$ | $0.117{ }_{-14}^{+13}$ | $0.123{ }_{-10}^{+9}$ |
| Correlated Chiral Extrapolation |  |  |  |  |  |
| $\kappa_{\text {crit }}$ | 1-state LS | $0.115{ }_{-3}^{+4}$ | $0.113{ }_{-3}^{+3}$ | $0.127{ }_{-4}^{+4}$ | $0.122{ }_{-4}^{+4}$ |
|  | 1-state SS | $0.114_{-5}^{+5}$ | $0.113{ }_{-5}^{+6}$ | $0.122{ }_{-6}^{+6}$ | $0.118{ }_{-6}^{+8}$ |
|  | 2-state SS | ${ }_{0.111}{ }_{-8}^{+9}$ | $0.109{ }_{-9}^{+10}$ | $0.108{ }_{-14}^{+13}$ | ${ }^{0.113}{ }_{-8}^{+10}$ |
| $f_{B_{s}} / f_{B_{d}}$ | 1-state LS | $1.14{ }_{-1}^{+1}$ | $1.15{ }_{-1}^{+1}$ | $1.12{ }_{-1}^{+1}$ | $1.17{ }_{-2}^{+1}$ |
|  | 1-state SS | $1.18{ }_{-2}^{+2}$ | $1.17{ }_{-2}^{+2}$ | $1.15{ }_{-2}^{+2}$ | $1.17{ }_{-3}^{+2}$ |
|  | 2-state SS | $1.21{ }_{-3}^{+3}$ | $1.18{ }_{-5}^{+4}$ | $1.20{ }_{-5}^{+7}$ | $1.20{ }_{-4}^{+3}$ |


| Uncorrelated Chiral Extrapolation |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\kappa_{\text {crit }}$ | 1-state LS | $0.115_{-3}^{+3}$ | $0.113_{-3}^{+2}$ | $0.128{ }_{-4}^{+3}$ | $0.120{ }_{-4}^{+4}$ |
|  | 1-state SS | $0.115_{-6}^{+5}$ | $0.114{ }_{-6}^{+6}$ | $0.121{ }_{-6}^{+6}$ | $0.116_{-5}^{+8}$ |
|  | 2-state SS | $0.115{ }_{-10}^{+8}$ | $0.113{ }_{-12}^{+9}$ | $0.108{ }_{-14}^{+14}$ | $0.115_{-11}^{+10}$ |
| $f_{B_{s}} / f_{B_{d}}$ | 1-state LS | $1.14{ }_{-1}^{+1}$ | $1.15{ }_{-1}^{+1}$ | $1.13{ }_{-1}^{+1}$ | $1.17{ }_{-2}^{+2}$ |
|  | 1-state SS | $1.17{ }_{-2}^{+2}$ | $1.17{ }_{-2}^{+3}$ | $1.16{ }_{-2}^{+2}$ | $1.19{ }_{-4}^{+3}$ |
|  | 2-state SS | $1.19{ }_{-4}^{+4}$ | $1.16{ }_{-5}^{+7}$ | $1.20{ }_{-7}^{+8}$ | $1.19{ }_{-5}^{+5}$ |

Table 3.6: Values for $Z_{L}$ calculated using various methods at each $\kappa$-value and each smearing. The correlated and uncorrelated values for the chiral extrapolated values are also given, along with the corresponding values for $f_{B_{s}} / f_{B_{d}}$.

The results for INV and EXP smearing show good consistency across the various fitting methods, with the results for CUB and DCB smearing showing a lot greater variability. However, given the very disparate types of smearing function used, the agreement within one or two sigma across all smearing types is quite remarkable.

Results using 1 -state LS have the smallest statistical errors. They also give the lowest values for $M_{B_{s}}-M_{B_{d}}$ and $f_{B_{s}} / f_{B_{d}}$. This method for extracting $Z_{L}$ suffers from the fact that the plateau in LS effective mass plots is approached from below and thus it is harder to isolate unambiguously. So, even though the noise in SS correlators is always greater, using method I (or 1-state SS) is often preferred. The statistical errors are by far the greatest using the 2 -state fits to SS. These also show a slightly greater variation between correlated and uncorrelated chiral extrapolations. The good agreement between the 1 -state and 2 -state fits to the SS correlators gives one confidence that the ground state has been properly isolated in these correlators, particularly for EXP and INV smearing.

In quoting final values I take the results from the 1 -state SS fits to the EXP smeared correlators, and from the correlated chiral extrapolations. EXP smearing also shows the longest plateau in the ratio plots. I only quote a statistical error on these results, except for dimensionful quantities where I take the systematic error from the error in the scale. At any rate, the statistical errors in these values encompasses the values from varying the fitting methods and smearing used. This gives

$$
\begin{equation*}
Z_{L}=0.113_{-5}^{+6} \tag{3.37}
\end{equation*}
$$

with

$$
\begin{equation*}
f_{B}^{\text {static }}=268{ }_{-11}^{+14}(\text { stat }){ }_{-27}^{+28}(\text { syst }) \mathrm{MeV} . \tag{3.38}
\end{equation*}
$$

The value of $Z_{L}$ is in good agreement with the value $Z_{L}=0.111(6)$ quoted by the APE group in [75]. They also work at $\beta=6.2$ and with the SW-clover fermion action for the light quarks. In fact one of the light $\kappa$-values they simulate at is $\kappa=0.14144$ at which they quote $Z_{L}=0.135(2)$ which is also in good agreement with the results presented above.

Corresponding to this choice of central value for $Z_{L}$ is the ratio

$$
\begin{equation*}
\frac{f_{B_{s}}}{f_{B_{d}}}=1.17_{-2}^{+2} \tag{3.39}
\end{equation*}
$$

and a value for the mass splitting

$$
\begin{equation*}
M_{B_{s}}-M_{B_{d}}=90_{-11}^{+8}(\text { stat }){ }_{-17}^{+16}(\text { syst }) \mathrm{MeV} . \tag{3.40}
\end{equation*}
$$

In this case I also add to the systematic error an error from the spread over different results. This is in good agreement with the value $86_{-12}^{+12+7}$ from the FermiLab calculation in the static limit [76] - this is in fact quoted as their continuum result. This result can also be compared to results using propagating heavy quarks calculated on this configuration set [50]. Extrapolating those results in $1 / M_{P}$ to $M_{P}=M_{B}$ or $M_{P}=\infty$ one finds

$$
\begin{array}{ll}
M_{B_{s}}-M_{B_{d}}=84_{-12-6}^{+14+6} \mathrm{MeV} & M_{P}=\infty \\
M_{B_{s}}-M_{B_{d}}=93_{-12-7}^{+12+6} \mathrm{MeV} & M_{P}=M_{B_{d}} \\
M_{D_{s}}-M_{D_{d}}=107_{-12+6}^{+12+8} \mathrm{MeV} & M_{P}=M_{D_{d}} \tag{3.43}
\end{array}
$$

The experimental value at $M_{P}=M_{B}$ is $96 \pm 6 \mathrm{MeV}$ [5]. The result from this work is in good agreement with all these values.

Many groups have already performed calculations of $f_{B}^{\text {static }}$, using a wide variety of smearing techniques. The APE group [75] use Cube and Double Cube smearing functions but have more statistics than this work. Others have used the variational approach described earlier. The FermiLab group [76] construct their variational basis using smearing functions obtained from a relativistic quark model while Draper and McNeile [77, 78] construct a large basis from all the possible distinct separations allowed by the cubic point group. Given these many and widely varied approaches it is important to compare the results presented here with other published work.

Comparing actual values of $f_{B}^{\text {static }}$ isn't useful as the comparison is clouded by other systematic differences such as ambiguities over the scale or the perturbative matching. Allton [79] suggests plotting $\log Z_{L}$ as a function of $\beta$. This presumes a scaling behaviour $\log Z_{L} \sim \log a$ and assuming $g_{0}^{-2} \sim \log a$. In figure 3.15 the results using Wilson light quarks [ $80,76,81,82,77,51,83]$, and using SW-Clover light quarks, $[82,80]$ are plotted in this way. Allton claims that for $\beta \geq 6.0$ the linearity in this graph is evidence for scaling. The result of this work certainly fits in well with this behaviour.


Figure 3.15: $Z^{L}$ plotted logarithmically versus $\beta$ using data from several simulations obtained using both the Wilson and the SW-clover action.

Perhaps the most interesting point to note concerns the fact that the values of $Z_{L}$ for both Wilson and SW-clover light quarks are more or less the same. This is hardly surprising since the improvement is only for the light quarks where the effects on static-light matrix elements is expected to be small. However, the perturbative matching factor, $Z_{A}$, is substantially; different in both cases, with the value of $Z_{A}$ increased for the SW-Clover case over that of the Wilson case, by up to $15 \%[64,66]$ in the range of $\beta$-values currently being used for SW-clover simulations.

In summary, in this chapter I have presented results of a calculation of $f_{B}$, $f_{B_{s}} / f_{B_{d}}$ and $M_{B_{s}}-M_{B_{d}}$ in the static approximation. For static-light matrix elements the main difficulty in extracting values from the lattice calculation is ensuring that the ground state has been correctly isolated. In order to achieve this one technique is to use smeared interpolating operators. A major aspect of the study in this chapter has been the comparison of a wide variety of smearing functions used to isolate the ground state. The results show reasonable consistency between the various smearing techniques. In particular, the results from exponential smearing in the Coulomb gauge and gauge invariant Jacobi smearing show very good consistency and stability over fitting ranges and fitting methods. The good agreement between 1-state and 2-state fits for the SS correlators show that the ground state is well isolated in these correlators using INV and EXP smearing. The study also suggests that a cube is not a particularly good choice for a smearing function, although with a judicious choice of fitting ranges the results with cube smearing are in reasonable agreement with those using the more reliable methods. Double cube smearing certainly seems to be a better choice than cube smearing, though the plateau in the ratio and effective mass plots and the stability of the fits show that it is not quite as good as exponential and gauge invariant smearing.

Any improvement on these results requires a greater configuration set. Firstly, this would allow a better determination of the correct smearing radius with the probable use of different radii at the different light- $\kappa$ values. Secondly, one would hope to get better results from using the multi-state smearing technique.

## Chapter 4

## Calculation of $B_{B}$ in the Static Limit

In this chapter I present results of a calculation of $B_{B}$ in the static approximation. The calculation was performed on the same data set as that described at the start of the last chapter. In the first section I present the details of how $B_{B}$ can be calculated on the lattice and in the remaining section I present and discuss the results.

### 4.1 The Calculation

### 4.1.1 $\bar{B}^{0}-B^{0}$ Mixing in the Static Limit on the Lattice

The purpose of the calculation is to extract the renormalisation group invariant "bag" parameter,

$$
\begin{equation*}
B_{B}=\left[\alpha_{\overline{M S}}(\mu)\right]^{-2 / \beta_{0}} B_{B}(\mu) \tag{4.1}
\end{equation*}
$$

where

$$
\begin{equation*}
B_{B}(\mu)=\frac{\left\langle\bar{B}^{0}\right| \mathcal{O}_{L}(\mu)\left|B^{0}\right\rangle}{\frac{8}{3} f_{B}^{2} M_{B}^{2}} \tag{4.2}
\end{equation*}
$$

and where

$$
\begin{equation*}
O_{L}=\left[\bar{b} \gamma_{\mu}\left(1-\gamma_{5}\right) d\right]\left[\bar{b} \gamma^{\mu}\left(1-\gamma_{5}\right) d\right] . \tag{4.3}
\end{equation*}
$$

This definition of $B_{B}(\mu)$ is for the matrix element of $O_{L}$ calculated in full QCD in some continuum scheme, here the $\overline{M S}$ scheme. So, in order to extract $B_{B}$ from a lattice calculation in the static approximation requires a two stage matching procedure similar to the situation with $f_{B}^{\text {static }}$. However, the situation is more complicated here in that new operators get introduced at both stages of the matching process.

The one-loop matching between the continuum full theory and the continuum static theory at the scale $\mu<m_{b}$ is given by $[66,84]$

$$
\begin{equation*}
O_{L}^{\text {full }}\left(m_{b}\right)=\left\{1+\frac{\alpha_{\overline{M S}}(\mu)}{4 \pi}\left[4 \ln \left(m_{b}^{2} / \mu^{2}\right)+C_{L}\right]\right\} O_{L}^{\text {stat }}(\mu)+\frac{\alpha_{\overline{M S}}(\mu)}{4 \pi} C_{S} O_{S}^{\text {stat }}(\mu) \tag{4.4}
\end{equation*}
$$

with $C_{L}=-14$ and $C_{S}=-8$. The operator $O_{S}$ is defined through

$$
\begin{equation*}
O_{S}=\left[\bar{b}\left(1-\gamma_{5}\right) d\right]\left[\bar{b}\left(1-\gamma_{5}\right) d\right] . \tag{4.5}
\end{equation*}
$$

Its origin is the same as the term proportional to $v_{\mu}$ in the matching of the axial current between the full and effective theories, equation (1.69). The matching quoted here differs slightly from that in $[66,84]$. They match for $O_{L}^{\text {full }}(\mu)$ at the heavy scale $\mu=a^{-1}<m_{b}$. This requires the factor $\ln \left(m_{b}^{2} / \mu^{2}\right)$ to be multiplied by $6=4-(-2)$, which is the difference of the anomalous dimensions of $O_{L}$ in the continuum full and static theories.

The next step is to match these continuum static operators to their lattice counterparts. The operator $O_{L}$ is a purely left-handed operator, so because of the Wilson term there is nothing protecting it from mixing with operators of different chiralities when renormalised in the lattice scheme. In fact two extra operators are introduced in this matching step. The one-loop matching at the scale $\mu=a^{-1}$ can be written as $[66,84]$

$$
\begin{align*}
O_{L}^{\text {stat }}\left(a^{-1}\right) & =\left\{1+\frac{\alpha_{\mathrm{latt}}\left(a^{-1}\right)}{4 \pi}\left[D_{L}+D_{L}^{I}\right]\right\} O_{L}^{\text {latt }} \\
& +\frac{\alpha_{\mathrm{latt}}\left(a^{-1}\right)}{4 \pi}\left[D_{R}+D_{R}^{I}\right] O_{R}^{\text {latt }}+\frac{\alpha_{\mathrm{latt}}\left(a^{-1}\right)}{4 \pi}\left[D_{N}+D_{N}^{I}\right] O_{N}^{\text {latt }} \tag{4.6}
\end{align*}
$$

where the two new operators are defined through

$$
\begin{align*}
O_{N} & =\left[\bar{b} \gamma_{\mu}\left(1-\gamma_{5}\right) d\right]\left[\bar{b} \gamma_{\mu}\left(1+\gamma_{5}\right) d\right]+\left[\bar{b} \gamma_{\mu}\left(1+\gamma_{5}\right) d\right]\left[\bar{b} \gamma_{\mu}\left(1-\gamma_{5}\right) d\right] \\
& +2\left[\bar{b}\left(1-\gamma_{5}\right) d\right]\left[\bar{b}\left(1+\gamma_{5}\right) d\right]+2\left[\bar{b}\left(1+\gamma_{5}\right) d\right]\left[\bar{b}\left(1-\gamma_{5}\right) d\right] \\
O_{R} & =\left[\bar{b} \gamma_{\mu}\left(1+\gamma_{5}\right) d\right]\left[\bar{b} \gamma_{\mu}\left(1+\gamma_{5}\right) d\right] . \tag{4.7}
\end{align*}
$$

The coefficients $D_{L}, D_{R}$ and $D_{N}$ come from just the Wilson action and were calculated in [84]. The coefficients for the SW improved action, $D_{L}^{I}, D_{R}^{I}$ and $D_{N}^{I}$ were calculated in [66]. These values are listed below.

| $D_{L}$ | $D_{L}^{I}$ | $D_{R}$ | $D_{R}^{I}$ | $D_{N}$ | $D_{N}^{I}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| -38.90 | 16.25 | -1.61 | -2.58 | -14.40 | 0.44 |

Table 4.1: Coefficients used in matching the continuum static and lattice static operator $O_{L}$ for the Wilson and SW-clover actions.

The value for $D_{L}$ quoted here differs from [66, 84] where $D_{L}=-65.5$ is quoted. Calculating $D_{L}$ involves using a value for the heavy quark self-energy, $e$, coming from the heavy quark wavefunction renormalisation on the lattice. This has been calculated to one-loop giving $e=24.48$ [85, 65]. However, as noted in [65], the heavy quark self-energy contributes to axial current static-light correlators with a reduced value, $e^{(R)}=4.53[66]$. Using this reduced value in calculating $D_{L}$ gives the value quoted in table 4.1. In calculating the matching factor for the static-light axial current, $Z_{A}$, this reduced value was used.

So, finally, to one-loop the matching from the continuum full theory to the lattice static theory can be written as

$$
\begin{align*}
O_{L}^{\text {full }}\left(m_{b}\right) & =\left\{1+\frac{\alpha_{\overline{M S}}\left(a^{-1}\right)}{4 \pi}\left[4 \ln \left(a^{2} m_{b}^{2}\right)-14\right]-22.06 \frac{\alpha_{\text {latt }}\left(a^{-1}\right)}{4 \pi}\right\} O_{L}^{\text {latt }} \\
& -4.19 \frac{\alpha_{\mathrm{latt}}\left(a^{-1}\right)}{4 \pi} O_{R}^{\text {latt }}-13.96 \frac{\alpha_{\text {latt }}\left(a^{-1}\right)}{4 \pi} O_{N}^{\text {latt }}-2 \frac{\alpha_{\overline{M S}}\left(a^{-1}\right)}{\pi} O_{S}^{\mathrm{l} t 4.8)} \\
& \equiv Z_{L} O_{L}^{\text {latt }}+Z_{R} O_{R}^{\text {latt }}+Z_{N} O_{N}^{\text {latt }}+Z_{S} O_{S}^{\text {latt }} \tag{4.9}
\end{align*}
$$

Note that at this one-loop level it is sufficient to replace the operator $O_{S}$ with its lattice counterpart. Inserting values for $\alpha_{\overline{M S}}\left(a^{-1}\right)$ and the boosted $\alpha_{\text {latt }}\left(a^{-1}\right)$ as in the last chapter then gives values

$$
\begin{equation*}
Z_{L}=0.53, \quad Z_{R}=-0.04, \quad Z_{N}=-0.15, \quad Z_{S}=-0.20 \tag{4.10}
\end{equation*}
$$

The matching factor for $O_{L}$ is substantially different from 1 , thus calling into
question the applicability of one-loop matching. Equation (4.9) has been arrived at by just keeping terms at first order in $\alpha$. However, if $O_{L}^{\text {stat }}\left(a^{-1}\right)$ is calculated from equation (4.6) and this is then substituted into equation (4.4) then the matching coefficients are changed to

$$
\begin{equation*}
Z_{L}=0.59, \quad Z_{R}=-0.03, \quad Z_{N}=-0.11, \quad Z_{S}=-0.20 \tag{4.11}
\end{equation*}
$$

which will lead to a different final value of $B_{B}$. Using these values amounts to including some of the $\mathcal{O}\left(\alpha^{2}\right)$ contribution to the matching coefficients. I predominantly use the first set of matching coefficients, but I will also quote results using the latter set. There is also some variation in the matching factors if a different value of $\Lambda \frac{(4)}{M S}$ is used ${ }^{1}$, and also if $u_{0}$ is instead measured from the average plaquette. However, this ambiguity is much less than that coming from the two possible ways of writing the matching coefficients as given in equations (4.10) and (4.11).

### 4.1.2 Extracting $B_{B}$

The determination of $B_{B}$ requires the extraction of the matrix elements

$$
\begin{equation*}
\left\langle\bar{B}^{0}\right| \mathcal{O}_{i}^{\text {latt }}(0)\left|B^{0}\right\rangle \tag{4.12}
\end{equation*}
$$

for each of the operators $i=L, R, S, N$. This can be done by calculating the three-point function

$$
\begin{align*}
K_{i}^{S S}\left(t_{x}, t_{y}\right) & \equiv \sum_{\vec{x}, \vec{y}}\langle 0|{A_{4}^{\dagger}}^{S}\left(\vec{x}, t_{x}\right) O_{i}^{\text {latt }}(0){A_{4}^{\dagger}}^{S}\left(\vec{y}, t_{y}\right)|0\rangle \\
& \longrightarrow \frac{\left(Z^{S}\right)^{2}}{2 M_{B}} \mathrm{e}^{-E\left(t_{x}-t_{y}\right)}\left\langle\bar{B}^{0}\right| O_{i}^{\text {latt }}\left|B^{0}\right\rangle \tag{4.13}
\end{align*}
$$

where it is assumed $t_{y}<0<t_{x}$ and the asymptotic behaviour is reached for $t_{y} \ll 0 \ll t_{x} . A_{4}^{S}$ is the smeared axial current as in the last chapter. Using the axial current rather than the interpolating operator $\chi_{B}^{\dagger}$ is irrelevant in the static

[^13]approximation. The expansion of this three-point function in terms of the quark fields and the subsequent Wick-contractions is described in detail in Appendix B.

The contributions from $Z^{S}$ and the exponentials in equation (4.13) can be cancelled out by calculating the ratio

$$
\begin{equation*}
R_{i}\left(t_{x}, t_{y}\right)=\frac{K_{i}^{S S}\left(t_{x}, t_{y}\right)}{\frac{8}{3} C^{S L}\left(t_{x}\right) C^{S L}\left(t_{y}\right)} \tag{4.14}
\end{equation*}
$$

$B_{B}\left(m_{b}\right)$ can then be extracted from this in the asymptotic regime through

$$
\begin{equation*}
Z_{A}^{-2} \sum_{i} Z_{i} R_{i}\left(t_{x}, t_{y}\right) \longrightarrow B_{B}\left(m_{b}\right), \quad i=L, R, S, N \tag{4.15}
\end{equation*}
$$

with the $Z_{i}$ 's given in equation (4.10) or (4.11) and $Z_{A}$ is the matching factor for the static-light axial current given in the last chapter. The matrix elements must be of local operators. Hence, with the operators only inserted at the source this means that only smearing at the sink can be implemented to help improve the ground state domination in the three-point correlators. This is a problem in that it is known that $S L$ static-light two-point correlators give poor signals.

Time-reversal symmetry on the lattice can be used to improve the signal for the correlator. In this work the "folded" ratio

$$
\begin{equation*}
R_{i}\left(t_{x}, t_{y}\right)=\frac{\left[K_{i}^{S S}\left(t_{x}, t_{y}\right)+K_{i}^{S S}\left(T-t_{y}, T-t_{x}\right)\right]}{\frac{4}{3}\left[C^{S L}\left(t_{x}\right)+C^{S L}\left(T-t_{x}\right)\right]\left[C^{S L}\left(t_{y}\right)+C^{S L}\left(T-t_{y}\right)\right]} \tag{4.16}
\end{equation*}
$$

is calculated. As with the calculations in the previous chapter, the correlators were calculated only over the timeslices $2 \leq t_{x} \leq 12$ and $36 \leq t_{y} \leq 46$. The same ground state smearing functions were used as in the last chapter, namely gauge invariant (INV), exponential (EXP), cube (CUB) and double cube (DCB), the latter three in the Coulomb gauge. Another smearing function was also used in the Coulomb gauge for this calculation which was not used for the $f_{b}$ calculation. This was

$$
\begin{equation*}
\text { Gaussian (GAU) : } \quad f(\vec{x}, \vec{y})=\exp \left\{-|\vec{x}-\vec{y}|^{2} / r_{0}^{2}\right\} \tag{4.17}
\end{equation*}
$$

### 4.2 Results

Two separate methods are used to extract $B_{B}\left(m_{b}\right)$ as in equation (4.15).
Method (a): Fit to the ratios $R_{i}\left(t_{x}, t_{y}\right)$ individually in the asymptotic region giving fit values $R_{i}$. The $B$ parameter is then obtained through

$$
\begin{equation*}
B_{B}\left(m_{b}\right)=Z_{A}^{-2} \sum_{i} Z_{i} R_{i} \tag{4.18}
\end{equation*}
$$

Method (b): Define $\widetilde{B}_{B}\left(m_{b} ; t_{x}, t_{y}\right)$ as

$$
\begin{equation*}
\tilde{B}_{B}\left(m_{b} ; t_{x}, t_{y}\right)=Z_{A}^{-2} \sum_{i} Z_{i} R_{i}\left(t_{x}, t_{y}\right) \tag{4.19}
\end{equation*}
$$

and fit $\tilde{B}_{B}\left(m_{b} ; t_{x}, t_{y}\right)$ to a constant in the asymptotic region.
The easiest way of identifying the asymptotic region in which to fit to either the $R_{i}\left(t_{x}, t_{y}\right)$ or $\widetilde{B}_{B}\left(m_{b} ; t_{x}, t_{y}\right)$ is to fix one of the times, $t_{y}=t_{f}$ say, and look for a plateau in the plots of $R_{i}\left(t_{x}, t_{f}\right)$ versus $t_{x}$, and equivalently for $\widetilde{B}_{B}$. The variation of the signal for $R_{L}\left(t_{x}, t_{f}\right)$ with $t_{f}$ is illustrated in figure 4.1, for EXP smearing. As can be seen, the signal gets noisier with increasing $\left|t_{f}\right|$, as is expected. The optimal signal seems to be for ${ }^{2} t_{f}=-3$. This general behaviour is also observed for the other $R_{i}$ and $\widetilde{B}_{B}$, and across all smearing types. Also there is little variation in the quality of the signal across the light $\kappa$-values.

In the analysis that follows $B_{B}\left(m_{b}\right)$ is extracted for all smearing types using both methods and using fixed times $t_{f}=-2,-3,-4$. Beyond $t_{f}=-4$ the signal gets too noisy to have any confidence that a plateau is being fit to. All the fits to $R_{i}$ and $\widetilde{B}_{B}$ take correlations across timeslices into account. In order to obtain $B_{B_{d}}\left(m_{b}\right)$ the results are extrapolated to the chiral limit assuming a linear chiral behaviour. $B_{B_{s}}\left(m_{b}\right)$ is also determined in these chiral extrapolations by finding the value at $\kappa_{s}$. Fits taking into account correlations between kappa values are performed as well as fits where these correlations are ignored.
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Figure 4.1: Variation of the signal for $R_{L}\left(t_{x}, t_{f}\right)$ with $t_{f}$ for EXP smearing at light $\kappa=0.14226$.

Tables 4.3, 4.4 and 4.5 give the results of fits to the individual $R_{i}\left(t_{x}, t_{f}\right)$ for values of $t_{f}=-2,-3,-4$ respectively. The values for $B_{B}\left(m_{b}\right)$ calculated using method (a) and using the $Z_{i}$ from equation (4.10) are also given. The ranges used in these fits are given in the table below. Figures $4.2,4.3$ and 4.4 are included to

| Operator | $t_{f}$ | EXP | GAU | CUB | DCB | INV |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $R_{L}$ | 2 | $[3,6]$ | $[3,6]$ | $[3,6]$ | $[3,6]$ | $[3,6]$ |
|  | 3 | $[3,7]$ | $[3,7]$ | $[3,7]$ | $[3,7]$ | $[3,7]$ |
|  | 4 | $[5,7]$ | $[5,7]$ | $[5,7]$ | $[5,7]$ | $[5,7]$ |
| $R_{R}$ | 2 | $[3,7]$ | $[3,7]$ | $[3,7]$ | $[3,7]$ | $[3,7]$ |
|  | 3 | $[3,7]$ | $[3,7]$ | $[3,7]$ | $[3,7]$ | $[3,7]$ |
|  | 4 | $[4,7]$ | $[4,7]$ | $[4,7]$ | $[4,7]$ | $[4,7]$ |
| $R_{N}$ | 2 | $[3,7]$ | $[3,7]$ | $[3,7]$ | $[3,7]$ | $[4,6]$ |
|  | 3 | $[3,7]$ | $[3,7]$ | $[3,7]$ | $[3,7]$ | $[3,6]$ |
|  | 4 | $[3,5]$ | $[3,5]$ | $[3,5]$ | $[3,5]$ | $[3,6]$ |
| $R_{S}$ | 2 | $[3,5]$ | $[3,5]$ | $[3,5]$ | $[3,5]$ | $[3,5]$ |
|  | 3 | $[3,5]$ | $[3,5]$ | $[3,5]$ | $[3,5]$ | $[3,5]$ |
|  | 4 | $[3,5]$ | $[3,5]$ | $[3,5]$ | $[3,5]$ | $[3,5]$ |

Table 4.2: Fit ranges for fits to ratios $R_{i}, i=L, R, N, S$, as presented in the following pages. The same ranges are used at all the light $\kappa$-values.
illustrate the quality of the fits at the different $t_{f}$. Although only the plots using a single smearing at each $t_{f}$ are presented it should be stressed that the variation of the quality of the signal and fit across the different smearings was small.

The values for $B_{B_{d}}\left(m_{b}\right)$ and $B_{B_{s}}\left(m_{b}\right)$ extracted using method (a) are given in table 4.6 with plots illustrating the various chiral extrapolations leading to these results given in figures 4.5 and 4.6. As in the last chapter all the chiral extrapolations are plotted against $a^{2} m_{\pi}^{2}\left(\kappa_{q}\right)$.

The values for $B_{B}\left(m_{b}\right)$ at each $\kappa$-value extracted using method (b) are presented in table 4.7, along with the fitting ranges used. Again the $Z_{i}$ from equation (4.10) are used. Plots illustrating the quality of the signals and fits are presented in figures 4.7 and 4.8. The values for $B_{B_{d}}\left(m_{b}\right)$ and $B_{B_{s}}\left(m_{b}\right)$ extracted using this method are given in table 4.8 with plots illustrating the various chiral extrapolations leading to these results given in figures 4.9 and 4.10 .


Figure 4.2: Example of fits to $R_{i}, i=L, R, N, S$, for $t_{f}=-2$, CUB smearing, and at light $\kappa=0.14226$.

| $\kappa$ | Smearing |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.14144 | EXP | GAU | CUB | DCB | INV |
| $R_{L}$ | ${ }_{0.96}{ }_{-1}^{+1}$ | $0.97{ }_{-1}^{+1}$ | $0.95{ }_{-1}^{+1}$ | $0.96{ }_{-1}^{+1}$ | $0.94{ }_{-2}^{+2}$ |
| $\chi^{2} / \mathrm{dof}$ | 1.39/3 | 2.92/3 | 3.01/3 | 2.36/3 | 3.24/3 |
| $R_{R}$ | $0.96{ }_{-2}^{+2}$ | $0.96{ }_{-2}^{+2}$ | $0.96{ }_{-2}^{+2}$ | $0.96{ }_{-2}^{+2}$ | $0.97{ }_{-2}^{+2}$ |
| $\chi^{2} /$ dof | 8.42/5 | 6.85/4 | 7.80/4 | 7.83/4 | 2.72/4 |
| $R_{N}$ | $1.00{ }_{-2}^{+1}$ | $0.99{ }_{-2}^{+1}$ | $1.00{ }_{-3}^{+2}$ | $1.00{ }_{-2}^{+1}$ | $1.01{ }_{-4}^{+3}$ |
| $\chi^{2} /$ dof | 0.64/4 | 1.24/4 | 0.91/4 | 0.97/4 | 1.32/2 |
| $R_{S}$ | $-0.60{ }_{-1}^{+1}$ | $-0.61{ }_{-1}^{+1}$ | $-0.60{ }_{-1}^{+1}$ | $-0.60{ }_{-1}^{+1}$ | $-0.59{ }_{-1}^{+1}$ |
| $\chi^{2} / \mathrm{dof}$ | 0.84/2 | 2.13/2 | 2.64/2 | 1.69/2 | 2.75/2 |
| $B_{B}\left(m_{b}\right)$ | $0.72{ }_{-2}^{+2}$ | $0.73{ }_{-1}^{+1}$ | ${ }^{0.72}{ }_{-2}^{+2}$ | $0.73{ }_{-1}^{+1}$ | $0.70{ }_{-2}^{+2}$ |
| 0.14226 | EXP | GAU | CUB | DCB | INV |
| $R_{L}$ | $0.95{ }_{-2}^{+2}$ | $0.96{ }_{-1}^{+1}$ | $0.95{ }_{-2}^{+2}$ | $0.96{ }_{-1}^{+2}$ | $0.94{ }_{-3}^{+2}$ |
| $\chi^{2} /$ dof | 0.47/3 | 1.63/3 | 1.71/3 | 1.11/3 | 2.57/3 |
| $R_{R}$ | $0.97{ }_{-2}^{+2}$ | $0.97{ }_{-2}^{+2}$ | $0.96{ }_{-2}^{\text {+3 }}$ | $0.97{ }_{-2}^{+2}$ | $0.99{ }_{-2}^{+3}$ |
| $\chi^{2} /$ dof | 5.95/4 | 5.81/4 | $6.43 / 4$ | 6.34/4 | 2.77/4 |
| $R_{N}$ | $1.00{ }_{-2}^{+1}$ | $1.00{ }_{-2}^{ \pm 1}$ | $1.00{ }_{-3}^{+2}$ | $1.00{ }_{-2}^{+2}$ | $1.01{ }_{-4}^{+3}$ |
| $\chi^{2} /$ dof | 0.49/4 | 1.31/4 | 1.04/4 | 1.00/4 | 1.73/4 |
| $R_{S}$ | $-0.60{ }_{-1}^{+1}$ | $-0.60{ }_{-1}^{+1}$ | $-0.60{ }_{-1}^{+1}$ | $-0.60{ }_{-1}^{+1}$ | $-0.59{ }_{-1}^{+1}$ |
| $\chi^{2} /$ dof | 0.01/2 | 0.90/2 | 1.20/2 | 0.44/2 | 1.91/2 |
| $B_{B}\left(m_{b}\right)$ | $0.72{ }_{-2}^{+2}$ | $0.73{ }_{-1}^{+2}$ | $0.71{ }_{-2}^{+2}$ | $0.72{ }_{-1}^{+2}$ | $0.70{ }_{-3}^{+3}$ |
| 0.14262 | EXP | GAU | CUB | DCB | INV |
| $R_{L}$ | $0.95{ }_{-2}^{+2}$ | $0.96{ }_{-1}^{+2}$ | $0.94{ }_{-2}^{+2}$ | $0.96{ }_{-2}^{+2}$ | $0.93{ }_{-3}^{+3}$ |
| $\chi^{2} /$ dof | 0.82/3 | 0.78/3 | 0.72/3 | 0.56/3 | 1.76/3 |
| $R_{R}$ | $0.98{ }_{-2}^{ \pm 2}$ | $0.97{ }_{-1}^{+2}$ | $0.97{ }_{-2}^{+3}$ | $0.97{ }_{-2}^{+2}$ | $0.99{ }_{-3}^{+3}$ |
| $\chi^{2} / \mathrm{dof}$ | 4.80/4 | 5.26/4 | 5.38/4 | 5.37/4 | 3.14/4 |
| $R_{N}$ | $1.00{ }_{-2}^{+1}$ | $1.00{ }_{-2}^{+1}$ | $1.00{ }_{-3}^{+2}$ | $0.99{ }_{-2}^{+1}$ | $1.01{ }_{-4}^{+3}$ |
| $\chi^{2} /$ dof | 0.99/4 | 1.62/4 | 1.48/4 | 1.40/4 | 2.43/4 |
| $R_{S}$ | $-0.60{ }_{-1}^{+1}$ | $-0.60{ }_{-1}^{+1}$ | -0.59 ${ }_{-1}^{+1}$ | $-0.60{ }_{-1}^{+1}$ | ${ }_{-0.58}{ }_{-2}$ |
| $\chi^{2} /$ dof | 0.27/2 | 0.24/2 | 0.35/2 | 0.04/2 | 1.31/2 |
| $B_{B}\left(m_{b}\right)$ | $0.71{ }_{-2}^{+2}$ | $0.72{ }_{-1}^{+2}$ | $0.70{ }_{-2}^{+2}$ | $0.72{ }_{-2}^{+2}$ | $0.69{ }_{-3}^{+4}$ |

Table 4.3: Values for fits to the ratios $R_{i}, i=L, R, N, S$, for $t_{f}=-2$ and all smearing types.


Figure 4.3: Example of fits to $R_{i}, i=L, R, N, S$, for $t_{f}=-3$, INV smearing, and at light $\kappa=0.14226$.

| $\kappa$ | Smearing |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.14144 | EXP | GAU | CUB | DCB | INV |
| $R_{L}$ | $0.96{ }_{-2}^{+2}$ | $0.97{ }_{-3}^{+2}$ | $0.96{ }_{-3}^{+3}$ | $0.97{ }_{-2}^{+2}$ | $0.95{ }_{-4}^{+3}$ |
| $\chi^{2} /$ dof | 1.09/4 | 1.75/4 | 2.31/4 | 1.52/4 | 0.32/4 |
| $R_{R}$ | $0.98{ }_{-3}^{+2}$ | $0.97{ }_{-3}^{+2}$ | $0.97{ }_{-3}^{+2}$ | $0.97{ }_{-3}^{+2}$ | $0.96{ }_{-4}^{+3}$ |
| $\chi^{2} /$ dof | 1.37/4 | 1.77/4 | 1.61/4 | 1.49/4 | 0.65/4 |
| $R_{N}$ | $1.02{ }_{-4}^{+2}$ | $1.01{ }_{-4}^{+2}$ | $1.02{ }_{-4}^{+3}$ | $1.02{ }_{-3}^{+2}$ | $1.01{ }_{-3}^{+3}$ |
| $\chi^{2} /$ dof | 1.98/4 | 2.24/4 | 2.05/4 | 2.17/4 | 0.46/3 |
| $R_{S}$ | $-0.61{ }_{-1}^{+1}$ | -0.61 ${ }_{-1}^{+1}$ | ${ }_{-0.61}{ }_{-1}^{+1}$ | ${ }_{-0.61}{ }_{-1}^{+1}$ | $-0.60{ }_{-1}^{+1}$ |
| $\chi^{2} /$ dof | 1.84/2 | 1.99/2 | 2.15/2 | 2.05/2 | 0.42/2 |
| $B_{B}\left(m_{b}\right)$ | $0.72{ }_{-2}^{+3}$ | $0.74{ }_{-2}^{+2}$ | $0.72{ }_{-3}^{+3}$ | $0.73{ }_{-2}^{+2}$ | $0.71{ }_{-3}^{+3}$ |
| 0.14226 | EXP | GAU | CUB | DCB | INV |
| $R_{L}$ | $0.95{ }_{-3}^{+3}$ | $0.97{ }_{-3}^{+3}$ | $0.95{ }_{-3}^{+3}$ | $0.96{ }_{-3}^{+3}$ | $0.94{ }_{-4}^{+3}$ |
| $\chi^{2} /$ dof | 0.66/4 | 1.55/4 | 2.20/4 | 1.15/4 | 0.30/4 |
| $R_{R}$ | $1.00{ }_{-3}^{+2}$ | $0.98{ }_{-3}^{+2}$ | $0.98{ }_{-3}^{+2}$ | $0.99{ }_{-3}^{+2}$ | $0.98{ }_{-4}^{+3}$ |
| $\chi^{2} /$ dof | 1.72/4 | 2.02/4 | 1.86/4 | 1.80/4 | 1.28/4 |
| $R_{N}$ | $1.02{ }_{-4}^{+2}$ | $1.01{ }_{-4}^{+2}$ | $1.02{ }_{-4}^{+3}$ | $1.02{ }_{-3}^{+2}$ | ${ }_{1.01{ }_{-4}^{+3}}$ |
| $\chi^{2} /$ dof | 2.01/4 | 2.30/4 | 2.07/4 | 2.24/4 | 0.53/3 |
| $R_{S}$ | ${ }_{-0.61{ }_{-2}^{+2}}$ | $-0.61{ }_{-1}^{+1}$ | ${ }_{-0.61{ }_{-2}^{+2}}$ | $-0.61{ }_{-2}^{+2}$ | $-0.59{ }_{-2}^{+2}$ |
| $\chi^{2} /$ dof | 1.32/2 | 1.56/2 | 1.59/2 | 1.51/2 | 0.67/2 |
| $B_{B}\left(m_{b}\right)$ | $0.71{ }_{-3}^{+3}$ | $0.73{ }_{-2}^{+3}$ | $0.71{ }_{-3}^{+4}$ | $0.72{ }_{-3}^{+3}$ | $0.70{ }_{-4}^{+4}$ |
| 0.14262 | EXP | GAU | CUB | DCB | INV |
| $R_{L}$ | $0.93{ }_{-3}^{+3}$ | $0.96{ }_{-3}^{+3}$ | $0.94{ }_{-4}^{+4}$ | $0.95{ }_{-3}^{+3}$ | $0.93{ }_{-5}^{+4}$ |
| $\chi^{2} /$ dof | 0.41/4 | 1.20/4 | 1.74/4 | 0.68/4 | 0.26/4 |
| $R_{R}$ | $1.02{ }_{-4}^{+3}$ | $0.99{ }_{-1}^{+2}$ | $1.00{ }_{-4}^{+3}$ | $1.00{ }_{-4}^{+3}$ | $0.99{ }_{-3}^{+3}$ |
| $\chi^{2} /$ dof | 2.28/4 | 2.71/4 | 2.45/4 | 2.45/4 | 2.05/4 |
| $R_{N}$ | $1.02{ }_{-4}^{+2}$ | $1.01{ }_{-3}^{+2}$ | $1.02{ }_{-4}^{+3}$ | $1.02{ }_{-3}^{+2}$ | $1.00{ }_{-4}^{+3}$ |
| $\chi^{2} /$ dof | 1.90/4 | 2.33/4 | 2.11/4 | 2.26/4 | 0.92/4 |
| $R_{S}$ | $-0.60{ }_{-2}^{+2}$ | ${ }_{-0.61}{ }_{-1}^{+2}$ | $-0.60{ }_{-2}^{+2}$ | ${ }_{-0.61{ }_{-2}^{+2}}$ | $-0.59{ }_{-2}^{+3}$ |
| $\chi^{2} /$ dof | 1.66/2 | 1.49/2 | 1.35/2 | 1.54/2 | 0.92/2 |
| $B_{B}\left(m_{b}\right)$ | $0.69{ }_{-3}^{+3}$ | $0.72 \begin{aligned} & \text { +3 } \\ & -3\end{aligned}$ | $0.70{ }_{-3}^{+4}$ | $0.71{ }_{-3}^{+3}$ | $0.69{ }_{-5}^{+5}$ |

Table 4.4: Values for fits to the ratios $R_{i}, i=L, R, N, S$, for $t_{f}=-3$ and all smearing types.


Figure 4.4: Example of fits to $R_{i}, i=L, R, N, S$, for $t_{f}=-4$, GAU smearing, and at light $\kappa=0.14226$.

| $\kappa$ | Smearing |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.14144 | EXP | GAU | CUB | DCB | INV |
| $R_{L}$ | $0.90{ }_{-6}^{+4}$ | $0.92{ }_{-5}^{+4}$ | $0.90{ }_{-6}^{+5}$ | $0.91{ }_{-5}^{+4}$ | $0.91{ }_{-7}^{+7}$ |
| $\chi^{2} /$ dof | 1.18/2 | 0.68/2 | 0.71/2 | 0.90/2 | 0.90/2 |
| $R_{R}$ | $0.94{ }_{-6}^{+7}$ | $0.95{ }_{-5}^{+6}$ | $0_{0.93{ }_{-7}^{+7}}$ | $0.94{ }_{-6}^{+6}$ | $0_{0.92}{ }_{-8}^{+7}$ |
| $\chi^{2} /$ dof | 0.11/3 | 0.065/3 | 0.01/3 | 0.06/3 | 0.84/3 |
| $R_{N}$ | $0.99{ }_{-5}^{+4}$ | $0.99{ }_{-4}^{+3}$ | $0.99{ }_{-5}^{+4}$ | $0.99{ }_{-4}^{+4}$ | $1.00{ }_{-5}^{+4}$ |
| $\chi^{2} /$ dof | 0.37/2 | 0.57/2 | 0.39/2 | 0.39/2 | 1.92/3 |
| $R_{S}$ | $-0.61{ }_{-1}^{+2}$ | $-0.61{ }_{-1}^{+2}$ | $-0.61{ }_{-2}^{+2}$ | ${ }_{-0.61{ }_{-1}^{+2}}$ | $-0.60{ }_{-1}^{+2}$ |
| $\chi^{2} / \mathrm{d}$ | 0.16/2 | 0.41/2 | 0.35/2 | 0.27/2 | 0.46/2 |
| $B_{B}\left(m_{b}\right)$ | $0.68{ }_{-6}^{+6}$ | $0.70{ }_{-5}^{+5}$ | $0.68{ }_{-7}^{+7}$ | $0.69{ }_{-6}^{+6}$ | $0.68{ }_{-6}^{+7}$ |
| 0.14226 | EXP | GAU | CUB | DCB | INV |
| $R_{L}$ | $0_{0.87}{ }_{-8}^{+8}$ | ${ }_{0.91{ }_{-7}^{+7}}$ | $0.88{ }_{-8}^{+8}$ | $0.89{ }_{-8}^{+7}$ | $0.90{ }_{-7}^{+8}$ |
| $\chi^{2} /$ dof | 0.89/2 | 0.48/2 | 0.54/2 | 0.75/2 | 0.98/2 |
| $R_{R}$ | $0.98{ }_{-8}^{+6}$ | $0.96{ }_{-6}^{+6}$ | $0^{0.95}{ }_{-8}^{+7}$ | $0.97{ }_{-7}^{+7}$ | $0.95{ }_{-9}^{+8}$ |
| $\chi^{2} /$ dof | 0.16/3 | 0.15/3 | 0.08/3 | 0.9/3 | 1.11/3 |
| $R_{N}$ | $0.98{ }_{-5}^{+4}$ | $0.98{ }_{-4}^{+3}$ | $0.99{ }_{-5}^{+5}$ | $0.98{ }_{-4}^{+4}$ | $0.99{ }_{-5}^{+4}$ |
| $\chi^{2} /$ dof | 0.25/2 | 0.50/2 | 0.28/2 | 0.29/2 | 1.22/2 |
| $R_{S}$ | $-0.60{ }_{-2}^{+2}$ | -0.61 ${ }_{-1}^{+2}$ | ${ }_{-0.61{ }_{-2}^{+2}}$ | $-0.61{ }_{-2}^{+2}$ | ${ }_{-0.59}{ }_{-2}$ |
| $\chi^{2} /$ dof | 0.31/2 | 0.42/2 | 0.32/2 | 0.30/2 | 0.47/2 |
| $B_{B}\left(m_{b}\right)$ | $0^{0.65{ }_{-7}^{+7}}$ | $0.69{ }_{-6}^{+6}$ | $0.66{ }_{-8}^{+8}$ | $0.67{ }_{-7}^{+7}$ | $0.67{ }_{-7}^{+8}$ |
| 0.14262 | EXP | GAU | CUB | DCB | INV |
| $R_{L}$ | $0.84{ }_{-10}^{+9}$ | $0^{0.89}{ }_{-8}^{+8}$ | $0.85{ }_{-9}^{+10}$ | $0.87{ }_{-9}^{+9}$ | $0.88{ }_{-9}^{+10}$ |
| $\chi^{2} /$ dof | 0.87/2 | 0.36/2 | 0.51/2 | 0.74/2 | 0.82/2 |
| $R_{R}$ | $1.03{ }_{-10}^{+7}$ | $1.00{ }_{-7}^{+6}$ | $0.99{ }_{-10}^{+8}$ | $1.01{ }_{-8}^{+7}$ | $1.00{ }_{-11}^{+8}$ |
| $\chi^{2} /$ dof | 0.18/3 | 0.22/3 | 0.12/3 | 0.10/3 | 1.45/3 |
| $R_{N}$ | $0.98{ }_{-5}^{+4}$ | $0.98{ }_{-4}^{+3}$ | $0.99{ }_{-6}^{+4}$ | $0.98{ }_{-5}^{+4}$ | $0.98{ }_{-5}^{+4}$ |
| $\chi^{2} /$ dof | 0.25/2 | 0.67/2 | 0.39/2 | 0.39/2 | 1.11/3 |
| $R_{S}$ | $-0.59{ }_{-2}^{+3}$ | $-0.60{ }_{-2}^{+2}$ | $-0.60{ }_{-2}^{+3}$ | $-0.60{ }_{-2}^{+2}$ | $-0.58{ }_{-2}^{+2}$ |
| $\chi^{2} /$ dof | 0.75/2 | 0.61/2 | 0.45/2 | 0.56/2 | 0.54/2 |
| $B_{B}\left(m_{b}\right)$ | $0.62{ }_{-8}^{+9}$ | $0.66{ }_{-7}^{+8}$ | $0.63{ }_{-9}^{+10}$ | $0.65{ }_{-8}^{+9}$ | $0.65{ }_{-9}^{+10}$ |

Table 4.5: Values for fits to the ratios $R_{i}, i=L, R, N, S$, for $t_{f}=-4$ and all smearing types.



Figure 4.5: Chiral fits for $B_{B}\left(m_{b}\right)$ from method (a) using EXP smearing at $t_{f}=-2,-3,-4$. Solid lines are correlated fits and dashed lines are uncorrelated fits. The uncorrelated chiral extrapolated results are slightly shifted in $a^{2} m_{\pi}^{2}$ for clarity. The $\chi^{2} /$ dof is for the correlated fit.


Figure 4.6: Chiral fits for $B_{B}\left(m_{b}\right)$ from method (a) using CUB, DCB, GAU and INV smearing at $t_{f}=-3$. Solid lines are correlated fits and dashed lines are uncorrelated fits. The uncorrelated chiral extrapolated results are slightly shifted in $a^{2} m_{\pi}^{2}$ for clarity. The $\chi^{2} /$ dof is for the correlated fit.

|  | UNCORRELATED |  |  | CORRELATED |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $t_{f}=-2$ | $\kappa_{s}$ | $\kappa_{\text {crit }}$ | $\chi^{2} /$ dof | $\kappa_{s}$ | $\kappa_{\text {crit }}$ | $\chi^{2} /$ dof |
| EXP | $0.72_{-2}^{+2}$ | $0.71_{-2}^{+3}$ | $0.02 / 1$ | $0.72_{-2}^{+2}$ | $0.72_{-2}^{+2}$ | $1.22 / 1$ |
| GAU | $0.73_{-1}^{+1}$ | $0.72_{-1}^{+2}$ | $0.02 / 1$ | $0.73_{-1}^{+2}$ | $0.73_{-2}^{+2}$ | $1.67 / 1$ |
| CUB | $0.71_{-2}^{+2}$ | $0.70_{-3}^{+3}$ | $0.02 / 1$ | $0.72_{-2}^{+2}$ | $0.72_{-2}^{+2}$ | $1.51 / 1$ |
| DCB | $0.72_{-1}^{+2}$ | $0.72_{-2}^{+2}$ | $0.01 / 1$ | $0.73_{-2}^{+2}$ | $0.73_{-2}^{+2}$ | $1.17 / 1$ |
| INV | $0.70_{-3}^{+3}$ | $0.68_{-4}^{+4}$ | $0.02 / 1$ | $0.70_{-3}^{+2}$ | $0.68_{-3}^{+3}$ | $1.80 / 1$ |
| $t_{f}=-3$ | $\kappa_{s}$ | $\kappa_{\text {crit }}$ | $\chi^{2} /$ dof | $\kappa_{s}$ | $\kappa_{\text {crit }}$ | $\chi^{2} /$ dof |
| EXP | $0.71_{-3}^{+3}$ | $0.68_{-3}^{+4}$ | $0.02 / 1$ | $0.72_{-2}^{+3}$ | $0.71_{-3}^{+4}$ | $2.12 / 1$ |
| GAU | $0.73_{-2}^{+2}$ | $0.72_{-3}^{+3}$ | $0.01 / 1$ | $0.73_{-2}^{+3}$ | $0.72_{-3}^{+3}$ | $1.70 / 1$ |
| CUB | $0.72_{-3}^{+3}$ | $0.69_{-4}^{+5}$ | $0.01 / 1$ | $0.71_{-3}^{+3}$ | $0.70_{-4}^{+4}$ | $1.30 / 1$ |
| DCB | $0.72_{-2}^{+3}$ | $0.70_{-3}^{+4}$ | $0.02 / 1$ | $0.72_{-2}^{+3}$ | $0.72_{-3}^{+3}$ | $1.84 / 1$ |
| INV | $0.70_{-4}^{+4}$ | $0.68_{-5}^{+5}$ | $0.004 / 1$ | $0.71_{-4}^{+3}$ | $0.70_{-4}^{+4}$ | $0.34 / 1$ |
| $t_{f}=-4$ | $\kappa_{s}$ | $\kappa_{\text {crit }}^{+4}$ | $\chi^{2} /$ dof | $\kappa_{s}$ | $\kappa_{\text {crit }}^{+4}$ | $\chi^{2} / \mathrm{dof}$ |
| EXP | $0.66_{-7}^{+6}$ | $0.60_{-10}^{+10}$ | $0.02 / 1$ | $0.71_{-6}^{+6}$ | $0.69_{-8}^{+7}$ | $2.34 / 1$ |
| GAU | $0.69_{-6}^{+6}$ | $0.66_{-8}^{+9}$ | $0.01 / 1$ | $0.74_{-6}^{+5}$ | $0.73_{-7}^{+5}$ | $1.85 / 1$ |
| CUB | $0.66_{-7}^{+8}$ | $0.62_{-9}^{+11}$ | $0.01 / 1$ | $0.71_{-7}^{+6}$ | $0.71_{-9}^{+7}$ | $2.16 / 1$ |
| DCB | $0.68_{-7}^{+7}$ | $0.63_{-9}^{+10}$ | $0.01 / 1$ | $0.72_{-6}^{+5}$ | $0.72_{-6}^{+8}$ | $2.03 / 1$ |
| INV | $0.67_{-7}^{+8}$ | $0.64_{-9}^{+10}$ | $0.01 / 1$ | $0.69_{-7}^{+7}$ | $0.70_{-9}^{+8}$ | $1.42 / 1$ |

Table 4.6: Chiral extrapolated results for $B_{B}\left(m_{b}\right)$ from method (a) for both correlated and uncorrelated chiral extrapolations.



Figure 4.7: Example of fits to $\widetilde{B}_{B}\left(m_{b} ; t_{x}, t_{f}\right)$ at $t_{f}=-2,-3,-4$ using GAU smearing.


Figure 4.8: Example of fits to $\widetilde{B}_{B}\left(m_{b} ; t_{x}, t_{f}\right)$ at $t_{f}=-3$ for smearing types EXP, CUB, DCB and INV.

|  | Smearing |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $t_{f}=-2$ | EXP | GAU | CUB | DCB | INV |
| Ranges | [3-5] | [3-5] | [3-5] | [3-5] | [3-5] |
| 0.14144 | $0.72{ }_{-2}^{+1}$ | $0.73{ }_{-1}^{+1}$ | $0.72{ }_{-2}^{+2}$ | $0.73{ }_{-1}^{+1}$ | $0.70{ }_{-2}^{+2}$ |
| $\chi^{2} /$ dof | 0.99/2 | 2.64/2 | 1.24/2 | 1.98/2 | 1.45/2 |
| 0.14226 | $0.72{ }_{-2}^{+2}$ | $0.73{ }_{-1}^{+1}$ | $0^{0.71{ }_{-2}^{+2}}$ | $0.73{ }_{-2}^{+2}$ | $0.70{ }_{-3}^{+2}$ |
| $\chi^{2} /$ dof | 0.34/2 | 1.60/2 | 1.62/2 | 0.95/2 | 0.76/2 |
| 0.14262 | $0.71{ }_{-2}^{+2}$ | $0.73{ }_{-1}^{+2}$ | $0.71{ }_{-2}^{+2}$ | $0.72{ }_{-2}^{+2}$ | $0.69{ }_{-3}^{+3}$ |
| $\chi^{2} /$ dof | 0.92/2 | 1.10/2 | 0.88/2 | 0.68/2 | 0.30/2 |
| $t_{f}=-3$ | EXP | GAU | CUB | DCB | INV |
| Ranges | [3-7] | [3-7] | [3-7] | [3-7] | [3-7] |
| 0.14144 | $0.73{ }_{-2}^{+3}$ | $0.74{ }_{-2}^{+2}$ | $0.73{ }_{-3}^{+3}$ | $0.73{ }_{-3}^{+2}$ | $0.71{ }_{-4}^{+3}$ |
| $\chi^{2} /$ dof | 1.37/4 | 1.86/4 | 2.49/4 | 1.79/4 | 0.27/4 |
| 0.14226 | $0.71{ }_{-2}^{+3}$ | $0.73{ }_{-3}^{+3}$ | $0.72{ }_{-3}^{+4}$ | $0.72{ }_{-3}^{+3}$ | $0.70{ }_{-4}^{+4}$ |
| $\chi^{2} /$ dof | 0.65/4 | 1.50/4 | 2.23/4 | 1.30/4 | 0.26/4 |
| 0.14262 | $0.69{ }_{-3}^{+4}$ | $0.72{ }_{-3}^{+3}$ | $0.70{ }_{-2}^{+2}$ | ${ }_{0} 0.71{ }_{-3}^{+4}$ | ${ }_{0.69{ }_{-5}^{+4}}$ |
| $\chi^{2} /$ dof | 0.18/4 | 1.10/4 | 1.77/4 | 0.70/4 | 0.33/4 |
| $t_{f}=-4$ | EXP | GAU | CUB | DCB | INV |
| Ranges | [5-7] | [5-7] | [5-7] | [5-7] | [5-7] |
| 0.14144 | $0.67{ }_{-7}^{ \pm 7}$ | $0.70{ }_{-6}^{+6}$ | $0.67{ }_{-7}^{+7}$ | $0.66{ }_{-6}^{+6}$ | $0.67{ }_{-8}^{+8}$ |
| $\chi^{2} /$ dof | 0.29/2 | 0.38/2 | 0.32/2 | 0.39/2 | 0.87/2 |
| 0.14226 | $0.65{ }_{-8}^{+8}$ | $0.68{ }_{-7}^{+7}$ | $0.65{ }_{-9}^{+8}$ | $0.66{ }_{-8}^{+8}$ | $0.66{ }_{-9}^{+10}$ |
| $\chi^{2} /$ dof | 0.1/2 | 0.28/2 | 0.20/2 | 0.27/2 | 1.00/2 |
| 0.14262 | $0.62{ }_{-10}^{+10}$ | $0.66{ }_{-8}^{+8}$ | $0.63{ }_{-10}^{+10}$ | $0.64{ }_{-9}^{+10}$ | $0.63{ }_{-9}^{+11}$ |
| $\chi^{2} /$ dof | 0.07/2 | 0.14/2 | 0.18/2 | 0.22/2 | 0.85/2 |

Table 4.7: Values for fits to $\widetilde{B}_{B}\left(m_{b} ; t_{x}, t_{f}\right)$, for $t_{f}=-2,-3,-4$.



Figure 4.9: Chiral fits for $B_{B}\left(m_{b}\right)$ from method (b) using GAU smearing at $t_{f}=-2,-3,-4$. Solid lines are correlated fits and dashed lines are uncorrelated fits. The uncorrelated chiral extrapolated results are slightly shifted in $a^{2} m_{\pi}^{2}$ for clarity. The $\chi^{2} /$ dof is for the correlated fit.


Figure 4.10: Chiral fits for $B_{B}\left(m_{b}\right)$ from method (a) using CUB, DCB, EXP and INV smearing at $t_{f}=-3$. Solid lines are correlated fits and dashed lines are uncorrelated fits. The uncorrelated chiral extrapolated results are slightly shifted in $a^{2} m_{\pi}^{2}$ for clarity. The $\chi^{2} /$ dof is for the correlated fit.

|  | UNCORRELATED |  |  | CORRELATED |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $t_{f}=-2$ | $\kappa_{s}$ | $\kappa_{\text {crit }}$ | $\chi^{2} /$ dof | $\kappa_{s}$ | $\kappa_{\text {crit }}$ | $\chi^{2} /$ dof |
| EXP | $0.72{ }_{-2}^{+2}$ | $0.71{ }_{-2}^{ \pm 2}$ | 0.008/1 | $0.72{ }_{-2}^{+2}$ | $0.71{ }_{-2}^{+2}$ | 0.63/1 |
| GAU | $0.73{ }_{-1}^{+1}$ | $0.73{ }_{-1}^{+2}$ | 0.009/1 | $0.73{ }_{-1}^{+1}$ | $0.73{ }_{-2}^{+1}$ | 0.80/1 |
| CUB | $0.71{ }_{-2}^{+2}$ | $0.70{ }_{-2}^{+2}$ | 0.01/1 | $0.72{ }_{-2}^{+2}$ | $0.72{ }_{-2}^{ \pm}$ | 1.22/1 |
| DCB | $0.73{ }_{-2}^{+1}$ | $0.72{ }_{-2}^{+2}$ | 0.006/1 | $0.73{ }_{-1}^{+2}$ | $0.72{ }_{-2}^{+2}$ | 0.51/1 |
| INV | $0.70{ }_{-3}^{+2}$ | $0.69{ }_{-4}^{+3}$ | 0.01/1 | $0.72{ }_{-2}^{ \pm}$ | $0.71{ }_{-3}^{+2}$ | 0.98/1 |
| $t_{f}=-3$ | $\kappa_{s}$ | $\kappa_{\text {crit }}$ | $\chi^{2} / \mathrm{dof}$ | $\kappa_{s}$ | $\kappa_{\text {crit }}$ | $\chi^{2} / \mathrm{dof}$ |
| EXP | $0.72{ }_{-2}^{+3}$ | $0.68{ }_{-3}^{+4}$ | 0.04/1 | $0.73{ }_{-2}^{+3}$ | $0.72{ }_{-3}^{+4}$ | 1.96/1 |
| GAU | $0.73{ }_{-2}^{+3}$ | $0.72{ }_{-3}^{+4}$ | 0.03/1 | $0.72{ }_{-2}^{+3}$ | $0.71{ }_{-4}^{+4}$ | 1.25/1 |
| CUB | $0.72{ }_{-3}^{+3}$ | $0.70{ }_{-4}^{+5}$ | 0.02/1 | $0.72{ }_{-3}^{+3}$ | $0.71{ }_{-4}^{ \pm 4}$ | 1.31/1 |
| DCB | $0.73{ }_{-3}^{+3}$ | $0.70{ }_{-3}^{+4}$ | 0.02/1 | $0_{0.71{ }_{-3}^{+3}}$ | $0.70{ }_{-3}^{+4}$ | 1.50/1 |
| INV | $0.71{ }_{-4}^{+3}$ | $0.69{ }_{-6}^{+5}$ | 0.003/1 | $0.71{ }_{-4}^{+3}$ | $0.70{ }_{-4}^{+4}$ | 0.26/1 |
| $t_{f}=-4$ | $\kappa_{s}$ | $\kappa_{\text {crit }}$ | $\chi^{2} /$ dof | $\kappa_{s}$ | $\kappa_{\text {crit }}$ | $\chi^{2} / \mathrm{dof}$ |
| EXP | $0.66{ }_{-7}^{ \pm 7}$ | $0.60{ }_{-10}^{+10}$ | 0.01/1 | $0.70{ }_{-6}^{+6}$ | $0.68{ }_{-9}^{+8}$ | 1.03/1 |
| GAU | $0.69{ }_{-6}^{+6}$ | $0.65{ }_{-8}^{+9}$ | 0.01/1 | $0.73{ }_{-6}^{+5}$ | $0.73{ }_{-7}^{+6}$ | $2.25 / 1$ |
| CUB | $0.66{ }_{-8}^{+8}$ | $0.61{ }_{-10}^{+12}$ | 0.01/1 | $0.72{ }_{-7}^{+6}$ | $0.72{ }_{-9}^{ \pm 7}$ | 1.45/1 |
| DCB | $0.67{ }_{-7}^{+7}$ | $0.63{ }_{-10}^{+10}$ | 0.01/1 | $0.71{ }_{-6}^{+6}$ | $0.71{ }_{-8}^{ \pm 7}$ | 1.86/1 |
| INV | $0.66{ }_{-8}^{+9}$ | $0.63{ }_{-10}^{+12}$ | 0.008/1 | $0.67{ }_{-8}^{+8}$ | $0.67{ }_{-10}^{+9}$ | 0.88/1 |

Table 4.8: Chiral extrapolated results for $B_{B}\left(m_{b}\right)$ from method (b) for both correlated and uncorrelated chiral extrapolations.

The plateaux in $R_{i}\left(t_{x}, t_{f}\right)$ are longest and most stable for $t_{f}=-3$. However, fits to the plateaux at $t_{f}=-2,-4$ are statistically consistent with those at $t_{f}=-3$. The data and fit values at $t_{f}=-2$ have smaller errors but the fits generally have a higher $\chi^{2} /$ dof. In particular, $R_{R}$, which is fit over the same range for all $t_{f}$, has a $\chi^{2} /$ dof much higher for $t_{f}=-2$ than at $t_{f}=-3$. Going to $t_{f}=-4$ the data and fit values have larger errors than at $t_{f}=-3$, and are slightly shifted to lower values. This is particularly noticeable for $R_{L}$. This is mainly because the fit range has been moved to higher values in $t_{x}$ compared to the cases of $t_{f}=-2,-3$. Fitting $R_{L}$ with the same fit ranges as at $t_{f}=-2,-3$ gave slightly more consistent results, but the plateaux were not as flat and the $\chi^{2}$ /dof was higher.

The case is much the same for $\widetilde{B}_{B}\left(m_{b} ; t_{x}, t_{f}\right)$, though the plots in this case seem to show more unambiguously that $t_{f}=-3$ gives the best results. There is excellent consistency between the values of $B_{B}\left(m_{b}\right)$ at each $\kappa$-value extracted using both methods (a) and (b). However, method (a) is preferable. It allows one greater flexibility to fit the individual $R_{i}$ in their correct plateau regions. Also the plateaux at $t_{f}=-2,-4$ for $\widetilde{B}_{B}$ are shorter than the plateaux for some of the individual $R_{i}$ at the same fixed times.

There is remarkable consistency in the results across the different smearings used. This gives one good confidence that the ground state has been correctly isolated in these plateaux.

The chiral extrapolations for $t_{f}=-2,-3$ show greater consistency between correlated and uncorrelated fits than for $t_{f}=-4$. This is true for all smearings and fitting methods. Some of the correlated chiral extrapolations have a negative slope, albeit small. In fact the chiral extrapolations show the behaviour of $B_{B}\left(m_{b}\right)$ with light $\kappa$-value to be consistent with $B_{B}\left(m_{b}\right)$ being independent of the light quark mass.

At $t_{f}=-3$ the chiral extrapolations for all smearings give statistically compatible results, though INV smearing gives the lowest $\chi^{2} /$ dof for the correlated
fits. Hence in quoting a best result for $B_{B_{d}}\left(m_{b}\right)$ I take the value extracted using method (a) for INV smearing. This gives

$$
\begin{align*}
& B_{B_{d}}\left(m_{b}\right)=0.700_{-4}^{+4}(\text { stat })_{-7}^{+3}(\text { syst })  \tag{4.20}\\
& B_{B_{s}}\left(m_{b}\right)=0.711_{-4}^{+3}(\text { stat })_{-5}^{+3}(\text { syst }) \tag{4.21}
\end{align*}
$$

where the systematic error quoted is estimated from the spread of values over different smearings, differences between correlated and uncorrelated chiral extrapolations, different fitting methods and different fixed times, $t_{f}$. The RG invariant bag parameter is given by

$$
\begin{equation*}
B_{B}=\left[\alpha_{\overline{M S}}\left(m_{b}\right)\right]^{-2 / 23} B_{B}\left(m_{b}\right) \simeq 1.43 B_{B}\left(m_{b}\right) \tag{4.22}
\end{equation*}
$$

for five active quark flavours and using $\Lambda \frac{(4)}{M S}=250 \mathrm{MeV}$ and $m_{b}=5 \mathrm{GeV}$. So,

$$
\begin{align*}
& B_{B_{d}}=1.00_{-6}^{+6}(\text { stat })_{-10}^{+5}(\text { syst })  \tag{4.23}\\
& B_{B_{s}}=1.02_{-6}^{+5}(\text { stat })_{-7}^{+5}(\text { syst }) \tag{4.24}
\end{align*}
$$

This calculated value of $B_{B}$ is consistent with the vacuum saturation approximation. Indeed, the lattice matrix elements of $O_{L}, O_{R}$ and $O_{N}$ also give values consistent with 1.0.

However, these results are changed if the set of values for the matching factors as in equation (4.11) is used. This gives

$$
\begin{align*}
& B_{B_{d}}\left(m_{b}\right)=0.87{ }_{-5}^{+4}(\text { stat }){ }_{-7}^{+3}(\text { syst })  \tag{4.25}\\
& B_{B_{s}}\left(m_{b}\right)=0.88_{-4}^{+3}(\text { stat })_{-5}^{+3}(\text { syst }) \tag{4.26}
\end{align*}
$$

again with the central value taken for INV smearing at $t_{f}=-3$, with the RG invariant parameters

$$
\begin{equation*}
B_{B_{d}}=1.25_{-7}^{+6}(\text { stat })_{-11}^{+6}(\text { syst }) \tag{4.27}
\end{equation*}
$$

$$
\begin{equation*}
B_{B_{s}}=1.27_{-6}^{+5}(\text { stat })_{-8}^{+6}(\text { syst }) \tag{4.28}
\end{equation*}
$$

This is a sizeable change $\sim 25 \%$. It should also be noted that some uncertainty arises in the values of the $Z_{i}$ due to various possible choices of $\alpha_{\overline{M S}}\left(a^{-1}\right)$ and $\alpha_{\text {latt }}\left(a^{-1}\right)$, but these induce changes in the final values for $B_{B}$ less than the statistical errors.

So it would appear the greatest uncertainty in extracting a value for $B_{B}$ is the use of one-loop perturbative matching. The systematics of performing the calculation seem to be under control, given the good agreement across fit ranges and smearings used. It would certainly be desirable if these matching factors were determined to higher order in perturbation theory, or better still, from a non-perturbative method as described in [86].

Finally, $B_{B}$ has also been calculated at $\beta=6.4$ using propagating heavy Wilson quarks [87]. Their simulation was performed with heavy quarks around the mass of the $c$ quark and extrapolating their result to the mass of the $b$ quark they find a value $B_{B}=1.16 \pm 0.07$. Given the large uncertainty induced by the ambiguity in the matching factors this result is not incompatible with the result in this work.

## Chapter 5

## Conclusions

I conclude with a brief summary of the main findings of this work. The ultimate aim of lattice calculations is the extraction of parameters of importance for high energy phenomenology. To this end I also briefly discuss the phenomenological implications of the results presented in this work.

### 5.1 Summary of Results

In chapters 3 and 4 I presented calculations of the leptonic decay constant of the $B$ meson, $f_{B}$, and the "bag" parameter of $\bar{B}^{0}-B^{0}$ mixing, $B_{B}$, with the heavy quark constituent of the $B$ meson treated in the static approximation. The main numerical results are

$$
\begin{align*}
f_{B}^{\text {static }} & =268_{-11}^{+14}(\text { stat }){ }_{-27}^{+28}(\text { syst }) \mathrm{MeV}  \tag{5.1}\\
\frac{f_{B_{s}}}{f_{B_{d}}} & =1.17_{-2}^{+2} \text { (stat) }  \tag{5.2}\\
B_{B_{d}} & =1.00_{-6}^{+6}(\text { stat })_{-10}^{+5}(\text { syst })  \tag{5.3}\\
B_{B_{s}} & =1.02_{-6}^{+5}(\text { stat })_{-7}^{+5}(\text { syst })  \tag{5.4}\\
M_{B_{s}}-M_{B_{d}} & =90_{-11}^{+8}(\text { stat })_{-17}^{+16}(\text { syst }) \mathrm{MeV} \tag{5.5}
\end{align*}
$$

The value of $f_{B}^{\text {static }}$ comes from a value for the lattice matrix element of

$$
\begin{equation*}
Z_{L}=0.113_{-5}^{+6} . \tag{5.6}
\end{equation*}
$$

and using $Z_{A}=0.78$ and $a^{-1}=2.9(2) G e V$.

These final results can be combined to give the parameters

$$
\begin{align*}
f_{B_{d}} \sqrt{B_{B_{d}}} & =268_{-13}^{+15}(\text { stat })_{-27}^{+28}(\text { syst }) \mathrm{MeV}  \tag{5.7}\\
\frac{f_{B_{s}}^{2} B_{B_{s}}}{f_{B_{d}}^{2} B_{B_{d}}} & =1.34_{-4}^{+4}(\text { stat })_{-4}^{+5}(\text { syst }) \tag{5.8}
\end{align*}
$$

those which are relevant to the phenomenology of $\bar{B}^{0}-B^{0}$ mixing.
As has been stressed throughout this thesis, the main problem in calculating static-light matrix elements is accurately isolating the ground state in the large time behaviour of correlators. The only way to do this is to use some technique to enhance the overlap of operators with the ground state. One such technique is smearing. One of the purposes of this study was to investigate the effectiveness of different smearing methods in isolating the ground state. It is important to show that one can construct smearing functions that do this job properly and also that there is consistency between different smearing methods - smearing, after all, is only a trick, the effects of which should not be seen in the final results. The results in chapter 3 satisfy both these aims. There is good agreement across all the smearing types used, particularly between exponential smearing in the Coulomb gauge and gauge invariant Jacobi smearing. This consistency between using a gauge fixed and a gauge covariant smearing function is quite encouraging.

Comparing the results of this work and those of other groups (see figure 3.15 ) it would appear that the systematic errors in the determination of the lattice matrix element, $Z_{L}$, are now under reasonable control. Also, some of these groups use very different smearing methods from those presented in this work. The greatest uncertainty in extracting a value for $f_{B}^{\text {static }}$ now seems to lie with the value of $Z_{A}$ and the choice of scale, $a^{-1}$. It is particularly important that any ambiguities in the matching factor, $Z_{A}$, be sorted out if static results are to be properly compared with those determined using the heavy quark treated according to Wilson/SW-clover fermions or NRQCD.

The calculation of $B_{B}$ in chapter 4 is one of the few lattice calculations of
this quantity. This study shows that the systematics of performing the lattice calculation again seem to be under control. There is good agreement between the different smearing methods and across the different fitting ranges. Again the main uncertainty in extracting a value for $B_{B}$ lies in the matching of the lattice and continuum theories. In this case the uncertainty is quite large, with two different ways of implementing the same one-loop matching giving rise to a $\sim 25 \%$ change in the final results. The quoted final result agrees with the vacuum saturation hypothesis. However, there can be no real confidence about this result until such time as improved matching factors are calculated, be it to higher loops or, preferably, non-perturbatively.

### 5.2 Phenomenological Implications

It is not really feasible to use the result for $f_{B} \sqrt{B_{B}}$ for phenomenology. Firstly, the calculated result suffers from the uncertainties discussed in the last section, namely ambiguities in the perturbative matching coefficients and errors in the scale. More importantly the result is only valid in the static approximation. It is well known from many lattice simulations that the scaling law for $f_{P} \sqrt{M_{P}}$ is broken by $1 / M_{P}$ corrections $\sim 10 \%$ at the mass of the $B$ meson [50]. The only direct usefulness for the quoted result is in combination with results using Wilson/SW-clover heavy quarks or NRQCD, allowing one to interpolate between these results and the static point, finally giving a value at $M_{B}$. Even at that there are still further systematic uncertainties that need to be taken into account, such as the need to extrapolate the result to infinite volume and zero lattice spacing, and, of course, the effects of quenching.

However, it is expected that many of these systematic uncertainties will cancel in ratios, such as $f_{B_{s}}^{2} B_{B_{s}} / f_{B_{d}}^{2} B_{B_{d}}$. It is this ratio which is important when comparing $\bar{B}_{d}^{0}-B_{d}^{0}$ and $\bar{B}_{s}^{0}-B_{s}^{0}$ mixing. Recall from chapter 1 the relation

$$
\begin{equation*}
\frac{x_{s}}{x_{d}}=\frac{\tau_{B_{s}} f_{B_{s}}^{2} B_{B_{s}} M_{B_{s}}^{2}}{\tau_{B_{d}} f_{B_{d}}^{2} B_{B_{d}} M_{B_{d}}^{2}}\left|\frac{V_{t s}}{V_{t d}}\right|^{2} \tag{5.9}
\end{equation*}
$$

Using the results quoted above this gives

$$
\begin{equation*}
\frac{x_{s}}{x_{d}}=(1.38 \pm 0.16)\left|\frac{V_{t s}}{V_{t d}}\right|^{2} \tag{5.10}
\end{equation*}
$$

where $\tau_{B_{d}}=1.53 \pm 0.09 \mathrm{ps}$ and $\tau_{B_{s}}=1.54 \pm 0.14 \mathrm{ps}$ [12] have been used. The mixing parameter $x_{d}$ has been measured by several groups, with a world average

$$
\begin{equation*}
x_{d}=0.78 \pm 0.05 \tag{5.11}
\end{equation*}
$$

and so given a measurement of $x_{s}$ then an estimate of $\left|V_{t s} / V_{t d}\right|^{2}$ is possible. However, $x_{s}$ has not been reliably measured yet. Conversely, given an estimate of $\left|V_{t s} / V_{t d}\right|^{2}$ a prediction of the expected $x_{s}$ can be made.

Making an estimate of $\left|V_{t s} / V_{t d}\right|^{2}$ requires several experimental and theoretical inputs. Amongst these are the experimental value for $\epsilon_{K}$, the CP violating parameter in the $K$-system (see chapter 1 ), an estimate of the bag parameter of $\bar{K}-K$ mixing, $B_{K}$, and a value for the product $f_{B} \sqrt{B_{B}}$. Ali and London [12] have recently performed a study of the dependence of the Wolfenstein parameters $\rho$ and $\eta$ with a variation in the input values of $B_{K}$ and $f_{B} \sqrt{B_{B}}$, for a given experimental value of $\left|\epsilon_{K}\right|$. Note that $\left|V_{t s} / V_{t d}\right|^{2}$ is related to $\rho$ and $\eta$ through

$$
\begin{equation*}
\left|\frac{V_{t d}}{V_{t s}}\right|^{2}=\lambda^{2}\left(1-2 \rho+\rho^{2}+\eta^{2}\right) \tag{5.12}
\end{equation*}
$$

where $\lambda \equiv\left|V_{u s}\right|=0.2205 \pm 0.0018$ [5]. The results of their study show that there is still a great uncertainty in the location of the apex of the unitarity triangle $(\rho, \eta)$ due to uncertainties in the given values of $B_{K}$ and $f_{B} \sqrt{B_{B}}$. From their fits they quote best values

$$
\begin{equation*}
(\rho, \eta)=(-0.12,0.34) \tag{5.13}
\end{equation*}
$$

corresponding to $B_{K}=0.8$ and $f_{B} \sqrt{B_{B}}=180 \mathrm{MeV}$. This gives a value

$$
\begin{equation*}
\left|\frac{V_{t d}}{V_{t s}}\right|=0.26 \tag{5.14}
\end{equation*}
$$

Putting this into equation (5.10) this gives the rather high value

$$
\begin{equation*}
\frac{x_{s}}{x_{d}}=20.2 \pm 2.4 . \tag{5.15}
\end{equation*}
$$

The effect on this result of varying the value of $f_{B} \sqrt{B_{B}}$ can also be investigated. This is shown in figure 5.1 where $B_{K}$ has been fixed to the "best" value used by Ali and London, $B_{K}=0.8 \pm 0.2$. This value is in good agreement with recent estimates from lattice calculations [88].


Figure 5.1: The mixing parameter $x_{s}$ as a function of $f_{B} \sqrt{B_{B}}$ for $B_{K}=0.8$ and with the value quoted in equation (5.10). The dashed line represents the errors at the $68 \%$ confidence level.

This plot shows that higher values of $f_{B} \sqrt{B_{B}}$ result in unmeasurably large values of $x_{s}$. The results of the study in [12] also suggest that $f_{B} \sqrt{B_{B}}=270$ MeV is the maximum allowed value at $B_{K}=0.8$. It should be noted that these results are quite sensitive to the value of $B_{K}$ used.

In conclusion, the lattice is a useful tool in extracting phenomenologically important parameters in $B$ physics. There are still many uncertainties in the final lattice values but it is hoped that these uncertainties will be understood and brought under control in the next few years. Only then can the lattice set firm constraints on the elements of the CKM matrix and perhaps point us in the direction of new physics beyond the Standard Model.

## Appendix A

## Statistical Fitting

Consider a two-point function $C(t)$. The lattice simulation yields data $C_{k}\left(t_{i}\right)$ for $k=1, \cdots, N$ and $i=1, \cdots, T$ where $N$ is the number of configurations and $T$ is the temporal extent of the lattice. At each timeslice, $t_{i}$, the configuration average is

$$
\begin{equation*}
\bar{C}\left(t_{i}\right)=\frac{1}{N} \sum_{k=1}^{N} C_{k}\left(t_{i}\right) \tag{A.16}
\end{equation*}
$$

with variance

$$
\begin{equation*}
\sigma_{C}^{2}\left(t_{i}\right)=\frac{1}{N(N-1)} \sum_{k=1}^{N}\left(C_{k}\left(t_{i}\right)-\bar{C}\left(t_{i}\right)\right)^{2} \tag{A.17}
\end{equation*}
$$

Normally one wants to fit this two-point function to some functional form, $f(t)=$ $a \exp (-b t)$ for example. A general way to do this is to minimize the $\chi^{2}$-function

$$
\begin{equation*}
\chi^{2}=\sum_{t_{i}}\left(\frac{f\left(t_{i}\right)-\bar{C}\left(t_{i}\right)}{\sigma_{C}\left(t_{i}\right)}\right)^{2} \tag{A.18}
\end{equation*}
$$

to obtained the best-fit parameters $a$ and $b$. The sum is over the number of timeslices being used in the fit. An estimate of how good the fit of this functional form is to the data is given by $\chi_{\min }^{2} /$ d.o.f where d.o.f is the number of degrees of freedom in the fit; d.o.f $=q-r$ where $q$ is the number of timeslices in the fit and $r$ is the number of free parameters in the fit function. A value $\chi_{\min }^{2} /$ d.o.f $\sim 1$ indicates a good fit. In this work the Marquardt-Levenberg algorithm is used to perform the minimum $\chi^{2}$ fitting [89].

There are two things to note about the above. Firstly, the form of the $\chi^{2}$ given ignores any possible correlations between the $C\left(t_{i}\right)$ calculated on different
timeslices. Usually these will be correlated, so uncorrelated fitting may give an erroneous fit. Secondly, what are the errors on the best-fit parameters ? In principle, one should repeat the measurements and subsequent fits on different configuration samples. This would give a spread of values for the fit parameters from which a variance could be calculated.

The first issue can be resolved by using a correlated $\chi^{2}$-function, defined as

$$
\begin{equation*}
\chi^{2}=\sum_{t_{i}, t_{j}}\left[f\left(t_{i}\right)-\bar{C}\left(t_{i}\right)\right] \sigma_{C}^{-1}\left(t_{i}, t_{j}\right)\left[f\left(t_{j}\right)-\bar{C}\left(t_{j}\right)\right] \tag{A.19}
\end{equation*}
$$

where the covariance matrix is

$$
\begin{equation*}
\sigma_{C}\left(t_{i}, t_{j}\right)=\frac{1}{N(N-1)} \sum_{k=1}^{N}\left(C_{k}\left(t_{i}\right)-\bar{C}\left(t_{i}\right)\right)\left(C_{k}\left(t_{j}\right)-\bar{C}\left(t_{j}\right)\right) \tag{A.20}
\end{equation*}
$$

For highly correlated data this covariance matrix may become singular. Equally well it will become singular as its dimension approaches the size of the data set, $N$. In either of these cases one must be careful using correlated $\chi^{2}$ fits as this may lead to spurious results [90, 91, 92].

It is not feasible to generate distinct samples of configurations, so the errors on fit parameters are estimated from the given configuration set by using bootstrap resampling. The procedure is straightforward. A "fictional" configuration sample of size $N$, called a bootstrap sample, is generated by randomly sampling from the original configuration set, allowing for repetitions and omissions. Generating a set of bootstrap samples and performing the fits on each of these samples then gives a distribution of fit parameters from which an error on the best-fit parameters can be estimated.

Often one wants to fit to a secondary quantity such as the ratio of two correlators, $A(t)$ and $B(t)$ say. If both $\langle A(t)\rangle$ and $\langle B(t)\rangle$ are the configuration average (observables) then the configuration average of the ratio is

$$
\begin{equation*}
\langle R(t)\rangle=\frac{\langle A(t)\rangle}{\langle B(t)\rangle} \neq\left\langle\frac{A(t)}{B(t)}\right\rangle \tag{A.21}
\end{equation*}
$$

If the measurements $A(t)$ and $B(t)$ are independent then the fractional error in the ratio is easily estimated from quadrature of the individual fractional errors in $A(t)$ and $B(t)$. However measurements on a given timeslice like these are likely to be highly correlated. So, although $A(t)$ and $B(t)$ may separately have large statistical errors, the statistical error on the ratio may be much smaller because of these correlations.

So how is the error, or more importantly the covariance matrix, for a secondary quantity estimated? In this work the jackknife method is used. It is similar to the bootstrap method. The idea is to create a configuration sample of "pseudomeasurements" for the ratio $R(t)$ and use this sample to determine the covariance matrix. It works as follows. For each of the configurations, $n$, calculate the configuration average for the ratio on the other $N-1$ configurations with this $n$-th configuration omitted,

$$
\begin{equation*}
R^{(n)}(t)=\frac{\left\langle A^{(n)}(t)\right\rangle}{\left\langle B^{(n)}(t)\right\rangle} \tag{A.22}
\end{equation*}
$$

where

$$
\begin{equation*}
\left\langle A^{(n)}(t)\right\rangle=\frac{1}{N-1} \sum_{k \neq n}^{N-1} A_{k}(t) \tag{A.23}
\end{equation*}
$$

and similarly for $B^{(n)}(t)$. The covariance matrix for $R$ is then

$$
\begin{equation*}
\sigma_{R}\left(t_{i}, t_{j}\right)=\frac{1}{N(N-1)} \sum_{n=1}^{N}\left(R^{(n)}\left(t_{i}\right)-\bar{R}\left(t_{i}\right)\right)\left(R^{(n)}\left(t_{j}\right)-\bar{R}\left(t_{j}\right)\right) \tag{A.24}
\end{equation*}
$$

and this can be used in subsequent $\chi^{2}$-fits and bootstrap resampling. $\bar{R}(t)$ is determined as the average over the jackknife set $\left\{R^{(n)}(t)\right\}$ and so $\bar{R}(t) \neq\langle R(t)\rangle$ in general. The use of $\bar{R}(t)$ in the above ensures that the covariance matrix has the correct behaviour for a perfect Gaussian distribution. Naturally this procedure generalises to any secondary quantity one wishes to fit to.

Finally, in this work error estimates are given at the $68 \%$ confidence level and 250 bootstrap samples are used for estimating the errors on fit parameters.

## Appendix B

## Three-Point Functions

In this appendix I detail the Wick contractions for the three-point functions used in chapter 4.

## B. 1 General Case

The generic object of interest is

$$
\begin{equation*}
C_{3 \mathrm{pt}}\left(t_{x}, t_{y}\right)=\sum_{\vec{x}, \vec{y}}\langle 0| \chi^{\dagger}\left(\vec{x}, t_{x}\right) O(\overrightarrow{0}, 0) \chi^{\dagger}\left(\vec{y}, t_{y}\right)|0\rangle \tag{B.25}
\end{equation*}
$$

with $\chi^{\dagger}=\bar{q} \Gamma_{P} b$ and

$$
\begin{equation*}
O=\bar{b} \Gamma_{A} q \bar{b} \Gamma_{B} q \tag{B.26}
\end{equation*}
$$

$\Gamma_{P}=\gamma_{5}$ for the pseudoscalar meson. $\Gamma_{A}$ and $\Gamma_{B}$ are the combinations of $\gamma$ matrices given in chapter 4 . So, the term under the sum is

$$
\begin{equation*}
\langle 0| \bar{q}\left(\vec{x}, t_{x}\right) \Gamma_{P} b\left(\vec{x}, t_{x}\right) \bar{b}(\overrightarrow{0}, 0) \Gamma_{A} q(\overrightarrow{0}, 0) \bar{b}(\overrightarrow{0}, 0) \Gamma_{B} q(\overrightarrow{0}, 0) \bar{q}\left(\vec{y}, t_{y}\right) \Gamma_{P} b\left(\vec{y}, t_{y}\right)|0\rangle . \tag{B.27}
\end{equation*}
$$

The spinor and colour indices have been suppressed for convenience. However, it is important for what follows to note that $\chi^{\dagger}$ is a spinor-colour singlet operator and each of the bilinears $\bar{b} \Gamma_{A, B} q$ in $O$ are also spinor-colour singlets. Only spinorcolour singlets can be moved around inside this product without spoiling the matrix structure.

The Wick contraction can be performed in two ways: (1) $b\left(\vec{x}, t_{x}\right)$ with leftmost $\bar{b}(\overrightarrow{0}, 0)$, and (2) $b\left(\vec{x}, t_{x}\right)$ with right-most $\bar{b}(\overrightarrow{0}, 0)$. Both ways give identical
answers so I restrict attention to the first case. Proceeding thus gives

$$
\begin{equation*}
\bar{q}\left(\vec{x}, t_{x}\right) \Gamma_{P} G_{(b)}\left(\vec{x}, t_{x} ; \overrightarrow{0}, 0\right) \Gamma_{A} q(\overrightarrow{0}, 0) \bar{q}\left(\vec{y}, t_{y}\right) \Gamma_{P} G_{(b)}\left(\vec{y}, t_{y} ; \overrightarrow{0}, 0\right) \Gamma_{B} q(\overrightarrow{0}, 0) \tag{B.28}
\end{equation*}
$$

There are a further two ways of contracting the $q$ fields: (a) $\bar{q}\left(\vec{x}, t_{x}\right)$ with left-most $q(\overrightarrow{0}, 0)$ to give
$\operatorname{Tr}\left[G_{(q)}\left(\overrightarrow{0}, 0 ; \vec{x}, t_{x}\right) \Gamma_{P} G_{(b)}\left(\vec{x}, t_{x} ; \overrightarrow{0}, 0\right) \Gamma_{A}\right] \times \operatorname{Tr}\left[G_{(q)}\left(\overrightarrow{0}, 0 ; \vec{y}, t_{y}\right) \Gamma_{P} G_{(b)}\left(\vec{y}, t_{y} ; \overrightarrow{0}, 0\right) \Gamma_{B}\right]$
and (b) $\bar{q}\left(\vec{x}, t_{x}\right)$ with right-most $q(\overrightarrow{0}, 0)$ giving

$$
\begin{equation*}
-\operatorname{Tr}\left[G_{(q)}\left(\overrightarrow{0}, 0 ; \vec{x}, t_{x}\right) \Gamma_{P} G_{(b)}\left(\vec{x}, t_{x} ; \overrightarrow{0}, 0\right) \Gamma_{A} G_{(q)}\left(\overrightarrow{0}, 0 ; \vec{y}, t_{y}\right) \Gamma_{P} G_{(b)}\left(\vec{y}, t_{y} ; \overrightarrow{0}, 0\right) \Gamma_{B}\right] \tag{B.30}
\end{equation*}
$$

The traces ( Tr ) are over the spinor-colour indices.
Now, using the hermiticity relation $G(0, x)=\gamma_{5} G^{\dagger}(x, 0) \gamma_{5}$, bringing the loose $\gamma_{5}$ 's to the ends of the traces and substituting $\Gamma_{P}=\gamma_{5}$ gives

$$
\text { (a) } \begin{aligned}
& \operatorname{Tr}\left[G_{(q)}^{\dagger}\left(\vec{x}, t_{x} ; \overrightarrow{0}, 0\right) G_{(b)}\left(\vec{x}, t_{x} ; \overrightarrow{0}, 0\right) \Gamma_{A} \gamma_{5}\right] \\
& \times \operatorname{Tr}\left[G_{(q)}^{\dagger}\left(\vec{y}, t_{y} ; \overrightarrow{0}, 0\right) G_{(b)}\left(\vec{y}, t_{y} ; \overrightarrow{0}, 0\right) \Gamma_{B} \gamma_{5}\right]
\end{aligned}
$$

(b) $-\operatorname{Tr}\left[G_{(q)}{ }^{\dagger}\left(\vec{x}, t_{x} ; \overrightarrow{0}, 0\right) G_{(b)}\left(\vec{x}, t_{x} ; \overrightarrow{0}, 0\right) \Gamma_{A} \gamma_{5} G_{(q)}{ }^{\dagger}\left(\vec{y}, t_{y} ; \overrightarrow{0}, 0\right) G_{(b)}\left(\vec{y}, t_{y} ; \overrightarrow{0}, 0\right) \Gamma_{B} \gamma_{5}\right]$
respectively. The sums over $\vec{x}$ and $\vec{y}$ can be done independently. Hence it can be seen that the fundamental object to be calculated on the lattice is

$$
\begin{equation*}
A_{\beta \delta}^{b d}\left(t_{x}\right)=\sum_{\vec{x}} G_{(q)_{\alpha \beta}}^{a b *}\left(\vec{x}, t_{x} ; \overrightarrow{0}, 0\right) G_{(b)_{\alpha \delta}}^{a d}\left(\vec{x}, t_{x} ; \overrightarrow{0}, 0\right) \tag{B.31}
\end{equation*}
$$

- in other words with the source indices untraced ${ }^{1}$. Note that sink indices are to the left in the propagators. The full traces in cases (a) and (b), and hence the full correlator $C_{3 \mathrm{pt}}\left(t_{x}, t_{y}\right)$, can then be reconstructed from these matrices $A$.

[^15]
## B. 2 Static Case

There are some modifications to the above in the case where the $b$ quark is treated in the static approximation. The reason is that the quark and antiquark fields are independent in the static limit. I use the same notation as before,

- $b-2$ component column vector, annihilates quark.
- $b^{\dagger}-2$ component row vector, creates quark.
- $\tilde{b}-2$ component row vector, annihilates antiquark.
- $\tilde{b}^{\dagger}-2$ component column vector, creates antiquark.
for these separate fields. In the correlator only $b$ and $b^{\dagger}$, or $\tilde{b}$ and $\tilde{b}^{\dagger}$, can be contracted with each other. These contractions give the usual propagators

$$
\begin{align*}
H\left(\vec{x}, t_{x} ; \overrightarrow{0}, 0\right) & =\langle 0| b\left(\vec{x}, t_{x}\right) b^{\dagger}(\overrightarrow{0}, 0)|0\rangle=\langle 0| \tilde{b}^{\dagger}\left(\vec{x}, t_{x}\right) \tilde{b}(\overrightarrow{0}, 0)|0\rangle \\
& =\left(\frac{1+\gamma_{4}}{2}\right) P_{\overrightarrow{0}}\left(t_{x}, 0\right) \delta^{3}(\vec{x}) \quad t_{x}>0  \tag{B.32}\\
& =\left(\frac{1-\gamma_{4}}{2}\right) P_{\overrightarrow{0}}\left(t_{x}, 0\right) \delta^{3}(\vec{x}) \quad t_{x}<0 \tag{B.33}
\end{align*}
$$

where $P_{\overrightarrow{0}}\left(t_{x}, 0\right)$ is as in chapter 2.
In terms of these fields the operators in the three-point function are replaced as

$$
\begin{align*}
\chi^{\dagger}\left(\vec{y}, t_{y}\right)|0\rangle & \rightarrow \bar{q}\left(\vec{y}, t_{y}\right) \Gamma_{P} \tilde{b}^{\dagger}\left(\vec{y}, t_{y}\right)|0\rangle  \tag{B.34}\\
\langle 0| \chi^{\dagger}\left(\vec{x}, t_{x}\right) & \rightarrow\langle 0| \vec{q}\left(\vec{x}, t_{x}\right) \Gamma_{P} b\left(\vec{x}, t_{x}\right)  \tag{B.35}\\
O(\overrightarrow{0}, 0) & \rightarrow b^{\dagger}(\overrightarrow{0}, 0) \Gamma_{A} q(\overrightarrow{0}, 0) \tilde{b}(\overrightarrow{0}, 0) \Gamma_{B} q(\overrightarrow{0}, 0) . \tag{B.36}
\end{align*}
$$

This gives the un-summed correlator as

$$
\begin{equation*}
\langle 0| \bar{q}\left(\vec{x}, t_{x}\right) \Gamma_{P} b\left(\vec{x}, t_{x}\right) b^{\dagger}(\overrightarrow{0}, 0) \Gamma_{A} q(\overrightarrow{0}, 0) \tilde{b}(\overrightarrow{0}, 0) \Gamma_{B} q(\overrightarrow{0}, 0) \bar{q}\left(\vec{y}, t_{y}\right) \Gamma_{P} \tilde{b}^{\dagger}\left(\vec{y}, t_{y}\right)|0\rangle \tag{B.37}
\end{equation*}
$$

Unlike the general case, only one contraction of the $b$-quark fields is possible. So there is a factor two difference between the general and static case that one must take care of. Doing the $b$ contractions, one is still left with the two possible contractions of the $q$ fields as before. Hence the final traces are similar to before,

$$
\begin{aligned}
& \text { (a) } \operatorname{Tr}\left[G_{(q)}^{\dagger}\left(\vec{x}, t_{x} ; \overrightarrow{0}, 0\right) H\left(\vec{x}, t_{x} ; \overrightarrow{0}, 0\right) \Gamma_{A} \gamma_{5}\right] \\
& \quad \times \operatorname{Tr}\left[G_{(q)}{ }^{\dagger}\left(\vec{y}, t_{y} ; \overrightarrow{0}, 0\right) H\left(\vec{y}, t_{y} ; \overrightarrow{0}, 0\right) \Gamma_{B} \gamma_{5}\right] \\
& \text { (b) }-\operatorname{Tr}\left[G_{(q)}^{\dagger}\left(\vec{x}, t_{x} ; \overrightarrow{0}, 0\right) H\left(\vec{x}, t_{x} ; \overrightarrow{0}, 0\right) \Gamma_{A} \gamma_{5} G_{(q)}^{\dagger}\left(\vec{y}, t_{y} ; \overrightarrow{0}, 0\right) H\left(\vec{y}, t_{y} ; \overrightarrow{0}, 0\right) \Gamma_{B} \gamma_{5}\right] .
\end{aligned}
$$

The operator at the source must be local so smearing can only be done at the sink. The smeared-at-sink static props are

$$
\begin{align*}
H^{S L}\left(\vec{x}, t_{x} ; \overrightarrow{0}, 0\right) & =\left(\frac{1 \pm \gamma_{4}}{2}\right) f(\vec{x}, 0) P_{\overrightarrow{0}}\left(t_{x}, 0\right) \\
& =\left(\frac{1 \pm \gamma_{4}}{2}\right) P_{\vec{x}}^{S L}\left(t_{x}, 0\right) \tag{B.38}
\end{align*}
$$

where $f$ is the appropriate smearing function. Again the sum over $\vec{x}$ and $\vec{y}$ can be done independently so for this static case the fundamental object to calculate is the matrix

$$
\begin{equation*}
A_{b d}^{\beta \delta}\left(t_{x}\right)=\sum_{\vec{x}} G_{(q)_{a b}}^{\alpha \beta_{a}^{*}}\left(\vec{x}, t_{x} ; \overrightarrow{0}, 0\right)\left(\frac{1 \pm \gamma_{4}}{2}\right)^{\alpha \delta} P_{\vec{x}}^{S L_{a d}}\left(t_{x}, 0\right) \tag{B.39}
\end{equation*}
$$

Note that the second (first) two columns of the spinor matrix $A^{\beta \delta}$ are zero because of the $\left(1 \pm \gamma_{4}\right) / 2$ factor. Again the full three-point correlator can be reconstructed from this.

## Appendix C

## Choosing the Smearing Radius

Ideally the study presented in chapters 3 and 4 should have been completed at a variety of smearing radii for all the smearing types. This would have given a wider choice in the optimisation of the signal for each correlator and at each $\kappa$-value. In practice this was not possible, principally due to the limitations of time and the computing facilities available. However, to justify the smearing radii used, a subsidiary study on a subset of the configurations using a variety of smearing radii was performed. In this study just the LS and SS axial current correlators (as used for $f_{B}$ ) were calculated.

For the Coulomb gauge smearing functions the simulation was performed on 29 of the configurations using $r_{0}=4,5,6$. The first criterion used in choosing the "optimum" smearing radius is the existence and persistence of a plateau in the effective mass plots. Figures C.2, C. 3 C. 4 show the SS correlators at a single light kappa value using radii $r_{0}=4,5,6$ for each of the three types of Coulomb gauge smearing function, $\mathrm{CUB}, \mathrm{DCB}$ and EXP respectively. The plots show that the signal for $r_{0}=5$ persists longer than for $r_{0}=4,6$. The behaviour is similar in the LS correlators. These have a higher signal-to-noise ratio but generally approach the plateau region from below - these are not shown here. Finally, there is no appreciable difference in the behaviour of the effective mass plots at $\kappa=0.14144,0.14262$. Hence $r_{0}=5$ was chosen as the smearing radius for all Coulomb gauge smearing types and at all light $\kappa$ values for the study on the full 60 configurations.


Figure C.2: Effective mass plots, $\ln [C(t) / C(t+1)]$ versus $t$, for SS correlators at light $\kappa=0.14226$ using CUB smearing for each of the radii $r_{0}=4,5,6$ on a subset of 29 configurations.


Figure C.3: Effective mass plots, $\ln [C(t) / C(t+1)]$ versus $t$, for SS correlators at light $\kappa=0.14226$ using DCB smearing for each of the radii $r_{0}=4,5,6$ on a subset of 29 configurations.


Figure C.4: Effective mass plots, $\ln [C(t) / C(t+1)]$ versus $t$, for $S$ correlator at light $\kappa=0.14226$ using EXP smearing for each of the radii $r_{0}=4,5,6$ on a subset of 29 configurations.

In the case of the gauge invariant smearing technique the smearing radius is varied by changing the number of iterations of the Jacobi algorithm, $N$. In this study the simulation was performed on a subset of 30 of the configurations using $N=80,110,140,170,200$.

| $N$ | R.M.S. Radius |
| :---: | :---: |
| 80 | $5.1 \pm 0.1$ |
| 110 | $5.8 \pm 0.2$ |
| 140 | $6.5 \pm 0.2$ |
| 170 | $7.0 \pm 0.3$ |
| 200 | $7.4 \pm 0.3$ |

Table C.1: R.m.s radius for each of the iterations, $N$, of the Jacobi algorithm, averaged over 30 configurations - the errors are statistical.

From the effective mass plots at $\kappa=0.14226$, figures C. 5 and C.6, it is not clear which of the smearing radii is optimal. Also the fitted values for the effective mass are relatively consistent across the different radii - see table C.2. The ratios $C^{\mathrm{LS}} / C^{\mathrm{SS}}$ are also plotted ${ }^{2}$ at $\kappa=0.14226$, figures C. 7 and C.8. The trend in these plots suggests higher values of $N$ give worse results. The behaviour is similar at $\kappa=0.14144,0.14262$ (these plots are not shown), but at the higher $\kappa$ value the plateaux for the higher values of $N$ are slightly improved and vice-versa. This observation qualitatively agrees with the results of Duncan et al. [76]. They tune the smearing radius independently for each light $\kappa$ value.

|  | 80 | 110 | 140 | 170 | 200 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Range | $[6-9]$ | $[6-9]$ | $[6-10]$ | $[6-10]$ | $[6-10]$ |
| 0.14144 | $0.580_{-11}^{+11}$ | $0.574_{-11}^{+11}$ | $0.569_{-7}^{+11}$ | $0.569_{-12}^{+10}$ | $0.569_{-14}^{+10}$ |
| 0.14226 | $0.561_{-11}^{+11}$ | $0.554_{-11}^{+11}$ | $0.555_{-11}^{+11}$ | $0.544_{-13}^{+11}$ | $0.544_{-14}^{+12}$ |
| 0.14262 | $0.553_{-11}^{+11}$ | $0.545_{-12}^{+12}$ | $0.551_{-9}^{+12}$ | $0.532_{-14}^{+12}$ | $0.531{ }_{-15}^{+13}$ |
| $\kappa_{\text {crit }}$ | $0.540_{-12}^{+12}$ | $0.533_{-12}^{+12}$ | $0.534_{-12}^{+12}$ | $0.522_{-12}^{+11}$ | $0.519_{-13}^{+11}$ |

Table C.2: The SS effective mass in lattice units at each of the light $\kappa$ values along with the chiral extrapolated value. All the $\chi^{2} /$ dof are less than one.

[^16]The data seems to favour using $N=110,140$ over the others. The higher values of $Z_{L}$ and effective mass using $N=80$ suggests smearing using this radius hasn't clearly isolated the ground state. Similarly, the behaviour of ratio $C^{\mathrm{LS}} / C^{\mathrm{sS}}$ for $N=170,200$ suggests against the use of these radii. At any rate, it was decided to use $N=140$ at all values of $\kappa$ for the study on the full set of 60 configurations. This is a convenient choice in that it is consistent with previously published work using a subset of these configurations [50]. However, I believe this study really needs to be done on a larger configuration set to correctly sort out this issue of "optimal" smearing radius.

Finally, the chiral extrapolations of $Z_{L}$ using fitting method I (see chapter 3) are also presented - figures C. 9, C. 10 and table C.3. The results using fitting method II are entirely consistent. The results for the correlated fits for $N=140$ seem to be better behaved than for the other values of $N$. This is also true when the fitting ranges are varied.

|  |  | 80 | 110 | 140 | 170 | 200 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Range | R | $[8-10]$ | $[8-10]$ | $[8-11]$ | $[8-11]$ | $[9-11]$ |
|  | SS | $[6-10]$ | $[6-10]$ | $[6-11]$ | $[6-11]$ | $[6-11]$ |
| 0.14144 |  | $0.159_{-10}^{+10}$ | $0.149_{-10}^{+10}$ | $0.140_{-6}^{+6}$ | $0.139_{-12}^{+9}$ | $0.138_{-13}^{+9}$ |
| 0.14226 | $0.144_{-8}^{+9}$ | $0.135_{-8}^{+9}$ | $0.128_{-6}^{+7}$ | $0.123_{-11}^{+9}$ | $0.121{ }_{-12}^{+8}$ |  |
| 0.14262 | $0.138_{-8}^{+9}$ | $0.128_{-9}^{+9}$ | $0.125_{-6}^{+7}$ | $0.116_{-10}^{+9}$ | $0.114_{-12}^{+8}$ |  |
| $\kappa_{\text {crit }}$ |  | COR | $0.130_{-8}^{+9}$ | $0.121_{-7}^{+8}$ | $0.117_{-6}^{+7}$ | $0.105_{-9}^{+9}$ |
|  | UNC | $0.128_{-8}^{+9}$ | $0.119_{-8}^{+9}$ | $0.118_{-7}^{+8}$ | $0.105_{-9}^{+9}$ | $0.103_{-11}^{+9}$ |
| $f_{B_{s}} / f_{B_{d}}$ | COR | $1.17_{-2}^{+2}$ | $1.19_{-2}^{+2}$ | $1.15_{-3}^{+2}$ | $1.22_{-4}^{+2}$ | $1.23_{-4}^{+3}$ |
|  | UNC | $1.18_{-3}^{+3}$ | $1.19_{-3}^{+3}$ | $1.14_{-4}^{+4}$ | $1.24_{-5}^{+3}$ | $1.25_{-5}^{+4}$ |

Table C.3: $Z_{L}$ at each of the light $\kappa$ values determined using fitting method I (see chapter 3), with the correlated (COR) and uncorrelated (UNC) chiral extrapolated values. The values for $f_{B_{s}} / f_{B_{d}}$ are also quoted. The fit ranges are for the ratio ( R ) and the SS correlator. The same ranges are used at all $\kappa$ values. Again all the $\chi^{2} /$ dof are less than one.


Figure C.5: Effective mass plots, $\ln [C(t) / C(t+1)]$ versus $t$, for SS correlators at light $\kappa=0.14226$ using INV smearing for iterations of the Jacobi algorithm $N=80,110$ on a subset of 30 configurations.


Figure C.6: Effective mass plots, $\ln [C(t) / C(t+1)]$ versus $t$, for SS correlators at light $\kappa=0.14226$ using INV smearing for iterations of the Jacobi algorithm $N=140,170,200$ on a subset of 30 configurations.


Figure C.7: Plots of the ratio $C^{\mathrm{LS}}(t) / C^{\mathrm{SS}}(t)$ versus $t$ at light $\kappa=0.14226$ using INV smearing for iterations of the Jacobi algorithm $N=80,110$ on a subset of 30 configurations.


Figure C.8: Plots of the ratio $C^{\mathrm{LS}}(t) / C^{\mathrm{SS}}(t)$ versus $t$ at light $\kappa=0.14226$ using INV smearing for iterations of the Jacobi algorithm $N=140,170,200$ on a subset of 30 configurations.


Figure C.9: Chiral extrapolations of $Z_{L}$, fitted from method I, using INV smearing for iterations of the Jacobi algorithm $N=80,110$ on a subset of 30 configurations. The dashed lines in the plots are the $68 \%$ errors on the fit parameters.


Figure C.10: Chiral extrapolations of $Z_{L}$, fitted from method I, using INV smearing for iterations of the Jacobi algorithm $N=140,170,200$ on a subset of 30 configurations. The dashed lines in the plots are the $68 \%$ errors on the fit parameters.
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[^0]:    ${ }^{1}$ This is the assumption of three, and only three, families of quarks.
    ${ }^{2}$ The remaining phase factor in the 33 element can be absorbed, in this limit, through a rephasing of the quark fields.

[^1]:    ${ }^{3}$ I am ignoring possible strong CP violation here. This is related to the allowed $F \tilde{F}$ term in the QCD Lagrangian. Measurements of the neutron electric dipole moment constrain any such CP violation to be unobservably small in comparison to the weak mixing CP violation discussed here [3].

[^2]:    ${ }^{4}$ These are for the columns only. The off-diagonal conditions for the rows produce equivalent unitarity triangles.

[^3]:    ${ }^{5} H$ itself is not Hermitian as the $B$ meson does actually decay.

[^4]:    ${ }^{6}$ Not strictly true for the mass of the top, but the conclusion stands.

[^5]:    ${ }^{7}$ The mixing parameters $x_{d}$ and $x_{s}$ should not be confused with the symbols $x_{i}=m_{i}^{2} / M_{W}^{2}$ used earlier on.

[^6]:    ${ }^{8}$ An arbitrariness in how the decomposition of the heavy quark momenturn in equation (1.41) is achieved.

[^7]:    ${ }^{9} C_{2}$ only runs in the next-to-leading log approximation. However, I still quote the result in equation (1.69) as it will be useful later on.

[^8]:    ${ }^{1}$ Forward or backward finite differences for the derivatives could equally well be used. This symmetric derivative is however preferable as it preserves the anti-hermitian nature of the continuum $\not D$ operator.

[^9]:    ${ }^{2}$ The Wilson action then satisfies reflection positivity.

[^10]:    ${ }^{3}$ For convenience I'm assuming a discrete set of energy states.

[^11]:    ${ }^{4}$ I'm assuming the quenched theory here so the effective number of quark flavours is zero.

[^12]:    ${ }^{5}$. . . including the logarithmic corrections also.

[^13]:    ${ }^{1}$ In fact the numbers in equation (4.10) differ slightly from those in [63] as I use $\Lambda \frac{(4)}{M S}=250$ MeV here throughout.

[^14]:    ${ }^{2}$ Note that I use the notation $t_{f}=-3$ rather than $t_{f}=45$. This is just a personal preference.

[^15]:    ${ }^{1}$ Greek letters are used for spinor indices and Roman for colour.

[^16]:    ${ }^{2}$ The scales in these ratio plots should not be compared.

