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Abstract 

The Ito-Stratonovich theory of stochastic integration and stochastic differential 
equations has several shortcomings, especially when it comes to existence and 
consistency with the theory of Lebesque-Stieltjes integration and ordinary 
differential equations. An attempt is made frrstly, to isolate the path property, 
possessed by almost all Brownian paths, that makes the stochastic theory of 
integration work. Secondly, to construct a new concept of solutions for 
differential equations, which would have the required consistency and 
continuity properties, within a class of detenninistic noise functions, large 
enough to include almost all Brownian paths. 

The algebraic structure of iterated path integrals for smooth paths leads to a 
fonnal defmition of a solution for a differential equation in terms of generalized 
path integrals for more general noises. This suggests a way of constructing 
solutions to differential equations in a large class of paths as limits of operators. 
The concept of the driving noise is extended to include the generalized path 
integrals of the noise. Less stringent conditions on the Holder continuity of the 
path can be compensated by giving more of its iterated integrals. Sufficient 
conditions for the solution to exist are proved in some special cases, and it is 
proved that almost all paths of Brownian motion as well as some other 
stochastic processes can be included in the theory. 
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1 Introduction 

The theory of Ito and Stratonovich integration and the corresponding differential 

equations gives a mathematically convenient way of defining stochastic integrals 

and solutions to stochastic differential equations with respect to martingale and 

semimartingale noises; however this theory has many limitations. The range of 

possible integrators and integrands is fairly restricted even if it does include many 

interesting processes. Due to the entirely probabilistic nature of the construction 

of the Ito integral, it is impossible to extend the theory to larger classes; at most 

general we can only integrate predictable processes with respect to semimartingalc 

noises. What is more, the Ito/Stratonovich theory and the theory of ordinary 

(Lebesque-Stieltjes) integration are not consistent with each other, and all kinds 

of problems appear in approximation and continuity results. 

The aim in this thesis has been to try to redefine the theory of stochastic 

differential equations, to get a consistent theory which would be available for a 

much larger class of noises. 

The idea has been to isolate the path property, possessed by almost all Brow­

nian paths, that makes the Ito integration theory possible. A new concept of 

solutions to differential equations is then defined for a class of functions, which 

is large enough to include aimost all Brownian paths. It becomes obvious from 

considerations on the gap between stochastic differential equations and ordinary 
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differential equations that a consistent definition of a solution should depend on 

iterated path integrals of the driving noise. 

The new point of view is based on the well known idea of expressing the solution 

for a differential equation explicitly as a continuous functional of iterated path 

integrals of the driving noise. The algebraic structure of iterated path integrals 

of smooth paths and their relation to solutions of differential equations has been 

examined by Lyons [37], and has been shown to extend in a generalized form 

to more general paths. This result enables us to give a well-defined meaning to 

solutions of differential equations, with respect to generalised driving noises. The 

concept of 'noise function' must be extended by giving not just the path but also 

some of the generalised iterated path integrals of it. The theory obtained can 

be applied in a large class of functions, including almost all paths of Brownian 

motion. 

Solutions are defined as limits of operators, rather than using the usual Picard 

type iterations. In fact, once some initial iterated integrals for the path are defined, 

we need not look at any other integrals with respect to the path. 

We will concentrate on differential equations on Rd, with respect to noises in 

Rn. (However, many of our results will easily extend to differential equations on 

smooth manifolds.) 

Here is an outline of the thesis: In Chapter 2, we give a brief account of the 

classical Ito and Stratonovich theories of stochastic integration and stochastic dif­

ferential equations, and some of their generalizations, together with an explanation 

on why these theories are far from complete. In Chapter 3, we lay out the goal 

we have in this thesis, namely to construct an alternative theory of differential 
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equations, and we explain what kind of an approach seems to be necessary to 

achieve this goal. 

Our new definition of solution is based on a result by Lyons [37], which clar­

ifies the algebraic structure of the iterated path integrals of smooth paths and 

their relation to the solutions of differential equations with respect to these paths; 

these algebraic relations can then formally be extended in a generalized form for 

more general paths. An account of this result and some related ones is given in 

Chapter 4. 

Our new definitions of 'paths' and 'solutions' are given in Chapter 5, and we 

prove some results of convergence. In Chapter 6 we look at examples of paths 

that our results call be applied to, including paths of Brownian motion. We give 

a lemma which can be used to prove for stochastic processes that they can be 

included in our new theory, and we prove that the method does converge for 

almost all Brownian paths. 

In many parts of the thesis, we come accross the concept of areas and area 

integrals. In Chapter 7, we give a short account about what we mean by these. 
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NOTATIONS AND CONVENTIONS We will use all the standard notations of 

analysis, algebra and probability theory. We use ':...s.' and 'a.e.' as abbreviations 

for 'almost surely' and 'almost everywhere'; and we will often omit these if they are 

obvious from the context. SDE, ODE, and DE are short for stochastic differential 

equations, ordinary differential equations and differential equations, respectively. 

General and unspecified finite constants will be denoted by C, C1 ; D, D1 etc.; 

these may change from line to line. R is the real line, and Rn the n-dimensional 

Euclidean space. We define N = 1, 2, ... and R+ = [0, oo). Rn ® Rm is the set 

of real n X m-matrices, and B(R) is the Borel u-field on R. c, ck, coo denote 

the sets of continuous, k times continuously differentiable, and smooth functions, 

respectively. c: denotes the set of k tirnes continuously differentiable functions 

which are, together with their k first derivatives, bounded. 
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2 Background: Classical SI and SDE theories for 

stochastic processes 

We will start by giving a short account of the traditional ways of defining a the­

ory of differential equations for stochastic processes. Throughout this chapter 

and the rest of the thesis, we will work with a fixed filtered probability space 

(fl,P,F,(Ft,t ~ 0)), i.e. a probability space (fl,P,F) with (Ft,t ~ 0) an in­

creasing family of sub-a-algebras of F. We will assume that the probability space 

is complete, Ft is a right-continuous filtration, and F0 contains all P-null sets of 

F. Expected values and conditional expected values of random variables will be 

denoted by E( ·) and E( ·I·) respectively, as usual. IIXIILp denotes the Lp-norm 

of a real valued random variable X, p E N: 

IIXIIL. = (in IX(w)JP P(dw)) tfp. 

If Xn, n = 1, 2, ... and X are random variables, then we say that Xn converges 

to X in Lp if 

and that Xn converges to X in probability if 

\le;> 0, P( IIXn- XII >c)~ 0 as n ~ oo; 
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in which case we will write 

X = l.i.p. Xn, as n --+ oo. 

All stochastic processes are defined with respect to this set-up (0, P, :F). They 

are assumed to be continuous, and :Ft-adapted if necessary. We will only look at 

stochastic processes with values in R, or n1ore generally in Rn. For a Rn -valued 

stochastic process X, we use the obvious notations X = (X1 , ... , Xn), 

and we will write X(w), Xi(t,w) etc. when we wish to emphasize that we are 

looking at a fixed realisation of a random variable or stochastic process. The main 

sources for this account are Dellacherie-Meyer [12], Durrett [15], Ikeda-Watanabe 

[24), Ito-McKean [25], McKean [42), Meyer [46), Rogers-Williams [51], Williams 

[58), and articles in Stochastic Integrals [59]. 

Definition 2.1 A process X = (Xt, t ~ 0) with values in Rn is 

• integrable if EIIXt 11 < oo Vt ~ 0, 

• square-integrable if EIIXt 11
2 < oo Vt ~ 0, 

• measurable if the mapping 

( t, w) E [ 0, oo) x 0 --+ Xt ( w) E Rn 

is B(R+) x :F/B(Rn)-measurable, 
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• Ft -adapted if Xt is Ft -measurable for every t ~ 0, 

• Ft -predictable if the mapping 

( t, w) E ( 0, oo) x 0 ~ X t ( w) E Rn 

is S / B( Rn)-measurable where S is the predictable a-field, i.e. the smallest 

a-field on [0, 00) X n such that all left-continuous, Ft-adapted processes are 

measurable. 

A real valued cont~nuous process M == (Mt, t > 0) is an Ft-martingale if M is 

Ft-adapted, integrable, and 

E [ Mt I.Fs ] == Ms P - a. S., VS < t. 

An Rn-valued continuous process B == (B1 , ... , Bn) is ann-dimensional Ft-Brownian 

motion if it is Ft-adapted with 

E[ exp( i(~, Bt - Bs)) IFs] == exp[ -(t- s) 1~1 2 /2] 

P-almost surely, V~ E Rn, 0 ~ s ~ t. 

2.1 Processes of finite variation 

For stochastic processes with almost all paths of finite variation, it is a simple 

matter to apply the Lebesque-Stieltjes theory of integration. 

Definition 2.2 A real valued function A == (At, t ~ 0) is of finite variation if it 

c(J,., be written as a difference of two non-decreasing functions. For a function A of 

finite variation, we denote by V(A) == (V(A)(t), t ~ 0) the total variation function 
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of A: i.e. 

V(A)(t)- V(A)(s) = [ldA(u)l. 

For a function A of finite variation, the Lebesque-Stieltjes integrals 

are well defined for any bounded and measurable function Y, and the integrals 

are controlled by the inequality 

Jfo' Y,dA,J S:: la' IY.IdV(A)(s) Vt. (1) 

A differential equation 

driven with a path A of finite variation is new interpreted as the differentiated form 

of the corresponding integral equation with Lebesque-Stieltjes integrals. Existence 

and uniqueness of solutions to differential equations like this, with Lipschitz con­

tinuous coefficients J, is well known from the theory of ODEs; the solution can be 

constructed as a limit of a sequence of Picard iterations, where the convergence 

and uniqueness rely on the inequality (1) above. 

In the stochastic setting this gives the followir,.g result: 

Result 2.3 Let A = (A1, ... , An) be a stochastic process with almost all paths 

Ai(w) : R+ ~ R of finite variation. Then 

• for any 7'eal valued continuous process Y, the integrals 

l Y(u)dA;(u) 
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are a.s. well defined as pathwise Stieltjes integrals, and for almost every 

wEn, 

ll Yu(w)dA;(u,w)l.~ liYu(w)l dV(A;)(u,w), Vt ~ 0. 

• If fi are Lipschitz continuous functions R ~ R then for P-a.e. w E !1, the 

pathwise differential equation 

n 

dXt(w) = 2: fi(Xt(w))dAi(t,w) 
i=l 

has a unique solution X ( w), obtained by Pica1·d iterations. 

This case of stochastic processes of finite variation is trivial, of course. More 

importantly, the concept of stochastic integration expands the set of possible in-

tegrators. Ito's stochastic integral can be defined with paths of martingales as 

integrators, despite the fact that for non-trivial martingales, almost all sample 

paths are nowhere differentiable. The Ito integral is defined through probabilistic 

arguments, using the stochastic nature of martingales, via a Hilbert space ar-

gument. This approach leads to a well-working theory of stochastic integration 

and stochastic differential equations, including an integral-differential calculus for 

semimartingale processes (!to's stochastic calculus). 

2.2 SI and SDE: Ito theory 

Here follows a brief summary of the main points of Ito's theory of stochastic 

integrals and stochastic ciiiiere11tial equations. We are only interested in continuous 

stochastic processes, so all the martingales in the following are assumed to be 

continuous. 
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2. 2.1 I to integrals 

Denote by M 2 the set of real valued, square-integrable Ft-martingales (Mt, t 2:: 0) 

with M(O) = 0. The key concept in defining Ito integrals is the quadratic variation 

process (M, M) of a martingale ME M 2 • 

Definition 2.4 For M E M2, the quad1·atic variation process (M) is defined via 

the Doob-M eyer decomposition result, as the unique increasing, integrable and Ft -

predictable process (At, t 2:: 0) for which A(O) = 0 and Mt2 -At is an Ft-martingale. 

For M, N E M 2 , the quadratic covariation process (M, N)t is defined as 

1 
(M, N)t = 2" ((M + N)t - (M)t - (N)t) , 

or 

1 
(M,N)t = 4 ((M+ N)t- (M- N)t). 

Finally, the quadratic variation process of an n-dimensional martingale M = 

(M1 , ••. ,Mn), with components Mi in M 2 , is defined as a Rn®Rn- valued process 

(M) with 

For an n-dimensional Brownian motion E = (E1 , ... , En), the components Ei 

are martingales with 

(In fact it is well known that this result is sufficient to characterize ann-dimensional 

Brownian motion- this is P. Levy's characterization of Brownian motion. What 

is more, every !-dimensional continuous square-integrable martingale can be ob-

tained from a Brownian motion by a time change with respect to its "internal 
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clock" given by its quadratic variation process.) 

The quadratic variation of a martingale controls very strongly the behaviour 

of the martingale. Obviously E(Mt2 ) = E(M)t and 

More generally, we have the Burkholder-Davis-Gundy inequalities: 

Theorem 2.5 For any 0 < p < oo, there exist universal finite constants cp, Cp, 

such that for every continuous square-integrable 1nartingale M, 

where 

Mt* =sup IMsl· 
s:::;t 

Even pathwise the process (M) bounds the behaviour of the process M; for ex-

ample, for a martingale ME M 2 , almost surely 

IMt(w)- Ms(w)l :S C(w)j((M)t(w)- (M)s(w)) I log ((M)t(w)- (M)s(w)) I 

VO<s<t<T 

where C(w) < oo. (This reflects the fact that any square integrable martingale is 

a time change of a Brownian motion; see Result 6.3 in Chapter 6 about pathwise 

continuity of a Brownian motion.) 

The probabilistic definition of (M) above agrees with the "classical" definition 

of the quadratic variation of a function: 
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Result 2.6 Let ( Tn, n E N) be a collection of deterministic partitions of [0, t]: 

Tn = {0 = t~n) <tin) < ... :::; t}, with maximal step length 8(n)--+ 0 as n--+ oo, 

For every M E M2, 

L !Mtk+I - Mtk 1

2 
--+ (M)t 

tkETn 

in probability, as n --+ oo. Similarly, 

L (Mtk+I - Mtk)(Ntk+I - Ntk) --+ (M, N)t 
tkETn 

in probability, as n --+ oo, for M, N E M 2. If M is a Brownian motion, then this 

holds even almost surely. 

Note that ( Tn, n E N) here has to be deterministically chosen, since obviously 

choosing the subdivisions after checking what the path M ( w) looks like can lead 

to trouble. For a general martingale, the convergence is at best in probability, or in 

mean square; almost sure convergence holds for a subsequence of the ( Tn, n E N)-

subdivision. 

The Ito integral 

I ( t) = l () s • dM ( s), t :2: 0 

can now be defined when e is an Ft-predictable process with 

E (l B\s,w)d(M}(s)) < oo Vt 

and when M is a square-integrable Fcmartingale, via an isometry result. The 

reasoning goes briefly as follows. (We assume here that M is real valued; the 
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multidimenRional case is similar. We will also assume for simplicity that M is an 

£ 2 - bounded martingale.) 

- Define a space of martingales: M = the set of Ft-martingales with 

(
. ) 1/2 

IIMIIM = s~p E(Mz) < oo, 

which is a complete metric space with the metric defined by IIM- N!!M; 

- define a set of integrands for a given A1 E M by taking £ 2 (M) = the set of 

Ft-predictable processes Bt with 

1/liJI~.M = E [f' li2
(s,w)d(M)(s,w)] < oo. 

Then £ 2(M) is a complete metric space with the metric given by IIB1 - B2II2,M· 

- Finally, define a set £ 0 of elementary ("simple" predictable) processes by taking 

£ 0 = the set of all () E £ 2 (M) which are of the form 

for some 0 = to < t 1 < ... --+ oo, where for all i, fi( w) is an Fti -measurable 

random variable and supi 11/illoo < oo. Then .Co is dense in £ 2 (M) with respect 

to the metric 11 · II2,M· For() E .Co, the Ito integral of() with respect to M will be 

defined as the sum 

n-1 

JM (B)(t) = L fi(w)(M(ti+I)- M(ti)) + fn(w)(M(t)- M(tn)) 
i=O 
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when tn ~ t ~ tn+I· 

- Now, it follows that for() E £ 0 , 

and 

This gives an isometry between £ 0 and M, which then extends uniquely the 

mapping 

to the mapping 

This mapping defines uniquely for each () E £ 2 (M) the stochastic integral of () 

with respect to ME M, denoted by IM(()) and also written as 

IM(O)(t) =la' ll(s) · dM(s), t ~ 0. 

The definition of the stochastic integral can be extended by localization to 

include locally bounded predictable pocesses as integrands and locally square­

integrable martingales as integrators. 

The most useful thing about the Ito integral is that if M is a continuous square­

integrable Ft-martingale, then the integral of a Frpredictable process () with re­

spect to M is also a continuous, square integrable Frmartingale. Its quadratic 
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variation is given by 

(l B.dM.)(t) =la' B2(u)d(M)u Vt, P- a.s. 

and more generally, for two marting.ales M,N and two predictable processes B, 'lj;, 

= fo'co..p)(u)d(M,N)u, Vt, P- a.s. 

This gives an L2-bound for the stochastic integrals: e.g. for all t 2:: 0, 

(2) 

The extension of the Ito integral to include semimartingale integrators is ob-

VIOUS. 

Definition 2. 7 An :Ft-semimartingale is a real valued process X such that 

where M is a locally square-integrable :Ft-martingale, A is an :Ft-adapted process 

with almost all paths of finite variation, and A 0 = M 0 = 0. {Vote that the decom-

position above is unique when X is continuous.) A process X = (X1 , •.• , Xn) with 

values in Rn is a semimartingale if each Xi is a semimartingale. 

Definition 2.8 The stochastic !to integral of an :Ft-predictable, {locally) bounded 

process B, with respect to a semimartingale X, with Xt = X 0 +At+ Mt, is defined 

as lht sum of an !to integral with respect to the martingale component M of X 
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and a Lebesque-Stieltjes integral with respect to the finite variation part A of X: 

fa' e •. dX. =fa' e • . dM. +fa' e.dA •. 

Thus, Ito integrals of semimartingaies are themselves semimartingales. 

Above, the stochastic Ito integral for square integrable martingale integrators 

was constructed via an isometry argument, as an element in a martingale space; 

however the integral can also be constructed in a more concrete way as a limit 

of Riemannian sums along a suitably chosen sequence of subdivisions. The limit 

will in general be in mean square or in probability - or, if the subdivisions are 

good enough, even almost surely. Obviously, once again, the important thing is to 

choose a sequence of divisions which is independent of the path of the martingale. 

Here is one formulation of these kinds of results: 

Result 2.9 Let M be a square integrable martingale and () a predictable locally 

bounded process. The integral 

la' e(s,w) · dM(s,w) 

is the L2- limit as n --+ oo of sums 

)n(w) = ~()(t}n),w) [M(t}~1 ,w)- M(t}n),w)] 
J 

for all deterministic partitions 

0 = tin) < t ~ n) < . . . < t ~n) = t 
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for which 8(n)--+ 0 as n--+ oo where 8(n) is the maximal step length: 

8(n) = max (t(n) -ln) ). 
I<'<n J J-l _)_ 

Along with the definition of the· Ito integral comes the theory of Ito calculus, 

with a chain rule of differentiation now provided by the Ito formula, instead of the 

Newton-Leibniz differentiation rules. 

Theorem 2.10 (!to formula) 

Let F be a function of class C2 on Rn J and X an n-dimensional semimartingale: 

X(t) = X(O) + M(t) + A(t)J where M is the martingale component of X. Then 

almost surely for all t 2:: 0 J 

F(X(t))- F(X(O)) = t l' D;F(X(s)) · dM;(s) 
i=l 0 

+ t l' D;F(X(s))dA;(s). 
i=l 0 

Here 

This means that if X is a Ft-semimartingale, then for any F E C 2
, the stochastic 

process F(X) = (F(X(t)),t 2:: 0) is also a semimartingale. Thus, the class of 

semimartingales is closed under action by C 2 -functions. 
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2.2.2 Ito stochastic differential equations 

The construction of the Ito integral leads immediately to the theory of stochastic 

differential equations with respect to martingale and semimartingale noises. An 

Ito SDE will be the differentiated form of an integral equation where the integrals 

are interpreted as stochastic Ito integrals. For our purposes, it will suffice to look 

at the simplest possible SDE's, i.e. time homogeneous, diffusion type SDE's with 

zero drift. Also, we will only look at solutions in the 'strong' sense, since we are 

interested here in the mapping: [noise path M(w)] ~ [solution Y(w) of an SDE 

driven with M(w)]. So, for M: a square-integrable Fcmartingale with values in 

Rn, and f: a measurable function Rd ~ Rd®Rn, we will denote our Ito differential 

equation on Rd by 

dXt = f(Xt) · dMt (3) 

or, 
n 

dXi(t) = L fij(Xt). dMj(t), i = 1 ... d. 
i=l 

Definition 2.11 A stochastic process X is called a solution to the SDE (3) if it 

is a continuous and Ft-adapted stochastic process, with values in Rd, such that 

almost surely, 

X(t)- X(O) = l f(X,) · dM, Vt ~ 0. 

Definition 2.12 Pathwise uniqueness holds for (3) if, whenever X and X are 

both solutions to it and X(O) = X(O) a.s., then X(t) = X(t) \lt ~ 0 almost surely. 

Existence and uniqueness of solutions can now be proved e.g. by the following 

theorem: 
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Theorem 2.13 (!to theorem of uniqueness and existence of solution} 

Let f : Rd ~ Rd ® Rn be Lipschitz continuous: 

d llf(x)- f(y)ll :::; I<lx- Yl Vx, yE R . 

Then the SDE {3} has a pathwise unique solution. For each given (xt, ... xd) E Rd, 

the solution X with Xi(O) == Xi, i == 1 ... d, can be constructed from M as a limit 

of successive approximations {Picard iterations). 

Thus, the method of constructing the unique solution via Picard iterations works 

even for Ito SDE's. The proof of convergence and uniqueness is based on the fact 

that the L 2-norm of t.he Ito integrals can be controlled via equation (2). 

The theorem extends naturally to the case where f is locally Lipschitz con-

tinuous and M is a locally square integrable martingale; the solution might then 

explode in finite time, so it would be necessary to modify the definition of solution 

to include this possibility. Again, definitions and results for Ito SDE's with respect 

to semimartingale noises are obvious. 

2.3 Other stochastic integrals and SDE's 

Given two semimartingales X and Y, the Stratonovich integral of Y with respect 

to X is defined by taking 

la' Y~ o dX, = la' Y. · dX, + ~(X, Y) 1 

where the quadratic covariance (X, Y) of two semimartingales is defined to be 

equal to the quadratic covariance of their martingale components. (Cf. Stratonovich 

[5o]) Here and in the following we will use J Y o dX to denote a Stratonovich in-
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tegral and f Y · dX to denote an Ito integral. 

Using Stratonovich integrals leads to rules of differentiation which are the same 

as in the ordinary (Leibniz-Newton) calculus. Thus e.g. for a semimartingale X 

with values iD. R, and a real function F E C3
, 

F(X1)- F(Xo) = fo' F'(X.) o dX •. 

(Note that F E C3 is needed to keep the integrand in the class of semi martingales.) 

The Stratonovich integral is "symmetrical", with: 

Result 2.14 For X J Y real valued semimartingalesJ the Stratonovich integral 

Jd Ys o dXs is the lirnit in probability of sums 

Sn = t Y(t;) +
2
Y(t;H) (X(t;+t)- X(t;)) 

l=l 

for all deterministic partitions 0 = t~n) < ~in) < ... < t~n) = t for which 8( n) ~ 0 

as n ~ ooJ where 

Of course, the result above suggests also an infinite number of other possible 

definitions of stochastic integrals for semimartingales, defined as limits of Rieman-

nian sums. In general, a "..\-integral" with arbitrary ,.\ E [0, 1] could be defined as 

follows: (Cf. for example Kloeden-Platen [28].) 

Definition 2.15 Let XJY be real valued semimar·tingales. The ..\-integral is de-

fined by 

<>-l l Y.dx. 

n 

l.i.p. L ((1- ..\)Y(t~n)) + ..\Y(t~~)l)) (X(t~~)l)- X(t~n))) 
i=l 
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for any deterministic sequence of partitions as in Result 2.14. 

So, A = 0 gives the Ito integral and A = 1/2 gives the Stratonovich integral. 

Of course, with A > 0, A-integrals with respect to martingales are no longer 

martingales. The connection with Ito integrals is as follows: 

(~) l Y.dX, = l Y. · dX, + A(X, Y), 

and the corresponding rule of partial differentiation would then be 

F(X1) - F(Xo) =(~) l Fl(X.)dX. 

However, all these integrals are based on the Ito integral, in that proofs that the 

appropriate Riemannian sums do converge use the fact that the corresponding 

Riemannian sums converge for the Ito integral. Similarly, to establish properties 

of these integrals it would be necessary to convert them into Ito integrals for 

which the powerful martingale theory is available to give e.g. bounds for the sizes 

of the integrals. In practice, values other than A = 0 or A = 1/2 have very little 

interest. The Stratonovich integral will turn out to be the "natural" choice for the 

stochastic integral in many cases. 

By choosing the Stratonovich integral as the stochastic integral, we get the 

notion of Stratonovich differential equations, for which we will in general use no-

tations like dY(t) = f(Y(t)) o dX(t). Control on the sizes of integrals, needed 

in Picard iteration, is ..... 0t. r1irectly available for the Stratonovich integral, instead 

proofs of existence and uniqueness of solutions to Stratonovich SDE's are classi-

cally obtained by transforming the Stratonovich SDE into an Ito SDE (with drift). 
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Unfortunately, one extra derivative from the coefficient function is usually needed 

to carry out this transformation. So, for instance, Lipschitz continuity for the 

coefficient f is no longer sufficient to prove existence and uniqueness of solution, 

instead e.g. f E C 2 is needed. 

2.4 Shortcomings of the classical SI/SDE theory 

The construction of the Ito integral is done with respect to a given, fixed filtration 

(:Ft, t ~ 0), and the whole theory entirely relies on combining the F-predictability 

of the integrand with the :F-martingale property of the integrator. It is not possi­

ble to generalize the definition of the Ito integral further, out of these fairly limited 

classes of processes. (See for example Dellacherie-Meyer (12] : "The only sensible 

integrators are semimartingales.") The Stratonovich integral is based on the Ito 

integral, and for its existence even more is required, since both the integrator and 

the integrand must be semimartingales. An alternative definition of a stochastic 

integral is given in Young (64] (65], but even that one is based on probabilistic 

reasoning and is done along a given filtration. Having to fix the filtration means 

that the direction of time in integration is strictly restricted in this stochastic 

theory. Solving stochastic differential equations with respect to semimartingales 

can only be done forwards in time, along the fixed filtration (:Ft, t ~ 0). 

Another major problem with the theory of stochastic integrals and stochastic 

differential equations for semimartingales appears when one tries to combine it 

with the corresponding theories for srnooth or Lipschitz continuous noises. Both 

of these theories give well defined maps 
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Noise X ---+ I(X) == J O(X)dX, for fixed e, 

Noise X ---+ solution of DE dY == f(Y)dX, for fixed f 

where the integrals/differential equations are formally identical but can be inter­

preted as Lebesque-Stieltjes, Ito, o'r Stratonovich ones according to what class 

of noises we are looking at. It turns out to be impossible to unify the classical 

Lebesque-Stieltjes theory of integration and differential equations, and the classical 

(Ito and Stratonovich) theory of stochastic integration and stochastic differential 

equations in such a way that these maps would in general be continuous with 

respect to a reasunable topology in the space of noises X. 

Wong and Zakai ([61]) first pointed out that if a Brownian path is approxi­

mated by a sequence of smooth functions, then the solutions of a given differential 

equation driven with these noises do not converge towards the solution of the 

corresponding Ito differential equation but instead towards the solution of the 

Stratonovich equation. This is to be expected of course; while the Ito integral is 

mathematically very convenient, it is not the obviously correct stochastic integral 

to choose since it comes with its own peculiar calculus. The Stratonovich and 

Lebesque-Stieltjes integration on the other hand both obey the same rules of cal­

culus. So, the solution to this particular problem is just a matter of choosing the 

correct (Stratonovich) definition for the stochastic integral. 

It is fairly straightforward to define a unified theory of differential equations 

which includes both the stochastic (Stratonovich) theory and the ODE theory (for 

noises which are Lipschitz continuous), by replacing the differential equation by 

an appropriate "canonical" functional equation, which reduces to the ODE for 

Lipschitz noises and to the Stratonovich SDE for semimartingale noises. (See Me 

.:)hane [43], [44]; Marcus [41].) However, there still remains the more serious and 
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fundarnental problem of "stability": Uniform convergence of noises Xn ~X does 

not imply uniform convergence of the corresponding solutions, solution(Xn) ~ 

solution(X). This problem appears already when Xn and X are all functions of 

bounded variation, as the following example shows. 

Example. (Sussman, [53]) 

Look at the linear differential equation 

where Xt ERn, w1(t), w2(t) ER, A and Bare (n x n)-matrices and t E [0, 1]. We 

will construct a sequence of noise functions (w~n) ,w~n)) as follows: Fe .. a given n, 

we divide [0,1] into n intervals IJn), j = 1 ... n: thus, IJn) = [(j- 1)/n,j /n]; and 

further we divide each IJn) into four subintervals, denoted by I}~), ... , I};). Now 

we can construct two sequences of step functions u~n) and u~n) on [0,1] by defining 

for all j = 1 ... n, their values on interval I}n) as follows: 

sub interval value of u~n) value of u~n) 

I}~) +4y'n 0 

I};) 0 +4y'n 

I};) -4y'n 0 

I};) 0 -4y'n. 

Finally, define wJn) to be the function with wJn) = uJn) and wJn) (0) = 0, i = 1, 2. 

So what happens is that for all n, during each time interval IJn) of length 1/n, 

the path ( w~n), w~n)) completes a counter-clockwise loop beginning and ending at 
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(0,0), along a square with sides of length 1/ fo. Now, w~n) and w~n) both converge 

uniformly towards zero as n ~ oo. It is easy to check that solutions x(n) of the 

differential equations 

dx~n) = A · X~n) dw~n) ( t) + B · x~n) dw~n) ( t) 

converge towards 

x(t) = exp(t[B,A]) · x0 , 

whereas the solution with (w1 ,w2 ) = (0,0) is obviously x(t) = x0 • Therefore, 

uniform convergence of the noises does not imply uniform convergence of the cor-

responding solutions -unless, that is, [B, A] = 0. 

Attempts to solve this stability (or continuity, or approximation) problem for 

the solutions of a differential equation, generally denoted here by 

n 

dY(t) = L fi(Yt)dXi(t) (4) 
i=l 

have usually been along the following lines: 

1) Restrict the types of differential equations, usually by only looking either at 

cases with scalar noise (i.e. n=1) or for multi-dimensional noises, only cases where 

the vector fields fi commute (i.e. the Lie brackets [fi, fi] = 0 V i,j). In these cases, 

we can get very strong continuity results. The solution of ( 4) can be proved to 

be a continuous functivLtal vf the noise process with respect to the uniform norm 

(see for example Wong-Zakai [61], [62], McShane [43],Protter [48], [49] and Suss-

man [53] where the concept of solution to the differential equation is generalized 
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directly from the set of C 1 noises to the set of continuous noises) 0 

2) An alternative in the general multidimensional case is to restrict the class of 

permitted approximating noises, and then prove continuity results within these 

classes. Thus, for example, it can be proved that when a Brownian motion or 

a martingale X is approximated by a sequence of processes Xn of bounded vari­

ation, then the solutions with respect to the Xns converge towards the solution 

of the corresponding (Stratonovich) differential equation with respect to X, for 

a fairly large class of "reasonable" approximations (see, for instance, Wong-Zakai 

[61], Wong-Zakai [62], Ikeda-Watanabe [24], Nakao-Yamato [47], Protter [48], (49], 

[50], Konecny [30], Emery [16], Ikeda-Nakao-Yamato [23] - the convergence in 

these papers is usually in probability or in L2-norm). This class of "reasonable 

approximations" of X by a sequence of smooth paths Xn include: 

• Polygonal approximations of X along an arbitrary sequence of (fixed and 

deterministic) subdivisions (Tn, nE N) with step lengths decreasing to zero; 

i.e. Xn coincides with X at Tn- division points and is piecewise linear between 

these; 

• generalizations of these, where for each n, the components of Xns are interpo-

lated over each division interval [tk, tk+I] of Tn with given (fixed) interpolating 

functions <Pi· By this we mean that for all i, we will take: 

when t E [tk, tk+I], where 4>i E <I> = {continuous, differentiable, nondecreas-

ing functions on [0,1] with cf>(O) = 0, c/>(1) = 1 }. 
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Similarly, the example above could be excluded from a set of "reasonable" ap-

proximations if we agreed to only permit approximations of bounded variation 

functions to be by sequences of functions for which the total variation functions 

are uniformly bounded. 

From the point of view of stochastic processes, all these results are fairly lim-

ited, in the sense that the method of approximation must be chosen in advance, 

deterministically. Things are complicated if we wish to pay attention to individual 

Brownian paths for instance, as this example shows: 

Example. (See McShane [43], Ikeda-Watanabe [24]) 

Let ( b1 , b2 ) be a two dimensional Brownian motion, and look at the differential 

equation 

over the interval [0,1]. We will now choose any functions c/J1 and c/J2 from the class 

<I> such that 

t/>l(t) = l 0, t :::; 0 

1, t 2:: 1/2 

t/>2(t) = l 0, t :::; 1/2 

1, t 2:: 1 

in which case 

~ J~[l- t/>1(s)]~2(s)ds = 0 

fo [1- cP2(s)]c/l1(s)ds = 1 

(meaning that c/J1 = 1 when c/l2 varies, and c/l2 = 0 when cP1 varies.) Now construct 

two different sequences of approximations for (b1 , b2) denoted by (z~n), z~n)) and 

(z ... (n) z"(n)) as follows· For i-1 2 
1 ' 2 ' • - ' ' 
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z~n)(t,w) 

z~n)(t,w) 

Is interpolated by c/Ji from bi, 

is interpolated by cp3 _i from bi 

over division intervals for which 6il;l! 6i b2 2:: 0; 

z~n)(t,w) 

zfn)(t,w) 

is interpolated by c/J3-i from bi, 

is interpolated by c/Ji from bi 

over division intervals for which 6jb1 6i b2 ::; 0. Here we have denoted 6ib = 

b( t i+d - b( t i). Both of the obtained sequences of approximations converge to­

wards ( b1, b2 ) uniformly. The corresponding solutions ( x~n), x~n)) and ( x~n), x~n)), 

respectively, satisfy 

6jb1 

Xln)(tj) 6j h2 + (6jb1 6j b2)+ 

l A ·x" (n) _ A ·b 
U; 1 - U; 1 

6ix~n) = x~n)(ti) 6i b2- (6ib1 6i b2)-

(where we have used for a real number a, the notations a+ =sup( a, 0) and a- = 

sup( -a, 0)); so their difference ~(n)' where dn) = x~n) - x~n)' i = 1' 2, satisfies: 

and 

6jdn) 0, 

6j~~n) = ~~n)(tj) 6j b2 + l6j b1 6j b2l 

~~n)(l) = L l6j b1 6j b2l· 
j 
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Now it is easy to calculate that 

as the step length of the divisions decreases to 0, so that the solutions x~n)(l) and 

x~n)(l) can not have the same limit. 

Of course problems arise here because the approximating method is permitted 

to depend on the path X, rather than being pre-fixed and deterministic. 

A more detailed analysis of what can go wrong and how to prevent it is given 

in Bally (2], (3] and Ikeda-Watanabe (24]. There the approximating sequence Xn 

of processes of bounded variation, converging uniformly towards the path of our 

stochastic process X (a Brownian motion, for instance) can be chosen fairly freely, 

apart from having to agree with X at division points of a deterministically chosen 

sequence of subdivisions ( Tn, n E N). Especially Xn is permitted to depend on 

the path of X between the division points. Bally and Ikeda-Watanabe now prove 

that solutions with respect to the processes Xn converge towards a solution of 

a modified Stratonovich differential equation with respect to X, provided that 

the sequence Xn satisfies a stability condition. (The convergence is proved in 

probability, or in LP norms.) In Bally (2], (3] this stability condition is given as 

follows: Denote by a~ the piecewise constant function defined by 

when s E [ tk, tk+1]. Then we say that the sequence (Xn) satisfies the stability 
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condition if 

uniformly as n ~ oo, for some integrable function aii. The modified Stratonovich 

differential equation is obtained by ·adding into the right hand side of the differ-

ential equation a stability correction term of the form: 

2:: [fi, fi] (Ys)aii ds, 
i,j 

thus the modified Stratonovich differential equation is 

n 

dY(t) = 2:: fi(Yt)dXi(t) + L [fi, fiJ (Yt)aii dt. 
i=l i,j 

Here [fi, fi] is the Lie bracket of the vector fields fi, fi. All the approximating 

sequences in the class of "reasonable approximations" above satisfy the stability 

condition, with aii = 0. In the example given above, the sequence .z(n) satisfies the 

stability condition with aii = lj1r, and the sequence z(n) satisfies the stability con­

dition with aii = -lj1r. Therefore, the solutions with respect to (.z(n)) and (z(n)) 

do converge, but towards solutions of different stochastic differential equations. 

The sequence a~, the stability condition and the stability correction term have 

a very obvious meaning. The integral in the definition of a~ is the area of the path 

(X~, X~) over the time interval [tk,tk+I], therefore J~a~(t)dt gives the difference 

between the area of (X~, X~) over an interval [0, t] and the polygonal approxima-

tion of it along the Tn-division points. The polygonal area converges towards the 

area of the Brownian motion X. (See results in Chapter 7). The areas of the 

paths (X~, X~) could diverge as /(, --, oo; the stability condition states that these 

areas do converge (although not necessarily towards the area of the Brownian 
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motion). The stability correction term added into the SDE then in fact corrects 

the differences in the areas between X and its approximating sequence Xn. The 

relation between the brackets of the vector fields in the differential equation and 

the "order of impulses" produced by the components of the noise is well known, 

and the order of impulses is closely related to the area between the components of 

the driving processes. (Cf. Sussmann, [53).) In the example above, a systematic 

error was made in the areas of the approximating sequences because of the wa.y 

the interpolating functions were chosen according to the sign of 6b1 6 b2 • 

Even these results can not really be said to solve the problem of continuity of 

solutions of differential equations - we should not have to make stability correc­

tions on the differential equation to obtain convergence. However, these results 

do clearly show the connection between area integrals of paths and solutions of 

differential equations with respect to the paths. It is obvious that if we want to 

obtain a truly continuous and consistent concept of solutions for differential equa­

tions with respect to a sufficiently large class of noises, then the areas of the paths 

need to be taken into account. 
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3 Requirements from a more general theory of 

differential equations 

In view of the problems with the classical (Ito and Stratonovich) theory of stochas­

tic differential equations, reviewed above, we would like to construct a new theory 

such that the followiug requirements are satisfied: Our new theory should be 

• inclusive, that is, it should include the classical SDE theory and also the 

ODE theory for functions of .finite variation; 

• consistent, in that in case of finite variation or semi martingale paths respec­

tively, the definition should agree with the classical ones; 

• continuous, so that if we introduce a reasonable topology in the space of the 

driving noises, then the mapping from noises to solutions with respect to 

them should be continuous; 

• more general; we would like to include into our new theory almost all paths 

of some additional stochastic processes which fall outslde the scope of the 

Ito theory of stochastic differential equations. 

Now, the problem of limited existence for the Ito and Stratonovich integrals 

and the Ito and Stratonovich theories of differential equations, caused by the 

probabilistic nature of their definition, could be solved if we could isolate the path 

property, possessed by almost all Brownian paths, that makes the Ito theory work. 
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Then, we could hopefully define a working theory in the class of deterministic 

functions with this path property. 

One attempt to define a pathwise integration theory for functions with paths 

not of finite variation, such as almost all Brownian paths, is given in Follmer (17]. 

There, an Ito-type integral is defined for any function of finite quadratic variation 

as follows: 

Definition 3.1 Let X be a continuous real function, a7?,d let r = ( Tn, n E N) be 

a collection of finite subdivisions of the interval [0, oo) such that the maximal 3lep 

length on compact intervals goes to 0 as n increases. We say that X is of quadratic 

variation with respect to r if the sequence of point measures 

~n = L (Xti+I - XtJ
2
cti 

tiETn 

on [0, oo) converges weakly to a measure ~ on [0, oo). Here C:t denotes the unit 

point mass at point t. The measure ~ is then continuous, and will be denoted 

by d(X)t. The continuous and increasing function ( (X)t, t ~ 0) is called the 

quadratic variation function of X with respect to r. 

Certain integrals can now be defined with these kinds of functions as integra-

tors: 

Theorem 3.2 If X is of quadratic variation with respect to some T = (rn, nE N), 

then for every function f E C1
, the integral f~ f(Xs)dXs exists as a limit of 

Riemannian sums: 
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Also, the /to formula holds for every C2 -function F: 

F(Xt)- F(Xo) = r F'(Xs)dXs + ~ {t F"(Xs)d(X)s· lo 2 lo 

The proof of this is done simply by using a second order Taylor expansion for a 

general C 2-function F over each division interval of Tn. As n --+ oo, we get at limit 

the Ito formula above, and especially the Riemannian sums for the C 1-functions 

f = F' must converge. But on the one-dimensional case, all C 1 -functions are of 

this form. 

Similarly, Follmer defines the quadratic variation function for a general d-

dimensional function X. 

Definition 3.3 Let X = (X1 , ••• , X d) be a continuous d-dimensional function, 

and let r = ( rn, n E N) be a sequence of subdivisions as above. We say that X 

is of quadratic variation with respect to r if the 1-dimensional functions Xi and 

xi + Xj are of quadratic variation with respect to T J for all i,j. We then denote 

The matrix valued function (X) with (X)ii ( t) = (Xi, Xi) ( t) is called the quadratic 

variation of the d-dimensional function X. 

Now, obviously, the procedure above can be repeated to define Ito type integrals 

with these functions as integrators. The problem is that in this d-dimensional 

case, the class of functions f we can use is much more seriously limited. 

Theorem 3.4 If X is a d-dimensional function of quadratic variation with respect 

to ( rn, n E N), then for every f with f = 'V F, F E C 2(Rd), the integral 

Jci f(Xs)dXs exists as the limit of Riemannian sums; and the /to formula holds for 
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where the integral f~ DF(Xs)dXs is. defined as the limit of Riemannian sums: 

Note that this implies the existence of integrals 

when X is a cl-dimensional function of quadratic variation, but not the existence 

of the individual integrals 

fo' X;(s)dXj(s), fo' Xi(s)dX;(s)), t,J = 1 ... d. 

For these to exist as well, we would have to assume the existence of the area 

integrals 

fo' (X;(s)dXi(s)- Xi(s)dX;(s)), i,j = 1.. A 

A Stratonovich type integral could be defined from this Ito integral in the 

obvious manner; the Stratonovich integral 

for instance would exist, and be equal to the limit of the corresponding (symmetri­

cal) Riemannian sums, for any f E C 2
• Some further generalizations to the above 
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theorems are possible; for instance we could use the Tanaka formula instead of the 

Ito formula to define the integrals, in case X has an occupation density local time 

with respect to its quadratic variation function. 

Now, by Result 2.6, almost all Brownian paths would be included into the 

above set of functions of quadratic variation with respect to any deterministically 

chosen sequence of subdivisions. For a given semimartingale, almost all paths 

would be in this set with respect to certain subdivisions (namely, for a subse­

quence of any deterministically chosen sequence of subdivisions.) In both cases, 

the quadratic variation function would almost surely equal the quadratic variation 

process of a semimartingale, and the obtained integral would almost surely equal 

the corresponding stochastic Ito integral. (Especially, it is seen that we can for 

each semimartingale X choose. a "universal" set N C n of zero probability, such 

that for every path X(w), wE Ne, the Ito formula holds simultaneously for every 

C 2-function.) 

So, this integral does give a pathwise version of stochastic integrals, and ex­

tends the Ito integral to a fairly large class of integrators. However it is obvious 

that the scope of integrands is far too limited to be useful for our purposes, i.e. to 

lead to a pathwise theory of stochastic differential equations. Also, the quadratic 

variation property of the paths X is not enough to give an integral which would be 

continuous with respect to the integrator and the integrand, thus Picard iterations 

would not work. Indeed, it seems very difficult to define a pathwise integration 

theory that would be good enough and general enough to enable us to do all the 

integrations that would be required to construct solutions to differential equations 

via Picard iterations. (Cf. Lyons [36] ,where a counter-example is given to show 

that the class of paths C ~ C([O, 1], R) for which the Stratonovich or Ito integrals 

f~ TJ o d~ are defined for all pairs TJ, ~ E C, has Wiener measure zero.) 
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Accordingly, we will not try to define our theory of differential equations in 

the traditional way, as a differentiated form of integral equations. Instead, we 

will look at ways of defining solutions to differential equations directly, without 

an underlying complete integration theory. An approach of this kind was given 

for instance in Sussmann [53] and in Doss [14], but only in limited cases (either 

with scalar noise, or with commuting vector fields). T!l these cases, the situation is 

simple: the solution is a continuous functional of the path itself. More generally, 

this does not hold - but it is true that the solution is a functional of all the 

iterated path functionals, at least in some cases. (See for instance Yamato (63].) 

From the remarks in the previous chapter, it is obvious that to get a contin­

uous and consistent theory of differential equations and and their solution, the 

definition of noises X should be extended so as to also include information about 

their area integrals, etc. Our approach will be based on the well known idea of 

(forrnal) logarithmic series expansions, that give solutions of differential equations 

explicitely, in terms of iterated path integrals. We will have to extend the concept 

of noise to include iterated path integrals, but it will not be necessary to prove 

existence of more general integrals to construct our solution since the solution is 

constructed as a limit of operators rather than by the traditional method of Picard 

type iterations. 

In the next chapter, we will go through some results which give an explicit 

expression for the solution of a differential equation in terms of iterated path 

integrals. The one given in Section 4.2 is possible to be generalized sufficiently for 

us to base our new theory of differential equations and their solutions on it. The 

new concepts of 'noise' and 'solution', and some convergence results for them are 

given in Chapter 5. 
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4 Exponential series expansions for solutions of 

differential equations 

Our new approach to differential equations will be closely related to the well known 

idea of expressing the solutions of differential equations ( ordi!1ary or stochastic) 

in terms of iterated path integrals of the driving noise. Thus, for a differential 

equation with smooth or real analytical coefficients, the solution is expressed di-

rectly by a series expansion in terms of brackets or products of the vector fields 

in the differential equation, and iterated path integrals. To make the description 

of these kinds of results easier, we will use throughout this chapter and the re3t 

of this thesis the following notations: 

MULTI-INDICES: 

A vector J = (j1 , ..• ,jk) with ji E {1 ... n}, i = 1 ... k is a multi-index of length 

k (over the base set { 1 ... n} ). We write IJI = k, for the length of the multi-index 

J; we also sometimes write J E {1 ... n }k. 

BRACI<ETS OF VECTOR FIELDS: 

For C 1-vector fields Z1 , Z2 (on Rd, or more generally on a smooth manifold), 

[ Z1 , Z2 ] = Z1 Z2 - Z2 Z1 denotes the Lie bracket of Z1 and Z2. Here the product 

of two vector fields on Rd is defined as follows: 

aY d a 
X Y = X · - = 2:: Xi -Y. ax i=l axi 
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For a multi-index J, IJI = k, ZJ denotes the k-fold Lie bracket of vector fields: 

We denote by L(Z1, Z2, ... , Zk) th~ Lie subalgebra of C(X)(Rd, Rd) generated by 

c(X) vector fields zl' ... 'zk. 

ITERATED INTEGRALS: 

For a multi-index J = (j1, .. . jk), SJ(t) denotes the iterated ordinary or Stratonovich 

integral of a path X (of finite variation or of a semimartingale): 

THE CAMP BELL-HA USDORFF-BAI(ER-DYNI(IN FORMULA: 

The Campbell-Hausdorff-Baker-Dynkin formula is the identity: 

exp(x) exp(y) = exp(H(x,y)) 

where H(x, y) has a formal series expression in terms of iterated Lie brackets of 

the elements x and y. The first few terms are as follows: 

1 1 1 
H(x, y) = x + y + 2(x, y] + 

12 
[[x, y], y]-

12 
[(x, y], x] + ... 

The Campbell-Hausdorff-Baker-Dynkin formula for n exponentials is correspond-

ingly defined as the identity 

exp(xi) exp(x2) · · · exp(xn) = exp(H(x1, ... , Xn)) 
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where again H has a formal series expansion in terms of the iterated brackets of 

the Xi. The exact definition is as follows: 

where 

and 

P = L Pt, P' = IT Pt!. 
i,j i,j 

The Campbell-Hausdorff-Baker-Dynkin formula can of course also be seen as a 

formula of multiplication in a Lie group, in terms of the logarithmic coordinates. 

(See Hausner-Schwartz [22], Bourbaki [7], Strichartz [57], Jacobson [26].) 

4.1 Series expansions for solutions of ODEs and SDEs 

We will give here a review of some results connecting iterated path integrals and 

solutions of differential equations. In the deterministic case, where we look at 

solutions of ODE's, we will only mention the results by Strichartz [57], where the 

solution of a general ODE is expressed in terms of a solution to an autonomous 

ODE. Suppose that u is the solution to the ODE 

u'(t) = A(t) (u(t)), 

with initial value u(O) = a, where A is a smooth vector field. Then u can be 

written as 

u(t) = exp(z(t))(a), 
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where 

z(t) = 
(-lY(a) 

( m-1) 
m2 e(o-) 

· f [ [ ... [A (sa ( 1)), A (sa ( 2))), ... ) , A (sa (m))) ds. 
Jo<s1 <s2 <· .. <sm <t 

Here we sum up over all m-permutat1'ons. vor a permutat1'on >IT E >IT J o I'' v vm, 

a = (ja(l), · · · , ia(m)) and e( a) denotes the number of errors in the ordering 

a(l), ... , a( m): e(a) is the number of indices j: j <m such that a(j) > a(j + 1). 

For a vector field z, we have denoted by exp( z) (a) the solution at time s = 1 to 

the time-homogeneous 0 DE: 

v'(s) = z(v(s)), v(O) =a. 

This expression for the solution of a gen~ral ODE can be viewed as a generalized 

form of the Campbell-Hausdorff-Baker-Dynkin formula. 

As for the stochastic case, Doss [14) and Sussmann [53) proved that the solu-

tion of an SDE driven with a Brownian motion is a continuous functional of the 

Brownian motion, if the noise is one-dimensional, or if the vector fields in the SDE 

commute. More generally, under various conditions on the Lie algebra generated 

by the vector fields in the SDE, Yamato [63] and others have proved that the 

solution is a functional of iterated integrals of the Brownian path. The simplest 

representation is by a stochastic Taylor series: 

Let X = (X1, ... Xn) be an n-dimensional Brownian motion, and look at the 
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(Stratonovich) stochastic differential equation: 

n 

dyt = L fi(Yt) 0 dXi(t), 
i=l 

(5) 

where fi are smooth vector fields on Rd, with bounded derivatives of all orders. 

Then the solution of this SDE, with initial value Y(O) = y0 , can (at least locally) 

be expressed as a stochastic Taylor series: 

p 

1~ = L L SJ(t) (fit .. · fik)(yo) + Rp(t), 
k=t IJI=k 

where for a multi-index J = (j1 , ... ,jk), 

• S J ( t) is the iterated Stratonovich integral of Xi
1

, ••• , Xik, 

• (fi1 • • • fik) is defined as the product of vector fields, by: 

and so on. 

(See, for instance, Azencott [1), Kloeden-Platen [27), Ben Arous [6).) 

Another way of expressing the solution is as an exponential of a Lie series, that 

is, as the flow at time 1 of an ODE. (See for instance Kunita (31], (32], Castell [8], 

Ben Arous [6), and a slightly different way, Sussmann [54), [55).) According to Ben 

Arous [6), if Lie(f~, ... , fn) is finite dimensional and if the vector fields ft, ... , fn 

are complete, then the solution to the SDE at time t can, at least locally, be 
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written in the following form: 

Y(t) = exp(((t))(y0), 

00 

((t) = 2: 2: SJ(t)f3J, 
k=l IJI=k 

where now f3J is a linear combination of k-fold brackets of the vector fields fi; 

namely, f3J is the term which is k-homogeneous of degree 1 in the Campbell­

Hausdorff series H(fi1 , ••• fik ). (The equation holds up to a P-almost surely strictly 

positive random time.) Alternatively, Cas tell [8] gives the solution to the SDE (5) 

in the following form: 

Y(t) = exp(((t))(yo), 

00 

((t) = 2: 2:: cJ (t) !J 
k=l IJI=k 

where 

• !J is the Lie bracket of the vector fields fiP ... , fik 

• CJ (t) is a linear combination of iterated Stratonovich integrals: 

J (-1)e(a) 
C (t) = L ( ) SJoa-l (t), m=- IJI. 

aEam m _ 1 
m2 

e(a) 

Here we sum up over all m-permutations. For a permutation a E am, J o 

a = (ja(l), ... , ia(m)) and e( a) denotes the number of errors in the ordering 

a(1), ... , a( m): e(a) is the number of indices j: j < m such that a(j) > 

a(j + 1). 

(This formulation of the result for Brownian motion noise follows fairly directly 
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from the result by Strichartz in [57] for the ODE case, by discretization of the 

Brownian motion). 

If the vector fields fi in the SDE are simply assumed to be in Coo (and com­

plete), then for instance the result of Cast ell gives: 

Y(t) = exp((P(t))(y0 ) + tPI2Rp(t), 

p-1 

(P(t) =I: I: cJ (t) !J 
k=l IJI=k 

where Rp is bounded in probability when t ---+ 0. And, of course, if Lie(/1 , ..• , fn) 

is r-nilpotent, then 
r 

((t) = 2::: I: cJ (t) JJ. 
k=l IJI=k 

By algebraic calculations it is possible to prove that the two above expressions 

for the solution are identical. The first few terms in these series are as follows: 

The series of Castell [8] gives 

n n 1 
((t) = L fi (Xi(t)- Xi(O)) + .~ 4(Sij(t)- Sji(t))[fi, fi] 

i=l t,J=l 

and the series by Ben Arous [6] gives: 

n n 1 
((t) = I: /i (Xi( t) - Xi(O)) + .~ 2Sii(t)[ fi, fi] 

i=l t,J=l 

+ ... 
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These expressions of the solution as an exponential of a Lie series will easily 

generalize into the case of SDEs on manifolds. Also, they could be considered 

more 'efficient' than the ones given by stochastic Taylor series. For instance, they 

lead to better upproximations for the solution than the stochastic Taylor series if 

we replace the infinite series involved by a truncated one, in the sense that the 

approximation of the solution will preserve certain geometrical properties of the 

original solution. This is because the approximative solution is still obtained by 

following the integral curves of the vector fields fi and their Lie brackets. So, 

if the true solution of the DE evolves in a certain submanifold then so does the 

approximation. (Cf. Sussmann [55).) 

Obviously the way of representing the solution as an exponential of ~ Lie se-

ries can not be unique. Both the series given above involve all possible iterated 

integrals, but it is well known that some iterated integrals can be expressed as 

polynomials of other integrals. (See for instance Sussmann, [55]). Also, the con-

vergence of the infinite sums in these representations is problematic; the proof 

that the sum converges when X is a Brownian motion uses the fact that a solution 

is known to exist and known to be analytically dependent on parameters in the 

vector fields. (Cf. Azencott [1].) Direct proof of the convergence, based on the 

sizes of the terms in the sum, seems to be very difficult. 

It should be possible to choose a basis for the set of iterated integrals, and 

rewrite the series using only the ones in the basis, thus getting an "optimal" series 

expansion with no redundant integrals. For example, the second order terms in 

both of the series given above can be written as 
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where [Xi, Xi ](t) denotes the skew symmetric area integral: 

[X;, X; ](t) = fo' (X;(s)- X;(O)) dX;(s)- (X;(s)- X;(O)) dX;(s ). 

In the next section, we will look at a result by Lyons [37] which clarifies the 

relation between path integrals and solutions to differential equations, and what 

is more, can be extended to very general paths. 

4.2 About the algebraic structure of iterated integrals 

An alternative way of writing a formal logarithmic expansion for the solution of 

differential equations, using a minimal number of iterated integrals, is suggested 

by the results in Lyons [37]. There the theory is based on the algebraic structure 

of iterated path integrals of smooth paths, and can be formally extended in a 

generalized form to include non-smooth paths. If X is a smooth path in a vector 

space V, then the sequence of all iterated integrals of X can be represented as an 

element g(X) in the tensor algebra T over V, 

00 i 

T=ffiQ9V. 
i=O 1 

We write 

where 

gives all the n-th order it---.~.atcJ integrals. The g(X) can now be interpreted as 

elements of a Lie group G, embedded multiplicatively in T. (Cf. also Chen [10], 
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(11].) Now the log map is well defined: 

log : T --+ T, log (A) = (A - 1) - (A - 1) 2 /2 + ... 

Especially f3(X) = log g(X) is well defined, as an element of the free Lie algebra 

Q generated by V in T; the correspondence between f3(X) and g(X) is one-to­

one because G can be considered to be nilpotent. The multiplication rules for 

the group elements g(X) I!, i.e. the relations between the various iterated path 

integrals of X, lead by the Campbell-Hausdorff-Baker-Dynkin formula to a set of 

consistency equations for the f3(X)s: 

f3f(s, u) f3f(s, t) + f3f(t, u) Vi, 0 < s < t < u < 1 

f3[i(s,u) - f3[i(s,t) + f3[i(t,u) + ~ (f3f(s,t)f3](t,u)- f3](s,t)f3f(t,u)) 

Vi,j, 0 < s < t < u < 1 
(6) 

The expressions in these equations get increasingly more complicated, but the ex­

pression for f3k(s,u)-f3k(s, t)-{3\t,u) always involves only sums and Lie brackets 

of lower order terms f3m(s, t), f3m(t, u), m= 1 ... k -1. This representation of the 

path X via the g(X) and the f3(X) can formally be used to express solutions 

of differential equations as functionals of the iterated integrals: In a differential 

equation 

dY = f(Y)dX 

on a manifold M, f can be considered as a linear map: V--+ vector fields on M. 

This map can now be extended into a Lie algebra map: f* : Q --+ vector fields on 

M, and the solution for the differential equation can be written using the iterated 
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integrals {3(X) E Q as: 

flow of solution == exp f*(j3(X)). 

j3 is an element of the Lie algebra Q and its components are formal brackets. Let us 

now choose V == Rn and fix a basis for Q, formally denoted by { :J ( k), k == 1, 2, ... } , 

where .:T(k) ~ {1, ... , n}k gives the k-th order brackets in the basis by identifying 

them with multi-indices. Then we can formally write the flow of the solution to 

the differential equation 
n 

dYt == L fi(Yt )dXi( t) 
i=l 

over time (0,1] as exp(z(0,1)) where 

z(O, 1) == (I= L f3;(o, 1) c}n)) ' 
n=l Je.J(n) 

and the CY are uniquely defined vector fields, and we sum up over the chosen basis. 

For instance, we could choose the Hall basis which would for example give the basis 

for L( x,y) as { x, y, [x, y], [x, [x, y ]], [y, [x, y]], . .. }. See Sussmann [55], Bourbaki [7). 

An alternative choice could be e.g. the Lyndon basis (see Melancon-Reutenauer 

(45], Devlin (13]). 

Since we will come accross these notations later on, we will state them as a 

definition. 

Definition 4.1 We agree on the following notation: 

• {:T(k),k = 1,2, ... } represents the Hall basis (or any other chosen basis} of 

the Lie algebra Q; multi-indices in .J ( k) ~ { 1, ... , n} k identify the elements 

n f the basis which are of k-th degree, i.e. formed from k-fold formal brackets; 
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• c~n) are vector fields, uniquely defined from the identity above after the basis 

above has been fixed. For a multi-index J E :J ( k), C}k) consists of k-th order 

brackets of the vector fields fi. 

If we choose the Hall basis, then 

cP) = J· c(2)- [!· !·] ' t, ij - t, ) , 

Now, since we are dealing with elements in Lie groups and algebras, these 

results for smooth paths X and their iterated path integrals can be generalised 

using this algebraic structure, to any collection f3 for which the same algebraic 

relations hold. Thus for any given path, the representation above is still valid in 

some sense if {3 1 = X and {32
, {33 

• •• are two-parameter functions for v.rhich the 

consistency equations ( 6) above hold. The {32
, {33

, • •• act then as generalized path 

integrals of the path X. 

Definition 4.2 (Modified from Lyons {37}) 

An enhanced path of degree k is a collection of two-parameter 

functions ({31(t, s), ... f3k(t, s)) satisfying the algebraic relations {6). If {31(s, t) = 

X ( t) - X ( s) then f3 is said to be an enhancement of X, to degree k. 

Lyons [37] now proceeds to give a very useful result stating that if a sufficient 

number of initial generalized iterated integrals exist, then all the other ones can 

be constructed from them. The required degree k of the initial enhancement of X 

depends on the continuity of the functions {3 1 = X, {32
, ••• , f3k. 

Result 4.3 Let ({3 1
, •• • , f3n) be an enhanced path of degree n and suppose that for 



all k = 1, ... , n, 

where a( n + 1) > 1. Then {3 can be extended into an enhanced path of any degree, 

and all {3k, k = 1, 2, .. will have the continuity property given above. 

We are now going to use these results about the algebraic structure of the 

iterated integrals and the way they can be extended to In ore general paths, to 

justify our new definitions of noise paths and solutions to differential equations. 
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5 Construction of a new DE theory 

In the previous chapter we referred to several results which give locally an ex­

plicit expression for the flow of an ordinary differential equation (or a stochastic 

differential equation) 
n 

dYt == L h(Yt)dXi(t), (7) 
i=l 

in some special cases - e.g. for DE with coo coefficients Ji, when Lie(f1 ••• fn) 

is finite dimensional, for some well known noises X. (That is, X is smooth, or a 

Brownian motion in a given filtered probability space- in which case the obtained 

result holds almost surely and perhaps only over a random time interval.) The 

flow of the solution can according to these results be at least locally written using 

a logarithmic series expansion, i.e. as a flow at time 1 of an ODE along a time 

invariant vector field. This vector field is defined by an infinite series built from 

iterated path integrals of the noise function X, and products er brackets of the 

vector fields fi. More generally, if fi are general smooth vector D.elds, then this 

series gives an asymptotic expansion for the solution near timet == 0. Of course, for 

the noises considered in these results iterated integrals exist and are well behaved. 

However, the discussion in Section 4.2 suggests that even for some more general 

paths X, it might still be possible to formally write a "solution" to the differential 

equation (7) as the flow given by 

B[s, t] == exp(z[s, t]), 
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00 

z[s, t] = 2:: 2:: J3;(s,t)C}n) 
n=l Je.J(n) 

where 

• /3J are 2-parameter functions, playing the role of generalized iterated path 

integrals of X; 

• C}n) are well defined vector fields, and consist of n-fold brackets of the vector 

fields J·· ,, 

• the series is sJmmed over sets of indices {J"(n), n = 1, 2, ... }; this relates 

to the choice 0f a basis for the /3J interpreted as formal brackets. 

(See Definition 4.1 in last chapter.) This remains a purely formal notation, of 

course, until something can be said about convergence of the series, and so on. 

Here, we will use an approach suggested by this formal series to attempt to 

construct a solution to the differential equation (7) with a more general driving 

path X and with less stringent conditions on the vector fields fi. Informally 

speaking, this is what we will do: Suppose that the r first brackets of the vector 

fields fi exist, and suppose that for the path X we can supply "iterated path 

integrals" J3Y, up to r-th order, however these may be defined. Then, we could 

still define for any [s, t] a time homogeneous vector field by the truncated series 

T 

z[s, t] =I: I: J3~(s, t) c}k) 
k=I Je.J(k) 

and the corresponding flow over the time interval [s, t]: 

B[s, t] = exp(z[s, t]). 

Now, if the same interrelations hold for the j3~s, as hold for the iterated path 
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integrals of smooth paths, then it might be expected that B[s, t] would be a good 

approximation to a "solution" of the differential equation (7), over short intervals 

[s, t] at least. So, for a fixed time interval [0,1], we will construct a series of flows 

()(n)[O, 1] as follows: We will choose a sequence of finite subdivisions of [0,1] with 

[0, 1] == U J~n) such that 8(n) ~ 0 as n ~ oo for 8(n) =maximal length of intervals 

I~n). Over each of these bUbintervals J~n) we will then use the truncated series to 

define ()(n)(J~n)) = exp(z(I~n))). And then, over the whole interval, we take 

(}(n)[O, 1] = IT t](n)(I~n)). 
k 

If now we could prove that limn-+oo ()(n)[O, 1] exists then we could call it "a solution 

to (7) at time 1". To be able to prove convergence, we will of course also need to 

control the sizes of the f3;(s, t)s. More precise definitions are given in the following 

section. 

5.1 Notations and assumptions 

The set-up we have in mind is as follows: 

THE PATH X 

Assume from the path X the following: 

-X= (X1 , ... Xn) where Xi: [0,1] ~Rare Holder(a)-continuous functions, 

i = 1 ... n, for some a 2: 0. 

- In addition to X itself, we are given its "iterated integrals" up to r-th order, 

that is, real-valued 2-parameter functions /32
, .•. , f3r, 

f3k = {f3;(s, t) I J E :T(k) ~ {1, ... , n}\ [s, t] ~ [0, 1]} 
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such that when we define 

f3J(s,t) = Xi(t)- Xi(s), i = 1 .. . n, 

then (/31
, ..• ,/3r) forms an (a,r)-system (see the following definition). We will 

denote this system by j3 = (/31
, ... , j3r) and say that the path X has been extended 

into the generalized path j3. (Cf Lyons [37].) 

Definition 5.1 A collection of 2-parameter functions (!31
, ..• , f3r), where 

j3k = {f3~(s, t) I J E :J(k) ~ {1, ... , n}k, [s, t] ~ [0, 1]} 

forms an (a, r) -system of generalized iterated integrals over {0, 1 }, if: 

1. The consistency relations of Section 4.2 hold for j31
, ••• , j3r: 

j3f(s,u) 

f3?i(s,u) 

j3f(s,t) + f3f(t,u) Vi, 0 < s < t < u < 1 

f3?i(s,t) + f3?i(t,u) + ~ (f3J(s,t)f3j(t,u)- f3j(s,t)j3f(t,u)) 

Vi,j, 0<s<t<u<1 

2. The system (f3\ ... ,f3r) is a-continuous: V [s,t] ~ [0,1], V k = 1, ... ,r, 

J E :J(k) ~ {1, ... , n}\ 

Remarks: 

- There are generally more than one way of choosing /32
, .•• , j3r for a given path 
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X, and thus extending X into a generalized path (3. However, the continuity and 

consistency requirements do limit the choices to some extent. Thus for instance if 

a > 1/ k, then f3k is uniquely defined once /31
, ... , f3k- 1 are fixed. This follows from 

the fact that once /31
, ... , f3k- 1 are given, it follows from the consistency conditions 

that f3k is un1quely defined, up to an additive term: If f3k and /Jk both satisfy the 

consistency conditions with the sa.n1e given (31 , ... , f3k- 1 then 

f3\s, t)- /3\s, t) = 1(s, t) 

with 

1(s, t) + 1(t, u) = 1(s, u). 

But 1 also has to be ak-continuous, therefore it must be zero when a> 1/ k. 

-We will sometimes denote {3~ = ~[Xi, Xi]· The consistency relation 

Pt( s, u) = Pt( s, t) + Pt(t, u) + ~ (!3! (s, t)f3} ( t, u) - !3}( s, t)f3!( t, u)) 

suggests that /3~· is a generalised area of the curve (Xi, Xi)· (See Definition 7.2 in 

Section 7 .1.) 

THE DIFFERENTIAL EQUATION 

We will look at a differential equation with respect to the path X, written as: 

n 

dYt = L: fi(Yt)dx; (8) 
i=l 

where t E [ 0, 1], Yt E Rd, and fi are vector fields on Rd. Note that ( 8) is so far only 

a purely formal notation; it cannot here be interpreted as a differentiated form of 
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a corresponding integral equation, since X is an arbitrary continuous function and 

therefore, an integration theory with respect to it obviously does not necessarily 

exist. 

We will assume from the vector fields fi so far only that all brackets of them 

up to the r-th level exist, and are Lipschitz continuous. By brackets up to r-th 

level, we mean the vector fields 

[fi, !i] Vi, j 

[fi, [fj, !k]] V i,j, k 

CONSTRUCTION OF SOLUTION 

Take ( Tn, n E N) to be the sequence of dyadic subdivisions of interval [0,1]; i.e. 

Tn = {k2-n, k = 0 ... 2n}, which gives 

2" 

[0, 1] = u [ s~~\' s~n)] 
k=l 

where (s~~1 , Skn)] = [(k- 1)2-n, k2-n]. We define now a sequence of operators 

e<n)[O, 1]: Rd--+ Rd, n c N as follows: For a fixed n, for all subintervals [s,t] of 

( rn)-subdivision over [0,1], we will define 

e<n) [s, t] = exp(z[s, t]) 

where 
r 

z[s,t] = L L f3~(s,t)C}k). 
k=l JE.J(k) 
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Here, 

• f3Y are the "iterated integrals" of X in the chosen path generalization f3 = 

• the vector fields C}k) are as defined in Definition 4.1, 

• summing up is over the Hall basis as defined in Definition 4.1, 

and for a vector field z on Rd, exp( z) is defined as the flow at time 1 of the 

(time-homogeneous) ODE with respect to z: exp(z)(x) = y(1) for y with iJ = 

z(y ), y(O) = x. 

This gives, for instance, for r = 1: 

n 

z[s, t] = :L(Xi(t)- Xi(s)) fi, 
i=1 

and for r = 2, 

n 1 
z [ s' t] = L (Xi ( t) - Xi ( s)) fi + 2 ~ [ Xi' X j ] ( s' t) [ fi' fi ] . 

i=l t<J 

The operators f)(n) [s, t] are well defined, since by assumptions on the fis, the 

vector fields z[s, t] are Lipschitz continuous. 

Define, finally, f)(n) over the whole interval [0,1) by taking 

n(n) [O 1] _ n(n) [S(n) s(n)] ... e(n) [S(n) s(n)] 
u ' - u 2"-1' 2" 0 ' 1 . 

Remarks: 

- Each f)( n) [ s, t] is a flow of homeomorphisms Rd ~ Rd, so 8( n) [ 0, 1] is a homeo-

morphism Rd ~ Rd for each n. 
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- If the h are linear vector fields, then e(n) [s, t] and e<n) [0, 1] are linear opera­

tors Rd ~ Rd. Even in the general case we can always interpret them as linear 

operators, via action on functions in some function space F: 

where 

- Finally, we can interpret the operators e<n) [s, t] and e<n) [0, 1] as elements of a 

group of operators on Rd, namely the group of homeomorphisms. 

Now, assuming that we can interpret the operators {}(n)[O, 1] for all n as ele-

ments of some suitable metric space, we can define the solution as follows: 

Definition 5.2 If the sequence (e(n) [0, 1 J) converges, i.e. if the limit 
nEN 

exists, then we will call e<oo) [0, 1] a solution to the differential equation (B) at time 

1, with respect to the gene1alized path {3. (That is, B(oo)[O, 1) is the flow of the 

solution at time 1; and Y(1) = e<oo)[O, 1](y0 ) gives a solution at time 1 of the 

differential equation with initial value y0 E Rd.) 

Note that here we look at the limit e<oo)[O, 1] which only gives the solution at 

time 1. We could also look at convergence towards e<oo) defined as a flow of the 

solution over the whole interval (0,1]. 
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In the following sections we will look more closely at the sequence (}(n) [0, 1], and 

its convergence. That is, we will look at what happens under various assumption 

on the values of a and r, and on the vector fields fi· The next section is mainly 

technical; in Section 5.3 we will look at a special case, namely linear differential 

equations, and in Section 5.4 we look briefly at the general case. In Section 5.5 

we will investigate the convergence of our sequence of operators towards a given 

flow. 

5.2 The sequence eCn) and its convergence 

In this section we give some general results about the sequence (}(n) and establish 

some new technical notations, also we discuss the various options of choosing a 

metric for it. 

Let ( Tn, n E N) be the sequence of dyadic subdivisions of [0,1]. We will denote 

the division points of Tn by sfn), i = 1 ... 2nj thus 

is the i-th subinterval of the Tn-subdivision. For simplicity, we will sometimes 

use the notation "6 E rn" to mean that the interval 6 is a subinterval of the 

Tn-subdivision, i.e. that it is of the form 6 = [Sf~L sfn)] for some i E {1, ... '2n}. 

As c-1efined in the previous section, each (){n) corresponds to a fixed subdivision Tn. 

The operator ()(n) is defined by giving first its value over all subintervals [Sf~l, sfn)] 
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of the Tn-subdivision as: 

B(n) [S~~)1 S~n)] = exp(z(S~n) s~n))) ,; = 1 2n 
' ' ' t-1' 1 ' " ••• 

where for [s,t] ~ [0,1], 

r 

z(s, t) = L L (3;(s, t)C1 , 

k=1 JE.J(k) 

and by then defining 

n(n) [0 1] _ n(n) . n(n) n(n) 
U , - U2n U2n-1 '' 'U1 , 

or more generally: 

e(n) [S~n) s(n)] = e(n) . e(n) ... e(n) . e(n) 
t-1, J J J-1 •+1 1 

for arbitrary division points sfn)' s]n) of Tn. Here we have used notation 

n(n) = n(n) [S~n) s~n)] 
u, u t-1' ' . 

To look at the convergence of the sequence e(n) [0, 1] of operators, we have to 

establish which metric we will use. If the vector fields fi are coo -continuous, and 

if Lie(/1 , ... fn) is finite dimensional, then using the multiplicative notation and 

the Campbell-Hausdorff-Baker-Dynkin formula, we could look at the convergence 

of the operators e(n) [0, 1] in logarithmic coordinates, with respect to a metric for 

smooth vector fields on Rd. That is, we can write 
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and look at the convergence of the sequence ( a(n), n E N) of smooth vector fields 

on Rd. 

More generally, we can choose to interpret the (}(n) [0, 1 ]s as elements in a Ba­

nach space of linear operators, with a norm 11 · 11 (through action on smooth 

functions if necessary). To prove convergence we prove that (}(n) [0, 1] is a Cauchy 

sequence of linear operators, for which it suffices to prove that 

00 

2: 116 (k+n) 11 ~ C(n) 
k=1 

where C(n) --+ 0 as n--+ oo, for 

We will start by comparing (}(n) and o(n+1). Over an interval [S}~{, sfn)] of the 

subdivision Tn, 

B~n) = o(n) [S~n) s~n)] = exp(z(S~n) S~n)) ). 
' 1-1' I 1-U I 

The value of (}(n+1) over this interval is obtained by dividing [sf~L sfn)] into two 

Tn+1-intervals: 

[s ~n) S~n)] = [S(~+1) S(~+1)] u [S(~+1) S(~+1)] 
1-1' I 21-2 ' 21-1 21-1 ' 21 

and defining then 

(} (n+1) [S~n) S~n)] = o(n+1) [S(~+1) S(~+1)] . o(n+1) [S(~+1) s(~+1)] 
1-1' 1 21-2 ' 21-1 21-1 ' 21 
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exp(z(S('.l+1) S('.l+1))) ex ( (S('.l+1) S('.l+1))) 2t-2 ' 2t-1 p z 2t-1 ' 2t . 

We will denote 

which is the value of e(n+1) over the Tn-interval [stL sfn)]. Then we can write 

n(n+1) (O 1] _ n(n+1) ... n(n+1) 
u , - u(2n) u(1) • 

The crucial fact in establishing the convergence is that these one step differences 

are small, because of the way that the operators e(-n.) are constructed: e~n+ 1 ) and 

8~;)+ 1 ) agree "up to r-th order terms"; what exactly is meant by this will become 

clear later on. 

The sequence in multiplicative notation: 

We will first mention one special case, where the multiplicative notation proves 

very useful. 

Lemma 5.3 For fixed n, define 

(n) _ n(n) (n(n+1)) - 1 · _ 1 2n ci - ui u(i) ' l - . . . . 

Assume that for each n, all the operators c~n) commute with all the operators B)n) 

(i.e. o)n)c~n) = c~n)o)n) V i,j.) Then 

-+ 

e(n) [o, 1] ( e(n+1) [o, 1]) - 1 = II 
1~k~2" 
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O(o)[O, 1] (e(n+I)[O, 1]) -1 = IT fi c:im). 
O~m~n l~k~2m 

Proof 

e ( n) [ 0' 1] ( e ( n+ 1) [ 0' 1]) -l 

e(n) e(n) ... e(n) o(n) (e(n+l)) -1 ... (e(n+l)) -1 
2n 2n-1 2 1 {1) (2n) 

- e(n) .•• e(n) c(n) (e(n+l)) -1 (e(n+l)) -1 
2n 2 1 (2) ' ' ' {2n) 

c(n) n(n) ••• n(n) (n(n+l)) -l (n(n+l)) -1 
~..-1 U2n U2 u(2) • • • u(2n) 

c(n) c(n) .. • c(n) 
1..-1 1..-2 1..-2n 

and repeating this we get 

-+ 

IT 

and finally 
+- -+ 

0(0)[0, 1] (e(n+I)[O, 1]) -l = IT IT c:im). 
O~m~n l~k~2m 

0 

Note that we have here denoted the operator product c1 · · · C:n by Tii:1..n C:i. By 

the definitions of the e(n), all the c~n) are of the form 
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This case includes the "structural" differential equations satisfied by the iter­

ated path integrals (3(s, t). For instance, if we write out the differential equation 

satisfied by (3r+I, then the £iS commute with the 8Jn)S since the 0Jn) are defined 

using an r-th order method. This is obvious from the algebraic structures of the 

(3ks. Also, the vector fields in this differential equation are nilpotent, so that the 

Campbell-Hausdorff-Baker-Dynkin formula can be applied and convergence can 

be proved in logarithmic coordinates - this is hovv' Result 4.3 is proved in Lyons 

[37]. (Cf. also Gaveau [19], Gaveau-Vauthier [20], Gaveau-Greimer-Vauthier [21], 

Chaleyat-Maurel and LeGall [9] about group structure of Brownian motion and 

its area, interpreted as diffusions on Heisenberg groups.) 

In the general case, the multiplicative notation gives 

e<n) [0, 1] ( e<n+l) [0, 1]) -l 

e<n) e(n) e(n) e<n) (e<n+l)) -1 ... (e<n+l)) -1 
2" 2"-1 . . . 2 1 (1) (2") 

n(n) n(n) (n) (n(n+l)) -l ... (e(n+l)) -l 
- U2n • • • U2 cl U(2) (2") 

(n) . Ad e<n+l) ( (n) · Ad e<n+l) (· · · Ad e<n+l) (c(n))) · · ·) 
- £2n (2") £2"-1 (2"-1) 2 1 

where Ad x(y) = x y x-1
. 

In additive notation: 

To compare e<n), e<n+l) interpreted as linear operators, we can use the following 

lemma. 

Lemma 5.4 Assume that 
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where fh, Bi are linear operators. Then 

N 

{) - () = I: {)N · · · Oi+l ei ()i-1 · · · ()1 
i=l 

Proof Denote 

for 1 ~m ~ N. Then the r(j) obviously satisfy the equation: 

where 

with initial values r 1 = c1 = e1• By recursion, it follows that for all 1 ~ m ~ N, 

+ 

0 

This gives 

2" 
e(n)[O, 1]- e(n+l)[O, 1] =I: e(n)[SJn), 1] e~n) e(n+l)[O, sJ~~] (9) 

i=l 
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where 

is the 1-step difference of (}(n) and (}(n+I), over the i-th interval of the T n -subdivision, 

and (}(n) [ sfn), 1] and (}(n+I) [0, sf~il act as "error propagation" terms. 

So, we need to look at: 

• The one-step errors e~n), Vi, n, which can be written as 

where t~q U62 = [sf~L sfn)] E Tn, 6t, 62 E Tn+l (i.e. 61 U62 is an interval 

of length 2-n and 6t, 6 2 are intervals of length 2-(n+I)). 

• Error propagation terms, in general of the form 

which we can write as 

If we now can prove that 

sup lle~n)ll ~ Cl8niA \fn, 
l~i~2" 

sup 11 e(n) [Sf~L s)n)] 11 ~ Cl8nl8 ·vn 
l~i<j~2" 
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where 8n = 2-n is the length of subintervals in the Tn-subdivision, then 

11 6 (n) 11 = 11 e(n) [0, 1] - e(n+l) [0, 1] 11 

2" 

:::; L IIB(n)[Sj~)l' l]ll·lle)n)II·IIB(n+l)[O, sjn)]ll 
j=l 

:::; C 2-n(A+2B-1). 

So in this case, 

f 
11 
~ <n+kJ 

11 
::; c Tn{A+2B-tJ f ( 2{A+2B-1Jrk . 

k=l k=l 

Therefore for e(n) [0, 1] to be a Cauchy sequence a sufficient condition will be that 

A+ 2B -1 > 0. 

We will write this observation as a Lemma for future reference. 

Lemma 5.5 Assume that 

sup 11 B(n)[Sf~i, Sjn)] 11 :::; Cl8nl 8 Vn. 
15i<j52" 

Then e(n)(O, 1) is a Cauchy sequence, and thus converges, if A+ 2B- 1 > 0. 
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We will now establish some notations that will clarify the situation. Note that 

each z( s, t) is of the form 

r 

z(s, t) = L: L: f3~(s, t) c}k) 
k=1 JE.J(k) 

where the C}k) are fixed vector fields and the f3Y(s, t) are real valued coefficients 

which depend on the time intervals [s,t), and the sizes of which are controlled by 

the assumed a-continuity of the system ((3 1
, ••• , (3r). Thus, we need to look at the 

continuity properties, near x = 0, of the map 

x---+ T(x) = exp((x,C)) 

where: 

• x is a real vector of finite dimension: 

(( ( 1)) ( ( 2)) ) . 
X = Xi I~u~n, Xij I~i<j~n, • • • , 

or more exactly, 

x = ((x}~)), Ik E :T(k) ~ {1, ... ,n}\ k = 1 ... r), 

• C is similarly a finite array of vector fields: 

C = ((cj~)), Ik E :T(k) ~ {1, ... ,n}\ k = 1 ... r), 
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• (x, C) denotes the vector field 

r 

( X' C) = """' """' XI(k) CI(k) L.J L.J k k 

k=1 h E..J(k) 

(i.e. we sum over all k = 1.· .. r and over all multi-indices Ik in .J(k) C 

{1, ... ,n}k: Ik = (i1, ... ,ik), ii E {1, ... ,n}.) 

• Again, exp( (x, C)) is the flow at time 1 of the ODE on Rd along the vector 

field (x~ C). 

Note that here T = T(C), and dimensions of x and C depend on r. 

Using this notation, we can write 

o<n) [S~n) s~n)] = exp(z(S~n) s~n) )) = T( R(S~n) s~n) )) 
t-1' t t-1' t fJ t-1' t 

where {3(s, t) = ((f37k(s, t)), Ik E .J(k), k = 1 ... r); which means that 

• the one-step errors are of the form 

• the error propagation terms are of the form 
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5.3 Case of linear DE 

Let us now assume that the vector fields fi are linear. Then Lie(J1 , ... , fn) is finite­

dimensional, and we could use multiplicative notation and do all the calculations 

in logarithmic coordinates. We choose here to use the additive notation, so we 

interpret all fi as bounded linear operators Rd ~ Rd, with a norm given for 

instance by the operator norm 11 · 11 with 

llfill = sup llfi(u)ll < oo. 
lluii#O !lull 

Now, their brackets of all orders exist and are bounded linear operators; so all 

components of C and all z(s, t), 0 ~ s, t ~ 1 are bounded linear operators. 

Furthermore, the operators exp( z( s, t)) can be defined as bounded linear operators, 

given by the series 

and this definition agrees with the definition of exp(z) as a flow at time 1 of an 

ODE with respect to the vector field z. So, in this case, T(x) = exp( (x, C)) is a 

bounded linear operator, and the series 

00 1 
exp((x, C))= L 1 (x, C)n 

n=O n. 

gives a Taylor expansion of T( x) with respect to the x-components at all points, 

where the series can be truncated at any level, giving a controlled remainder. 

Thus, for each N, we can write: 
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where 
M 

(x, C) M= IT 
m=l 

(k(m)) c(k(m)) 
X lk(m) lk(m) 

k(m)=l Ik(m)E.1(k(m)) 

r 

I: 

and 

Above, the Taylor series was "homogeneous", i.e. we took along terms up to 

N-th degree in all components of x, and the remainder term contains all other 

terms. However, we are interested in the case x = (3, where the sizes of the 

components will vary. Thus, the components 

are going to be of the order 

respectively. We will determine which terms to take along in our series expansion 

as follows: We will scale components of the vector x with 

and take along terms where degree in£ would be at most N. 

So, we are taking along only terms involving products 

M 

IT (k(m)) c(k(m)) 
X lk(m) lk(m) 

m=l 
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with L~=l k( m) ~ N. This gives then 

N 1 M 
T(x) - I + "' ll """" """" (k(m)) C(k(m)) 

- LJ M! LJ L....t X h(m) lk(m) 
M =1 m=l "\"'M I :J(k( )) k(l), ... ,k(M):L...,m=l k(m)~N k(m)E n 

where R(N+t)(x) = r(N+I)(x)+L(N+t)(x). The new remainder term L(N+t)(x) here 

contains the product with 

M 

L k(m) > N, M~ N: 
m=l 

that is, 

For instance, for r = 2, 

so that the expansion for T when we choose N = 2 is as follows: 

If we now choose x = f3(s, t), that is, for each k = 1 ... r, I(k) E {1, ... , n }k, 

(k) k ( ) xh =f3I(k)s,t 

74 



then the continuity assuption given in Definition 5.1 gives for all components of 

f3(s, t): 

for all k = 1 ... r, and all I(k) E :J(k) for a constant D. From this it follows that 

11 (f3(s, t), C) 11 ~ D jt- sja (10) 

(if a > 0, Jt - sI < 1) where, for instance, 

r 

D = L L IICJ:)II· 
k=l l(k) 

Lemma 5.6 If (3 is an (a, r)-system, then for any N, the remainder term is 

bounded by 

for a constant D = D(N, r, C). 

Proof. As defined above, RN+1({3(s,t)) = rN+1({3(s,t)) + LN+I(f3(s,t)). Here 

rN+I(f3(s, t)) is the remainder term in the truncated exponential series, and there-

fore bounded by 

As for the remainder term LN+1 ({3(s, t)), it is a sum of terms involving products 

M 

II (3k(m) (s t) c(k(m)) 
l~m) ' l~m) 

m=l 
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with 
M 

M~ N, L k(m) > N; 
m=l 

so for these products 

M 

11 IT ,a;~<:~(s, t)ll ~ Djt- sja(N+l) 
m=l 

and 

max {jlucJ~i.::;))u, k(m) = 10 0 0 r, 

M "\ 
h(m) E .J(k(m)), M = 10 o 0 N, f

1 

k(m) > N J < ooo 

0 

So, this gives us the following expression: 

T(,8(6.)) =I 

N 1 M 
+ "' _ II "' "' ,ak(m) (6.) c(k(m)) 
~ M! ~ ~ Ik(m) lk(m) 

M=l m=l k(l), ... ,k(M):l:~=l k(m)~N lk(m)E.1(k(m)) 

with 

for general intervals 6. = [s, t] ~ [0, 1]. We will use this expression on to get 

estimates for the sizes of the one step errors 
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and error propagation terms 

Theorem 5. 7 For the one step errors, 

where I 6 I is the length of the subintervals 6 1 and 6 2 • 

Proof. By the Campbell-Hausdorff-Baker Dynkin formula, we can write 

Then z(61 U 6 2 ) and H(z(6 1 ), z(62)) are identical, up to r-th order terms. This 

immediately follows from the definition of the f3(6)s and the Cs. (They obey the 

same formal algebraic rules as the corresponding quantities for smooth paths in 

the infinite series 
00 

((s, t) = I: I: !37k (s, t) cJ:); 
k=l hE.:T{k) 

but exp(((s, t)) has the flow property, which means that 
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Therefore, the series expansions for exp( z( t~q u ~2 )) and 

are also the same up to r-th order t~rms, and their difference is a remainder term 

bounded according to Lemma 5.6 by 

0 

Note that above, "k-th order terms" are defined as follows: we will scale the 

components of f3 as follows: 

then k-th order terms are the coefficients of c;k. 

Of course, we can also prove the result by using the previously obtained Taylor 

expansions, with N = r, for all the exponentials, and by then comparing the terms. 

We will then use the consistency results between the f3k(s, t) and the algebraic 

relations that hold for the vector fields C. These algebraic relations were of course 

initially based on the requirement that z(~ 1 U ~2 ) must equal H(z(~t), z(~2)), 

up to r-th order terms. We will do here the calculations in case r=2 to see what 

exactly happens: 

Here 
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We use the expansion 

We will write 

T((J(6.)) = ~(6.) + Ra(6.) 

where Ra(6.) :::; D l6.13a; then 

from which it follows that 

Proof of claim: 

The algebraic relations that hold for the vector fields and the iterated integrals 
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are now, 

f3[j(6q u ~2) == f3[j(~1) + f3[j(~2) 

+ ~ (f3!(6t)f3}(62) - f3}(6i)f3J(62)) . 

n 

~ (!3!(~1 u ~2)- !3!(~1)- /3!(~2)) cP) == o 
1=1 

due to the first consistency conditions; the second order terms are 

~ f3[j(~1 u ~2)ci7)- ~ f3~(~1)ci7)- ~ f3[j(~2)ci7) 
i<j i<j i<j 

+ ~ '4!3!(61 u 62)!3}(61 u 62)c;<1lcpl 
1,] 

- ~ ~f3J(6i)f3}(6i)cPlc) 1 l 
1,] 

- ~ '4!3f(62)f3}(62)cplcpl 
1,] 

- ~ f3l(~df3}(~2)cP)c?). 
i,j 

We will denote here the sum of the last 4 lines by B. To prove that the second 

order terms all vanish, it suffices to prove that 

B = ~ ~ cgl [f3J(62)f3](6t)- f3J(61)f3](62) ]. 
\<] 
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By writing in B, 

we get 

f3J(L~:q U 62) 

f3f(6I U 62) 

f3[(6t) + f3J(62), 

f3J(6t) + f3f(62) 

B = ~ 2: cPlc?l [.BJ(.6.2l.B}(L">t)- .BJ(L">tl.B](L">:o)]. 
'·l 

But since the term inside the brackets is antisymmetric, this equals 

~ ?=(cPlcjtl- cjtlcPlH.BJ(L">2)/3](.6.t)- .BJ(L'-.tl/3}(.6.2)] 
•<J 

- ~ L<. cg)[f3[(62)f3}(6t)- f3[(6t)f3](62)]. 
' } 

The error propagation term is more problematic. Of course, according to 

Lemma 5.5 we have the following: 

Theorem 5.8 If the error propagation terms are uniformly bounded: 

sup IIT(f3(6i)) · · · T(f3(6j))ll < C 
i,j 

for all consequent subintervals of any subdivision Tn, then the series (}(n) [0, 1] con-

verges if 

a(r+l) > 1 
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If a 2:: 1, then we can use a direct estimate: For instance 
' 

2" 2" 

::; ll 11 T((3( 6k)) 11 ::; ll exp 11 ((3( 6k), C) 11 
k=l k=l 

= exp (~ 1\(P(~k),C}I\) 
::; exp (D2n l6la) = exp(D (2n)l-a) ::; D1 , 

according to (10). So, in this case, according to Lemma 5.5 in last section, we get 

the following result: 

Theorem 5.9 If a 2:: 1 and r 2:: 1 then e(n)(O, 1) converges. 

For a < 1, obtaining general estimates for the error propagation term is more 

difficult. In this linear case we can see fairly clearly what happens to the error 

propagation terms. We know from Lyons [37] that in case a( r + 1) > 1 there exists 

a unique procedure for obtaining for each p > r, approximations for f3P over the 

interval 

by using the values of (3i(6k), i = 1 ... r, k = 1 ... 2n. Denote this approximation 

by f3P( n). From the convergence result that holds for these approximations (cf. 

Lyons [37], see also Result 4.3) we know that for each p, 

82 



and f3P is ap-continuous. Now, using this and the Campbell-Hausdorff-Baker­

Dynkin formula, we can actually write 

2" 

IT T(f3( ~k)) == exp( ([3( n )(~),C)) 
k=l 

where 
2" 

~ == u ~k· 
k=l 

Here {3( n) == ({31 
( n ), {32

( n ), ... ) is an infinite sequence and C is tl1e complete infi­

nite array of vector fields C)k), k == 1,2, .. as in Definition 4.1; so (f3(n)(~),C) is 

an infinite series. Particularly then, f3P ( n) == f3P when p == 1 ... r and for any fixed 

p > r, the sequence f3P( n) converges towards a ap-continuous two paramete1 func-

tion f3P. Now, if we could prove that (f3(n)(~), C) converges towards a bounded 

linear operator, then obviously boundedness of the error propagation terms for 

our construction of the solution would follow and we could have a result stating 

that the solution exists, i.e. the sequence O(n) [0, 1] converges, if a( r + 1) > 1. For 

this it is sufficient to prove that 

00 

(f3(n)(~),C) ~ (f3(~),C) == 2: 2: f3~(~)CY 
k=l JE.J(k) 

and this series converges. The convergence of the sequence here of course imme-

diately follows if we could prove that the convergence 

is uniform over all p simultaneously. Unfortunately, the question of convergence 

of this infinite series and the rate of convergence of the f3P( n )s is still open. 
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Of course, if the conditions of Lemma 5.3 hold, i.e. if the one step errors 

(in multiplicative notation) commute with all the operators B~n), then the error 

propagation ceases to be a problem and we get directly the following result: ( a.ll 

the calculations can easily be done in logarithmic coordinates) 

Theorem 5.10 Assume that the vector fields fi are such that for each n, all the 

operators c~n) commute with all the operators o;n) {i.e. o;n) c~n) = c~n) o;n) \1 i, j.) 

Then the series O(n)[O, 1) converges if a(1·+1) > 1. Here, c:~n) = O~n) (o~;;+t)) -t: z = 
1 ... 2n. 

5.4 About the general case 

We will look in this section briefly at the general case, i.e. the differential equations 

with er continuous vector fields. We can still interpret the operators O(i) as linear 

operators, defined in a function space if necessary, and a norm can be accordingly 

defined for the operators involved - however in this case the choice of the norm 

is complicated. The operators T will be well defined, as homeomorphisms or as 

linear opera tors via action on smooth functions. If the map 

x ~ T(x) 

is r + 1 times continuously differentiable, for which the condition of er -continuity 

for the vector fields is enough, then we can use a Taylor expansion to obtain again a 

series expression for the T(x) as above, with a controlled remainder term, assuming 

that we have fixed a good c::::m.g!1 norm in the operator space. For the one-step 

errors, the Campbell-Hausdorff-Baker-Dynkin formula is now not available, but 

we can still compare the terms in the expressions for the one step errors to obtain 
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the following result: 

Theorem 5.11 If the vector fields fi are in er, then the one step errors are 

bounded by 

where I 6 I is the length of the subintervals 6 1 and 6 2 . 

Again this means that if we could prove that the error propagation term is 

bounded, then convergence would follow if a(r + 1) > 1. But direct control of the 

error propagation here is even more difficult than in the linear case. 

Of course we have again the special cases: 

Theorem 5.12 If Lie(f1 ••• fn) is finite dimensional, and the conditions of Lemma 

5.3 hold, then the series e(n)(O, 1) converges if a(r + 1) > 1. 

5.5 Convergence towards a given flow 

The next theorem gives sufficient conditions for establishing the convergence of 

the sequence e(n) towards a given flow B. This will make it easy, for instance, to 

compare the solution in the sense of Definition 5.2 with other concepts of solution. 

We denote again 
r 

z[s, tJ = I: I: !3;(s, t) c)k). 
k=l JE.J(k) 

Theorem 5.13 LetB = (B(s,t), 0:::; s,t:::; 1) be a flow ofhomeomorphisms over 

[0, 1], with the boundedness condition 

IIB(s,t)ll:::; C, V [s,t] ~ [0,1]. 
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If 

IIO(s, t)- exp(z[s, t])ll 
----~--~~~~~o 

lt- si 

as lt- si ~ 0 for all [s, t] ~ [0, 1], then 

110(0, 1)- O(n)(O, 1)11 ~ 0, n ~ oo. 

Especially, it suffices that for all [s, t] ~ [0.1] 

IIO(s, t)- exp(z[s, t])ll 
lt - S la(r+l) 

is bounded as !t- si~ 0, with a, r such that a(r + 1) > 1. 

Thus, to guarantee convergence it is sufficient that the flow B is asymptotically 

close to our way of constructing the solution. The continuity requirement means 

that the two operators above agree 'up to terms of degree ar '. 

We will use the following simple modification of Lemma 5.4 to compare two 

operators: 

Len1ma 5.14 If 

m m 

r(m) = L Bm ... [)i+l ei oi-l ... [)1- L Bm ... [)i+l ei r(i- 1). 
i=l i=l 

From this, it follows that 
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and therefore, 

M c~~~M 110; ... Oill) 
2 
l~:{M lledl· 

Proof of Theorem:. The above Lemma gives: 

· 2n s~p IIB(6i) · · · B(6j)ll 2 sup IIB(6i)- o(n)(6i)ll 
'·J i 

where 6i E Tn. By assumption,·{) has the flow property, so that 

Now, since we assumed 

sup!I0(6i)···0(6i)ll ~ C, 
i,j 

we get 

from which the claim immediately follows when we let n--+ oo. 0 

Note that the result above holds for either the linear or the general differential 

equation. The norm of the operators has to be fixed of course; this is simple in 

87 



the linear case but will again be more complicated in the general case. 

5.6 Notes and open questions 

PROPERTIES OF THE SOLUTION 

The solution here will in general depend not only on the path X, but also on 

the chosen "iterated integrals" ((32
, •.• ,(3r), i.e. on the whole generalized path (3. 

Thus the solution is a map 

f3 -+ solution of (8) with respect to generalized noise (3. 

Therefore, this concept of solution for differential equations would hopefully have 

the continuity properties we wished for: f3 ~ ~ should imply that [ solution with 

respect to f3 ] ~ [ solution with respect to ~ ], since by definition f3 involves not 

only the path X but some of its iterated path integrals. Thus, the map from 

generalized paths to solutions should be continuous with respect to some suitably 

chosen metric for the generalized noises (3. We will not here look into this matter 

except to point out that a suitable metric could be 

(cf. Lyons [37].) 

llf3lla = max sup 
l~k~r O<s,t<l 

ABOUT HIGHER ORDER METHODS 

lf3k(s,t)1 
it- slak 

If the r first "iterated integrals" ({31
, ... , f3r) are given and form an (a, r )-system, 

and a(r + 1) > 1, then according to the results in Lyons [37] (see Result 4.3 

above), it is possible to cc::3tr:~ct any amount of higher order iterated integrals, 

such that the corresponding continuity and consistency requirements still hold. 

Now if the vector fields in the differential equation (8) are sufficiently smooth, 
' 
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then we might consider using a "higher order" method to construct a solution to 

the differential equation. That is, for any fixed p > r, we could construct from the 

given (a,r)-system ({31, ... ,{3r) an (a,p)-system (f3\ ... ,f3P) which is then also a 

generalization of the path X. Now using a construction identical to the one given 

in Section 5.1, but with r replaced by p, would give a sequence of approximate 

solutions based now on the iterated integrals ({31
, ... , f3P). Denote this sequence 

by e~;?(o, 1), nE N- accordingly, the &(n)(O, 1)-sequence in the previous could be 

denoted by e~;](o, 1), n E N. The next theorem guarantees that these alternative 

methods (in the first one, constructing a solution directly from ({31
, ... , f3r); in 

the second, constructing first f3r+ 1
, • •• , f3P from ({3 1

, ••• , f3r) and then constructing 

a solution from ({31
, ••• , f3P)) both give the same answer when they do converge 

towards a solution. 

In the following, similarly to the notation used at the end of Section 5.3, we 

will denote by f3(n,r)' q = r + 1, ... , p, the approximations for {3q obtained by using 

the values {3k(6i), k = 1 ... r, i = 1 ... 2n; the result in Lyons [37] gives for each 

q, the convergence result that 

{3q - lim {3q 
(oo,r) - n-+oo {n,r) 

exists. 

Theorem 5.15 Let ({31, ... , {3r) be an (a, r )-system, with a(r + 1) > 1. Fix 

p > r, and assume that the vector fields fi in the differential equation (8) are 

CP+ 1-continuous. Let e~;J(o, 1), and e~;?(o, 1) be sequences of operators formed 

with a ''r-th order method" and a ''p-th order method", respectively; that is, define 
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and 

e~;? (o, 1) = p exp 2.: 2: /3~( ( i - 1 )2-n, i2-n) c}k) , 2" ( p ) 

t=l k=l JE.J(k) 

where {3r+l, ... , f3P are constructed from ({31, ... , {3r) by the limiting procedure given 

in Lyons {37} (i.e. {3q = f3(oo,r)' q = r + 1, ... ,p). If the sequence o~;](O, 1) 

converges, then the sequence 8~;] (0, 1) converges also, and towards the same value. 

Proof. Due to Theorem 5.13, it suffices to prove that 

for all sufficiently small intervals .6. ~ [0, 1]. So fix a subinterval 6. E T n; then 

For any m, we can write 

where: 

• 

118~~)(6.)- 8~;](6.)11 

- 118~~)(6.)- 8~;)+m)(6.)11 + ll8~;)+m)(6.)- s{~,r)(6.)11 

+ IIS{~,r)(6.)- s(v)(6.)11 + IIS(v)(6.)- J~;j(6.)11 
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• S~~,r)(6) denotes the sum up to p-th order terms in the Taylor expansion 

for the product e~;tm)(6), with respect to the f3k(6i)s; (here, which terms 

are to be taken along is again determined by the scaling rules described in 

Section 5.3); 

• s<P)(6) is the sum up to p-th order terms in the Taylor expansion for e~;?(6). 

We assumed that e~;l converges, so that 

as m --+ oo. By Lemma 5.6, 

Also, by applying this Lemma to the components of the product in e~;tm), we get: 

where M(m)--+ 0 as m--+ oo. 

As for the difference of the p-th order Taylor expansions s~~,r)(6) and S(P)(6), 

note first that we can obviously write 

p 

s(p)(6) =I + L h~(/31 (6), ... 'f3r(6), f3r+ 1(6), ... 'f3q(6)) 
q=l 

for some continuous functions h~, q = 1 ... p. Now it is seen, by looking at the way 

the sequence o~;tm) ( 6) over the whole interval is constructed from its values over 

subintervals, and the way the new higher order iterated integrals are constructed 
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from lower-order ones (cf. proof of Theorem 5. 7), that similarly, 

p 

s(~,r)(6) =I + L h!(f3
1
(6), ... '{3r(6), f3(,!~n,r)(6), ... '!3(m+n,r)(6)). 

q=l 

Therefore, it follows that 

S (p) (A) ---+ S(p) (A) (m,r) u u ' m ---+ 00. 

The claim of the theorem now follows ·when we let m---+ oo. 0 

Note that this means that when we try to solve the differential equation by 

the method outlined in this thesis, starting from a given (a, r )-system ({31
, ..• , {3r) 

with a(r+1) > 1, then nothing can be gained by first extending it to a ({31
, ..• , f3P)-

system with p > r, and then using a p-th order method, since one then ends up 

with repeating essentially the same limiting procedure twice; both methods give 

the same answer, but a higher order method requires more smoothness from the 

vector fields in the differential equation. 

REMAINING QUESTIONS 

The question of convergence of our solution is still unsolved in the general case. In 

the linear case the convergence was proved to be directly linked to the convergence 

of the formal Lie series in Section 4. 2 - proving the convergence of this might 

also shed light on the convergence of the corresponding Lie series in results by 

Ben Arous [6) and Castell [8) in Section 4.1, which have in general so far only 

been proved in a fairly roundabout way in both these articles. However, in many 

applications of our results the result in Section 5.5, which proves the convergence 

towards an existing solution, is quite interesting in itself. 
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In the general case we have not tackled in a very detailed manner the question 

of choosing a norm fur the operators, interpreted as linear operators on function 

spaces. 

Finally, there are some further special cases which would be worth looking 

into: E.g. the cases where Lie(fi ... fn) is nilpotent, or solvable. 
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6 Special cases and examples 

Let X = (Xt, t E [0, 1]) be a continuous path on Rn, and look at a "differential 

equation" 
n 

dyt =I: fi(Yt)dx; (11) 
i=l 

formally defined with respect to it. (See Chapter 5.) According to the remarks 

in the previous chapter, an important question when trying to interpret what we 

mean by this equation is whether we can extend X into an (a, r) -system, with 

a(r + 1) > 1. (Cf. Definition 5.1 in Chapter 5.) If this can be done, then, using 

the procedure given in Chapter 5, it may be possible to give explicit meaning to 

the "differential equation", for a large class of vector fields (fi), together with a 

way of constructing a "solution" of it. Thus, if we want to use this method for a 

given path X, we need to: 

• define plausible generalized "area integrals" and other "iterated integrals" 

f3k, k = 2 ... r, which obey the consistency rules in Definition 5.1; 

• prove that these together with X form an a -continuous system: 

• and do this with values a, r such that a(r + 1) > 1. 
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Of course, to start with, the path X must be Holder( a )-continuous. The 

condition a(r + 1) > 1 means that: 

• r = 0 is sufficient with a > 1. (This is trivial of course, since a Holder( a)­

conti:c.uous function with a > .1 is a constant function and thus the flow of , 

the solution is the identity map.) 

• r = 1 is sufficient with a E (1/2,1). (Here (3 2 in the (a,r)-system will be 

unique, if it exists.) 

• r = 2 is sufficient with a E (1/3, 1/2) (in which case (3 2 will not be unique). 

If a = 1, i.e. X is Lipschitz-continuous, then there is of course also available 

the Lebesque-Stieltjes theory of integration and the resulting theory of ordinary 

differential equations. /32 and the other iterated integrals are now equal to the 

corresponding Lebesque-Stieltjes iterated integrals, and the solution obtained by 

using the results in Chapter 5 coincides with the solution of the corresponding 

ODE. 

The cases of real interest are when a < 1, the ODE theory is not available, 

and the f3ks do not have an obvious definition. For certain stochastic processes 

X, suitable f3ks may be defined through probabilistic reasoning, even when almost 

all paths of X have less than Holder(1/2) -continuity. It is this stochastic setting 

that will be our main concern here. 

6.1 Case of stochastic processes 

Let X be a stochastic process, defined on a probability space (n, :F, P). To adapt 

our result to handle paths of stochastic processes, we obviously need to prove 

that P-almost all paths X(w) can be extended into an (a, r)-system. That is, we 
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must define for almost every wEn, 2-parameter functions /32(w), ... ,{3r(w) which 

together with X(w) form a consistent system; and we must prove that almost 

surely, X(w) and /32(w), ... ,{3r(w) have the required a-continuities. 

The differential equation (11) and the solution of it have then pathwise mean­

ing, when defined through the procedure in Chapter 5. The path X(w) has been 

extended into a generalised path {3(w). The obtained flow of solution (} = B(w), 

when it exists, provides a map 

f3(w) ~ Y(w, Yo) 

for P-almost every w E n, where Y(w, y0 ) is the solution in the sense of Chapter 

5 of the differential equation (11 ), with starting point y0 : 

Y(w, Yo) = B(w )yo. 

Also, importantly, since the procedure will be completely pathwise, the concept 

of filtrations loses its meaning here. 

The cases where almost all paths X(w) are Lipschitz-continuous can be passed 

without a mention. In addition to these cases, however, the stochastic nature of 

some processes will enable us to complete them with "iterated integrals", defined 

by probabilistic means and as 2-parameter stochastic processes. Before going into 

some special cases, we will give here a result which will prove useful in establish­

ing the required a-continuity for a system (/31
, ... , {3r) of continuous stochastic 

processes. 
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6.2 A continuity result for stochastic processes 

All the stochastic processes in this section are defined in the same probability 

space (O,F, P). Let (j3k, k = l..r) form a"consistent r-system" of 2-parameter 

stochastic processes over [0, 1], assumed to be continuous in both parameters; i.e. 

f3k = (f3Y(s,t) I k = 1 ... r, J E {1, ... ,n}k, [s,t] ~ [0,1]) 

and the f3k's are linked together by the consistency equations in Definition 5.1 

now taken to hold almost surely. The following result reduces the almost sure 

pathwise Holder-continuity of the f3k's to conditions on the moments of these 

processes. (This result is, of course, closely related to classical proofs of pathwise 

continuity of Brownian motion- see Ito-McKean [25], Knight [29], and others.) 

Theorem 6.1 Fix 1 > 0. If for all [s, t] ~ [0, 1], k = 1 ... r, J E {1, ... , n}k, 

for some pEN, c(p) < oo, then for any a> 0 with (1- a)p > 1, for almost every 

wEn, there exists a C = C(w) < oo such that 

(Here we denote a*= min{n EN: n ~a}.) 

The proof is given here in detail only for cases r = 1, r = 2. For more general 

r the proof is similar, but notations get increasingly more complicated. 
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For r = 1, r = 2 to simplify the situation we will write 

J f3f(s, t) 

1 f3~,2 (s, t) 
Xi(t) - Xi(s ), i = 1, 2 

f3(s, t) 

where xl, x2 and f3 are all continuous, and linked together by the consistency 

condition: 

{3(s, u) = f3(s, t) + f3(t, u) (12) 

1 +2 [(X1(t)- )(1(s))(X2(u)- X2(t))- (X1(u)- X1(t))(X2(t)- X2(s))] 

Vs5:_t5:_u. 

Here the last term is the area of the triangle on R2 with vertices 

this geometrical interpretation will be utilized in the proof for cases r = 1, r = 2. 

Theorem 6.2 (This is a special case of Theorem 6.1, with r = 1, r = 2.) 

Fix 1 > 0. 

{i} If 

E(!Xi(t)- Xi(s)!P) 5:. C(p)!t- s!PI, i = 1, 2, V[s, t] ~ [0, 1] (13) 

for apE N and a C(p) < oo, then for any a with (1- a)p > 1, for almost every 

w E 0, there exists a constant C = C ( w) < oo such that 

!Xi(t)- Xi(s)! 5:. C\t- s\a V[s, t] ~ [0, 1), i = 1, 2. (14) 
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{ii) If furthermore 

E I ,B ( s ' t) I (pI 
2

) * ~ c (p) It - s IP'Y V [ s ' t] ~ [ 0' 1] ' (15) 

then also P -almost surely 

I,B(s, t)l ~ Clt- sj 2
a V(s, t] ~ (0, 1] (16) 

{Here a*= min{n EN: n ~a}.) 

Proof of Theorem 6.2. 

For both (i) and (ii) the proofs will be done in the following steps: 

Step 1. First, it will be proved by a Borell-Cantelli type argument that for any 

fixed J( E N, the inequality ( (14) or (16) respectively) holds almost surely simul­

taneously over all intervals of the form [s, t] = (i2-n,j2-n] where li- il ~ K and 

n is sufficiently large: n ~ n(I<, w ). 

Step 2. To extend this to arbitrary time intervals [s, t] (sufficiently small: jt- si ~ 

8(I<,w)), we will write 

where li - il :S J(. These three intervals are eith-=r dyadic or can be written as 

unions of dyadic intervals, so that the continuities over these intervals follow from 

step 1. 

Step 3. Finally, the consistency assun1ption (1) tells us how to reduce the conti­

nuity over [s, t] into continuities over these subintervals. Of course, in case (ii), 

this step involves the continuities of both ,Band xl, x2. 
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Proof of {i). Let K be fixed. We'll prove that P -almost surely the inequality 

IX(t)- X(s)l ~ Glt- si'\ X= xl or x2 

holds simultaneously over all intervals of the form [s, t] = (i2-n,j2-n] with li -il ~ 

J(, when n ~ n(I<,w). By the Borell-Cantelli Lemma, it suffices to prove that 

00 

L P(An) < oo 
n=l 

where An = { w E n1 inequality 

IX(t)- X(s)l > Glt- sla 

holds for at least one subinterval (s, t] = (i2-n, j2-n] with li - il ~ K}. Here 

P(An) p (_;1J.;)w E n I (1'7) holds over [iTn ,jTn]}) 

< L L P{wEnl(17)holdsover[i2-n,j2-n]} 
m~K li-il=m 

and Chebyshev's inequality and the assumed sizes of the pth moments give 

P { (17) holds over [i2-n, j2-n]} 

- P {IX(j2-n)- X(i2-n)l > Glj2-n- i2-nla} 

< G(p) jm2-n 1(-y-a)p 
GP 

= G(p) (-y-a)p2-n(-y-a)p 
GP ~~~ 
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when (i2-n, j2-n] is an interval of length (j - i)2-n = m2-n. 

Also, 

so that 

P(An) 

Therefore 
00 

2: P(An) < oo 
n=l 

if(1-a)p>l. 

To extend the required almo8t sure continuity to hold simultaneously over all 

intervals (s, t] with lt- si :::; 1(2-n(K), note that for each such interval there exists 

n ;::: n( I<) and i, j with li - i I :::; J( such that 

Now we can write 

X(t)- X(s) = (X(i2-n)- X(s)) 

where 
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by the result above, since n ~ n(I<). 

To prove that 

jX(i2-n)- X(s)l < Cjs- i2-nla 

< Cjt- sja 

jX(t)- X(j2-n)j < Cjt- j2-nja 

< Cjt-sja, 

we will write the corresponding intervals as unions of dyadic subintervals. Due to 

symmetry, it suffices to prove that 

IX(r) -.X(s)l ~ Cjr- sja 

when r = i2-n, r > s, s is arbitrary, and jr - sI < 2-n. It is possible to construct 

a sequence of disjoint dyadic intervals, the union of which is the interval [r, s]. 

Define Pi such that 

where n < PI < P2 < ... , ci = 0 or 1 and c1 = 1. Then 

00 

[s, r] = U [di, di-I] 
i=l 

with dyadic division points dk obviously defined by 

k 

d0 = r, dk = r- :L:2-Pici· 
i=l 
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Here in fact, 

lr-sl > 2-p1 

lr-sl < 2-(p1 -
1). 

Now, the inequalities 

hold because each of these intervals is in fact 

and Pi ~ n ~ n(I<) Vi. Therefore, since X is ccntinuous, 

00 

IX(r)- X(s)l :::; L IX( di-d- X(di)l 
i=l 

00 00 

:::; L Cldi - di-tiCt < L Cl2-pj ICt 
i=l i=l 

00 

:::; L Cl2-ila - C(o:)2-p1a :::; C(o:)ls- rja. 
i=Pt 

It now remains to extend the obtained P-almost sure pathwise continuity 

IX(t)- X(s)l:::; Clt- sla, 
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over all (s, t] with lt- si ::; 1(2-n(k) = c5(I<) for a fixed ](, to all intervals [s, t] ~ 

[0, 1]. This is easily done by taking as a new constant 

- M(I<) 
C=max(C ) 

. , c5 ( ]() 

where 

M(I<) = sup{,B(s, t)l: lt- si > c5(J<)} < oo. 

Proof of {ii}. 

We need to prove here that if 

EI,B(s, t)lq::; C(q)lt- sl2q-y (18) 

for a q such that (1- a)2q > 1, then P-almost surely 

I,B(s,t)l::; Clt- sl2a, \f[s.t]. 

Again, Chebyshev's inequality and the assumed moment sizes (18) give for a fixed 

K, an upper bound for P(An) with An = {w E n : inequality I,B(s, t)l > lt- sl 2a 

holds for at least one subinterval (i2-n, j2-n] withiJ - il ::; J(}. We get 

P(An) = P( U {,B(i2-n ,j2-n) > CIJ2-n- i2-nl2a}) 
i,j:j-i$K 

K 

::; L L P{,B(i2-n,j2-n) > CIJ2-n- i2-nl2a} 
m=l i,j:li-il=··· 
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so that 

converges if (l-a:)2q > 1. Therefore, Borell-Cantelli Lemma gives P-almost surely, 

!,B(s, t)! ~ C!t- s!2
a for all [s, t] = [i2-n,j2-n), lj- ij ~ f(, when n ~ n(I<). 

To extend this to general [s, t], we will again choose n ~ n(I<) and i,j with 

li- il ~ f( such that 

( i - 1 )2-n < S ~ i2-n < j2-n ~ t < (j + 1 )2-n. 

Now the consistency rule (12) gives (cf. Chapter 7) 

+ f3(j2-n, t) + (area of polygonPI), 

where P1 is the polygon on R2 with vertices given by the points 

Again, result 

has already been proved. For ,B(s, i2-n) and f3(j2-n, t) we will once again write 

these intervals as unions of dyadic intervals. To prove that, almost surely, 

I,B(s, r )I ~ Clr- sl2
a 
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if r = i2-n, s E R, and s < r, r - s < 2-n, we'll thus write 

where 

and 

00 

[s, r] = U [di, di-d 
i=l 

k 

do= r, dk = r- I: 2-pjci 

i=l 

n <PI < P2 < ... , c are 0 or 1, c1 = 1 

r = do > d1 > ... ~ s. 

Over each interval [di-~, di], the results already established give 

By the continuity of f3, the consistency rule and some geometrical arguments ( cf 

Chapter 7) we get 

00 

f3(s, r) = L, f3(di-b di) +(area of polygon P2), 
i=l 

where P 2 is the polygon on R2
, with vertices (possibly infinitely many) given by 

(X1, X2)( do), (X1, X2)( d1), ... , (X1, X2)( s ). 

So, 
00 

lf3(s, r)l ~ L,lf3(di-I, di)l + jarea of polygon P2l 
i=l 
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where 
00 00 

L I,B(di-1, di)l ~ L C(2-Pi)20 

i=l i=l 

00 

< ~ C2-i2a < C I - 12a - L.,; _ 1 s r . 
i=pl 

For the area of the polygon P 2 , we need the continuity results for X1 , X2 proved 

in (i). These give, a.s., for the edges of the polygon P 2 , 

11 (X 1 , X 2) ( di) - (X 1 , X 2) ( di -1 ) 11 

Some simple geometrical observations, and the fact that 

00 00 

I: ldi- di-1!
0 ~ I: 2-ia ~ C2lr- sj 0 

i=1 i=p1 

produce an estimate: 

It now remains to look at the area of polygon P 1; that this is bounded by 

follows again directly from the continuity results for x1 and x2 obtained in (i). 

Extending the result of a.s. pathwise continuity from [s, t] with lt- si ~ /{2-n(K) 

to any [s, t] ~ [0, 1] is again straightforward. 0 

107 



Proof of Theorem 1, with general r would proceed similarly, proving the re­

quired continuity of {3k first for k = 1, then for k = 2, etc., up to k = r. For 

each k, we need to use the consistency assumptions between the {3ks, to write the 

value of {3k over [s,t) in terms of {31
, •.• , {3k over the ( dyadic) subintervals; and then 

we will use the already established continuity results for {31 , ... , {3k-1. (Note that 

proving the required continuity for a {3k, expressed in terms of {31 , ... , {3k-1 over 

subintervals, is identical to proving the corresponding continuity results given in 

Result 4.3, in Lyons [37).) 

Note: Of course this result, based only on moments of the processes, can not 

give a sharp estimate for pathwise continuity. Similarly it would be pointless to 

look for an optimal value of the coefficient C. However, these estimates will be 

quite sufficient for our purposes. 

Note: Here p, the number of moments that need to be controlled, depends 

on 1 - i.e., the assumed continuity of the moments - and the desired pathwise 

continuity given by a. In results of Chapter 5 and Theorem 6.1 here, there is a 

tradeoff between a, r, p and 1 as follows: 

• For purposes of Chapter 5 we need an a -continuous system of iterated 

integrals up to r-th order, with a(r + 1) > 1. Thus assuming less continuity 

means having to take r higher, i.e. more iterated integrals will need to be 

initially provided. 

• And then, using the Theorem 6.1 above to prove the pathwise a-continuity, 

we need ~-continuity for p-th order moments of the r iterated integrals, with 

(1-a)p>l. 
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(More accurately, we need 

(19) 

In practice there will usually exist a ·maximal1-value for which the inequality (19) 

for the moments can be expected to hold. To keep p small, one should choose an 

a, with a < /, as small as possible. Conversely, to obtain pathwise continuity 

with an a close to the optimal value/, more and more moments would need to 

be controlled. 

For instance, if 1 = 1/2, then we could hope to prove pathwise a-continuity 

with any a< 1/2, if sufficiently many moments of the processes (3k are controlled 

by (19). However, if a < 1/2 then r ~ 2 will be needed anyway; i.e. the path X 

must be completed with an "area integral" {32
• But then, any a E (1/3, 1/2) will 

work as well with r = 2, and for smaller a, a smaller value of p will be required. 

Thus it would be quite sufficient to prove, for X and {32
, almost sure path wise 

continuity with a = 1/3 + E, with any E > 0. To establish this, according to 

Theorem 6.1 it suffices to assume that 

EIXi(t)-Xi(s)l8 < Clt-sl4
, 

Elf3[i(s,t)l4 < Clt-sl 4 

for all i,j, [s, t) ~ [0, 1). From these it follows that (X, {32
) -system is a -continuous 

with any a < 3/8. 
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6.3 Brownian motion 

A non-trivial example where our results will apply is the case where X is an n­

dimensional Brownian motion, defined on some filtered probability space 

(0, P, :F, (:Ft, t ~ 0)). It is well known that the exact pathwise continuity of X is 

given by Levy's modulus of continuity (see for example Knight [29], McKean [25]): 

Result 6.3 For a one-dimensional Brownian motion, P-almost surely 

lim sup 
lt-sl-o O<s,t<l }2/t- s/log /t- s/ - 1. 

IX(t)- X(s)l 
(20) 

This means that a.a. paths X(w) are Holder( a) -continuous, if and only if a< 1/2. 

To utilize our results, we have to provide almost every path X(w) with an 

"area integral" {3 2(w) of suitaple continuity. The {3 2 will not be uniquely defined, 

of course, since a < 1/2. 

Now, there exists an obvious candidate for {32
, namely P. Levy's stochastic 

area of Brownian motion. There are several ways of constructing this area, all of 

which rely on probabilistic arguments to prove its existence. (See Levy, [33], [34], 

(35].) Here we define the stochastic area via stochastic integrals; see Section 7.1 

for more details. 

Definition 6.4 The stochastic area of Brownian motion is defined to be the 

2-parameter continuous stochastic process 

for i, j = 1 ... n, ( s, t] ~ ( 0, 1], 

w,'tere the iterated integrals are either !to- or Stratonovich integrals. 
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That almost every {32 (w) is an area, i.e. obeys the consistency laws (12) is obvi­

ous. Proving that it has the required pathwise continuity properties is easy, using 

martingale properties of the stochastic integrals. 

Lemma 6.5 For all [s, t] ~ [0, 1], i~j = 1 ... n. 

Proof If X and Y are (independent) Brownian motions, then basic results from 

the theory of martingales and stochastic integration given in Chapter 2 give 

El f.\xu- x.)dYul4 < cl EI(L(Xu- x.)dYu))tl2 

And, of course, 

where 

J.
t 2 2 

CtEI s (Xu- Xs) dui 

- C1 ([ [ E [(Xu- X.)(X.- X,)] dudv) 
2 

= C2(],\u- s)du/ 

< C3lt-sl4
, 

J:(Xu- Xs)dYu 

J: (Yu - Ys )dXu 

Now, from Theorem 6.2 follows immediately 
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Corollary 6.6 For any a< 3/8, P-almost surely, 

for all [s, t] ~ [0, 1], and all i,j = 1: .. n. 

So now, for almost all wE n, a Brownian path X(w) together with its stochas­

tic area /3 2 (w) forms an (a, r) -system in the sense of Chapter 5, with a(r+ 1) > 1, 

and the method given there for constructing path by path a solution to the dif­

ferential equation can be attempted. We will next prove that for almost every 

wE !1, this method will work, i.e. the sequence e(n)(O, 1)(w) will converge. Here, 

the convergence can be easily proved by using the results in Chapter 5.5, and the 

fact that for X a Brownian motion, we already have the theory of stochastic dif­

ferential equations at our disposal. (We are once again looking at the differential 

equation of the form 
n 

dYt = L fi (Yt)dXf. 
i=l 

For simplicity we will assume in the next that fi E Ct, i.e. that the vector 

fields and their first three derivatives are not only continuous but also bounded. 

However, a similar but "local" version of the result holds for differential equations 

with coefficients in C3
.) 

Theorem 6.7 Let, for each wEn, (X(w),f3(w)) consist of a Brownian motion 

enhanced with its Levy area (both assumed to be continuous functions). Look at 

the differential equation above, where the coefficients (fi) are Ct -continuous vector 

fields on Rd. Let e(n)(o, 1)(w) be the sequence of operators defined as in Section 
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5.1. Then, for almost every wEn, 

sup IIO(n\o, 1)(w)(y)- 0(0, 1)(w)(y)ll --t 0, 
yERd 

where 0 = ( 0( s, t ), [s, t] ~ [0, 1]) is the stochastic flow corresponding to the solution 

of the differential equation interpreted as a Stratonovich differential equation. 

Proof. According to Theorem 5.13, it is sufficient to prove that for almost every 

wEn, 

11 {) ( s, t) ( w) ( y) - exp ( z [ s, t]) ( y) 11 ~ C It - s j3a, Vy E Rd, 

for some a < 3/8. (Here, of course, 

z[s, t] = L(Xi(t)- Xi(s)) fi + L f3ii(s, t)[fi, fi].) 
i i<j 

This can easily be established by comparing simple approximations for the 

solutions of the SDE and ODE corresponding to the operators involved here. 

Firstly, for 0, the solution of the SDE, we will get by using a straightforward 

second order Taylor expansion with respect to the initial point y that almost 

surely, for all [s,t] and a.ll y, for Yt = O(s,t)(y): the solution of the differential 

equation at timet, starting from point y at times, 

Yt- y = l:(Xi(t)- Xi(s)) fi(y) + L f3ii(s, t)[fi, fi](Y) 
i i<j 

Here r 1 ( s, t; y) consists of iterated Stratonovich integrals, and its size can be esti­

mated, using arguments from the theory of martingales and stochastic integration 

113 



to give: 

'Vy, llr1(s,t;y)ll ~ J((w)lt- sit: 

for any c; < 3/2. 

Secondly, for ayE Rd, if y(1) =·exp(z[s, t])(y) is the solution at time 1 of the 

ODE 

dyu = z[s, t](Yu)du, y(O) = y 

then y(1) equals x(t- s), the solution at timet- s of the ODE 

1 
dxu = -t - z[s, t](xu)du, x(O) = y. 

-s 

And for the solution of this ODE, a second order Taylor expansion gives 

x(t- s) - y = L(Xi(t) -Xi( s)) fi(Y) + 2: f3ii( s, t)[fi, fi](Y) 
' i<j 

1 + 2 ~(Xi(t)- Xi(s))(Xi(t)- Xi(s)) (fi Dfi)(y) + r2 (s, t; y), 
I,J 

where again, given the assumed continuities of the Xis and the f3ijS, the remainder 

term can easily be proved to be bounded by 

for any c; < 3/2. 0 

Thus, using the construction of Chapter 5 for almost all Brownian paths, with 

the area integrals chosen to be the paths of the stochastic area integrals, gives 

a solution which agrees almost surely with the "classical" Stratonovich solution. 

Here, though, the construction of the solution is completely pathwise. (Note that 
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we have established that the path property, possessed by almost every Brownian 

path, that makes the theory of differential equations possible with respect to them, 

is the fact that the stochastic area for Brownian motions exists and has sufficient 
' 

continuity properties.) 

Also, in our approach the method of Picard iterations to construct a solution 

has been replaced by an alternative method. Note also that this leads to an alter-

native discretization scheme to obtain numerical approximations for solutions of 

SDEs. The result in Section 5.5 proves the convergence of these numerical meth­

ods towards the solution of the SDE. (Cf. the traditional numerical methods, e.g. 

in Rumelin [52] - it is a well recognized fact that including iterated path inte-

grals into the discretization scheme leads to improved convergence of numerical 

methods. Related work is also the results in Sussmann [54], [55], where an expres-

sion for the solution of an SDE is given as an infinite product of exponentials of 

the vector fields multiplied by iterated integrals, which also leads to alternative 

discretization schemes.) 

6.4 Other stochastic processes 

As well as Brownian paths, obviously also almost all paths of more general mar­

tingales could easily be incorporated into our theory. The area can for them again 

be defined using the stochastic integrals. To prove the pathwise continuity of the 

areas we again use Theorem 6.2; since the stochastic integrals are martingales, the 

necessary moment conditions for them are easy to obtain, even if the calculations 

are a bit more complicated since for a general martingale, the quadratic variation 

process is itself a stochastic process. 
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One very interesting special case where our results would be extremely useful 

is the theory of Dirichlet processes. (See e.g. Bertoin [4],[5], Fukushima [18], 

Lyons-Zheng [38], [39], [40].) A Dirichlet process can be written as a sum of 

a backwards and u. forwards martingale, and some stochastic Stratonovich type 

integrals with respect to them can be defined as differences of backwards and 

forwards driven stochastic Ito integrals, so their behaviour is well controlled by 

the martingale theory. However, the fact that their martingale representation 

involves two filtrations, one backwards in time and the other forwards in time, 

means that the Ito theory of stochastic differential equations can not be applied 

to them. 

However, the results in Chapter 5 can easily be applied, since the area integral 

happens to be one of the integrals which are well defined for the Dirichlet process. 

We only have to establish that almost all paths of the Dirichlet process and its 

area integral have the appropriate path continuities; and for this we can use the 

moment result established above. The moments of the integrals with respect to 

Dirichlet processes can be reduced to moments of martingale integrals, which are 

of course easily controlled. 
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7 About areas 

7.1 Classical and generalised areas 

Let r = ((Xt, Yt), t E [0, 1]) be a continuous curve in R2
• By the area of the curve 

r over the time interval [0, 1], denoted by /1[0.~ 1], we mean in this thesis the area 

included by the curve r and its chord from (X0 , Ya) to (X1 , Yt). The convention 

here is that counter clockwise loops around a region are counted as positive, and 

clockwise ones as negative. 

The area can formally be represented by integral notation 

(3(0, 1) = 1/2 f l[dX,dYt- dY,dXt]. (21) 

For well-behaved paths this, interpreted as a difference of two Lebesque-Stieltjes 

integrals, defines the area. For a more general definition, denote: 

T - The set of all sequences ( Tn, n E N) of partitions of [0,1], 

with r 0 = {0,1} C r1 C ··· 

and limn-+oo llrnll = 0 

where 

llrnll = 2 max min lt- si 
O<t<l sETn 

is the maximal step length of the Tn-partition. For ( Tn, n E N) E T' define r n 
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to be the piecewise linear approximation of r along partition Tn. That is, r n 

coincides with f at all partition points of Tn, and is linear between these points. 

The area of r n over [0,1], denoted Ly ,Bn[O, 1], is well defined. 

Definition 7.1 {Cf. Levy {33}.) lffor all (rn, nE N) ET, the limit 

,8(0, 1) = lim ,Bn(O, 1) 
n--+oo 

exists and does not depend on the choice of ( rn, n E N), then we say that the area 

of r over {0, 1} exists in the classical sense and is given by ,8(0, 1 ); in this case the 

integral {21) is well defined. 

Note that in this case, it is also possible to write the area as 

,8(0, 1) = LPn Sn, 

where 

• Sn is the area of a region, circled by the curve r and its chord; 

• Pn is a number, positive, negative, or zero, which tells how many times r 

goes around the area sn, and in which way (counter-clockwise or clockwise). 

If the area exists in the classical sense, then this series is absolutely convergent. 

If a curve r has an area over [0,1] in the classical sense, then the definition above 

extends trivially to define the area of the curve r over any interval [s, t] ~ [0, 1]. 

(By this is meant of course the area included by the curve section (Xu, Yu), u E 

[s,t]) and its chord from (Xs,Ys) to (Xt,Yt).) In this case we have again a well-
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defined integral representation 

(22) 

The summation rule 

(J(s, u) = (J(s, t) + (J(t, u) (23) 

1 
+ 2 ((Xt - Xa)(Yu- Yt)- (Yt- Ya)(Xu- Xt)) 

V'O<s<t<u<l 

follows immediately; note that the last term here is the area of the triangle with 

vertices (Xs, Ya), (Xt, Yt), (Xu, Yu)· More generally, from (23) it follows that 

+ .. · + f3(tn-b tn) + area(P) 

V' 0 < to < t1 < · · · < tn < 1 

where Pis the polygon in R2 with vertices (Xt0 , Yt0 ), ••• , (Xtn, Ytn). 

Of course there are many continuous paths for which this definition of the area 

does not apply. The interpretation of the area as a two-parameter function leads 

to a more general concept of area. 

Definition 7.2 A generalized area of the curve r = ((Xt, Yt), t E [0, 1]) is any 

two-parameter real-valued function ((J(s, t), 0 < s, t < 1) for which {23) holds. 

Note that a generalized area of a curve is not unique: 
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• If f3 is a generalized area of a curve r then so is /3 where /3(s, t) = f3(s, t) + 

1(t)- 1(s) and 1 is an arbitrary real valued function; 

• If f3 and /3 are both generalized areas of r, then f3(s, t) -f3(s, t) = 1(t) -1(s) 

for some function 1. 

A typical case where an area exists in the generalized sense but not in the 

classical sense is when approximating r with different sequences of polygons can 

lead to different values at limit for the area. 

Definition 7.3 If the limit 

{3,.(0,1) = lim f3n(0,1) 
n-+oo 

exists for a given r = (rn, nE N), then we will call it the area off over {0,1} with 

respect tor. Definition of {3,.(s, t), [s, t] ~ [0, 1] follows trivially, and {23} holds. 

Again in this case, the integrals (22) are well defined, this time as a limit of 

Riemannian sums with respect to the Tn-partitions. 

7.2 Stochastic areas; P. Levy's area for Brownian motion 

In the stochastic set-up, with a given filtered probability space (0, P, :F, (:Ft, t 2:: 

0)), we will look at a curve r given by a two-dimensional stochastic process: 

f(w) = (Xt(w), Yt(w)), t E [0, 1], wE D. 

A typical example i~ the two-dimensional Brownian motion. It is easy to see that 

for P-almost every Brownian path, the definition of area in the classical sense does 

not apply: For a.e. path, it is possible to choose subdivisions r E T such that the 
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polygonal areas do not converge. Of course the problem here arises because the 

choice of r = r(w) is permitted to depend on the sample path r. 

For a better definition of area in the stochastic case, we will define (cf. Levy 

(33]) r = r(w) to be a random sequence of subdivisions over [0,1] as follows: 

Choose the division points of r by defining t 0 =: 0, t 1 = 1, and then generating 

infinitely many division points t 2 , t 3 , ••• independently of each other, each with 

uniform distribution over (0,1]. Take now 

,8n(0,1) 

( {to, ... , tn} in increasing order), 

the polygonal approximation off along Tn, 

area of r n over (0,1) (a random variable). 

Definition 7.4 If 

,Bn(O, 1) ~ ,8(0,1) 

with convergence in probability, in square mean, or almost surely, then we call 

,8(0, 1) the stochastic area off over {0,1} (in probability, in square mean, or almost 

surely, respectively). 

For Brownian n1otion, the following holds: (See Levy (33),(34]) 

Theorem 7.5 Assume that the curve r is given by a two-dimensional Brownian 

motion over {0,1}. For any fixed rE T, for all [s,t] ~ (0,1), the sequence ,Bn(s,t) 

converges in square mean and almost surely as n ~ oo. A!so, the limit, denoted 

by ,B(s, t), does not depend on the choice of r: If ,8 is the limit along r E T and S 
is the limit along f E T then almost surely ,8 = S. 
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Here, for almost every wEn, {3(s, t)(w) can be extended to a continuous func­

tion of s, t. Especially then, if we fix any r = ( Tn, n E N) E T then for almost 

every path of a two-dimensional Brownian motion the area with respect to r does 

exist in the sense of Definition 7.3; and the outcome is a.s. independent of which 

(deterministic) sequence of subdivisions r E T we choose. 

Here is a brief outline of the proof of the theorem above: 

We will look at the case of dyadic subdivisions (the general case is similar). So, we 

denote by r n the polygonal approximation of r along division points (k/2n, k = 

0 ... 2n). To prove convergence of the corresponding areas f3n, we will write them 

as 

where Ak is the area between the successive polygonal approximations rk and 

r k+l· Then each An is the sum the areas of 2n triangles; all these areas of triangles 

are random variables, independent of each other and with expected value 0 and 

variance 2-2n-J. 

(Since fk+I is obtained from fk by adding a new point between each pair of 

subsequent partition points, the areas of the triangles obtained are independent 

of each other. As for the moments of them, note that the basis of each triangle is 

the vector between two subsequent points on rk, thus it is the the increment of 

the 2-dimensional Brownian motion during a time interval of length 2-k - so, 

E[(length of basis?] = 2 · 2-k. 

As for the height of the triangle, the new point added equals: the midpoint in R2 of 

the two old points, plus an increment ( l::::.x, l::::.y) where l::::.x and l::::.y are independent 
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identically distributed random variables with law N(O, 2-n /4)- thus the distance 

of the new point from the basis of the triangle is also N(O, 2-n /4)-distributed.) 

Summing up these areas gives 

E(An) = 0, 

which is enough to get convergence of the series f3n in quadratic mean. Chebychev's 

inequality gives now 

from which, by Borel-Cantelli lemma, it can be seen that f3n converges even almost 

surely. 

There are alternative probabilistic definitions for the stochastic area of Brow-

nian motion; all these versions of the area agree almost surely. In a Fourier series 

approach (see Levy [35]) we write the two independent Brownian motions as 

l 
X( t) = "* + L~=l nfo [an( cos nt- 1) + a~(sin nt)] 

Y(t) = Ji;: + L~=I nfo [f3n(cosnt -1) + f3~(sinnt)] 

where a',an,a~, f3',/3n,f3~ are all N(0,1) -distributed random variables, and are all 

independent of each other. Then the stochastic area of (X(t), Y(t)) over [0, 21r) 

can be directly defined by the Fourier series as 

(3(0, 27r) = f ~ [an(f3~- (3'.,fi)- f3n(a~- a'V'i)j 
n=l 

where the Fourier series converges almost surely. 
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Finally, the area of Brownian motion can be simply written by using the theory 

of stochastic integration: P-almost surely, 

where the iterated integrals are either Ito or Stratonovich integrals; they give the 

same result in this case, since the quadratic covariation terms cancel out: 

fa' (Xu- X,) o dYu- fo' (Yu- Y,) o dX, 

- (fo' (Xu -X,)· dY,- ~(X, Y, ), ) 

(fo\Yu- Y,) · dX,- ~(X, Y, ),) 

fo' (Xu- X.)· dYu- fo' (Yu- Y,) · dX,. 

(This integral representation for the area reflects of course the fact that for any 

fixed T E T, stochastic integrals with respect to Brownian motions equal almost 

surely the limit of the appropriate Riemannian sums along the Tn-partitions.) 

The law of P. Levy's stochastic area is well known, and its scaling properties 

and its first two moments are easy to obtain: 

E[,B( s, t)] = 0, 
2 t- s 

E[,B(s, t)] = -
4
-. 

(See for example Levy [33], [34], [35], and Gaveau [19] for details.) We obtain 

some further up~er bounds for higher order moments of it, and prove a result 

about almost sure pathwise continuity of the area ,B(s, t) in Chapter 6. 
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