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Abstract

Numerical simulations suggest that the very first stars to form do so within cool 
gas in small protogalaxies. These protogalaxies have low virial temperatures, 
and cooling within them is dominated by molecular hydrogen, II2. This is easily 
destroyed by ultraviolet radiation from newly-formed stars, and this ‘radiative 
feedback’ may play an important role in regulating star formation in the early 
universe.

To study the effects o f radiative feedback, requires an accurate chemical model. 
Examples currently in the literature assume the gas to be optically thin, and give 

erroneous results in optically thick gas. In chapter 2 o f this thesis I develop a 
chemical model that correctly treats the photochemistry o f optically thick pri­
mordial gas. I also discuss the approximations that remain, and estimate the 
accuracy o f the model.

In chapter 3, I examine the role of radiative feedback on small scales. Using 
a simple protogalactic model, I determine the growth timescales and final sizes 
of HII regions within a protogalaxy and discuss the effect of photoionizing radi­
ation on dense clumps o f gas. I also examine the effects o f photodissociation, 
and present a simple method for estimating the photodissociation timescale in 
optically thick gas. I find that radiative feedback occurs rapidly in diffuse pro­
togalactic gas, but that dense clumps can resist its effects and survive to form 
stars.

On larger scales, previous work has shown that early star formation rapidly builds 
up a soft UV background that can suppress star formation within the smallest 
protogalaxies. However, this work does not include the effects o f X-rays produced 
by sources associated with star formation, which will catalyze H2 formation and 
reduce the effects of photodissociation. In chapter 4, I examine the importance 
o f these X-rays by self-consistently modelling the growth o f the X-ray and UV



backgrounds together with their effects on gas within protogalaxies. An impor­
tant result is the determination of Tent, the critical virial temperature above which 
protogalaxies can cool. The evolution o f T crjt is presented for various X-ray source 
models, and compared to a model with no X-ray background, allowing the effects 
o f X-ray feedback to be assessed.
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Chapter 1 

Introduction

How does a star form? This seems a simple enough question and yet, despite 
decades o f research by many, many talented people, there is still much that we 
do not know. In principle at least, forming a star is very easy -  we simply need 
to take diffuse gas, for example from the interstellar medium, and increase its 

density by around twenty-five orders o f magnitude until it becomes sufficiently 
dense and hot for nuclear fusion to begin. This compression could be initiated in 
any number o f ways, but eventually we must rely on the self-gravity o f the gas to 
drive the process. So far so good, but we soon find that a great many processes 
operate to oppose this collapse -  for example, rotation, magnetic fields, thermal 
pressure and turbulence to name but a few. Understanding the effects of these 
processes, especially when several are operating at once, is one o f the ongoing 
tasks within the present-day study o f star formation.

In this thesis, I study one small part o f this huge subject -  the effect o f ultra­
violet and X-ray radiation on pre-stellar gas 1 at high redshift. In particular, I 
study something known as radiative feedback -  the way in which radiation from 
newly-formed stars can promote or (more usually) suppress further star forma­
tion. Before I can properly begin to discuss the details o f radiative feedback, 
however, it is necessary to place the discussion in its proper cosmological context. 
Accordingly, I begin this introduction with the discussion o f a number o f cosmo­
logical preliminaries; readers familiar with this material may wish to skip ahead 
to section 1.3 or 1.4.

1Gas from  which we expect stars to form.
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1.1 Cosmological Preliminaries

1.1.1 The Cosmological ‘Standard M odel’

Following Peebles (1993) in borrowing a concept from particle physics, we can 
identify a ‘ standard m odel’ o f physical cosmology -  a world picture which, al­
though incomplete, has survived many observational tests and is consistent with 

the available evidence.

This model asserts that the distribution of matter in the universe is homogeneous 
and isotropic if smoothed on a sufficiently large scale, that it is expanding and 

that it was substantially hotter and denser in the past. It is based upon two 
assumptions and a number o f important observations.

The first assumption is simply that the laws o f physics on cosmological scales 
are the same as those on smaller scales; in particular, that general relativity is 
the correct description o f gravity on large scales. This assumption is certainly 
consistent with the evidence, but it is wise to remember that it involves an ex­
trapolation from the terrestrial scale on which GR is well tested to a scale that 

is many orders o f magnitude larger.

The other assumption that we make is often termed the Copernican Principle: 
the assumption that there is nothing particularly special about the position we 
occupy in the universe. How true this is on a sub-galactic scale is still open to 
question -  as far as we know, the existence o f life requires a number o f special 
conditions (such as the existence o f liquid water), which are not ubiquitous. On 
the other hand, there appears to be nothing particularly special about the Milky 

Way compared with, say, M31 or M101, and there seems to be no good reason to 
suppose that our presence in this particular galaxy is due to anything other than 
chance.

Turning to the observations, we find a mixture of direct and indirect evidence 
for the model. The cosmological microwave background (CM B) and the hard 

X-ray background both provide strong evidence o f isotropy (Wu et al., 1999). 
Moreover, this also is strong evidence for homogeneity; the observed isotropy is 
a natural consequence o f a homogeneous universe, but would require us to be in 
a particularly special location in an inhomogeneous universe. We can also test 
homogeneity directly, by means of galaxy counts. On small scales, galaxies are
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known to cluster inhomogeneously, but if we smooth the number counts on larger 
and larger scales, we expect to see a transition to homogeneity. There is some 

controversy over whether or not this transition has yet been detected (di Nella 
et al., 1996; Hatton, 1999), but the question should be settled by the various large 
redshift surveys currently underway, such as 2dF (M addox, 2000) or the Sloan 
Digital Sky Survey (York et al., 2000).

Evidence for expansion comes from the redshift-distance relation: the fact that 
the spectra o f extragalactic sources are shifted to the red by an amount that is 

directly proportional to distance. This was first noted by W irtz (1924), but was 

first quantified by Hubble (1929), and has since becom e known as Hubble’s law. 
It is a natural consequence o f an expanding universe, so long as the expansion is 
homogeneous.

Another natural consequence o f an expanding universe, as long as energy is con­
served, is the fact that it must have been hotter and denser in the past. Evidence 
that this was indeed the case comes from two different sources: the observed 
elemental abundances and the microwave background.

By observing elemental abundances in regions that have undergone little or no 
star formation (Adams, 1976), we can attempt to infer the primordial abundances 
o f the various elements. We find that the inferred abundances are consistent with 
the predictions o f the expanding universe model, to within the observational 
uncertainties (Buries et al., 2000a). Moreover, the theoretical model o f primordial 
nucleosynthesis has only one free parameter -  the baryon-photon ratio -  so this 

success is impressive.

The microwave background is also strong evidence for a hot,dense phase. In 
particular, measurements by the FIRAS experiment on the COBE satellite have 
shown that the CMB has a spectrum which is an almost perfect black-body; any 
deviation is at the level o f one part in ten thousand or less (Fixsen et al., 1996). 
This observation is simple to explain in the standard model. At an early epoch, 
the temperature is high enough that all o f the gas is ionized and consequently 
radiation and matter are closely coupled by Thomson scattering and in thermal 
equilibrium. At this time, the radiation spectrum is necessarily that o f a black- 
body. As the universe expands, however, the temperature drops, and the gas 
eventually begins to recombine. At this point, the Thomson scattering optical 
depth drops sharply. The bulk o f the radiation never subsequently interacts
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with matter, and thus, aside from the effects o f redshift, 2 the spectrum remains 
unchanged to the present day.

To produce a black-body CM B from other sources o f radiation would be far 

harder. It would require the action o f some mechanism capable of thermalizing 
the spectrum, but at the same time having no discernable effects on the spectra 

of extragalactic sources visible at the present day.

Individually, none o f these pieces o f evidence are entirely persuasive -  if we tried 
hard enough we could usually construct some model to explain them. Taken to­
gether, however, the fact that the same simple model explains all o f the otherwise 

unrelated observational evidence argues strongly for its basic correctness.

The standard model by no means represents all of cosmology; there are many 
areas, such as the formation o f galaxies, or the evolution o f the universe prior 
to nucleosynthesis, on which it stands mute. Nevertheless, it provides us with a 
basic framework within which our other theories must fit. In the next section, I 
examine some o f the details o f this framework.

1.1.2 Basic Equations 

The Robertson-W alker M etric

On the largest scales our universe is dominated by gravity and it is to general 
relativity that we must turn first in our attempt to understand it. Our starting 
point is the large-scale structure o f spacetime itself, as encapsulated in the form of 
the space-time metric. This can be written in its most general form as (Peacock,

1999)

c2 d r 2 =  g daff daff, ( 1 .1 )

where dr is a proper time interval and the daff are coordinate intervals; we follow 
the convention that Greek indices run from zero to three, with a: 0 being the time 
coordinate and a:1, x 2, x 3 the spatial coordinates. The metric tensor g is in 
principle a function o f all four coordinates and is usually obtained by solving the 
GR field equations

GM" =  (1.2)
c4 v ’

2R,edshifting a black-body spectrum does not alter its shape, but merely lowers its charac­
teristic temperature
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for every point in spacetime. However, if the distribution o f matter is homoge­
neous and isotropic then this places significant constraints on the form of and 
allows much of its form to be deduced purely on the basis o f symmetry arguments.

We begin by noting that in an expanding, homogeneous universe, it is always 
possible for observers who are at rest with respect to the matter distribution 

(also known as fundamental observers) to agree on the definition o f a universal 

time. For instance, they could agree to synchronize clocks when the density o f the 
universe reached some predetermined value -  following this, homogeneity implies 
that the clocks must remain synchronized.

Next, consider two events separated by a small distance in space-time. A local 
observer can always choose coordinates such that the separation is given by

c2 d r 2 =  c2 dt2 — dx 2 — dy2 — dz 2. (1.3)

But we know that the local observer’s time coordinate is the same as that of a 
distant observer, so the distant observer will see this separation as

c2 d r 2 =  c2 d f2 — gij dad dad (1-4)

where the Latin indices run from one to three.

Isotropy allows another simplification. If we write the metric in terms of the 

spherical polar coordinates (r, #,</>), then isotropy implies that gjj must be inde­
pendent o f 6 and 4>. Moreover, homogeneity implies that the time dependence 

of gij (if any) can be separated from its spatial dependence. Together, these 
simplifications allow us to write the metric as

c2 d r 2 =  c2 d t2 — R {t )2[ f ( r ) dr2 +  g(r)  dO2] (1.5)

where d il2 =  dd2 +  sin2 9 d(f>2. The metric is fully specified by a time dependent 
scale factor R (t ) and two functions of radial position, /  and g.

As yet r is simply some way of labelling points in the radial direction and, aside 
from a few constraints such as continuity and monotonicity, it is largely arbitrary. 
Indeed, if we give R (t ) dimensions of length, then it is not even a real length; 
rather, it is simply a dimensionless number. This gives us the freedom to choose 
a definition for r that makes life simple, either by ensuring that /  =  1 or that

9 — r 2.

The form of the remaining spatial function is then fixed by the curvature o f space. 
Homogeneity and isotropy again force substantial simplification -  space can be
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positively curved, negatively curved or flat, but the curvature must be the same 
everywhere. This leads to the following general form of the metric

c2 d r 2 =  c2 dt2 -  R (t)2[ dr2 +  S2k(r) d fl2], (1.6)

where

{sin r k — 1

sinhr k =  — 1 (1.7)

r k =  0 .

and k is a convenient way to parameterise the curvature -  positive k implies 
positive curvature, negative k implies negative curvature while k — 0  implies flat 

space.

That this is the most general form of the metric in a homogeneous and isotropic 
universe was first demonstrated, independently, by Robertson (1935) and Walker 
(1936); it is generally called the Robertson-Walker metric.

Redshift

We can deduce a number o f properties o f the universe directly from the form of 
the metric. A particularly important example is the apparent time dilation of 

distant events -  this also implies the redshifting o f light from distant objects.

Consider a distant galaxy, at a point r. Light from this galaxy reaches us along 
a null geodesic, so

c2 d f2 =  R2 dr2, (1.8)

and a simple integration gives the comoving distance

f  cdt
r = R ■ (1-9)

Now consider a pulse o f light emitted from this galaxy at a time te with a duration 
Ste, which is observed at a time t0 to have a duration 5t0. The comoving distance 
travelled by the start o f this pulse is

f to cdt
R ’

( 1. 10)

while the end travels a distance
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But r has remained constant, so these two distances must be the same. If the 
length o f the pulse is small, this implies that

8t0 8te

and since R (t0) >  R (te) in an expanding universe, we observe a time dilation. If, 
instead o f a pulse of light, we apply the same argument to a m onochrom atic light 
beam, we see that it will be redshifted by an amount

The Friedmann equations

In order to make use of the metric, we need to know how R(t)  evolves. Solution 
o f the field equations gives us two equations for R:

R 2 -  ~ ^ - p R 2 =  - kc2 (1.14)O

and
R  4V  (  4- 3p

R  =  ~  T°C + c

where p is the total energy density and p the corresponding pressure.

- - G ( p + i )  (1.15)

A spatially flat universe requires that k =  0. This is only possible if p =  pcr-lt, 
where

3 H 2
Pcrit ~  8 nG  (L16)

and H =  R /R is  the Hubble parameter 3 This can be more conveniently expressed 
in terms o f the dimensionless density parameter f1

ft =  — . (1.17)
Pcrit

A value o f O =  1 corresponds to a flat universe, while 0  >  1 implies a closed 
universe and fl <  1 an open universe. In general, the value o f il is time-dependent; 
I denote its value at a redshift z as fi(z ), and the value at the present day as Q.

To solve equations 1.14 and 1.15 for R, we need to know p. This is obtained from 
the principle o f conservation o f energy -  we can write the familiar equation

d U =  - p d V  (1-18)

3Its value at the present day is denoted H q and is known as the Hubble constant.
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in terms o f the energy density and scale factor as

d(pc2R 3) =  - p d ( R 3), (1.19)

implying that

p =  - 3 H ( z )( ? + £ ) .  (1.20)

Equations 1.14 and 1.15, together with the above equation, are com m only known 

as the Friedmann equations (Friedmann, 1922, 1924). To solve them, we need 
only the equation o f state. This may be quite complex as p consists o f contri­
butions from a number o f different sources, each with its own equation o f state. 
Fortunately, however, these contributions are additive, and we can consider the 

possible components individually.

Dust

In this context, dust refers to matter with no pressure, i.e. for which p =  0. This

is clearly an idealization, but is a good approximation when p <C pc2, which is
true for matter with non-relativistic thermal velocities. W ith this approximation, 
equation 1 . 2 0  becomes

pm =  -Z H ( z ) p m (1-21)

with solution

Pm =  Po(l +  z )3-, (1.22)

where po is the value at the present day.

Radiation

Radiation has p =  |pc2; this is also an accurate approximation for matter with 
relativistic thermal velocities. In this case, equation 1.20 becomes

pr =  - 4  H {z)p r (1.23)

with solution

Pr — Pro(l +  z )4. (1-24)

Vacuum energy

A third possible contribution comes from something which is generally known as 
vacuum energy. The basic idea is that any energy density associated with empty
space will have a negative equation of state. To see why this is so, consider the
effects o f expanding space by an infinitesimal amount d V . This increases the



1.1: Cosmological Preliminaries 23

energy content by clU =  pvc2dV, and since we know that dU — — p d V  for an 
adiabatic change, the pressure must be given by

Pv =  - p vc2. (1.25)

This further implies that

p v  =  0 , (1.26)

i.e. the vacuum energy density remains constant. This has the same effect within 
the field equations as the addition o f a constant term A t o  the left hand side of 
equation 1.2, provided that A =  &irGpv/c2. A contribution o f this form, termed 

the cosmological constant, was first suggested by Einstein in order to allow for 
static solutions o f the field equations. Although he later retracted his suggestion, 
in the light of Hubble’s demonstration that the universe was expanding, the 

possibility o f a contribution from a cosmological constant has been debated ever 
since. The idea that a cosmological constant could be explained in terms o f a 

vacuum energy contribution was first introduced by Zeldovich (1967).

How seriously should we take this idea? After all, how can empty space contain 
energy? The answer to this question is not particularly well understood. Quan­

tum theory gives us some insight. In particular, it shows us that there is no such
thing as truly empty space. Rather, the vacuum state in quantum field theory 
is simply the minimum energy state. This energy o f this minimum may be zero, 
but there seems to be nothing in quantum theory which forces it to be so. If, for 
some reason, it is non-zero, then it would contribute to the energy-momentum 
tensor as a vacuum energy density.

There is, however, a serious problem. The only natural values for pv to have, 
other than zero, are set by the energy scales of the various phase transitions that 
the fields undergo. These are orders o f magnitude too large, vastly exceeding the 
observational bound on pv. Some possible solutions to this problem are examined 
in Weinberg (1989), but it remains true to say that nobody really understands 
why pv should be anything other than zero.

So why consider it at all? Well, recent observations seem to suggest that we can’t 
do without it; they are inconsistent with cosmological models in which A =  0. 
This conclusion rests on two different types o f observation. Firstly, there are 
observations o f type la supernovae at high redshift which have been made by 
two different groups (Perlmutter et al., 1999; Riess et al., 1998). Their aim is to
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determine the deceleration parameter go, which is defined as

RR (1.27)
R'-

(1.28)

where

(1.29)
Pcrit

(Note that if,. is negligible at the present day). The observations strongly suggest 
that q0 <  0; in other words, that the universe is accelerating. If true, this requires 
i lv >  0 ; however, the observations are also marginally consistent with models in 
which A =  0 and if <  0.4.

On the other hand, observations of the angular power spectrum of the anisotropies 
in the CMB can also be used to constrain if. Recent balloon-based measurements 

(De Bernadis et ai,  2000; Hanany et al., 2000) provide strong evidence for a flat 
(or nearly flat) universe: if =  1.07 db 0.06.

Taken together, these two observations are strong evidence for non-zero A; both 
sets o f data can be well fit by a cosmological model with i fm =  0.3 and if„ =  0.7. 
Such a model is also consistent with local dynamical estimates of ifm, provided 
that galaxies are reasonably unbiased tracers of the mass distribution (Valentine 
et a/., 2 0 0 0 ).

This is not a particularly comfortable conclusion, as it suggests that we simply 
do not understand what the bulk o f the energy density of the universe actually 
is] however, unless the observations are seriously in error, the conclusion seems 
to be unavoidable.

Returning to our main theme, let us suppose that we know the current values of 
pm, pr and pv. In this case, it is straightforward to solve equation 1.14 for the 
evolution o f the scale factor. We can write the Hubble parameter as

77(z)2 — H q [if„ +  i fm( l  +  z )3 +  if,.(l +  z )4 +  (1 — i l ) ( l  +  z )2] . (1.30)

W hen if„ =  0, this has two types o f solution: for if >  1 the universe expands and
then recollapses, while for if <  1 expansion continues indefinitely. For if„ ^  0, 
the solutions are more complicated. They are analyzed in detail in Carroll et al.

(1992).
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For the special case o f R =  f lm =  1, equation 1.30 takes the particularly simple 
form

H {z)  =  H fll  +  z f 2. (1.31)

In this case, it is simple to solve for the cosmological time

( 1 ' 3 2 )

where t0 is the current age o f the universe, given by

<. =  (1.33)

This m odel is com m only known as the Einstein-de Sitter model. Although it 
is ruled out by the supernova observations, it is still o f interest due both to its 
simplicity and also to the fact that it becomes an increasingly good approximation 
to the general solution as we go to higher redshift.

A large number o f other useful results can be extracted from the Friedmann 
equations and the Robertson-Walker metric; some are derived in later chapters, 
while for the rest, I refer the reader to any basic cosmology textbook.

1.1.3 Early Epochs

The earliest stages of the universe involve many com plicated physical processes 
(Kolb & Turner, 1990) occuring at very high temperatures (and hence very high 
energies). Many o f these occur at or beyond the limits of our current understand­
ing o f particle physics 4 and there remains much about this period that is unclear. 
Fortunately, little o f this complexity is relevant to the study o f galaxy formation: 
recombination and nucleosynthesis give us a good idea o f what the universe was 
like at somewhat lower redshift, and the question o f how it got to be that way 

is rather less important. Nevertheless, one thing that is believed to occur at this 
time does have important consequences -  the period known as inflation.

Inflation

It is widely believed amongst cosmologists that the universe must have passed 
through a phase o f strongly accelerated expansion or inflation. The general idea

40 r , at the very least, at the limits o f that part o f particle physics that we have been able 
to experimentally test.
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is that in the early universe there exists some scalar field (called an inflaton) with 
a non-zero potential. This potential is a source of vacuum energy and will act 
as a large cosmological constant. If sufficiently large, it will completely dominate 
the expansion, in which case the scale factor will evolve as (Peacock, 1999)

( cosh Ht k =  1
R(t) oc < sinh Ht k =  — 1 (1-34)

[ exp Ht k =  0,

where H  =  y/SnGpy/3] hence, we get exponential expansion. Clearly, the field 
cannot be static; rather, we suppose that it evolves quickly towards the true zero 

o f the potential. Upon reaching the zero point, the remaining energy density 

of the field is converted to matter and radiation, through couplings with the 
matter fields, in a process called reheating (Linde, 1996). We are thus left with a 
conventional universe containing matter and radiation that subsequently evolves 
in a more familiar manner.

The identity of the field that drives inflation is not known -  the original suggestion 
was that it was the Higgs field (Guth, 1981), but it was soon realised that this 

would not work (Guth & Weinberg, 1983). A number of other possibilities have 
been suggested (see e.g. Liddle, 1997, and references therein) but there is little 
consensus. Given this, and the fact that experimental particle physics provides 
no real motivation for the existence o f an inflaton, why is the idea of inflation 
taken seriously? The answer is that inflation solves a number of long-standing 
cosmological problems.

Firstly, it explains the observed flatness of the universe (i.e. the fact that if ~  1) 
without the need for early fine-tuning; exponential expansion leaves the universe 

with

n  =  l +  0 ( f ~ 2) (1.35)

where /  is the number o f e-foldings o f the expansion.

It also explains the large-scale homogeneity of the universe. This is difficult to 
explain in the standard model, which predicts that the particle horizon (Peacock, 
1999)

f 1 cdt

rH =  Jo W )  (1 '36)
has a size at last-scattering o f the order of 100 M pc, corresponding to about a
degree on the sky. This implies that the observed microwave background consists
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of light from many different causally disconnected regions, and yet all o f these 
regions contrive to have exactly the same temperature (at least to within the 
HI< scale o f the observed anisotropies). Inflation provides a simple solution to 

this problem: all o f the regions that we see were initially causally connected, but 
becam e disconnected during the period of exponential expansion.

A third problem solved by inflation, indeed the one which motivated its original 

invention, is the monopole problem. Grand unified theory (G U T) models predict 
that a large number density o f monopoles -  point-like topological defects -  should 
be produced during the breaking of the GUT symmetry in the early universe. 
However, the predicted number density is orders of magnitude greater than the 
observational upper limit. Inflation again provides a natural solution to this 
problem -  if monopoles are generated before the period o f exponential expansion, 
then inflation rapidly reduces their density to almost zero.

Finally, inflation provides a natural method for producing large scale density per­
turbations. On very small scales, the uncertainty principle implies the existence 
of small fluctuations. During a period o f exponential expansion, these fluctu­

ations will also expand, and, if the expansion is fast enough then they will be 
reach super-horizon scales and becom e ‘frozen-in’ before they can die away. As 
a result, inflation generates small perturbations to the background over a very 
wide range o f scales; in particular, one can obtain perturbations on scales that 

are larger than the particle horizon, which would be not be possible in any other 
model. As well as straightforward density perturbations, gravitational waves can 
also be generated on a range of scales by this mechanism. Detection of these 
waves by their imprint on the CMB (Lesgourgues et a/., 2000) presents the most 
immediate prospect for an observational test of inflation.

1.1.4 Nucleosynthesis

The next event o f direct relevance to galaxy formation occurs at z ~  lO10, when 
primordial baryons begin to fuse together to form heavier elements. This occurs 

in several stages.

At very high temperatures, one has only protons and neutrons, with abundances 
fixed by thermal equilibrium

n r. —A  m c2\
=  exP ( kT J (1-37)
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/  —1.5 x lO10 K\
~  exp ^  — j  (1.38)

Any heavier nuclei which form are rapidly photodissociated. At very high tem­
peratures, nn ~  np, but as the universe expands and the temperature falls, the
balance begins to shift in favour o f protons. If nothing else were to intervene, then

all of the neutrons would rapidly be converted to protons. However, at a temper­
ature o f roughly 1010 K, the weak interaction timescale becomes longer than the 
expansion timescale and the neutron-proton ratio freezes out at approximately 

0.34.

After freeze-out, beta decay begins to reduce the neutron abundance, on a timescale 
of t =  887 s. However, before it can have a significant impact, the temperature 

drops enough that it becomes possible to form significant quantities of heavier
nuclei. Consequently, most o f the neutrons do not decay, but instead fuse with

protons to form deuterium. This in turn fuses to 3He via the reactions

D +  p —> 3He +  7  (1.39)

D +  D —> 3He +  n, (1-40)

or to 3Id via

D +  n -> 3H +  7  (1.41)

D +  D ->  3H +  p (1-42)

(Salati, 1997). 4He is subsequently formed via

3He +  D -> 4 He +  p (1.43)

3H +  D 4Ide +  n. (1.44)

The binding energy per nucleon o f 4He is substantially larger than that of deu­
terium, tritium or 3 He, so any 4He that forms is unlikely to be broken down. 
Consequently, almost all o f the neutrons become locked up in helium; the abun­
dances of the intermediate species at the end of nucleosynthesis are small.

It would be reasonable to assume that 4He would in turn fuse to form heavier
elements. However, aside from a small amount of ' Li and 'Be, no elements heavier 
than 4He form. This is because the obvious reactions

p + 4 He 5Li (1.45)

4He + 4 He -> 8Be (1.46)
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produce isotopes which are extremely unstable and rapidly decay back to their 
initial components, while the triple-a reaction

4 H e + 4 H e + 4 H e - > 12 C +  7 , (1.47)

responsible for the first stages of heavy element synthesis in stars, proceeds at a 
negligible rate.

We are thus left with a gas which consists o f roughly three parts, by mass, of 
hydrogen to one part of helium, with trace abundances o f deuterium, 3He and 7 Li. 
The precise abundances o f these nuclei are controlled by a single free parameter, 

the baryon to photon ratio, ry. Moreover, since the photon abundance at nucle­
osynthesis can be deduced from the temperature o f the microwave background 

at the present day, knowledge o f r¡ implies knowledge o f the baryon density and 
vice versa. Specifically, r¡ is related to the combination Cl^h2 by

r, =  2.746 x 1(T8 Slbh\  (1.48)

where Tr is the temperature o f the CM B, fi¡, is the contribution to Cl from baryonic 
matter and h is the Hubble constant in units o f 100kms_ 1 M pc_1. A measurement 

o f f Ibh2 would thus suffice to determine the primordial abundances. In practice, 
however, Cl^h2 is difficult to determine directly and we usually do the reverse -  
use measurements of primordial abundances to infer r¡ and hence f Ibh2.

Determination o f the primordial abundance o f any o f the elements is substan­
tially com plicated by the fact that most o f the gas which we observe will have 
been contaminated by elements produced by stellar nucleosynthesis. The best 
technique to date for avoiding this problem was originally suggested by Adams 
(1976) and involves determining the D /H  ratio in absorption line systems ob­

served in the spectra of high redshift quasars. Deuterium is not produced during 
stellar nucleosynthesis (although it can be destroyed) and the observed D /H  ra­
tio is thus a strong lower limit on the primordial ratio. Moreover, the observed 
metal abundance o f the absorption line systems allows one to estimate the frac­
tion o f the gas that has been processed through stars, and thus the fraction of 
primordial deuterium that has been lost. Typical absorption line systems have
0.001 <  Z/Zq <  0.01, corresponding to a loss o f about 1 % of the primordial 

deuterium.

Recent measurements o f the D /H  ratio from absorption systems in the spectra 
o f three quasars (see O ’Meara et ai, 2001, and references therein) give a value of
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Element Abundance (relative to hydrogen)

Hydrogen ( 1H) 1 . 0

Deuterium (2 H) 3.0 ± 0 .4  x 10“ 5

(  (3 He) 
Helium <1 (4 He)

1.09 ± 0 .0 6  x 10“ 5 

0.0826 ±  0.0003

Lithium ('L i) 3-8±J;g x 1 0 ~ 10

Table 1.1: The abundance by number, relative to hydrogen, o f the elements 
formed during primordial nucleosynthesis. The value of D /H  is based on the 
observational measurements o f O ’Meara et al. (2001); the other values are the­
oretical predictions based on this deuterium abundance and are taken from the 
same paper.

D /H  =  3 .0 ± 0 .4 x  10—5, corresponding to a baryon density O5 /12 =  0.0205±0.0009. 
The resulting primordial abundances are given in table 1.1, and are generally 
consistent with direct observational determinations (Tytler et al., 2000; Buries 

et al., 2000b; Olive et al., 2000), particularly if systematic uncertainties remain 
in the measurements o f the helium abundance (Pagel, 2000). Since most current 

determinations agree that h =  0.65 ± 0 .1 5 , the nucleosynthesis results imply that 
Of, <  0 . 1  — the baryon density falls short o f the closure density by an order of 
magnitude. On the other hand, CMB observations imply that Cl ~  1 . There is 

a growing consensus that much of the discrepancy is made up by some form of 
vacuum energy, although whether in the form of a classical cosmological constant 
or a more exotic solution such as quintessence (Caldwell et al., 1998) is not yet 
known. In addition to this, there is also a great deal of evidence for a third 
contribution, from a different form of matter. Specifically, observations o f galaxy 
clusters suggest that only around 1 0  -  2 0 % of the mass is accounted for by the 
visible gas and stars, with the remainder being made up of some dark component, 
com m only known as dark matter.

Although we have yet to detect dark matter directly, it is nevertheless an appeal­
ing hypothesis as it solves a number of astrophysics,! problems. For instance, the 
rotation curves o f most galaxies remain flat in their outer regions, rather than 
declining in the way that we would expect if mass traced light. This is easily ex­
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plained by supposing that galaxies sit in extended dark matter haloes. Moreover, 
as discussed in section 1 .2 , dark matter provides a way for perturbations to grow 

on small scales prior to matter-radiation decoupling, with the consequence that 

dark matter models can explain the observed large-scale structure o f the universe 
in a way that purely baryonic models cannot. Various other lines o f evidence for 
the existence o f dark matter can be advanced (see, for example, the discussion 

in section 12.3 o f Peacock, 1999) and overall the case is a strong one, despite the 
fact that its nature remains a matter o f speculation.

1.1.5 Recombination

At a much lower redshift (z ~  1000), the temperature and the density o f this 
plasma fall sufficiently for it to begin to recombine. A rigorous treatment of 
recombination is possible (Seager et al., 2000), but highly involved, while a highly 
simplified treatment (Peebles, 1993) gives surprisingly accurate results.

We begin by ignoring the complexities o f helium recombination and assuming 
that it has completely recombined by the time that hydrogen begins to recom­
bine. This is not strictly accurate (Seager et al., 2000) but is an adequate ap­
proximation, particularly as helium contributes only 1 0 % of the total ionization. 
We further assume that we can model hydrogen accurately by considering only 
three electronic states -  the Is ground state, plus the 2 s and 2 p excited states. 
W ith these approximations, we can write the net rate o f production o f hydrogen 
atoms as

The first term on the right-hand side o f equation 1.49 is the usual case B rec­
ombination rate, incorporating recombination to all o f the excited states but not 
the ground state. The second term represents ionization from all o f these excited

of proportionality, (3e, can be obtained using the principle of detailed balance. We 
know that, in thermal equilibrium, ionization from and recombination to excited

(1.49)

(1.50)

states. The ionization rate is proportional to the population o f the 2s state be­
cause interactions with the thermal background radiation will rapidly bring the 
relative populations o f the excited states into thermal equilibrium. The constant
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states must balance:

hb n\ =  /?en2s, (1.51)

while the Saha equation tells us that

n\ =  (2 nmek T ? /2 c_hlkT  ̂ (L52)
77.2s h

where / 2 =  3.4 eV is the binding energy of the n — 2 energy level. Combining 

these equations, we find that

A = (1.53)

Now, although we have derived this relationship by assuming thermal equilibrium, 
it depends only upon atomic properties (plus the temperature) and remains true 
even when equation 1.51 is not satisfied.

Returning to equation 1.49, note that the difference between the recombination 
and ionization terms must correspond to the net rate o f recombinations to the
ground state. This can be written (as in equation 1.50) as the sum of the net

recombinations rates from the 2 s and 2 p states.

Recombination from the 2s state to the ground state is strongly forbidden, and 
proceeds only via two-photon emission, with rate coefficient (Goldman, 1989)

A =  8.22458 s " 1. (1.54)

The rate of the inverse process can again be derived using detailed balance; it is 
A e 4 "“ / 13', where hua =  10.2 eV  is the difference in energy between the n =  2 

state and the ground state.

Recombination from the 2p state to the ground state happens via the emission 
of a Lyman-a photon. At the high gas densities present at z  ~  1000, however, 
most of these photons are rapidly reabsorbed by other hydrogen atoms, leading 
to no net change in the number o f excited atoms. Consequently, recombination 
via Lyman-a emission can only take place as photons are lost from the Lyman-a 

resonance through cosmological redshifting. If we write the specific intensity in 
the Lyman-a resonance as / „ Q, and assume that the radiation spectrum bluewards 
o f the resonance is given by the Planck function, then we can write the rate at 
which photons are lost as
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Clearly, this is also the net recombination rate from 2p to Is.

Equation 1.55 can be more conveniently written in terms o f the occupation num­
ber Af, given by

M  =  (1.56)

Using this, we find that

R  =  (Afa — Afpi) i (1.57)

where
K  =  H ~ l (1.58)

a
and where Afa and Afpi are the occupation numbers in the Lyman-alpha resonance 
and for a black-body spectrum respectively. The latter can be written as

^"pl =  ehva/kT _  I (1.59)

which can be approximated as

Afpi ~  e- hUa/kT (1.60)

since hua kT. Hence

R  =  K ~ l (Afa -  e - hValkT) . (1.61)

Finally, note that since Lym an-o transitions are rapid, we can write n2p/n\s as

ri2p _  SAnAfg ^  69.
n u A 2i +  A 2\Afa

~  3Afa, (1.63)

where A 2\ is the spontaneous rate coefficient for the Lym an-a transition, and 
we have used the fact that Afa 1. Moreover, since the excited levels are 

thermalized, we have

—  =  (1.64)
nis 3 n ls

and so
^  =  (1.65)
n u

We thus have three equations (nos. 1.50, 1.61 and 1.65) in terms o f three unknowns 
(R, ATa and n2s) and it is a straightforward matter to solve for We fold that

=  C  (k2bn] -  ß en u e - ĥ kT) ( 1 .6 6 )
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where
1 T  A A?ris , .

' “  l +  K (A  +  (3e)n u  ( • }

The term in brackets corresponds to the net recombination rate in the absence

of the Lyman-a photons; these reduce the rate by a factor C.

At high redshift, C <C l  and recombination proceeds slowly. At lower redshift, 
C  —̂  1 and the rate coefficient increases. At the same time, however, the density 
is dropping sharply, and eventually the recombination timescale becomes longer 
than the expansion timescale. At this point the fractional ionization ‘freezes out’ 
at some small residual value. Several examples of this behaviour are shown in 

figure 1.1, for different cosmological models. A good fit to the residual ionization,

Figure 1.1: The fractional ionization as a function of redshift, for three cosmo­
logical models: fib =  0.05, flm =  0.95, flv =  0 (solid line); fib =  0.05, flm — 0.25, 
flv =  0.7 (dashed line); fib =  0.025, flm =  0.975, flv =  0 (dotted line). In all 
three models h — 0.65 and the helium mass fraction is 0.24. This plot, along with 
figure 1.2 was generated using data produced by RECFAST (Seager et ai, 1999).

x, obtained from the simplified treatment is (Peebles, 1993)

f l1' 2
x =  1.2 x 10 -5- f - .  (1.68)

SIbh
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An accurate multi-level treatment finds a result only 10% smaller (Seager et ai,
2000 ).

Given x (z ) ,  it is straightforward to calculate the evolution o f the Thomson scat­
tering optical depth

r  =  J n (z )x (z )a x R (z )  dr (1.69)

f  x {z ){ì- +  z )2=  /  n0aTc  ——  dz (P70)
J H iz)

where ax  is the Thomson cross-section and no is the baryon number density at 
the present day.

o

Figure 1.2: The Thomson scattering optical depth as a function o f redshift, cal­
culated for the same models as used in figure 1 .1 .

The evolution of r  for the same set of cosmological models is plotted in figure 1.2. 
We see that r ( z )  is sensitive to the cosmological parameters only at high redshift, 
by which time it is already large. This is fortunate, as it implies that the redshift 
of last scattering -  at which CMB photons are scattered for the last time -  is 
independent o f the cosmological parameters. Consequently, we can use the CMB 
as a probe o f the physical conditions of the universe at a well-defined time in
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its history. In particular, deviations from homogeneity at this time will create 
temperature anisotropies in the CM B, and measurements of the power spectrum 
of these anisotropies can be used to constrain the power spectrum of density 
fluctuations in the early universe. This is a large and ongoing area o f research; 
for a good review of the basic physics see Hu et al. (1995).

1.2 The growth of structure

The standard model is a good description of the universe on scales on which 
we can regard it as effectively homogeneous. However, when we look at the 
universe on smaller scales, we find that it is largely inhomogeneous. Galaxies 

have mean densities that are orders of magnitude larger than the cosmological 
background density, while, on larger scales, groups, clusters and superclusters also 
demonstrate the existence o f departures from homogeneity. Clearly, an obvious 
question to ask is how this wealth of structure arises in an initially homogeneous 
universe.

We have already discussed part o f the answer. Inflation naturally produces small 
perturbations in an otherwise homogeneous universe, which can act as seeds for 
the subsequent growth o f structure due to gravity. As might be expected, the 
study of how these small perturbations develop into the structure that we see 
around us today forms a m ajor part of cosmology. W hen the perturbations are 
small, we can use linear perturbation theory to analyze them, which provides 
us with a great deal o f information. Once the size o f the perturbations becomes 
comparable to that o f the background, however, their evolution becomes nonlinear 
and far harder to analyze in detail.

1.2.1 Linear theory

A wealth o f literature exists on the study o f cosmological perturbations in the 
linear regime, far more than I can do justice to in this brief review. 5 Rather than 
attempting to, I instead concentrate on the details of a particularly simple case -  
perturbations to a gas-filled, Einstein-de Sitter universe -  which illustrates many 
of the basic concepts, and then go on to discuss the more general case in a far 
more qualitative fashion.

5G ood  general reviews are given by Efstathiou (1990) and Peebles (1980).
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In an unperturbed universe, the fluid equations

dP
gt =  —V - p v  (1.71)

d v  | u ^  Vp

P

V 2$  =  4tt Gp, (1.73)

Ql +  (v  ■ V )v  =  — - h - V $  (1.72)

have solutions

Pb —  /5f>,o(l +  z )2, (1-74)

v  — H r  (1-75)

$ 6  =  ^nGpbr 2: ( 1 . 7 6 )

where pb,o is the value of the mean density at the present day.

Let us consider small perturbations to this solution of the form

P =  P b ( l  +  S) ( 1 . 7 7 )

v  =  H r  - f  Sv ( 1 - 7 8 )

<I> =  ^ -n G p b r 2  +  c > $  ( 1 - 7 9 )

O
If we substitute these values into the fluid equations, then after a significant 
amount o f manipulation (see e.g. Peebles, 1980), we eventually obtain the linear 
perturbation equation

'¿ +  2H5 — — ^ +  47r GpbS, (1.80)
Pba

where a is the dimensionless scale factor

" ® = m  (L81)
In order to solve this equation, we must specify an equation o f state. For an ideal 
gas, this can be written as

p =  pb +  c2pbS (1.82)

where pb is the unperturbed pressure and c2s =  dp/dp is the sound speed. Sub­
stituting this into equation 1.80, we obtain

5 +  2HS =  0 ) 2 V 2d +  4ttGPbS, (1.83)

which has solutions which are plane waves, 8 =  _D(t)e4k'x . Substituting this 
general solution into equation 1.83, we obtain

D  +  2H D  =  [AnGpb -  (csk/a)2]D . (1.84)
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In the long wavelength limit (or if the pressure is negligible), this equation reduces 
to

D  +  2 H D  =  4 wGpbD, 

which, in an Einstein-de Sitter universe, has power-law solutions

D + =  t2/3, D _ = i " 1.

(1.85)

(1.86)

Since the initial perturbations are small, the decaying solution is o f no interest 

and we do not consider it further. The growing solution, on the other hand, is 
o f great importance as, given sufficient time to grow, it must eventually become 
non-linear.

In the small wavelength limit, pressure dominates self-gravity and equation 1.84 
becomes

Including the effects o f expansion in the adiabatic approximation alters this to

as outlined in Peebles (1980).

The critical wavelength at which the character of the solution changes is given by

(although other definitions, differing by a small numerical factor, exist in the 

literature).

Roughly speaking, perturbations with mass greater than the Jeans mass will 
eventually collapse due to their own self-gravity (although pressure effects can 
delay this substantially for masses near M j) ,  while those with mass less than the 
Jeans mass are pressure-supported and do not collapse. In practice, this is an 
oversimplification, not least because M j  is not constant (see e.g. Gnedin & Hui,
1998). Nevertheless, it it a useful rule of thumb.

D +  2H D  =  - ( Csk/afD . (1.S7)

If, additionally, expansion can be neglected, then the D  term vanishes and the 
equation has solutions which are acoustic oscillations

(1.88)

(1.89)
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The general case

The preceding analysis is incomplete in a number o f respects. In particular, it 
neglects the effects of radiation on the growth of perturbations. At the present 
epoch, pm pr and radiation has little effect, but as we go to higher redshift, the 
radiation density increases faster than the matter density; the two reach equality 
at

l+ Z e ,  =  —
Pr

=  24000flm/i2. (1.92)

Moreover, prior to recombination, Thomson scattering couples the matter and 
radiation components tightly together.

This has two main effects. Firstly, the effective sound speed for a coupled mixture 
o f matter and radiation is given by (Peacock, 1999)

\  - i

„2 / o i nc2 = c2 ( 3̂ + 2 . 2 5 ^  ) , (1.93)

which for pr ~  pm is a significant fraction o f the speed o f light. This means that 
the Jeans mass is very large

M j  ~  3.5 x 101 6( i lmh2 ) " 2 M 0 , (1.94)

and the growth o f perturbations on smaller scales is suppressed until matter and 

radiation decouple.

Secondly, perturbations on these smaller scales are actually erased, through a 
process known as Silk damping (Silk, 1968). Photons diffuse from overclense to 
underdense regions, and due to the tight coupling, the matter is carried along 
with them. The effect is to remove perturbations on scales smaller than the 
comoving damping length (Peacock, 1999)

As =  16.3(1 +  ¿ ) - 5/ 4 ( í^ í l / i6 ) - 1 /4  G pc (1.95)

This is comparable to the Jeans length at recombination.

Thus, in a purely baryonic universe, galaxies form through the fragmentation of 
larger structures; this is often known as ‘ top-down’ structure formation. Unfor­
tunately, the predictions of purely baryonic models conflict with observation in a
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number o f ways. In particular, it is possible to show that in order to produce the 
large-scale structure observed at the present day, density perturbations of ampli­

tude 8 ~  10~ 3 are required at the time of last-scattering. These would produce 
temperature anisotropies A T/T  ~  3 X 10—4, more than an order of magnitude 
larger than those actually observed (Silk & Wilson, 1981).

As mentioned previously, the solution to this problem is non-baryonic dark mat­
ter. As this does not interact electromagnetically, it has less effect on the radiation 
component, and dark matter perturbations of amplitude 5 ~  10~ 3 are consistent 
with the observed temperature anisotropies (Bond & Efstathiou, 1984). More­

over, small-scale perturbations in the dark matter are not suppressed by radiation 

pressure or erased by Silk damping. Rather, the minimum scale is set by dark 
matter ‘free-streaming’ . This occurs because weakly-interacting dark matter is 
effectively collisionless, and perturbations on scales smaller than Afs ~  at, where 
a  is the velocity dispersion, are erased by the particles streaming away.

Various different models have been suggested for this non-baryonic dark matter 
(e.g. Bond et al., 1980; Shah & Stecker, 1984; Blumenthal et al., 1984; Schaeffer V 

Silk, 1988), but for the past decade the leading model(s) have been based around 
cold dark matter (CD M ) 6. This has a thermal velocity which in cosmological 
terms is effectively zero, and the corresponding free-streaming scale is very small. 

Thus, to all intents and purposes, structure forms on all scales within the dark 
matter in CDM  models. Prior to decoupling, small-scale structure is suppressed 
in the baryons, but after decoupling the baryons quickly ‘ catch up’ with the dark 
matter, producing baryonic perturbations on all scales larger than the Jeans mass, 
which at this epoch is of order 1 0 6 M 0 .

Current models thus consist o f three components -  baryons, CDM and radiation 
-  with coupled perturbations. Accurate calculations should also take account 
of the effects o f GR, rather than adopting a Newtonian approximation. Hence, 
although analytical calculations of the growth of perturbations are possible given 
certain simplifying approximations (Hu & Sugiyama, 1995), high-precision results 
require a numerical treatment. This generally involves solution of the covariant 
Boltzmann equation for all three components; an example of a state-of-the-art 
approach is given by the CMBFAST code of Seljak & Zaldarriaga (1996).

6Although there are some indications that CDM  models may break down on small scales 
(M oore, 2001).
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The cosmological density field

We have studied above how individual perturbations evolve, but in reality the 
density perturbation field

<J(x) =  P ~  Pb (1.96)
Pb

will be made up o f a superposition of perturbations on many different scales. 
Moreover, we generally do not have enough information to predict the precise 

distribution of these perturbations in space; indeed, for perturbations produced 
by inflation, we know that this distribution is random. Thus, any comparison 
between predicted and real density fields must be done in a statistical sense. For 
example, we can calculate the two-point correlation function f ( r )  by averaging 
over an ensemble o f realisations o f the density field

f ( r )  =  ( i ( x ) i ( x  +  r )), (1.97)

and using the statistical isotropy of the field to argue that £(r) =  £(r). This can 
then be compared with the observed two-point function, defined as the excess 
probability o f finding two mass elements (eg galaxies) separated by a distance r

dP  =  p2[l +  £(r)]dV1 dV2. (1.98)

If our model for the genesis and growth o f the density perturbations is correct, 

then the two should be the same '. Similar comparisons can be performed for 
higher-order correlation functions.

We saw in our simple treatment o f perturbation growth that the basic solution had 
the form of a plane wave. This result remains true in the general case, and leads 
to the important conclusion that we can decompose an arbitrary perturbation 
into a set o f plane-wave modes, which will then evolve independently while they 

remain in the linear regime. This suggests that instead o f working in terms of 
£(?'), whose evolution is complicated, we instead work in terms of its Fourier 
transform, P (k ),  known as the power spectrum. This is defined by (Peacock,
1999)

=  (1.99)

To avoid the mathematical difficulties involved with performing Fourier trans­

forms o f infinite fields, we have assumed that the perturbations are periodic

"This assumes that the density field is ergodic, i.e. that we can convert from ensemble 
averages to volume averages and vice versa (Adler, 1981).
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within a box o f volume V ; the result appropriate to an infinite universe can 
then be obtained by taking the limit as V  —> oo. 8.

To fully describe an arbitrary density field, we would require not only the two- 
point function (or power spectrum), but also the rest of the infinite set o f correla­
tion functions. However, if the density field is a Gaussian random field (Bardeen 

et a/., 1986), then all o f these either vanish or can be specified in terms o f the 
two-point function -  knowledge o f P (k )  is sufficient to completely determine the 
statistical properties o f the field. We might expect on quite general grounds that 
the initial density field should be Gaussian -  the central limit theorem implies 
that the sum of a large number o f random variables approaches a Gaussian dis­
tribution -  and inflationary models universally predict that it should be so.

Moreover, the Gaussian nature of the field is unaffected by its evolution as long 
as all of its modes remain in the linear regime. Non-linear evolution, on the 
other hand, inevitably introduces non-Gaussianity into the density field, as 5 has 
a minimum bound, but no maximum bound. However, if clustering grows in 
a ‘bottom -up ’ fashion, as in CDM , then even strongly non-linear clustering has 

little effect on the behaviour o f longer wavelength modes (Peebles, 1974). Thus, 
while the true density field may no longer be Gaussian, if we smooth it on a scale 
greater than that o f the non-linear clustering, the resulting smoothed field will 

be Gaussian. Consequently, P (k )  remains a useful tool for describing large-scale 
structure right up until the present epoch, as long as we recall that it is directly 
applicable only on the largest scales.

In order to determine P (k )  we start with the inflationary prediction. This is 
generally o f power law form

P (k ) =  A k n (1.100)

with n ~  1 in plausible models; the particular case n =  1  is known as the 
scale-invariant or Harrison-Zeldovich spectrum (Harrison, 1970; Zeldovich, 1972) 
The normalisation, A, is not strongly constrained by inflation and is generally 
determined either from the amplitudes o f the CMB anisotropies (Liddle & Lyth,
1993) or from the rich cluster abundance (Henry & Arnaud, 1991).

Subsequently, individual modes evolve as outlined in the previous section; a good 

discussion o f the effect this has on the power spectrum is given in Padmanabhan

sNote that since P(k) is dimensionless, the factor o f V ~ x that we pick up when performing 
the integration will cancel with the factor o f V  in the normalization; £(r) is independent o f V.
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(1993). These evolutionary effects are normally summarized in a single quantity, 
the transfer function T (k).  This is defined as

T (k ) = r r m n  (L101)dk(z)D(z)

where D (z )  is the linear growth factor, implying that

P(k ;  2  =  0 ) =  T (k )2D (z )2P (k ;  z). (1.102)

Taking z to be sufficiently large that P(k; z) still has its primordial value, and 

including the factor D 2 in the (undetermined) normalisation, this can be written 
as

P (k ) OC T ( k f k n. (1.103)

A useful fitting formula for the transfer function in CDM  models is given by

(Bardeen et a i,  1986)

=  ln (l +  2.34g) +  ^  +  2 +  ( 5 < 4 6 ç ) 3  +  ( 6 .7 1 g)4] - i / 4  ( l1 0 4 )
2.34ç

where
^ i / A M p c y  (1105)

and the shape parameter P is given by (Sugiyama, 1995)

P =  f îmh exp — fh>(l +  V2h/ilm) . (1.106)

This fitting formula is adequate as long as the baryon fraction is small; if this is 

not the case, then the high-fc end of the power spectrum can develop significant 

oscillations (Meiksin et al., 1999).

Armed with P (k )  we can now construct any of the statistical properties of the 
field. One o f the most useful, which we will encounter again in section 1.2.4, is 
the variance of the smoothed field, cr(R)2. This is given by (Peacock, 1999)

=  ( ¿ y /  i W | W W | 2d3 k, (1.107)

where W ik R )  is a filter function with characteristic scale R. Com m on choices 

for the filter function are the top-hat filter

W th =  (s'mkR — kR cos  kR), (1.108)
( rCitJ
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the Gaussian filter
M/g =  e - ( fcR)2/ 2 (1.109)

or the sharp k-space filter

^ = { J t > t  (L11°)
where kp =  (9rr/2)1/,3 i ? _ 1  (Lacey & Cole, 1993).

A common application o f equation 1.107 is the determination of the normalisation 
o f P (k).  This can be done by calculating <r8, the rms fluctuation o f a density field 
smoothed with a top hat filter of radius 8 /i_ 1M pc, and adjusting the normalisation 
until it matches the observed value, which is o f order unity.

Unless otherwise stated, the cosmological model adopted for the remainder of this 
thesis is the ACDM  concordance model o f Wang et al. (2000). In this model, the 
cosmological parameters are

0 A =  0.67 Om =  0.33
n b =  0.041 h =  0.65
n =  1.0 a$ =  0.9

This is an updated version of the model presented in Ostriker & Steinhardt (1995),
and is consistent with the current observational bounds.

1.2.2 Non-linear evolution

Eventually, perturbations will grow to a point at which linear theory breaks down. 
This can be delayed somewhat through the use o f higher-order perturbation the­
ory (Bouchet, 1996), but when 6 ~  1 perturbation theory of any order must break 
down. To make predictions about the non-linear epoch requires the use o f other 
techniques.

One of the most useful such techniques is the spherical collapse model. As the 
name suggests, this deals with the evolution of spherically symmetric perturba­
tions. Birkhoff’s theorem (Birkhoff, 1923) implies that the dynamics of a spherical 
perturbation at any radius are entirely determined by the mean density within 
that radius. In this case, evolution equations are easy to derive; the proper radius 
depends on time through the parametric equations

r =  A (  1 — cos 9) 

t =  B{6 — sin 9),

(l.in)
(1.112)
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where A 3 =  G M B 2, and M  is the mass enclosed.

We immediately see that there are two interesting epochs in the growth o f the 

perturbation. The first occurs when 9 =  tt, and r reaches its maximum value. 
We refer to this point as turnaround -  in proper coordinates, it is the point at 
which collapse truly begins. The other occurs at 9 =  27r, when the equations 
predict that the sphere will have collapsed to a singularity. This prediction is a 
consequence o f our assumption o f perfect spherical symmetry, and will not occur 
for any real perturbation. Rather, aspherical motions will eventually halt the 

collapse, even if pressure forces remain negligible. The final state o f the system 
can then be determined from the virial theorem. If we assume that energy is 
conserved during the collapse, then the total energy o f the virialized perturbation, 
given by the sum of its potential energy V  and kinetic energy K , must be equal 
to its potential energy at turnaround 9

V  +  I< =  Vt a. (1.113)

However, the virial theorem tells us that

V  =  - 2  K ,  (1.114) 

so the potential energy at virialisation is related to that at turnaround by

V  =  2Vta. (1.115) 

Now, for a uniform spherical perturbation, the potential energy is given by

so equation 1.115 implies that

Rvir =  ^ t a ,  (1 .1 1 7 )

i.e. the virialized perturbation has half the radius (and hence eight times the 
density) o f the perturbation at turnaround. Note that this analysis assumes that 
the effect o f the cosmological constant (if present) is negligible; Lahav et al. (1991) 
consider the case when it is not.

This toy m odel allows us to calculate the density contrast o f the virialized per­
turbation. If the background universe is well-described by the Einstein-de Sitter

9Note that we also assume that the perturbation is small enough that the use o f Newtonian 
gravity in place o f G R  is justified.
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model, we find that 5vir =  1 8 7T2 ~  178; this is to be compared with a linearly- 
extrapolated density contrast of only d];n ~  1.69. Analogous results can be ob­
tained for more general background universes; if fl =  1 then (Bryan & Norman, 

1998)

6vir =  18tt2 +  82a; -  39a:2, (1.118)

whereas if il <  1 and A =  0, then

6vir =  18tt2 +  60s -  32x2. (1.119)

In both cases, x  =  i2m(z) — 1. The density contrast derived in this way is in 

reasonable agreement with that determined from large N -body simulations (Cole 
& Lacey, 1996).

It is quite straightforward to generalize the spherical collapse model to the case 
o f a homogeneous ellipsoid (see section 20 of Peebles, 1980), but in this case 
Birkhoff’s theorem no longer applies and the internal evolution o f the ellipsoid 
will inevitably be affected by the large-scale tidal field. Consequently, the model 

has not found a great number o f applications (although see Sheth et al., 2001 or 
Monaco, 1997).

Other analytical methods also exist which can be used for study of the non­
linear epoch -  for example, the Zeldovich approximation Zeldovich (1970) and its 
extensions (Gurbatov et al., 1989; Matarrese et al., 1992; Bagla & Padmanabhan,
1994) -  but these are generally more suited for the study o f planar and filamentary 
structures, such as the Lyman-a forest, than for investigating the quasi-spherical 
structures involved in galaxy formation. To gain more insight into these structures 
generally requires the use o f numerical simulations.

1.2.3 Numerical simulation

There are two main types o f numerical simulation in widespread use in the study 
o f galaxy formation: N -body simulations and hydrodynamical simulations.

N-body simulations do not include a gas component, concentrating instead on 

the dark matter. The evolution o f the dark matter is determined purely by 
gravity and the baryons have little effect so long as pdm pg. A number of 
different strategies exist for numerical solution o f the equations of m otion, and 
a good overview o f the field is given in Bertschinger (1998). Clearly, neglect of
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the baryons limits the type o f situations which can be studied, but it also allows 
far greater resolution and/or dynamical range for a given amount o f computing 
power than would be possible for a hydrodynamical code.

N-body simulations have provided us with a number of important insights into 
galaxy formation. In particular, they are an excellent tool for studying the clus­
tering properties o f galaxies in CDM structure formation models (Colberg et al.,

2000), as long as some assumption is made as to how light traces mass. They 
have also proved successful in the study of the structure o f individual dark mat­
ter halos, although uncertainties remain in the structure o f the baryon-dominated 
central regions (Navarro et al., 1997; Moore et al., 1999).

Hydrodynamical simulations, which trace the evolution o f the baryons as well as 
the dark matter, should in theory give us a much better picture o f galaxy forma­

tion. In practice, this is less true than one might have hoped. This is primarily 

due to our limited understanding o f star formation and stellar feedback, and how 
best to include their effects into the simulations (see Thacker & Couchman, 2000, 
for a recent view o f the subject); additionally, the large dynamical range that 
is required in hydrodynamical simulations leads to a number o f computational 
difficulties, although the development over the past few years o f sophisticated 
adaptive-mesh codes (Pearce & Couchman, 1997; Truelove et al., 1998) seems 

likely to alleviate this problem.

Nevertheless, as we shall see in later sections, hydrodynamical simulations play 
an important role in developing our insight into the details o f galaxy formation, 
even if their specific predictions often have to be taken with a pinch o f salt.

1.2.4 The Press-Schechter formalism

Whilst we could run an N-body simulation every time we needed to know the 
halo mass function, this would be remarkably inefficient. Far better would be to 
have some analytic or semi-analytic method by which to calculate it.

The Press-Schechter formalism is one such method, probably the one in widest 
use. It was originally suggested by Press & Schechter (1974), reformulated and 
clarified by Bond et al. (1991) and subsequently extended by Lacey & Cole (1993). 
It allows one to obtain the mass function of collapsed objects (such as galaxies) 

from the statistics o f the linear density field.
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(1.120)

Let us define the mass function n(M , z ) dM  to be the comoving number density 
o f collapsed objects with masses in the range M  to M  +  AM  at a redshift o f z. If 
the total mass fraction in objects of mass greater than or equal to M  is / ( M ,  z ) 
then

( i\/r \ Ab df 
dM

Thus, to determine n (M , z ) we must determine / ( M ,  z). In their seminal paper, 
Press &; Schechter suggested a way that this could be done based only on the 
statistics of the linearly extrapolated density field.

We begin by ignoring the details of the non-linear evolution of the density field; 
rather, we suppose that the density contrast at any given point grows linearly until 
it reaches some critical value dc, at which point it instantaneously becomes part 
o f some collapsed object. Consideration of the spherical collapse model suggests 
that a suitable critical density is Sc =  1.69, the linearly extrapolated overdensity 
of a spherical perturbation at the moment o f collapse. The assumption o f linear 
evolution implies that the form of the density field is preserved, so that if is 
initially a Gaussian random field (Bardeen et al., 1986), it will remain so. This 
significantly simplifies the resulting analysis.

We smooth the field with a filter function of characteristic scale length R, which 
we can associate with a mass M ( R ); clearly M  oc R3, with the constant of 
proportionality depending upon the choice o f filter function. We then apply 
the density threshold criterion to this smoothed field. Points with 5 =  Sc are 
considered to have just collapsed and are associated with objects of mass M .  
Points with 5 >  Sc will have S =  Sc when smoothed on some larger scale, and 
thus will correspond to a more massive object. By repeating this procedure on 
a range o f different scales, we can obtain the collapsed fraction corresponding to 
each scale and hence obtain / ( M ,  z). If we do this for a Gaussian density field, 
we find that

1 r A 1 (1.121)f ( M , z ) =  ^erfc
_\/2<t (M )

where a 2 is the variance o f the smoothed field.

This, in essence, is the formalism as originally proposed by Press & Schechter. 
Unfortunately, in suffers from a normalisation problem. As we can see if we let 
M  —» 0 in equation 1.121, it accounts for only half o f the mass in the Universe. 
The problem arises because o f the way that underdense regions are treated. The 
procedure does not allow for the possibility o f a large overdense region containing
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smaller underdense regions, which, although unable to collapse on their own, 
would be incorporated in the collapse o f the larger region. This is known as the 

cloud-in-cloucl problem. Press & Schechter ‘ solved’ the problem by multiplying 
by a factor o f two, with little real justification.

A better resolution to this problem comes from the work o f Bond et al. (1991), who 

reformulated the method in terms of excursion sets. The excursion set approach 
begins by smoothing on the largest possible scale, where homogeneity implies 
that 8 is zero. If the smoothing scale is then reduced, the density contrast at 
a given point begins to move away from zero, with a trajectory which depends 

upon the spatial location and the properties o f the density field. If the point 
chosen forms part o f a collapsed object then eventually a smoothing scale is 
reached for which 5 =  8C, and we can identify the point as part o f an object with 
a mass corresponding to the smoothing scale. Moreover, since we are working 
downward from the largest possible mass, we know for certain that the point 
is not contained within some larger object. In this way we hope to avoid the 
cloud-in-cloud problem.

In practice, o f course, only the statistical properties of the density field are known. 

Thus, rather than calculate the actual trajectories 5 throughout space, we calcu­
late the trajectories at a representative point for an ensemble o f realizations of 
the density field, and subsequently obtain their statistical properties by averaging 

over the ensemble.

The detailed properties o f the trajectories depend upon the form of filter function 
chosen. If we use a sharp k-space filter, then the increments and decrements to 
8 (M )  as we decrease M  are simply the amplitudes o f the various Fourier modes 

that are added in. Since these are uncorrelated, the resulting trajectory is a 
Brownian random walk. For other types of filter this is not the case, and the 
subsequent mathematics is rather more complicated -  see Peacock & Heavens 

(1990) or Bond et al. (1991) for more details.

To simplify the resulting mathematics, we remove the time dependence from the 
density field by making the density threshold time dependent:

m  =  ^  ( 1 .1 2 2 )

where D (t ) is the linear growth factor and 8cfi =  1.69.

The number density of trajectories with overdensities in a particular interval
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8,5 +  d i  depends upon the smoothing scale, or alternatively upon the variance 
a 2, since a is a m onotonic function of M . If we denote this number density by 
F(S, cr), then

f)F  1 fl2T?
(1.123)

da2 2  d82 '
Thus the trajectories are governed by a simple diffusion equation. We can in­
corporate the density threshold by placing a barrier at 5 =  8C that absorbs any 
trajectories that attempt to cross it. In this case the diffusion equation has the 

unique solution (Chandrasekhar, 1943)

F (8 ,a ,8 c) d i
1

7T(JZ
exp - il

2 (j2
-  exp -

( S - 2 8 cy
2a2

d S. (1.124)

The probability that a particular trajectory is absorbed in the interval a, a +  da  

must equal the reduction in the number o f trajectories that survive below the 
barrier. Hence the probability p(a, 8C) dcr that a trajectory is absorbed in this 

interval is simply given by

p (a ,8 c)d a  =  \  -e x p
7r a ‘

. i L
2  a 2

dcr. (1.125)

Since trajectories that are absorbed correspond to objects that have collapsed, it 
is easy to see that f ( M ,  z) is given by

p(a, 5C) da — erfc Sr.
.V2ia

(1.126)

Thus, we obtain the Press-Schechter result, but this time with the correct nor­
malization. The resulting mass function is given by

n (M ) dM
Pb 8C 

7r M 2 a
din a

din  M exp * ) dM- (L127)

Unfortunately, this result is only obtained for the particular choice of a sharp 
k-space filter; other choices o f filter lead to a different normalisation and to sys­
tematic differences in the low-mass slope. Also, N-body simulations show that 
the correlation between predicted and actual masses computed on a particle- 
by-particle basis is poor (Bond et a i, 1991). Nevertheless, the mass function 
predicted by the Press-Schechter formalism actually proves to be a good fit to 
that measured from N-body simulations (Lacey & Cole, 1994; Jang-Condell & 
Hernquist, 2001), and it is a widely used approximation. If greater accuracy is
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required then a number o f improvements to the Press-Schechter approach exist -  
see, for example van Kampen et al. (1999). Many o f these improvements, along 

with a number o f alternative approaches to the determination of a mass function, 
are discussed at length in the review of Monaco (1998).

1.3 Galaxy formation

Although the various techniques discussed in the previous section tell us a great 
deal, they do not address the essential aspect o f galaxy formation -  the formation 
o f stars. Despite decades o f work, and a huge amount o f observational data, 

many details o f this process remain to be understood even for stars forming at 
the present day and it is clear that any theory o f primordial star formation will be 
incomplete. Nevertheless, it is possible to identify some necessary conditions for 
star formation. One of the most important o f these is the requirement that gas 

be self-gravitating. For this to be the case, the gas density must exceed the dark 
matter density, and this can only happen if the gas is able to dissipate energy 
and collapse. Understanding how this occurs gives us important insights into the 
efficiency and nature of primordial star formation.

The free-streaming length o f CDM is very small, allowing structure to form on 
all scales. Moreover, structure forms hierarchically, with smaller objects forming 
(on average) before larger ones. The process is not entirely self-similar, but it is 

still true that clustering at late times broadly resembles that at early times with 
a change o f mass scale.

The same is not true for the gas. Pressure forces prevent collapse on scales less 
than the Jeans mass, and the gas component remains smoothly distributed until a 
relatively low redshift, with the first collapsed structures -  the first protogalaxies 
-  forming only once sufficiently deep potential wells exist in the dark matter.

Now, if the dark matter is distributed as a Gaussian random field, then such 
potential wells, corresponding to high peaks of the density field, will always exist 

somewhere in the universe. In practice, however, very rare peaks are o f no in­
terest, as the probability of finding one in our Hubble volume will be extremely 
small. A possible way o f defining the epoch of galaxy formation is by determin­
ing when such peaks become relatively common. For example, figure 1.3 shows 
the evolution with redshift of the mass scale M n l o f a 3 cr peak o f the density
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field. 10 Use o f the Press-Schechter formalism allows us to determine the fraction 
of the total mass that is in objects o f mass M nl or greater; for a 3a peak this is 
approximately 0.27%. Also plotted is the evolution with redshift of M j. The two 

intersect at z ~  25, at which time M nl — 2.2 x 104 M 0 .

O

Redshift (1+z)

Figure 1.3: The evolution with redshift of thè Jeans mass (red curve) and thè 
mass-scale o f a 3a  peak (blue curve) in our fiducial ACDM  cosmologica! model.

Once deep enough potential wells exist that the gas can begin to collapse, what 
then? If the collapsing gas can from the outset dissipate heat effectively, then 
collapse may continue for a long time. If, on the other hand, dissipation is initially 
small, then it is reasonable to suppose that the infalling gas will be shocked and/or 
adiabatically heated to a temperature T ~  Tv;r, the virial temperature o f the halo. 
This can be obtained by assuming that the kinetic energy of the virialized halo 
is entirely in the form of internal motions; in other words that

3 kTv;r
I< =  Uth =    M, 1.128)

2  /.imu '

where M  is the mass o f the protogalaxy, and /i is the mean molecular mass. Now,

10Altering the cosm ological m odel changes the quantitative evolution o f M nli but the quali­
tative evolution remains the same.
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the virial theorem implies that

K  =  -~(1.129)

so we can write the virial temperature in terms of the potential energy o f the 
protogalaxy, V , as

3 k V M  ,

The value o f V  depends upon the density profile of the protogalaxy. For a uniform 
density profile we find that

_ 2  G M ym n  
r ~  5 kR ta (LL31j

while a singular isothermal sphere gives us

r  6  G(U 3 2 )
0  /Citta

Finally, approximating the density profile as a truncated isothermal sphere gives 
us (Shapiro et al., 1999)

rp 2 a GMfj.mii M i o o 3
V i r  —  _ /  0 s J n5(a  — 2) /clita

where a  =  3.73. Consideration of hydrodynamical simulations such as those 
performed by Abel et al. (2000) shows that either o f the isothermal sphere profiles 

are reasonable approximations. However, the latter is more self-consistent, and 
avoids the central singularity o f the former; unless otherwise noted, I adopt it 
hereafter.

Cooling

The subsecpient behaviour o f the gas will be determined by its ability to cool. 
As first demonstrated by Rees & Ostriker (1977), there are essentially two fates 
for the gas. If it is unable to cool rapidly, then it will remain in the form of 
a large, pressure supported cloud, evolving quasi-statically unless significantly 
perturbed. On the other hand, if cooling is rapid then the period o f pressure 
support will be short or absent and the gas will continue to collapse. As it does 
so, the value o f the Jeans mass within the cloud will decrease, and gravitational 
fragmentation (leading, one generally assumes, to the eventual formation o f stars) 

becomes possible (Palla et al., 1983).
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We can determine which of these fates awaits the gas in a particular protogalaxy 
by comparing its cooling timescale

, 3 nkT
CODl ~  2 A,(T)n2’ ( ^

(where A (T ) is the cooling function) with its gravitational collapse timescale, or 
‘free-fall’ time

* . = ( j g  ~ y 2 -a . ® )

If iff icool then the gas cools rapidly, sinks to the centre o f the dark matter 
halo and begins to form stars. On the other hand, if tcoo\ %  then quasi-static 

evolution quickly sets in, and the gas remains in an extended configuration.

How then does primordial gas cool? At high temperatures, cooling by atomic 
line excitation is efficient and the gas cools rapidly. Below T  ~  104 K, however, 
atomic cooling becomes negligible and an alternative coolant is required. This 
temperature scale corresponds to a virial mass M  ~  5 X 108 /i_1( l  +  z ) ~ 3 / 2 M g, 
significantly larger than the Jeans mass, so an understanding o f the thermal 
behaviour o f primordial gas at lower temperatures will clearly be important. The 
chemical and thermal evolution of low temperature primordial gas have been 
discussed by a number of authors (Black, 1991; Dalgarno & Lepp, 1987; Galli 
h  Palla, 1998; Abel et al., 1997; Stancil et a i, 1998), and are also discussed at 
length in chapter 2 o f this thesis. The dominant coolant low temperature coolant 
proves to be molecular hydrogen, H2 .

In order to understand the dynamical evolution of a protogalaxy, we must first un­

derstand its chemical evolution. In particular, we need to know whether enough 
H2 can form to cool the gas effectively. If we were to look at primordial proto­
galaxies as being analogous to present day molecular clouds -  they do, after all, 
have similar masses and sizes -  then we would predict that a large quantity o f H2 

would form in the gas. However, this would be to neglect a fundamental differ­
ence between the chemistry of primordial and metal-enriched gas. In molecular 
clouds, H2 forms predominantly on the surface of dust grains, at a rate (Draine 
& Bertoldi, 1996)

R =  6  x 10_ 18T 1/,2?i^ cm “ 3 s_ 1  (1.136)

for dust o f similar com position to that in the Milky Way. 11 This is an efficient

n The direct association o f  two hydrogen atoms to form H2 is strongly forbidden, and proceeds 
at a negligible rate.
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process, ancl can rapidly convert the bulk of the gas to molecular form. In primor­
dial gas, however, there is no dust. In this case, the main routes o f H2 formation 
are two sets o f gas phase reactions:

H +  e~ —> H~ +  7  (1.137)

H " +  H —>■ H2 +  e~ (1.138)

and

H +  H+ ->  H+ + 7  (1.139)

H+ +  H ->  H2 +  H+. (1.140)

Formation via H~ generally dominates, being one to two orders o f magnitude 
faster than formation via II In both cases the limiting step is the formation of 
the molecular ion. The rate of this process is generally much smaller than that 

o f formation on dust grains -  the rate coefficients are comparable, but formation 
via the gas phase depends upon the electron (or proton) density, while formation 
via grains does not. Consequently, the gas phase reactions are typically several 
orders o f magnitude slower; moreover, in the absence o f a continuing source of 
ionization, the amount of H2 that can form will be limited by recombination 
(Nishi & Susa, 1999).

Given these difficulties, it is reasonable to ask whether enough H2 will ever form 
to cool the gas effectively. The amount that is required is simple to estimate. If 
we assume that all o f the cooling is due to H2, then setting i cooi =  tq implies that

* *  =  L 5  x i r 3 1 ^fc-y( U 4 1 )

where xh2 is the required H2 abundance and A(Tvir) is the H2 cooling function. 
In figure 1.4, the required H2 abundance is plotted as a function o f density and 
temperature. To put these values into context, recall that a collapsed object with 
an overdensity 5 ~  2 0 0  will have a baryon number density n ~  1 cm - 3  at redshift 
z — 25. The required H2 abundance corresponding to this density has a strong 
temperature dependence, but for Tvjr ~  103 K is of the order o f a few times 10~4, 
implying that a relatively small fractional abundance o f H2 will suffice to cool the 
gas. Nevertheless, this abundance is still orders o f magnitude higher than that
present in the IGM prior to collapse, which Stancil et al. (1998) have calculated
to be 2.4 x 10-6 . If these first protogalaxies are to be able to cool, they must 
form the bulk of their H2 during or after the initial collapse.
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Figure 1.4: A contour plot o f the H2 abundance required for effective cooling; 
from top to bottom , contours correspond to fractional abundances o f 1 0 -5 , 1 0 “ 4, 
10- 3  and 10- 2  respectively. Effective cooling is defined by the requirement that 
Aooi =  fff- A uniform sphere model, with pv-lT =  1 8 7r2pi,, is assumed for the density 
profile. The H2 cooling function is from Galli & Palla (1998).

Various methods have been used to study the chemical evolution of forming pro­

togalaxies. The most detailed, and hence the most informative, are 3D hydro- 
dynamical simulations. However, these are computationally expensive, limiting 
both the amount of physics that can be included, and the range o f initial condi­
tions that can be studied. There is thus a strong motivation for supplementing 
them with simpler models.

The Tegmark m odel

One o f the simplest models in widespread use is that o f Tegmark et al. (1997). 
This makes use o f an extremely simplified hydrodynamical model. The proto­
galaxy is approximated as a uniform sphere, whose density evolves as

f  1.9A \
P =  PieXP( T U a 7 5 i y )  <L142>
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(where A =  l + 2 vir/ l + z )  until it reaches some limiting density p\\m =  min(/?vir, pp). 
The latter is given by

and is an attempt to account for the effects o f pressure support prior to viri- 
alisation. Equation 1.142 is an approximation to the density evolution within 
the spherical collapse model; it was first introduced by Tegmark (1994) and is 
accurate to within 5%. 12

Gas in the protogalaxy is heated during collapse by adiabatic compression, and 

by shocks if T  <  Tv-n at zv¡r. Meanwhile, cooling can proceed via the rotational 
lines o f H2 , via the Com pton scattering of CMB photons, or at high temperatures 

by Lym an-a cooling; note that this is substantially simplified compared to the 
model presented in chapter 2 . The chemical modelling o f H2 is similarly limited, 
consisting o f hydrogen recombination, the formation o f H2 via H_ or H^, plus 
the destruction o f these ions by the CMB.

Collapse is determined by a cooling criterion: only gas whose temperature satisfies

where 77 =  0.75, is considered to have cooled and collapsed. This is actually a less 
restrictive condition than the requirement that tcoo\ <  %  discussed above; for gas 

cooling at a roughly constant rate, it corresponds to requiring that fcooi ^  lOiff. 
Given the uncertainties in the density modelling, however, it should still provide 

us with reasonable results.

The resulting model requires little computational power, and the T -z  parame­
ter space can be explored quickly to identify regions that can and cannot cool. 
Tegmark et al. find that at each redshift there exists a critical temperature Tcrjt 
such that protogalaxies with Tv-n >  Tcr¡t can cool efficiently, while those with 

Tvir <  Tcr;t cannot. The values of Tcrtt that they obtain are plotted in figure 1.5. 
The change in behaviour at z ~  50 corresponds to the epoch at which pressure 
effects becom e important; at lower redshifts, pv¡r -C pv and pressure does not 

limit the post-collapse density.

These results are relatively insensitive to cosmology; changing from the standard 
CDM model used by Tegmark et al. to our preferred ACDM  model results in

12Note that there is a typographical error in the equation as given in Tegmark et al. (1997), 
which is corrected here.

(1.143)

T(rjz) <  tjT ( z ), (1.144)
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Figure 1.5: Tent as a function o f redshift, as computed by Tegmark et al. (1997).

values of Tcrit that are systematically lower by around 1 0 %, but otherwise has no 
real effect.

Improving the collapse model

A number of improvements can be made to this simple model. To begin with, we 
can replace the very simplified I i2 chemistry with a more complete model. We can 
similarly replace the H2 cooling function used by Tegmark et al., which is based 
upon that of Hollenbach & Mckee (1979), with a substantially more accurate one 
from Le Bourlot et al. (1999). Full details of the adopted chemistry and cooling 
model are given in chapter 2 .

In figure 1.6 we demonstrate the effects of making these changes. The high 
redshift evolution o f Tryit is similar in the two models, but at low redshift more 
differences are apparent. T crjt remains below 1 0 4 I\ for a much longer period, but 
the transition to Lym an-a cooling, when it does come, is far more rapid. These 
two differences have separate causes. H2 cooling remains important for a longer 
period as a result o f the choice o f cooling function. Tegmark et al. considered 
only the rotational lines o f H2 in their study, implying that the cooling rate at
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Figure 1.6: Tcrjt as a function of redshift, computed with an improved chemistry 
and cooling model.

temperatures above 1000 K is significantly underestimated. Consequently, the 
transition to Lyman-a cooling occurs sooner than it should.

On the other hand, the rapidity o f this transition in the improved model is due 
to the inclusion o f the H2 collisional dissociation reactions (reactions 11-13 in 
table 2.1). These are negligible below a few thousand K, but becom e increasingly 
important at higher temperatures. Eventually, we reach a point at which further 
temperature increases do not result in an increase in the cooling rate -  the rate 
per molecule continues to increase, but is offset by the smaller H2 abundance. 
Once this point is reached, H2 cooling will no longer be effective, and Tcrit rises 

rapidly until Lyman-a cooling begins.

The other area that we might seek to improve is the treatment o f the proto- 
galactic density profile -  the assumption that protogalaxies have uniform density 
is simply incorrect, as numerical simulations clearly demonstrate (Abel et al., 
2000). However, comparison of the results o f the uniform density model with 
the hydrodynamical simulations of Fuller & Couchman (2000) suggests that the 
model already produces surprisingly accurate results. This is quite unexpected, 
but consideration o f the temperature and density profiles presented in Fuller &
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Couchman suggests a possible explanation. The simulations imply that cooling 
in the inner core o f the protogalaxy has little influence on whether the bulk o f the 
gas cools; rather, this is determined by the behaviour of the gas at intermediate 
radii. 13 This gas typically has an overdensity of a few hundred, comparable to 
that assumed in the Tegmark et al. model, and its post-collapse thermal and 
chemical evolution is very similar. Consequently, we would expect the inferred 
values of Tcrit to be similar.

Although this is an intriguing result, we should perhaps be slightly cautious about 
accepting it, as even in Fuller & Couchman’s highest resolution simulations the 

core regions are only marginally resolved. It is therefore sensible to consider the 
other possibility, namely that cooling in the inner core does significantly affect 
the thermal evolution o f the rest of the gas. This is the assumption made by 
Haiman et al. (2000) in their study o f the effects o f photodissociative feedback, 
which is discussed in more detail in the next section. They follow Tegmark et al. 
in making use o f a static density profile, but choose a truncated isothermal sphere 
rather than a uniform profile. This has a central density that is roughly a hundred 

times greater than that of the uniform sphere, and this choice corresponds far 
more closely to the density profiles actually seen in hydrodynamical simulations.

In Haiman et aids model, the efficiency of cooling is determined by the behaviour 
of the gas at the edge of the central core. Although they use a different cooling 
criterion to that o f Tegmark et al., it is a simple matter to incorporate their 
choice o f density profile into the latter’s model. The resulting evolution of Tcrit is 
plotted in figure 1.7. We see that the change to the density profile has a profound 

effect upon the evolution of Tcrit, which now remains less than 1000 K for the 
whole period analysed.

Several other groups have also performed simulations of protogalactic formation:

• Haiman et al. (1996a) used a spherically symmetric, Lagrangian hydrody­
namics code to investigate whether H2 cooling can significantly affect the 
thermal evolution o f protogalaxies prior to virialization. They also obtained 
values for Tcr\t, finding that Tcrlt ~  100K, with little dependence on redshift. 
However, this result was obtained using the Lepp & Shull (1983) cooling 
function, which overestimates the cooling rate at low temperatures by an

13Around 10 -  20 pc for the protogalaxies analyzed in figures 8-11 o f Fuller & Couchman 
(2 0 0 0 ).
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Figure 1.7: The evolution o f TCIIt with redshift for a truncated isothermal sphere 
density profile.

order o f magnitude, and is consequently unreliable.

• Abel et al. (2000) and Bromm et al. (2002) use three-dimensional hydrody- 
namical simulations to address the collapse and fragmentation o f primordial 
protogalaxies. Unfortunately, the study o f fragmentation requires both high 
resolution and large dynamical range, leading to a lengthy computational 
time and limiting the number o f cases that can be studied. Since they are 
interested in protogalaxies that can cool efficiently, Bromm et al. (2002) use 
the Tegmark et al. results to guide the choice of suitable initial conditions; 

they do not determine Tcrit themselves. By contrast, Abel et al. (2000) 
study a protogalaxy that forms naturally in cosmological hydrodynamics 
simulation. Their work suggests that Tcrit ^  1000 K at z ~  20, but with 
essentially only one data point it is difficult to say more than this.

Although not particularly helpful in determining Tcr¡t, the simulations o f Abel 
et al. (2000) and Bromm et al. (2002) do give us an insight into the subsequent 
evolution of the gas inside cooling protogalaxies. Abel et al. find that a density 
profile develops that is approximately isothermal if spherically averaged, but it
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is clear both from their figure 2, and from figures 13-23 in Bromm et al. (2002), 
that this averaging masks a great deal of substructure.

Both groups find that the cooling gas fragments into clumps with typical masses 

M  ~  1000 M 0 , densities n ~  103-1 0 4 cm - 3  and temperatures T  ~  100 K. These 
conditions appear to be determined by the microphysics of H2, as the temper­
ature is the minimum at which H2 cooling remains effective, while the density 
marks the transition to from non-LTE to LTE rotational level populations. A c­
cordingly, they are found to be relatively insensitive to the initial conditions of 
the simulation. These clumps subsequently evolve quasi-statically (with occa­
sional mergers) until their central density reaches n ~  108 cm -3 . At this point, 

three-body formation o f H2 via the reactions

H +  H +  H -> H2 +  H (1.145)

H +  H +  H2 ->  2H2. (1.146)

becomes important, and the gas rapidly becomes completely molecular, boosting 

the cooling rate by several orders of magnitude and initiating the next stage of 
collapse.

To follow the subsequent collapse o f these clumps towards stellar densities is
beyond the capabilities o f the simulations presented in Bromm et al. (2002) and
Abel et al. (2000). The adaptive mesh code used in the latter paper has, however, 
been adapted to study this (Abel et al., 2001). Clumps are found to continue to 
collapse without any sign o f further fragmentation, suggesting that the end point 
o f the collapse is likely to be a massive star. This is in reasonable agreement with 
the results of Omukai & Nishi (1998), who simulated collapse to stellar densities 
with a spherically symmetric hydrocode, taking into account radiative transfer 

in the H2 lines. 14 Omukai & Nishi find that the initial dense protostellar core 
is small, but with a rapid accretion rate, and given time we would expect it to 
accrete much o f the surrounding gas in the clump. However, we know from studies 
of local star formation that stellar outflows play an important role in determining 
the final stellar mass and this is likely to be true for primordial star formation 
also. Thus, while there are indications that the first stars were unusually large, 
the question is far from settled.

To summarize, we have a reasonable understanding o f galaxy formation, albeit 
one that leaves a number o f questions still unanswered, up to the point at which

14The Abel et al. (2001) simulation assumes that the gas remains optically thin.
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the first stars form. However, as we shall see in the next section, we can also 
make substantial progress in understanding what happens after the first stars 
form , provided we make some reasonable assumptions.

1.4 Feedback

We know from observing star formation in our own galaxy that newly-formed 
massive stars have profound effects upon the gas surrounding them; they pho- 
toionize and heat the gas, disrupt it with winds and supernovae, and generally 
suppress further star formation. This naturally leads to the idea that, in certain 
conditions, star formation can be self-regulating (Cox, 1983); that there is enough 

negative feedback associated with star formation to strongly control the rate at 
which stars form.

It is obviously important to understand whether this will also be true at high 
redshifts. Moreover, although the precise details o f any feedback will obviously 
depend upon unknowns such as the star formation rate and primordial IMF, 
I hope to show that the framework within which we can assess its effects is 
generally independent o f these details. Thus, the results presented in chapters 

3 and 4 depend upon the assumptions that I make concerning primordial star 
formation; should these assumptions change, in the light o f observational data or 

better theoretical modelling, it will be a relatively simple matter to recompute 
the results.

The various feedback effects arising from star formation can be divided into two 
main kinds. The first kind is what we might call kinetic feedback 15 -  the in­
put into the interstellar medium (ISM) o f thermal and kinetic energy via stellar 

winds or supernovae. The second kind of feedback is generally termed radiative 
feedback, and involves the input o f energy or destruction o f coolants by radiation.

I do not consider the effects of kinetic feedback in this thesis. In the case of stellar 
winds, this is easily justified; work by Kudritzki (2000) and Hubeny et al. (2000) 
demonstrates that their effects are likely to be small.

Supernovae, on the other hand, will clearly have a very large influence on their 
host protogalaxy. For instance, the binding energy o f a 106 M 0  protogalaxy 
forming at a redshift o f 2 0  is of the order of 1 0 5Oerg, which is significantly smaller

15This is also known as stellar feedback (Ciardi et al., 2000a).
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than the 1051 erg liberated in a typical supernova explosion. Additionally, both 
analytical modelling (Ferrara & Tolstoy, 2000) and hydro dynamical simulations 
(M ac Low & Ferrara, 1999) demonstrate that only a few supernovae are necessary 
to completely disrupt a small protogalaxy, and blow all o f its gas out into the 
intergalactic medium.

However, these conclusions depend to some extent upon the assumptions made 
concerning the small-scale structure of the gas (see, e.g. Strickland & Stevens, 
2000). In particular, if supernovae explode in very dense surroundings (n >  
1 0 5 cm -3 ), then they can reach their radiative cooling phase in only a few years 
(Terlevich et al., 1992). In this case, the fraction of the initial energy remaining 
in the form of kinetic energy would be much smaller than is generally supposed, 
and the amount o f mass-loss would be correspondingly reduced.

To properly assess the effect o f supernova feedback seems likely to involve high- 
resolution simulation o f the supernova and its surroundings, and, while efforts 
are being made in this direction (Abel, private communication), it remains a 
challenging numerical problem that is outside the scope of this thesis.

One firm conclusion that we can draw about supernova feedback, however, is 
its time o f onset. We know that it must be delayed for several million years 

after the formation o f the first massive stars, simply because it takes the stars 
that length of time to exhaust their fuel. In cosmological terms, this delay is 
negligible; even at z ~  25, it is a small fraction of the Hubble time. W ithin 
the protogalaxy, however, this delay is far from negligible; it is comparable to 
the dynamical timescale o f the star forming region and it is quite plausible that 
significant star formation could occur prior to the explosion of the first supernova.

Radiative feedback within the protogalaxy has the potential to act far faster; 

typical H2-cooled protogalaxies have sizes of the order of a few hundred parsecs, 
so the time taken for the radiation to cross them is not an issue.

We know already that radiative feedback can have a substantial effect. For in­
stance, Ricotti & Shull (2000) show that small stellar clusters can lead to the 
photoionization o f a significant fraction of the protogalactic gas, while Omukai 
& Nishi (1999) show that they will also destroy the bulk o f the H2. The key 
question, however, is the timescale on which these effects occur. If this is very 
much longer than the lifetime o f a typical massive star, then radiative effects are 
likely to be unimportant compared to the effects of supernovae. On the other
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hand, if it is very much shorter, then radiative effects will dominate. I consider 
this issue in more detail in chapter 3.

Another important difference between kinetic and radiative feedbacks is in their 
area o f effect. Kinetic feedback generally affects a limited area, being restricted by 
the speed at which disturbances can propagate through the intergalactic medium 
(IG M ). For example, a galactic wind propagating into the IGM at a velocity of 

1000 k m s - 1  at z =  25 will travel only 15h~x kpc within a Hubble time, barely 
0.1% of the horizon size at this epoch. Thus, while outflows may have important 

local effects (Scannapieco et a/., 2000), globally their effects are far more limited. 
Radiative feedback, on the other hand, can be truly global in scope -  if absorption 
is negligible, then light from a given source will freely propagate throughout the 
Hubble volume, and gas at any given point will be affected by star formation in 

many different galaxies.

The most widely studied form of global radiative feedback is reionization. We 
know from observations of high redshift quasars that the IGM  is ionized at a 

redshift o f 5.8 (Fan et a i, 2000); on the other hand, the existence o f peaks in 
the CMB power spectrum shows that the universe must have been neutral at 
high redshift, and allows us to place an upper limit o f z-lon 35 on the redshift 
o f reionization (Griffiths et a/., 1999). The identity o f the sources responsible 
for reionization is not unambiguously determined, but given the sharp fall in 
the comoving number density of quasars with increasing redshift (Pei, 1995), it 
seems likely that star-forming galaxies will be the dominant contributors at high 

redshift.

Cosmological reionization affects the global star formation rate in several ways. 
To begin with, it reheats the IGM to T  ~  104 K, thereby increasing the Jeans 
mass by several orders of magnitude. 16 Secondly, it suppresses cooling in dwarf 
galaxies, as outlined in Efstathiou (1992). This effect has been investigated by 
a number o f groups (Thoul k  Weinberg, 1996; Kepner et al., 1997; Kaellander 
k  Ifultman, 1998; Kitayama k  Ikeuchi, 2000), and is found to be significant for 
galaxies with circular velocities less than 40-50 k m s -1 , corresponding to virial 

temperatures Tv;r ^  105 K.

Finally, it can destroy protogalaxies with virial temperatures below 104 K by

16In fact, as demonstrated by Ostriker & Gnedin (1996), this reheating generally precedes 
reionization, as the hard UV photons that are responsible for much o f the heating have a larger 
mean free path than the near-threshold photons responsible for the bulk o f the ionization.
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photo-evaporating them (Barkana & Loeb, 1999), leading to the possibility that 
there may be a substantial population o f ‘dark’ galaxies, with little or no associ­

ated gas and stars (Trentham et al., 2001).

Before reionization occurs, however, another form of radiative feedback may occur 
-  H2 photodissociation by soft UV photons. 17 This occurs via a process known as 
two-step photodissociation: an H2 molecule absorbs a UV photon, exciting it to 
the Lyman or Werner electronic state. The excited molecule subsequently decays 
to the ground state, with some fraction of these decays being to the vibrational 
continuum and resulting in the dissociation of the molecule. This is discussed in 

far more detail in chapter 2 .

The importance o f UV photodissociation in local star formation has been known 
for many years (Steelier & Williams, 1967; Heiles, 1971) but only relatively re­
cently has its importance in the early universe been recognised (Haiman et al., 
1997; Ciardi et al., 2000b). The most self-consistent treatment o f its effects is 
that of Haiman et al. (2000). They show that given some reasonable assumptions 
concerning star formation efficiency and the primordial IMF, a global soft UV 
background inevitably develops prior to reionization. This background destroys 
protogalactic H2 and suppresses cooling in low-mass halos.

Taken at face value, their results suggest that star formation in H2-cooled proto­
galaxies is unimportant; H2 cooling is suppressed long before such galaxies becom e 
common. If true, this is an important result -  it is far easier for ionizing photons 
to escape from these small galaxies than from their larger, Lym an-« cooled coun­

terparts (Ricotti & Shull, 2000) and they are also far more likely to be disrupted 
by kinetic feedback (M ac Low & Ferrara, 1999). This, together with their larger 
number density compared to more massive galaxies, implies that they may be 
the most significant contributors to the reionization and metal enrichment o f the 
IGM if a substantial number are able to form  stars. Conversely, if photodissoci­
ation suppresses star formation in all but a few rare cases, then they will have a 
negligible effect and may be safely ignored. I11 view of their potential importance, 
we should try to ensure that the conclusions reached by Haiman et al. (2000) are 
water-tight.

However, Haiman et al. themselves identify the existence o f a possible loophole 
in their argument. If an X-ray background is present, it will raise the fractional

17Here and elsewhere, ‘soft’ UV photons are those below the Lyman limit.
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ionization o f the protogalactic gas. The increased free electron abundance will 
in turn catalyze the formation of H2, thereby promoting H2 cooling. Haiman 
et al. demonstrate that if this background is sufficiently strong, then the extra 
H2 formed can offset the effects of photodissociation, so that no negative feedback 
occurs.

Haiman et al. assume that any X-ray background will be due to an early gen­

eration o f quasars (or ‘mini-quasars’ ) located in dwarf galaxies. They adopt an 
extremely simple toy model o f the background generated by such a population: 
the X-ray background is taken to be a power-law, Lu oc , m odulated by absorp­
tion in the IGM  corresponding to a hydrogen column density o f 1022 cm -2 . The 

normalization is fixed by a parameter / x, which is the ratio o f the (unabsorbed) 
flux density at the Lyman limit to the flux density in the Lyman-Werner bands. 
They find that one requires / x >  0.1 to overcome negative feedback. Given the 

uncertainty that surrounds the origin of quasars, it is far from clear that enough 

exist in the early universe to produce a background of this size. Indeed, there is 
some observational evidence against this model (Haiman et al., 1999).

However, it is not the only possibility. We know from observations o f local galaxies 
that star formation itself leads to the production o f X-rays; the X-ray luminosity 
o f star-forming galaxies is closely linked to their star-formation rate (Moran et al., 
1999). There seems no reason why this should not also be true at high redshift; 

indeed, Oh (2001) argues that many o f the possible production mechanisms for 
the X-rays should be more effective at high redshift. It is thus quite conceivable 
that primordial star-formation will be accompanied by enough X-ray production 
to prevent photodissociation feedback from occurring; or, at the very least, to 
substantially mitigate its effects. A m ajor aim of this thesis is to investigate the 

plausibility o f this suggestion.

Accordingly, in chapter 4 I investigate the effects o f various different X-ray sources 
models on protogalactic cooling. Using a strategy similar to that o f Haiman 
et al. (2000), I attempt to calculate the evolution o f Tcrit and o f the X-ray and 
Lyman-Werner backgrounds self-consistently. I also examine the dependence of 
the results on the various assumptions made in my simulations; in particular, on 
the approximations that must be made in order to model H2 photodissociation.
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1.5 Thesis outline

In chapter 2, I present a simplified chemical model of primordial gas. This builds 
on the work o f Abel et al. (1997), but has been extended in order to correctly treat 
the chemistry o f optically thick gas. I also discuss in detail the approximations 
that underly this simple model and the accuracy with which the reaction rates are 
known. Finally, I briefly discuss the various different ways in which primordial 

gas cools.

In chapter 3, I look at the effects of radiative feedback on small scales, i.e. inside 
individual protogalaxies. Using a simple protogalactic density profile, I examine 
the growth and final fate o f HII regions within the protogalaxy and assess the 
overall importance o f photoionization. Similarly, I examine the importance of 
photodissociation, using an approximation which properly treats the effects o f H2 

self-shielding. I also investigate the effects of ionizing and dissociating radiation 
011 dense clumps o f gas -  the likely site o f future star formation.

Finally, in chapter 4 I look at the large-scale effects of radiative feedback. I con­
firm the negative feedback effect found by Haiman et al. (2 0 0 0 ), using a different 
computational method, but show that if one also includes the effects of the X-rays 
associated with star formation then this feedback effect is substantially reduced.



Chapter 2 

Modelling primordial gas 
chemistry

2.1 Introduction

Essential to the understanding of the formation and evolution o f the first proto­
galaxies is an understanding of their chemical evolution. In particular, we need to 

be able to understand the chemistry o f molecular hydrogen, H2, which dominates 
cooling at low temperatures. To do this requires an accurate chemical model. In 

this chapter I discuss how such a model is constructed.

We start by recognising that, prior to star formation, the only elements present 
in the gas will be those produced by primordial nucleosynthesis. Recent deter­
minations are summarized in table 1 .1 ; essentially, primordial gas is a mixture of 
hydrogen and helium, with small traces o f D, 3He and Li. The number o f possible 
reactions is thus very much smaller than in the local ISM. Despite this, a great 
number o f reactions are still possible, particularly once we include the effects of 

radiation.

If we are to avoid getting bogged down in detail, we clearly need to make some 
simplifications. The key to doing this is the fact that we are not really interested 
in the primordial chemistry per se; rather, we are interested in its effects on the 
thermal evolution o f primordial gas. Elements o f the chemistry which do not 
affect this evolution, directly or indirectly, can be ignored.

Building a model along these lines from scratch would be a time-consuming task. 
Fortunately, much work in this area has already been done, in particular by Abel
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et al. (1997) and Galli & Palla (1998). Both groups present simplified chemical 
models designed with particular applications in mind. The Abel et al. model is 
designed for studying galaxy formation in large-scale hydrodynamical simulations 
and implicitly assumes that the gas will be optically thin; the Galli & Palla 
model, on the other hand, was designed primarily for studying the chemistry of 
the primordial IGM and assumes that any source of radiation will be thermal.

The main drawback o f both models is their treatment o f the photochemistry. 
Neither model is suited to studying gas which is optically thick, and which may 
be illuminated by a fairly arbitrary spectrum of background radiation. Thus, 
while the models provide a substantial framework on which to build, they must 
be supplemented by an improved photochemical treatment.

As the Abel et al. model is closer to what is required than the Galli & Palla model, 
I take the former as a basis. The particular changes which are required to the 

model are the inclusion o f the effects o f secondary ionization and H2 self-shielding. 
Additionally, a more accurate treatment o f helium recombination is also required. 
I have also taken the opportunity to add in a few reactions overlooked by Abel 
et al., and to update various of the reaction rates in the light of new data.

The reactions included in the chemical model are set out in tables 2.1 and 2.1, 
along with analytical fits to the rate coefficients (or radiative cross-sections), plus 

a reference to the primary source o f the data. 1 In view of the similarity o f much 
of the model to that o f Abel et al., I have adopted their reaction numbering 
scheme, with appropriate extensions.

In section 2.2, I discuss the approximations upon which the model is based, and 
attempt to justify them. The reactions themselves are discussed in sections 2.3 
and 2.4. In section 2.5, I briefly discuss the various processes which heat and cool 
the gas while in section 2 . 6  I summarize my results.

1 Where the fitting form ula is from  a source other than the primary reference, this is indicated 
in the text.
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No. Reaction Energy threshold (eV) Reference

20 . H +  7  —> II+ -f e~ 13.6 Osterbrock (1989)

2 1 . He +  7 - 7  He+ +  e- 24.6 Yan et al. (1998)

2 2 . IIe+ +  7  —>■ He++ +  e- 54.4 Osterbrock (1989)

2.3. H~ +  7  —y H +  e- 0.755 de Jong (1972)

24a. H2 +  7  -»■ H j +  e~ 15.4 O ’Neil & Reinhardt (1978)

24b. H2 +  7  ->  H +  H+ +  e " 18.08 Samson & Haddad (1994)

25. H+ +  7  ->• H +  H+ 2.65 Dunn (1968)

26. H+ +  7  ->■ 2H+ +  e" 30.0 Bates & Opik (1968)

27. H2 +  7  ->• Id* -7  2H See text —

Table 2.3: The threshold energies (in eV) of the various photochemical reactions.

2.2 Approximations

Approxim ation 1: N o D , Li or 3He

These elements have small fractional abundances and play no significant role in 
determining the H2 abundance. Deuterium and lithium may, however, affect the 
cooling rate at low temperatures, where H2 cooling is ineffective. A complete 
thermal model should include these coolants. In practice, however, the molecular 
cooling rate at these temperatures is generally too small to be of practical interest.

A simple order-of-magnitude estimate of the HD abundance required for efficient 
cooling can be obtained by equating the HD cooling timescale with the dynamical 
timescale. In a gas of total number density n and temperature T , these timescales 
are given by

nkT

Ahd^Vhd ’  ̂ ^
(where / h d  is the fractional abundance o f HD and Ahd is the HD cooling function) 
and

tdyn ~  (Cr» ~ 1/2
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~  1 0 8 n _ 1 /2  yr. (2 .2 )

Using the HD cooling function from Galli & Palla (1998), we obtain the abun­
dance required at 100 K

/ hd =  2.8 x 10~5 ?r_1/2. (2.3)

As the typical H D /H 2 ratio is o f the order o f 1 0 - 3  (Galli & Palla, 1998), this 
implies a corresponding H2 abundance of 3 x 10~2n~1!2. This is larger than we 
would expect to find in low density gas -  fractional abundances o f 1 0 ~ 3 to 1 0 - 4  are 
the norm -  and thus HD cooling will generally only be significant at high density. 

This is born out by the work of Bromm et al. (2002), who find that the inclusion
of HD cooling in their simulations o f protogalactic collapse leads to differences
in behaviour only when one approaches the scale o f the dense (n >  1 0 3 cm -3 ) 
sub-galactic scale clumps that form at the centre of their simulated protogalaxies.

A similar analysis can be performed for LiH, but in this case the discrepancy 
between the required and actual abundance is even larger.

Approxim ation 2: N o excited states

The second assumption that we make is that all atoms and molecules are to be 
found in their ground states; in other words, that we do not need to explicitly 
calculate their level populations.

For atoms, the accuracy of this assumption is easy to verify. The largest excited 
population is that o f the metastable 23S state o f He and even this is significantly 

populated only for electron densities greater than 103 cm - 3  (Osterbrock, 1989). 
For other states o f hydrogen and helium the required density is orders o f magni­

tude larger.

For H~, the analysis is also simple. The only stable excited states known lie more 
than 9.5 eV above the ground state (Snow, 1973). This is far larger than the 
energy required to dissociate H~, and hence most collisions result in dissociation 

rather than excitation.

For H2, the analysis is much more complicated. If2 molecules have small transition 
probabilities and closely spaced rotational and vibrational energy levels, which 
are far easier to populate than excited atomic states. If we neglect radiative 
pumping and the effects o f H2 formation and destruction, then the rotational
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and vibrational level populations will relax fairly quickly towards their statistical 

equilibrium values, given by

E j #  E e  ?j¿,cnc) ^  ^

E  ----------- r - ,  (2-4)
E j^ t (^-b 4" E c *?b,cnc)

where A,j is the spontaneous transition probability from level i to level j  (zero 
if Ej >  Ei) and qtj iC the collisional transition rate for collisions with a partner c. 
As the relaxation timescale is less than a year for the vibrational levels, and less 

than 1 0 3 yr for the rotational levels, the statistical equilibrium level populations 

provide a good estimate o f the true values.

To solve equation 2.4 for the equilibrium populations, I have used molecular data 
from a number of sources. Radiative transition rates are taken from Wolniewicz 
et al. (1998), while collisional rates for reactive and non-reactive H -H 2 collisions, 
He-H 2 collisions and H+-H 2 collisions come from Le Bourlot et al. (1999), Flower 
& Roueff (1998a), Flower et al. (1998) and Gerlich (1990) respectively. Collisions 

of H2 with H2 can be neglected due to the small H2 abundance. Selected results 
of these calculations are plotted in figures 2.1 to 2.3.

We see that the vibrational level populations remain negligible for all but the 
highest temperatures and densities and can be safely ignored. On the other hand, 
the lower-lying rotational levels develop significant populations even at moderate 
temperatures and densities, suggesting that our approximation is inaccurate for 

these levels.

How seriously does this affect our model? Generally, the effects are small. For in­
stance, the energy difference between the lower rotational levels and the ground 
state is small compared to the molecular binding energy, and consequently we 
would not expect rotational excitation to significantly affect the collisional disso­
ciation rates. Similarly, the optically thin photodissociation rate is insensitive to 
rotational excitation. However, as we shall see later, the photodissociation rate 
in optically thick gas can be significantly affected. I discuss this in more detail 
later.

Adding in the effects of radiative pumping might be thought to make this problem 
worse, by providing an additional means by which to create excited H2. In actual 
fact, it generally simplifies matters. In order for radiative pumping to create 
a significant level population, it must occur on a timescale comparable to the 
lifetime o f the excited level. However, since k¿-ts ~  0.2fcpump, this implies that H2



2.2: Approximations 81

■>*o

ooo

oo
coI

X
ti

I-* i i i r- “i 1---- 1— i—i—i—i—r=

o
qioo

_J_________ I______ I_____I____I___ I___I__ I— —I___ I___I_
1000 

Temperature (K)

1 (T

Figure 2 .1 : Contour plot o f the fraction of H2 molecules in vibrational level v =  1 , 
as a function o f density and temperature. Contours, from left to right, represent 
fractions o f 10~8, 10-6 , 10- 4  and 10-2 . The fractional ionization was 10-4 .

dissociation also occurs on a similar timescale. Moreover, since this timescale is 
generally short ( 1 0 3 yr or less) compared to the Id2 formation timescale, radiative 
pumping significantly affects the level populations only when H2 is being rapidly 

destroyed. In such situations, however, we generally do not need to calculate the 
photodissociation rate to a high degree o f accuracy, and so can ignore radiative 

pumping.

We find similar behaviour in the case of -  vibrational levels are populated only 

at high densities (ne <; 100 cm -3 ; Sarpal & Tennyson 1993) or at high redshift 
(z >  2 0 0 ), but rotational levels are populated at moderate temperatures and 
densities. Unlike H2, however, the self-shielding of H2 is not significant, and thus 

the details of the rotational excitation can generally be ignored.

Approxim ation 3: No three-body processes

At high densities, the three body reactions

H +  H +  H -+  H2 +  H (2.5)
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Figure 2.2: Contour plot of the fraction of H2 molecules in rotational level J =  2. 
Contours, from left to right, represent fractions of 10-4 , 10~3, 10—2, and 0.1 
(twice). At high densities and temperatures, the fraction decreases as more highly 
excited states becom e populated.

and

H +  H +  H2 -5- 2H2 - (2.6)

dominate the H2 chemistry and are capable of driving the H2 abundance close 

to one (Palla et al., 1983). However, the density required for these reactions to 
become significant is of the order of 1 0 s cm -3 , which is encountered only at the 
centi'e o f dense, star-forming clumps.

Approxim ation 4: Simplified molecular chemistry

Omitting deuterium and lithium removes much of the possible molecular chem­
istry, while some of that which remains, such as the chemistry of H~ or H+ , is 
essential to the model. However, there are also a number of reactions involving 
other molecular ions, in particular HeH+ and Hg . These need only be included if 
they significantly affect the cooling, whether directly, by HetI+ or H+ acting as 
coolants, or indirectly, by affecting the H_ , Hj or H2 abundances.
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The main collisional reactions involving HeH+ are listed in table 2.4. Given 
this set o f reactions, it is easy to demonstrate that the HeH+ abundance will be 
small -  reactions 32 and 34 are very slow, while reaction 33 is limited by a small 

abundance. Since the neutral hydrogen abundance is generally significantly 

larger than the fractional ionization or H2 abundance, destruction o f HeH+ will be 
dominated by reaction 35. A simple estimate of the equilibrium I4eH+ abundance 
can thus be constructed. If formation is dominated by reaction 33 then

3̂3 ^He
/HeH+ &35 «H

<  10- 7 h+

/ h}

(2.7)

for 102 <  T  <  104 K. Alternatively, if reaction 32 dominates we have

j, k$2 ^He p
/HeH+ =  1 /H+

7x35 nH
< 10_11/h x (2.8)

over the same temperature range, while if reaction 34 dominates we have
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In all cases, the HeH+ abundance is negligible. A corollary o f this result is that 
reaction 37 does not destroy a significant amount o f H2.

Could reaction 33 ever significantly affect the H j abundance? Comparing the 
rate with that o f reaction 1 0  it is clear that, even at high temperatures, it is 
an order o f magnitude smaller. Moreover, in practice most of the HeH+ will be 

destroyed by reaction 35, so the net loss o f Ĥ " will be smaller still.

A similar analysis can be performed for Hg . The relevant chemistry is summarized

dominated by reaction 38. Destruction, on the other hand, is dominated by 
reactions 41 and 42 at low temperature and reaction 44 at high temperature.

where x is the fractional ionization. This implies that / H+ is smaller than / H+ 
for all reasonable values o f the fractional ionization and H2 abundance. Hg can 
thus be neglected. This also implies that production of H2 and destruction o f H~ 
by Hg can be ignored. Moreover, we note that destruction of H2 via reaction 38 
is negligible compared to the other reactions which destroy H2. It is thus safe to 
ignore Hg chemistry.

in table 2.5. Although the H^ abundance is always small, formation o f Hg is

Thus
^38/h2/ h+

(2 .10)
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Other simplifications

Making these simplifications leaves us with only a small number o f chemicals to 
deal with. Nevertheless, the number o f possible reactions is still large. Many of 
these reactions, however, have little effect on the final abundances: for instance, 

the small abundances of H_ and Hj ensure that the mutual neutralization reac­
tion

H - + H +  H2 +  H (2.11)

will always be negligible (Abel et a/., 1997). The same is true for many of the 
other possible reactions. The task o f identifying those reactions which can be 
safely neglected is long and involved but has already been performed to a great 

extent by Abel et al. (1997). In general, I agree with their decisions and make 
the same simplifications. However, a few points of disagreement should be noted.

Firstly, their assertion that secondary ionization can be neglected is true only in 

optically thin gas, where its effects are relatively small. In gas which is optically 
thick to ionizing radiation, however, secondary ionization significantly alters the 

ionization rate and must be included.

Secondly, they argue that collisional detachment o f H_ by He or H2 can be ne­
glected because the reaction cross-sections are orders o f magnitude lower than 
those for the corresponding reaction with hydrogen (reaction 15). However, this 
does not appear to actually be the case. The AMDIS Aladdin database 2 gives 
values for all three cross-sections that agree to within a factor o f a few, while 
the rate coefficients given by Huq et al. (1982) and Huq et al. (1983), for He and 
H2 respectively, are comparable to that for hydrogen. The reaction with H2 can 
nevertheless be om itted due to the small H2 abundance, but the reaction with He 
should be included; it becomes reaction number 29.

Thirdly, it is necessary to include the charge transfer reactions

He+ +  Ii -> He +  H+ (2.12)

and
He +  H+ —> He+ +  H (2.13)

in order to determine the He+ abundance correctly. This is important because,

2 http : /  /  www- amdis .iaea.org/aladdin .html
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as demonstrated in section 2.3, He+ recombination can be a significant secondary 

source of ionizing radiation.

It also proves necessary to distinguish between the two photodissociation reactions

H2 +  7 - + H + + e -  (2.14)

(reaction 24a) and

H2 +  7  —>■ H +  H+ +  e~ (2.15)

(reaction 24b). In optically thin gas, the first will generally dominate, but if the 

gas is optically thick then both will be significant.

On the other hand, I omit the photodissociation of H2 by photons above the 
Lyman limit (which Abel et al. include as reaction 28). In our applications it 
will always be negligible compared to photoionization (reaction 24) or two-step 
photodissociation (reaction 27); the reasons for this are discussed in section 2.4.

Finally, Abel et al. include the mutual neutralization reaction mentioned above 
but demonstrate that it will always be negligible. I omit it from my model.

Having made all o f these simplifications, we are left with a model containing nine 
chemicals and thirty reactions. These reactions are discussed in more detail in 
the following sections.

2.3 Collisional chemistry

H +  e-  —> H + +  2 e -  
He +  e_  —> H e+ +  2e~

H e+ +  e~ ->• H e++  +  2 e~

The rates for all three collisional ionization reactions are taken from Abel et al. 
(1997). The first two are based upon Janev et al. (1987), while the third is based 
on data from the AMDIS database. They have been calculated as functions of Te, 

the gas temperature expressed in units of eV. These fits should be accurate to 
within a couple o f percent. Less accurate fits, but with a much simpler functional 
form, are provided in Voronov (1997).

H + +  e_  —> H +  7

The rate o f recombination can be calculated exactly for hydrogen and for hy- 
drogenic ions such as He++ . In practice, since every excited state contributes,
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some degree o f approximation is necessary. Nevertheless, highly accurate rates 
can be calculated. I adopt the fits by Hui & Gnedin (1997) to the calculations of 

Ferland et al. (1992). These should be accurate to within 2 % for all temperatures 
o f interest.

The recombination rates for both case A and case B recombination are listed. 

Case A recombination includes recombination to all bound states; case B omits 
recombinations directly to the ground state. Case A generally applies in gas which 
is optically thin to ionizing radiation. On the other hand, case B is appropriate 
in optically thick conditions, when we can assume that the ionizing photons 
produced by recombination directly to the ground state are absorbed immediately 
by other hydrogen atoms. This is a good approximation as long as the mean free 
path o f the ionizing photons, given by

I =  (conn ) - 1  — O.Obn^ 1 pc, (2.16)

is small compared to any length scale o f interest.

H e+ +  e~ —> He +  7

The recombination rate for He+ cannot be calculated precisely, but can be approx­
imated to high accuracy (Drake, 1996). The rates listed are fits to the tabulated 
data o f Hummer & Storey (1998), who have calculated recombination rates for a 
range o f temperatures between 10 K and 25000 K, with an accuracy comparable 
to that o f the hydrogenic rates. At temperatures greater than 25000 K, the fits 
becom e extrapolations, but comparison with the rates listed in Hui & Gnedin 

(1997) (which remain valid until T =  5 x 105 K) suggests that the accuracy re­
mains reasonable. In any case, the high temperature recombination rate becomes 
dominated by dielectronic recombination. This involves the excitation of the 
bound electron during recombination and is not included in the calculations of 
Hummer & Storey. I list its contribution as a separate rate, which is taken 
from Aldrovandi & Pequignot (1973) and which should be accurate to within 5%.

The treatment o f Ide+ recombination in optically thick gas involves an added 
complication. The difference in energy between the least energetic excited state 
o f He+ and the ground state is greater than 13.6 eV. Consequently, He+ rec­
ombination produces photons capable of ionizing hydrogen. A detailed discussion 
of this effect is given in Osterbrock (1989); I summarize it here.

Recombination directly to the ground state produces photons which can ionize 
both hydrogen and helium. A fraction y of these photons will be absorbed by
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hydrogen, where
 n w M  ( 21?)

7iHO-20( t̂h) +  ^HeO-2l(^th)
and huth =  24.6 eV is the ionization threshold of He I . For primordial gas with a 

small fractional ionization and low H2 abundance, nne/^H — 0.08, and y =  0.677.

The effects o f recombination to the excited states are more involved, and depend 
upon the gas densit}'. However, in the low density limit, 96% of all recombinations 

result in the production of a photon capable of ionizing hydrogen.

The effects o f dielectronic recombination are similar. Excitation o f the bound 
electron ensures that the photon produced during recombination is unlikely to 

be able to ionize hydrogen, but the subsequent decay o f the excited electron 
will frequently produce an ionizing photon; for simplicity, we again take the 
probability to be 96%. It should be noted, however, that ionization of hydrogen 
due to dielectronic recombination is unlikely to ever be significant -  generally, 
hydrogen will be collisionally ionized at the temperatures at which dielectronic 
recombination dominates.

Combining these results, we see that the He+ recombination rate in optically thin 
gas is given by

t̂ot ^5a T  ^5di (2.18)

whereas in optically thick gas it is

ktot =  y(k  5a — k5b) +  k5b +  k̂ di (2.19)

In the latter case, it is accompanied by ionization o f hydrogen at a rate

R\on — [y{k$a — k^b) +  0.96(^56 +  k$di)] s 1 (2 .2 0 )
n h

The importance o f this contribution to the ionization rate will depend upon the 
ionization history of the gas. However, we can gain some insight into its likely 
importance by making a couple of simple approximations. If we assume that 
the gas is in photoionization equilibrium, and that charge transfer (and other 
chemical processes) can be neglected, then

17HeUHe '̂toíTe '̂He'̂ '} (2 .2 1 )

where i?He is the He I ionization rate. Using this relation, we can write the ratio 
of R\on to í?h (the ionization rate of hydrogen due to unprocessed radiation) as

R \ o n  y [ k $ a  ^5&) +  0 .9 6 (^ 5 6  T  k f y d i ' )  R } i e  ^He
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Evaluating this, we find that

R',on 0 . Ä  (2.23)
R-ii Rn

for all temperatures of interest. In optically thick gas illuminated by a hard 

ionizing spectrum, i?He will often be greater than Ru and thus He+ recombination 
can be an important source of ionization. 3. Including the effects o f charge transfer 
(reactions 30 and 31) will reduce this effect somewhat.

H e+ +  +  e“  ->  H e+ +  7

As He++ is a hydrogenic ion, its recombination rates can be obtained by a simple 
rescaling o f those for H+ . As before, case A is appropriate for optically thin 
conditions, while in optically thick gas we must consider the fate o f the emitted 

photons.

Photons produced by recombination to the ground state can ionize H, He or 
He+ and their fate will depend upon the relative abundances o f these three 
species. If the fractional ionization is small, then nHe+ «He and all o f the 
photons produced are absorbed by neutral hydrogen and helium. Consequently, 
recombination o f He+ proceeds at the case A rate even in optically thick gas. 
However, as the abundance of He++ will be even smaller than that of He+ , the 
photons produced by its recombination are unlikely to contribute significantly to 

the ionization rate.

H +  e~ —>■ H ~ +  7
A fit from Abel et al. (1997), based upon the photodetachment cross-sections 
o f Wishart (1979) and de Jong (1972), from which it can be obtained via the 
principle o f detailed balance. The resulting rate should be accurate to within 1% 
for 100 <  T <  104 K. At higher temperatures, the accuracy degrades, but this is 

unimportant; the rate is large and H-  is rapidly destroyed.

H “  +  H  -A H 2 +  e -
The fit is from Galli & Palla to the recent calculations o f Launay et al. (1991). 
Using the earlier results o f Browne & Dalgarno (1969), Abel et al. find a rate 
which lies within 10% at low temperatures, but differs by as much as 50% at 
high temperatures. Note, however, that significant uncertainty in this rate will

3As an alternative to this slightly awkward treatment, we could sim ply adopt case A  rec­
om bination rates, and solve explicitly for the radiative transfer o f the ionizing photons produced. 
However, the com putational cost o f doing this would be considerable, while adding little to the
accuracy
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generally have very little effect on the H2 abundance, as this reaction will always 
be very much faster than the formation o f H~.

H +  H + - »  H +  +  7

The fit is by Galli & Palla to the data o f Ramaker & Peek (1976). Recent 
calculations by Stancil et al. (1993) agree to within 3% over the temperature 

range.

H + +  H ^  H 2 +  H +

A rate independent o f temperature and consistent with the experimental mea­
surement o f Karpas et al. (1979) is generally adopted. The uncertainty is at least 
20% (corresponding to the error in this measurement). However, rates for this 
reaction differing by as much as a factor of six have been used in the literature 
(e.g. Culhane & McCray, 1995). Nevertheless, the speed of the reaction is such 

that any error in the final H2 abundance is likely to be small.

H 2 +  H + —>■ H + +  H

A rate from Galli & Palla, based on the cross-section of Holliday et al. (1971); 
no estimate o f the accuracy is given. Note that the corresponding rate in Abel 
et al. is incorrect at temperatures below 104 K; the cross-sectional data on which 
their fit is based is accurate only at higher temperatures. In practice, this is 
only significant if the fractional ionization is large, as the usual fate of the Hj 
produced in this reaction is to reform H2.

H 2 T  e —y 2 H -T e

The rate is a fit by Stibbe & Tennyson (1999) to their own calculational results. 
No estimate of the accuracy is given. Their parameterization is inaccurate at 
temperatures below T  =  7200 K; however, at lower temperatures this reaction 
proceeds extremely slowly and will not be important. Note that the rate o f this 
reaction is strongly dependant on the vibrational state of the molecule; the LTE 
rate is two o f orders o f magnitude larger than the v =  0  rate.

H 2 +  H —> 3H

This rate is the low density limit o f the rate computed by Martin et al. (1996) 
using quasi-classical trajectory calculations. It is comprised of two contributions: 
one from excitation to a classically unbound state (kcd) and the other from the 
formation o f quasi-bound states, which subsequently undergo dissociative tunnel­
ing (fcdt). These rates have rms errors o f 3.9% and 8.7% respectively; the total 
error is less than 1 0 % and will decrease as classical dissociation comes to domi­
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nate at high temperatures. While a fully quantal treatment would be desirable, it 
seems likely that it would make little difference to the rates -  the neglect o f purely 
quantal effects introduces significant inaccuracy into the quasi-classical treatment 

only for T & 600 Iv, at which temperature the dissociation rate is negligible.

H ~ +  e~ —y H  +  2e_

A fit by Abel et al. to data from Janev et al. (1987). This reaction becomes 
important only for T >  104 Iv; at lower temperatures, mutual neutralization 
(reaction 16) dominates.

H ~ +  H  ->  2H +  e“

Also from Abel et al. and based on Janev et al. (1987). The rate at low temper­

ature (T  is 103 K) is based on extrapolated data and is therefore quite uncertain; 
however, at these temperatures the formation o f H2 (reaction 8 ) is considerably 

more likely to occur.

H ~ +  H +  —>■ 2H

The rate o f this reaction is uncertain by an order o f magnitude, particularly at 
low temperatures. I use the rate from Galli & Palla, which is based on the cross- 
sectional data o f Moseley et al. (1970), as fit by Peterson et al. (1971). Abel 
et al. and Shapiro & Kang (1987) base their rates on different experimental 

data and arrive at different results. A better determination o f this rate is clearly 
desirable, particularly as it will be the main com petitor with reaction 8  at low 

temperatures. Nevertheless, as demonstrated by Palla & Zinnecker (1987), this 
reaction significantly affects the H2 abundance only when the fractional ionization 

is greater than 1 0 -2 .

H ~ +  H + —> +  e“
A fit by Galli & Palla, derived from the cross-section measured by Poulaert et al.

(1978). Abel et al. give a fit to the same data which differs by a few percent, 
well within the accuracy of the experimental data. In any event, this reaction 

will usually be unimportant as it is significantly less likely to occur than mutual 
neutralization (reaction 16).

H + +  e "  ->■ 2H

A fit by Abel et al. to the results of calculations by Schneider et al. (1994). It is 
incorrect for T <  100 K, but the free electron fraction at these temperatures will 
be negligible. As with mutual neutralization (reaction 16), it significantly affects 
the H2 abundance only for fractional ionizations greater than 1 0 -2 .
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H “  +  He ->■ H +  He +  e~
Tlie rate is taken from Huq et al. (1982). The data available in the AMDIS 
database has quoted errors o f between 10 and 25%; the error in this rate coefficient 
should be o f the same order o f magnitude.

He+ +  H  He +  H +  +  7  

He +  H + - »  H e+ +  H

Charge transfer from He+ to H must be included if we are to calculate the He+ 
abundance (and hence the ionization rate due to He+ recombination) correctly. 

The rate becomes comparable with that for He+ recombination when the frac­
tional ionization is small. The rate for reaction 30 is a fit by Stancil e t al. (1998)
to the data of Zygelman et al. (1989) for radiative charge transfer; the photons
produced have energies o f the order o f 11 eV, the difference in the hydrogen and 
helium ionization potentials. In energetic collisions, non-radiative charge trans­

fer, which leaves the helium atom in an excited state, is also possible. However, 
this has an activation energy o f several eV and thus at low temperatures radiative 
charge transfer dominates.

At high temperatures, the reverse reaction also becomes important. Above 104 K, 
the adopted rate is a fit from Galli & Palla to the calculations of Kimura et al. 

(1993). At lower temperatures, however, this fit significantly overestimates the 
rate. I have therefore fitted the low temperature portion of the Kimura et al. 

data with an alternative formula which incorporates the correct exponential tem­
perature dependance. This will inevitably be inaccurate, as it is based on only 
a few data points, but as the rate rapidly becomes negligible, the error in the 
resulting abundances should be small.

2.4 Photochemistry

Given the specific intensity I„(Q,<f>) of the incident radiation field, we can obtain 
rate coefficients from the radiative cross-sections listed in table 2 .1  by integrating 
over frequency and angle

/•27T /»7r /»OO T

k i =  /  /  l/ U'1 e~Tl' sin 9 du d6 d<j>. (2.24)
Jo Jo Jo

For an isotropic radiation field, this simplifies to

/ OO T

^ e - T" du. (2.25)
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Most o f the photochemical reactions involve continuum absorption, and the cor­
responding integral is straightforward to calculate numerically. A significant 

exception is the two-step photodissociation of H2 (reaction 27), also known as 
the Solomon process. This involves the excitation o f the H2 molecule to an ex­
cited electronic state, followed by its decay to the vibrational continuum of the 
ground state and consequent dissociation. It is not a continuum process; rather, 
it proceeds through absorption in a large number o f discrete spectral lines. This 
complicates determination o f the rate coefficient, as discussed below.

H  +  7 —> H + +  e~
H e +  7 —> H e + +  e~

H e+  +  7 -7  H e+ +  +  e~

The parameter e in the hydrogenic cross-sections is given by

e =  -  1 , (2.26)
V ^th

where the energy thresholds hvth are listed in table 2.3. These cross-sections are 
exact in the non-relativistic limit.

For He, no exact cross-section is available. Instead, I use the analytical fit to 
the cross-section presented by Yan et al. (1998), which has been specifically con­
structed to be accurate at high energies as well as near the ionization threshold. 
They estimate that it should be accurate to within 2% for photon energies less 
than 600 eV, degrading to around 5% at higher energies.

At large photon energies, the double ionization o f helium is possible:

H e +  7  -7  He++ +  2e~. (2.27)

This has a threshold energy of 79.0 eV, and its cross-section is typically a few 
percent o f that for single ionization (for the same photon energy). As we show 
below, this is smaller than the uncertainty in the ionization rate arising from 

secondary ionization and we can safely ignore it.

For very large photon energies, Compton ionization becomes important. In this 
process, an energetic photon is inelastically scattered by a bound electron, which 
acquires enough energy to escape. As the Compton cross-section only becomes 
significant for photon energies greater than a few keV, a single photon can be 
responsible for many ionizations. In practice, however, the gas will almost always
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be optically thin at these energies, and Compton ionization is therefore only 
important in the limit o f very high column density.

Another, more important, effect of high energy photons is secondary ionization. 
This can result whenever the photo-electron produced during photoionization 
has enough kinetic energy to collisionally ionize other atoms or molecules. As the 

kinetic energy is given by

this can be significant for radiation with hu histh-

Secondary ionization calculations are complicated by the large number o f possible 
destinations for the kinetic energy. As well as being lost to ionizations, it is also 
lost in excitations o f hydrogen and helium (and H2 , if present). Additionally, a 
fraction is lost as heat.

The process has recently been studied by Dalgarno et al. (1999), who determine 

the fate of the energy for a wide variety o f initial electron energies, gas com po­

sitions and fractional ionizations. Their ionization results are expressed in terms 
of the mean energy per ion pair W , defined as

where N-lon is the number o f secondary ionizations produced. Clearly, given their 
determination o f W (E )  for a particular type of ionization, we can calculate N-lon 
as a function o f energy, and hence obtain the ionization rate

gas and the shape of the incident spectrum. The ionization cross-sections for 
hydrogen, helium and H2 all fall off sharply with increasing frequency, so when 
the gas is optically thin, the ionization rate is dominated by photons near the 
ionization threshold. In this case, the effect of secondary ionization is small. In 

optically thick gas, however, the flux at these wavelengths is highly attenuated, 
the ionization rate is dominated by higher energy photons and the importance 
of secondary ionization is correspondingly greater. Thus, as the optical depth 
increases, the importance o f secondary ionization grows.

Various sources of error are present in our determination of N\on, and hence in the 
ionization rate. To begin with, Dalgarno et al. (1999) present results for a limited

E =  his — histh, (2.28)

The importance o f secondary ionization depends upon the optical depth o f the
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number o f photon energies; values for other energies must be interpolated. The 
inaccuracy introduced by this interpolation is greatest at low energy, where W  
varies rapidly; at higher energies, W  tends to a constant value and the inaccuracy 
is small. Other errors result from the fact that none o f the hydrogen-helium 
mixtures considered by Dalgarno et al. is a perfect match to primordial gas -  the 
closest match has a fractional helium abundance o f 0 .1 , which is rather too high -  
and because all of the rates depend upon the fractional ionization, necessitating a 

further interpolation. Finally, a degree of uncertainty is inevitably present in the 
atom ic data upon which the calculations are based. Taken together, these factors 
lead to an uncertainty o f around 10 -  15% in the value o f N\on. The resulting 
uncertainty in the ionization rate clearly depends upon the shape o f the incident 
spectrum.

A final source of photoionization is the recombination o f He+ and He++ . This 

has already been discussed and I do not consider it further here.

H -  +  7 —»• H +  e-

A fitting formula from Shapiro & Kang (1987), accurate to within 10%. For 
frequencies between 2 x 1014 Hz and 2 x 1015 Hz the tabulated data o f Wishart
(1979) is also available, with an accuracy of better than 1%. The threshold energy 
for this reaction is 0.755 eV.

H 2 +  7  —> Hij~ +  e 
H 2 +  7 -7  H  +  H + +  e -

The threshold for photoionization of H2 to H+ is 15.42 eV, while above 18.08 eV, 
dissociative ionization also becomes possible. Frequently these two processes are 
combined, together with double photoionization,

H2 +  7 —>■ 2H+ +  2e_ (2.31)

into a single cross-section. However, this is not suitable for my purposes, as H2

ionized to H+ will quickly re-form via reaction 10, while that ionized to H +  H+

will not.

Accordingly, I adopt cross-sections of the form

024a =  [1 -  f ( x ) ]  cr24 (2.32)

for simple ionization and

0-246 =  f ( x )  0-24 (2.33)
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for dissociative ionization, where a24 is the total H2 photodissociation cross- 
section. This is listed in table 2.1, and is based on the work of O ’Neil & Reinhardt 
(1978), Wilms et al. (2000) and Yan et al. (1998). The fraction of the total cross- 
section contributed by dissociative ionization, f ( x ) ,  can be calculated from the 
results of Samson & Haddad (1994); I find that

i 0 x <  0 eV
f ( x )  =  4.34 x 10-3r  0 <  x <  50 eV (2.34)

{ 0.22(a;/50)_O1 x >  50 eV

where x =  E  — E q, and E q =  18.08 eV  is the dissociative ionization threshold. 
This fit does not properly reproduce the structure in the cross-section at low 
energies (E  <  50 eV) but in optically thick conditions, the contribution from this 
portion will be small.

This treatment neglects the contribution from double photoionization, but this is 

never larger than a few percent, comparable to the error in cr24, and can be safely 
neglected.

H +  +  7  H  +  H +

The fit given by Abel et al. to the calculations of Stancil (1994) appears to 
be erroneous; it gives a cross-section that is many orders o f magnitude smaller 
than the true one. In its place, I use fits from Shapiro & Kang (1987), based on 
the data o f Dunn (1968). These will be inaccurate at high energies, but this is 
unlikely to significantly affect the dissociation rate, which will be dominated by 
radiation below the Lyman limit.

This rate is appropriate -when all o f the H j is in the ground state, and will 
underestimate the dissociation rate at high redshift (z  J> 200) where the CMB 
populates excited vibrational states.

H +  +  7  2H +  +  e -

Above a threshold of 30.0 eV, this alternative form of photodissociation is 
possible. The rate is taken from Shapiro & Kang (1987) and is based on the data 
of Bates & Opik (1968).

H 2 T  'y ■—y —y 2H

The binding energy of H2 is 4.476 eV, but photons of this energy have little 
chance o f dissociating H2 as the simplest dissociative transition -  excitation to 
the vibrational continuum of the ground state -  is strongly forbidden (Field et al., 
1966). Transitions to b3 E+, the least energetic of the excited electronic states, are
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also forbidden. Consequently, Ep photodissociation can take place only through 
higher energy states.

The primary route for H2 photodissociation is the Solomon process (Stecher & 
W illiams, 1967). 4 This involves excitation to the Lyman ( B 1S + ) or Werner 
( C 1]!^) states followed (some fraction o f the time) by radiative decay to the 

vibrational continuum of the ground state. As a number o f vibrational levels are 

accessible in each excited state, photodissociation takes place through a number 
of discrete absorption lines, known as the Lyman and Werner band systems.

The Lyman and Werner states both contain a large number o f bound rotational 
and vibrational levels. However, transitions to these levels are governed by selec­

tion rules which significantly reduce the number which are accessible. Specifically, 
transitions involving a change o f parity must leave the rotational quantum num­

ber, J , unchanged; conversely, transitions involving no change o f parity must 

change J  by plus or minus one. There is no corresponding selection rule for 
the vibrational quantum number, although transitions requiring energies greater 
than 13.6 eV will be strongly suppressed by hydrogen continuum absorption in 

optically thick gas.

Applying these rules to the Lyman state, which has the same parity as the ground 

state, we find that:

• If the initial rotational quantum number Jt >  1 then only two rotational 

levels are accessible for each vibrational level in B.

• If Ji =  0, then only one rotational state ( J — 1 ) is accessible for each 
vibrational level.

The Werner state is more complicated, as it is actually split into two states of 
very similar energy but differing parity, C+ and C~; C+ has the same parity as 
the ground state. Additionally, there is no J — 0 level in C -  the contribution of 
the electron orbital angular momentum ensures that the total angular momentum 

must be non-zero. In this case:

• If Ji >  2  then two rotational levels are accessible for each vibrational level 
in C+ , but only one per level in C~.

4Named for P. M. Solomon, who first drew attention to its importance.
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• If Ji =  1 then there is only one accessible rotational level per vibrational 

level in both C+ and C~.

•  If J i — 0 then there is again only one accessible rotational level per vibra­

tional level in C+ , while C~ is inaccessible.

A little consideration shows that molecules which are excited to the Lyman or 
Werner states and then decay to the ground state preserve their character as 
either ortho or paxa-hydrogen.

The total photodissociation rate can be written as

^dis^H2 = ^   ̂k ¿ ¡sjT ii (2.35)
i

where n¡ is the number density o f molecules in some rovibrational level I o f the 
ground state, and k¿[sj  is the photodissociation rate due to transitions out o f I. 
The latter is given in turn by

d̂is,Z ^  ' Cut fd\s,u (2.36)
u

where (u¡ is the pumping rate -  the rate o f transitions from I to some level u in 

one of the excited states -  and fdis.u is the dissociation probability -  the fraction 
of decays from u which end in the vibrational continuum of the ground state and 
hence result in dissociation. The pumping rate for a particular transition is given

by
f'2'K /*7T poo T

Cui =  J  J  I  —p  l'-e~Tu sin 6 du dé1 def> (2.37)

where is the radiative cross-section for that transition. If we ignore the very 
small correction for stimulated emission, then au can be written as

cr„ =  2.654 x 10“ 2 /o sc^  cm-2 , (2.38)

where / osc is the oscillator strength and </>„ the line profile.

Optically thin gas

At frequencies below the Lyman limit, the continuum opacity o f primordial gas
is very small (Lenzuni et al., 1991) and r„ is determined almost entirely by H2
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self-absorption. 5 W hen the H2 column density is small, this is negligible and we 
can write the pumping rate as

* 2 7 r  /»7 r  / » o o

10 JO
Cui =  I I I sin 9 dv d8 dcf) (2.39)

If we assume that I„ is isotropic, and that the line widths are sufficiently small 

that the line profile can be approximated as a delta function, then

Cui =  0 . 3 3 4 ( 2 . 4 0 )  
hvui

where uui is the frecprency at line centi'e.

W ith these approximations, the photodissociation rate out o f level I becomes

fcdi.,/ =  £  0.334f oscJ A,sJ - ^ ± .  (2.41)
u u^

This rate depends only on the incident spectrum and atomic data, and thus is 

independent o f the density and temperature of the gas. The total rate, on the 

other hand, depends upon the populations o f the various excited levels of H2, 
which themselves depend upon density and temperature. We know from the 
discussion in section 2 . 2  that the populations o f the excited vibrational levels are 
always very small; the same is not true o f the excited rotational levels.

Nevertheless, let us assume for the moment that all of the H2 is in the form of 
para-hydrogen, with J  =  0. In this case, the total photodissociation rate is simply

kdis =  0.334 y  f OSCiU fdis,u~T~~~  ̂ (2.42)
“  huvi
U =  1

where we sum over the 25 possible transitions which have energies less than 

13.6 eV.

The value o f kdis clearly depends upon the incident spectrum. If / „  is constant, 
then it can be taken out of the sum and calculation o f kdis becomes trivial. Us­
ing oscillator strengths and frequencies from Abgrall et al. (1993a,b) and Roueff 
(1997), plus dissociation probabilities from Abgrall et al. (2000), we find that

kd-is — 1.38 x  109 Iu s-1 . (2.43)

5 Absorption in the Lyman-series lines o f atom ic hydrogen also becomes im portant at high
column densities.
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This is in good agreement with the value obtained by Abel et al. (1997) under 

similar assumptions. 6

This expression remains a good approximation in the more general case where /„  
is allowed to vary over the range of wavelengths encompassing the Lyman-Werner 
bands, as long as we replace /„  with / (¿>), where hu =  12.87eV (Abel et al., 1997). 

This frequency corresponds to transitions to the v =  13 vibrational level o f the 
Lyman state, which lies in the middle of the set of transitions that dominate the 
photodissociation rate. The accuracy o f this approximation is surprisingly good, 
with the constant of proportionality varying by no more than a few percent for a 

wide range o f different spectra.

If we relax the assumption that all of the H2 has J — 0, little changes. More 
transitions becom e available, but each set of transitions has a smaller number of 
absorbing molecules associated with it, so the overall change in the photodisso­

ciation rate is small. For gas with rotational levels in LTE at a temperature of 
1 0 0 0  Iv, the photodissociation rate rises by less than 1 0 %, to

kdis =  1.50 x 109 / ( P ) s “ 1 . (2.44)

Optically thick gas

So far, we have assumed that the gas is optically thin to Lyman-Werner band 

radiation. For H2 column densities Ah2 iL 1014 cm -2 , however, the stronger lines 
begin to self-shield and this assumption breaks down. My treatment in this case 
follows that o f Draine & Bertoldi (1996). We begin by writing the pumping rate 
as

/47T p o o  T

I  dz/dfl, (2.45)

where clQ =  sin 9 c\9 d4> is an element o f solid angle. If the radiation field is 

isotropic, then the angular dependence o f this equation comes purely from the 
optical depth, which can be written as

r-R
a (r)n¡ dr, (2.46)

for any particular line o f sight. Here r is the distance along the line of sight, and 
R the distance to the boundary o f the protogalaxy. In general, ay depends on r

sNote that their parameter j„  corresponds to AirR.



2.4: Photochemistry 103

in two ways -  through local variations of the temperature or small-scale velocity 
field, that change the Doppler width of the line, and through the effect o f any
large-scale velocity gradient, which can cause absorption from distant gas to be

Doppler-shifted relative to that from nearby gas. If we assume, however, that 
both o f these are negligible, then equation 2.46 reduces to

r„ =  avN u (2.47)

where Ni is the column density o f molecules in level I along the line o f sight. In 
this case, the pumping rate becomes

/4tt rco i _
/  - f ^ T ^ d i / d i i .  (2.48)

JO JO

Alternatively, we can write this as

hv

Cui =  f ' %  d ii. (2.49)
' 0 d ft

where
d ^ =  f  [ ^ e-a„Nt(ci) du_ (2.50)
ClO Jq hlS

As long as h  does not vary significantly over the width o f the line, this can be 
simplified to

d  Cul _  f ° ° ______ -a„JV,(i2)
dD h Jo v

If we now make the identification (Draine & Bertoldi, 1996)

d w *  r  . „-.„at,

ave - a'’N'W  —  . (2.51)

dlV, J o v

where W ui is the dimensionless equivalent width o f the line

aye-  ' — , (2.52)

/OO 1

[ l - e - ^ N l )  — , (2.53)
io

then the pumping rate becomes

dCiii I(vo) dWui
dn h d Ni

Summing over levels, we find that the total photodissociation rate becomes

(2.54)
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Thus, to determine the photodissociation rate, we need to know the level pop­
ulations ni and the associated column densities iV/(0 ); the latter can be used 
to calculate dW ui/ dNi, by means of the numerical approximations presented in 

Rodgers & Williams (1974).

In the limit o f large column densities, this prescription must be adjusted, to 
prevent W ui increasing without limit. As noted by Draine & Bertoldi (1996), this 
unphysical behaviour is due to our neglect of line overlap (and o f absorption by 
neutral hydrogen). Following Draine & Bertoldi, we can account for these effects 

by making use o f a modified equivalent width, W , defined by

dW ui d W ui .
dNt ~  dNi €XP  ̂ Wtot/Wma*)' (2‘56)

where
15

w ** =  E  E  W ui+ E  n )- (2-57)
l u  n = 3

and IFjnax is the total equivalent width of the portion of the spectrum contain­
ing the Lyman-Werner bands -  this is roughly 1 1 1 0  >  A >  912 A, so W max =  
ln( 1110/912) ~  0 .2 . Our expression for W tot includes the equivalent width of 
all o f the Lyman lines from Ly/3 up to n =  15; the higher lines blend together 
into a continuum. These widths are calculated using transition probabilities from 
Brocklehurst (1971).

Since the photodissociation rate depends upon the level populations, this means

that, in theory, we should calculate these for all of the bound levels of H2 . In
practice, this is unnecessary; as we saw previously, the only levels to acquire sig­

nificant populations are the first few rotational levels. Nevertheless, the need to 
track even these levels still imposes a significant burden of extra work -  as we 
shall see later, the small equilibrium timescales associated with the rotational 
levels force us to use very short timesteps to simulate the evolution o f the gas. It 
is therefore useful to investigate the contribution of these levels to the photodis­
sociation rate -  how much difference do they actually make?

In figure 2.4, I plot the photodissociation rate obtained for 1000 K gas for four 

different assumptions about the level populations. All four rates are normalized 
by their optically thin values, which differ by only a few percent. The solid line 
assumes that all o f the H2 is in the form of para-H2 and in the ground state; 
this corresponds to the assumption made by Abel et d . (1997). The dashed line 
assumes that the ortho to para ratio is 3:1, but again assumes that all of the H2 is
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in the ground state. The dot-dashed line assumes that the level populations are 
those set by statistical equilibrium between collisional excitation and collisional 

and radiative de-excitation in gas with neutral hydrogen number density nn — 
1 cm -3 , which is a reasonable approximation for protogalactic gas outwith the 
core regions. Finally, the dotted line assumes that the level populations have 
their thermal equilibrium populations.

Figure 2.4: Photodissociation rates for H2 for various different sets o f level popu­
lations -  pure para-hydrogen with no excited levels (solid line); a 3:1 ortho-para 
ratio, but no other excited levels (dashed line); statistical equilibrium at 1000 K, 
for a neutral hydrogen number density nh =  1 cm - 3  (dot-clashed line); thermal 
equilibrium at 1000 Iv (dotted line). In each case, an H2 abundance o f 10~ 4 is 
assumed.

At low column densities, we already know that the level populations make little 
difference. Figure 2.4 demonstrates that the same is also true at high column 
densities, where absorption by neutral hydrogen causes the photodissociation rate 
to fall off sharply. 7 For intermediate column densities (1014 <  IVh2 <  101 8 cm -2 ), 
the differences are much more pronounced. The reason for this is easily explained.

7Note that my calculations assume an H2 abundance o f 10~4, and thus the H2 column
density at which the rates fall off sharply, Nu2 =  1019cm ~2, corresponds to a neutral hydrogen
column density o f Nn =  1023 cm - 2 .
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We can write the contribution o f any particular level to the photodissociation rate

as

k  =  Ciflfirii (2.58)

where ( ¿ i0 is the dissociation rate in optically thin gas, and is a correction for 
self-shielding. This can be written in terms of the photodissociation rate from 

the ground state as

—  =  A l A l h .  (2.59)
ko Co,o fo no

Now, we know that the optically thin rates are very similar, so this tells us that 
excited states will contribute significantly to the photodissociation rate in two 
situations -  if they are highly populated compared to the ground state, which is 
unlikely, or if they self-shield far less than the ground state. The latter is the case 

for intermediate column density H2 .
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Figure 2.5: The ratio o f the photodissociation rates plotted in figure 2.4.

Another view of the magnitude of this effect is given in figure 2.5, where I have 
plotted the various photodissociation rates as ratios of the smallest one (i.e. that 
for pure para-hydrogen, with no excitation). We see that in the worst case, the 
difference in the rates is more than an order of magnitude. In reality, of course,
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we would generally model the H2 as a mixture o f ortho and para-hydrogen, and 
the true level populations would more closely resemble the statistical equilibrium 

ones, so the discrepancy would not be as large. I shall return to this point in 
chapter 4.

Scattering

So far we have implicitly assumed that none of the photons absorbed, whether by 

neutral hydrogen or H2, are re-emitted; in other words, that there is no scattering 

of Lyman-Werner photons. In reality, o f course, there will be some scattering -  
the question is whether this will be significant.

Scattering by neutral hydrogen can readily be shown to be unimportant. The 
fact that the Lyman series lines do not, in general, coincide with the H2 lines, 
together with the large abundance of H relative to H2, im ply that the probability 
o f a Lyman series photon being absorbed by H2 is very small. Rather, these 

photons are scattered many times by hydrogen atoms until they either escape, or 
are converted to lower energy photons (Lym an-a, plus one or more visible/infra- 
red photons). Their effect on H2 is negligible.

Scattering by H2 is rather more important, but still proves to have only a small net 
effect on the photodissociation rate. The reason is that although roughly 85% of 
Lyman-Werner absorptions do not result in dissociation, very few o f these result 
in the re-emission o f a Lyman-Werner band photon either. Rather, the m ajority of 
excited H2 molecules decay first to an excited vibrational level in the ground state, 

producing a photon redwards of 1 1 0 0  A, only decaying thereafter to the ground 
state. Moreover, the probability o f a re-emitted photon subsequently causing a 
dissociation is again only 15%. Thus the net contribution to the photodissociation 
rate is small, and can generally be ignored.

Photodissociation above the Lyman limit

So far, I have considered only photons below the Lyman limit. Including those 
above the Lyman limit would result in an increased photodissociation rate, as 
more vibrational and rotational levels in the Lyman and Werner states become 
accessible. Additionally, various other photodissociation reactions becom e possi­
ble at higher energies. These include two-step photodissociation via higher energy
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Rydberg states such as B* (Abgrall et. al., 2000), or absorption into the con­
tinua of the Lyman and Werner states (Allison & Dalgarno, 1969; Glass-Maujean, 

1986).

A complete treatment o f H2 photodissociation should include all o f these effects. 
However, in practice, there is little to be gained by doing this. All o f these 

processes are effective only near the Lyman limit, where absorption by neutral 
hydrogen will strongly attenuate the flux. At higher energies, If2 photodisso­
ciation (reaction 24) dominates, by several orders o f magnitude. Since, in the 

protogalaxies studied in this thesis, there is always far more atomic than molec­
ular hydrogen, this suggests that photodissociation by any of these routes will 
never be important and can be neglected.

2.5 The cooling function

Although primordial gas chemistry is clearly of interest in its own right, our main 

concern is its effects upon the thermal evolution o f protogalactic gas. Accordingly, 
in this section I briefly discuss the processes responsible for heating and cooling 
the gas. These are summarized in table 2.6. Briefly, cooling at low temperatures 
(T  <  104 K) is dominated by molecular hydrogen, at intermediate temperatures 
(104 K <  T <  106 K) by collisional excitation of hydrogen and helium, and at 

high temperatures (T  >  106 K) by thermal bremsstrahlung. The other processes 
listed are generally less important.

2.5.1 Collisional excitation

The basis of collisional excitation cooling is simple: collisional excitation of an 
excited state, followed by radiative de-excitation, results in the production o f one 
or more photons. As long as these photons can escape from the gas, the net result 
will be a loss of thermal energy.

In optically thin conditions, the cooling rate per unit volume due to transitions 
from an upper state u to a lower state I is given by

Aul   Tlû -ulEul , (2.60)
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Collisional excitation

H Ai =  7.5 x 10- 1 9  ^1 +  T ^ 2̂ j exp (~-l 1j)348) ue «H Cen (1992)

He A 2 =  1.85 x 1 0 -29T°-O82exp ( - 239000) ne nHe Bray et al. (2000)

He+ A 3 =  5.6 x 1 0 _ 1 7T _ o '33 exp (~ 473636) ne nHe+ Aggarwal et al. (1992)

II2 See text —

Chem ical changes
See text

Bremsstrahlung
—

A 4 =  1.426 x 10~2'Z ? (g f f )n e rii Spitzer (1978)

C om pton scattering

A 5 =  1.017 x 1 0 - 37Tr4(T  -  Tt) ne Peebles (1993)

Photoionization/photo dissociation

See text

Table 2.6: The main sources of heating and cooling in primordial gas. All rates 
are in units o f erg cm - 3  s-1 .

where nu is the number density o f particles in the upper state, A ui is the spon­
taneous decay rate and Eui is the energy of the transition. To link this to the 

collisional excitation rate, we need to understand how the upper state is popu­

lated.

If we assume the various states to be in statistical equilibrium, then at low den­

sities we have
^uAui — qiuninc, (2.61)

where qiu is the collisional excitation rate for collisions with a partner of number 
density nc, and we have assumed that radiative pumping is unimportant. In this 

case, the cooling rate becomes

(2.62)
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The total line cooling rate can then be obtained by summing over all possible 

transitions. 8

At higher densities, collisional de-excitation cannot be neglected and the cooling 
rate must be modified. If we again assume statistical equilibrium, then we have

nuA ui +  quinunc =  qiuninc (2.63)

and the cooling rate becomes

.  AuiEuiniqiunc 11
I ' - u l  a | (^Z.04J

**-ul \ Qul'H'c

which can be written in terms o f the low-density cooling rate, A u¡{n —> 0), as

A«< =  <2-65>J- i nc/ 77-crit

where ncr¡t =  A ui/qui. Again, the total rate is given by summing over the rates 

for the individual transitions, recalling that the value o f ncrjt depends upon the 
transition.

If the optical depth o f the emission lines is large, this can also significantly affect 

the cooling rate, as the emitted photons will be absorbed and re-emitted many 
times before escaping from the gas. As long as they escape e v e n tu a l ly , this does 
not matter. However, in the period between each absorption and re-emission, 
there is a small chance that the absorber will undergo collisional de-excitation, 
returning the energy o f the photon to the gas.

If we denote the probability that a photon will escape before being absorbed as 

pe and the probability of collisional de-excitation as pd, then, in the limit of a 
large number of scatterings, a fraction

/esc =  — T —  (2 .66)
Pe +  Pd

of the photons will eventually escape from the gas. At any point in the gas, pe is 
given by

/*47T poo

pe =  /  /  sin 0 du dfl (2.67)
Jo Jo

where cj)v is the line profile. In general, the value o f this integral will depend upon
a number o f factors, such as the position within the cloud and the details o f the

8Note that this assumes that only one type o f collision is significant. This is frequently the 
case -  for example, collisions with electrons dominate the atomic line cooling rates -  but if not, 
it is straightforward to adapt the equations.
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velocity field. However, a good approximation, valid when the emission lines are 
strong and there is no coherent large-scale velocity field, is given by (Emerson, 
1996)

Pe =  (2.68)
OTq

where To is the optical depth at line centre.

Compared to this, pd is much simpler to calculate, being given at any point by

Qtotn c / r >  cn\
Pd =  ~A :----------  (2.69)

Htot +  ?tot^c

where A tot and qtot are the spontaneous and collisional transition rates, summed 
over all available states.

Hydrogen and helium

Radiative transitions in H, He and He+ occur much faster than collisional tran­
sitions for all densities in our range o f interest. Consequently, pd is very small, 
and thus although pe is also small, we find that f esc ~  1. Moreover, the large 
transition probabilities also ensure that only the ground state o f each atom is 
significantly populated, thereby substantially simplifying the calculation o f the 

cooling rates.

In cosmological applications, the most com m only used set of cooling rates is 
that first presented by Black (1981) and corrected for high temperatures by Cen 
(1992). However, the atomic data on which these rates are based is now at least 
two decades old, and it seems sensible to assess their accuracy.

In the case o f hydrogen, the Black (1981) cooling rate is based upon direct calcula­
tion o f the excitation rate to the 2 s and 2 p states, supplemented with approximate 
excitation rates for a large number o f higher energy states. These are obtained 
by an appropriate scaling o f the results for 2 p, as outlined in Gould &; Thakur 

(1970).

Calculations o f excitation rates to some of these excited states have undoubtedly 
improved over the past two decades, but current calculations still have uncertain­
ties o f between 1 0  and 20% and include only a handful o f states (Callaway, 1994). 
Thus, while some improvement to the Black (1981) rate could be made, it is not 
clear that the gain in accuracy would be particularly great.
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On the other hand, the cooling rates for He and He+ are in need of revision. The 
values listed in Black are based upon excitation to a small number of states and 

thus underestimate the true cooling rate. In both cases, recent calculations allow 

for a substantially better treatment.

My cooling rate for He is derived from the work of Bray et al. (2000), which 
incorporates the first 28 excited states of He. The fit presented in table 2.6 is 

accurate to within 10% for temperatures in the range 3.75 <  lo g T  <  5.75; this 
is comparable to the accuracy of the underlying data. At low temperature, the 
cooling rate drops off exponentially and excitations from the small number of 
atoms in the metastable 23S level come to dominate. However, the effect o f this 

is negligible compared to H excitation cooling at the same temperature, and need 
not be included.

For He+ , a cooling rate can be derived from the data o f Aggarwal et al. (1992), 

valid for temperatures in the range 5000 <  T  <  5 x 105 K. This is based upon 
excitation to the first five excited states of He+ , and as such will still underes­

timate the true cooling rate, but it is a significant improvement over the rate 
given by Black (1981), which includes only the first two excited states. The fit 

may become inaccurate at higher temperatures, but at these temperatures most 
of the He+ will have been collisionally ionized to He++ , and bremsstrahlung will 
dominate the cooling.

M o le cu la r  h y d rog en

As dipole transitions between different rotational and vibrational levels of Ii2 are 
forbidden, spontaneous transitions are quadrupolar, with correspondingly small 
transition probabilities. This has two consequences for H2 cooling. Firstly, the 
optical depths o f the rotational and vibrational lines are small, and line-trapping 
becomes significant only for very large H2 column densities (Nu2 k  1 0 23 cm -2 ).

Secondly, the small transition probabilities allow significant populations to build 
up in excited levels at fairly moderate densities. Consequently, accurate treatment 
of H2 cooling must include cooling from these levels as well as from the ground 
state.

Accurate determination of the H2 cooling function is also hampered by the com ­
putational difficulties involved in accurate determinations o f the collision rates.
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In particular, the rate coefficients for H -H 2 collisions, which dominate the cool­
ing, are highly sensitive to the detailed form of the interaction potential (Galli 
& Palla, 1998). In view of this, it is not surprising that a number o f different 

calculations of the H2 cooling rate exist in the literature (Hollenbach & Mckee, 
1979; Lepp & Shull, 1983; Martin et al., 1996; Galli & Palla, 1998; Tine et al., 
1998; Le Bourlot et al., 1999), nor that there is often substantial disagreement 
between the different rates.

Recently the situation has improved, thanks both to increasing computational 

power, and also to the development of more accurate interaction potentials, such 
as that o f Boothroyd et al. (1996). The most accurate calculations at the present 
time are probably those o f Le Bourlot et al. (1999). These involve a fully quan- 
tal treatment o f non-reactive H -H 2 scattering (Flower, 1997; Flower & Roueff, 
1998a), supplemented with an appropriate prescription for including the effects 
of reactive scattering. They also include the effects o f collisions with He (Flower 

et al., 1998), H2 (Flower & Roueff, 1998b) and H+ (Gerlich, 1990).

The calculations assume that the level populations are in statistical equilibrium, 

with negligible formation or destruction of H2, and the resulting cooling rate is 
com puted for a wide range o f densities, temperatures, H2 abundances and ortho­
para ratios. The computed rates are available at h ttp :/ /c c p 7 .d u r .a c .u k /.

2.5.2 Chemical changes

Changes in the chemical composition o f the gas can lead to changes in its thermal 
energy. Energy is removed by endothermic reactions, such as collisional ioniza­
tion, and produced by exothermic reactions, such as H2 formation. In practice, 
however, the effects are usually small compared to the other sources o f heating 
and cooling, and are included here primarily for completeness.

The rates all have the same basic form:

A i =  AEiki rii n2. (2.70)

The cooling rate A* is given by the reaction rate multiplied by the net change in 
the thermal energy o f the gas. In reactions such as collisional ionization, this is 
simply equal to the net change in binding energy; for example, H ionization leads 

to cooling at a rate

A =  2.176 x 10- u A;i nu ne erg s- 1  cm -3 . (2-71)

http://ccp7.dur.ac.uk/
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Other reactions that follow this pattern include the collisional dissociation of H 

(reactions 14,15 and 29) and of H2 (reactions 12 and 13).

In reactions such as recombination, on the other hand, the energy released by the 
reaction is radiated away, and so does not alter the thermal energy. Moreover, the 
kinetic energy o f the recombining electron is also radiated away. Recombination 
consequently leads to cooling, with A E  in this case being given by the mean 
kinetic energy o f the recombining electron. Cooling rates for the various reactions 
are given in Hui & Gnedin (1997). Reactions such as H_ formation (reaction 7) 
and formation (reaction 9) also lead to cooling in a similar fashion (Shapiro 

& Kang, 1987).

Finally, H2 formation, whether via H_ or H j , is exothermic, but deposits its 
energy into rotational and vibrational excitation of H2, from where it is generally 
radiated away. It leads to significant heating only at high densities.

2.5.3 Bremsstrahlung

At temperatures greater than 106 K, primordial gas becomes fully ionized, and 
cooling by collisional excitation is no longer possible. At these temperatures, the 
cooling function becomes dominated by bremsstrahlung. At lower temperatures, 
it is of far less importance and plays no direct role in the cooling of most proto­
galaxies. However, it does play an important role in the cooling o f the hot gas 
produced by supernovae, and can be an important source o f soft X-rays.

The frequency-averaged Gaunt factor appearing in the cooling rate is given by 
(Spitzer, 1978)

. _  f 0.79464 +  0.1243 lo g (T /Z 2) (T /Z 2) <  3.2 x 105 1<
{9 f f ' \ 2.13164 -  0.1240 log ( T /Z 2) ( T /Z 2) >  3.2 x 105 K  ̂ 7 >

2.5.4 Compton scattering

Free electrons within the gas will Compton scatter CMB photons, and will gain or 
lose energy depending upon whether the radiation temperature is higher of lower 
than the gas temperature. The net effect is to drive the gas temperature toward 
the radiation temperature. At high redshifts, this effect is very important, and 
keeps the IGM temperature closely coupled to the CMB temperature. However,
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the rate falls off as z4, being dependent on the radiation energy density, and below 
2  ~  200 it is no longer able to prevent the IGM from cooling adiabatically.

2.5.5 Photoionization and photodissociation

Photoionization causes heating because some fraction o f the kinetic energy o f the 
ejected photo-electron is inevitably transferred to the thermal energy o f the gas. 
The heating rate is given by

rOO T
r ion =  47t /  J ^ v (E )e~ T" dzy (2.73)

Jo his

for an isotropic radiation field, where au is the appropriate ionization cross- 

section, E  is the kinetic energy of the photo-electron, and r/(E) is the energy- 
dependant heating efficiency. At low energies, rj(E) =  1 , but it falls off consider­

ably once the electrons becom e energetic enough to cause secondary ionization. 
Values o f 77 for a range o f energies, gas compositions and fractional ionizations 
have been computed by Dalgarno et al. (1999); using their values, we obtain a 
heating rate that is accurate to within 25%.

Photodissociation of H2 also heats the gas, with each dissociation typically pro­
ducing 0.4 eV  o f heat (Black & Dalgarno, 1977). This gives a net heating rate 

of

r pd = 6.4 x 10- 13A:27nH2 erg s - 1  cm -3 . (2.74)

Additionally, photoionization o f H2, and Id-  all heat the gas, but generally 
at rates that are too small to be important.

2.6 Summary

The approximations discussed in section 2.2 leave us with a simple chemical 
model. H2 is formed via the molecular ions H~ or (reactions 7-10) and 
destroyed by collisions with H+ , e~ or H (reactions 11-13), by photoionization
(reaction 24) or by photodissociation (reaction 27). H~ is formed by radiative
association (reaction 7); as well as being destroyed during H2 formation (reaction 
8 ), it is also destroyed by collisional dissociation by electrons or neutral atoms 
(reactions 14,15 and 29), by reactions with H+ ions (reactions 16 and 17) or by 
photodissociation (reaction 23). Similarly, Ĥ " is formed by radiative association
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(reaction 9) and is destroyed by H2 formation (reaction 1 0 ), by dissociative rec­
ombination (reaction 18) and by photodissociation (reactions 25 and 26). Since 
the formation o f H~ and Hj depend upon the electron and H+ abundances re­
spectively, we must also include the reactions governing the ionization o f the gas 
-  recombination (reactions 2,5 and 6 ), collisional ionization (reactions 1,3 and 

4), photoionization (reactions 20-22) and charge transfer between hydrogen and 

helium (reactions 30 and 31).

In the absence o f a radiation field, the accuracy o f this model should be compa­
rable to that of the Abel et al. (1997) model on which it is based, with the most 
significant reaction rates known to within 1% or better. The greatest source of 
uncertainty in this regime will come from the cooling function -  the H2 cooling 
rate has becom e increasingly well determined in recent years, but is unlikely to 

be as accurate as the chemical rates.

Including radiation does not have much effect on the accuracy of the model, as 
long as the gas is optically thin -  the photodissociation cross-sections are known 
accurately, while the H2 photodissociation rate is insensitive to details o f the 
incident spectrum or H2 level populations. In optically thick gas, on the other 
hand, the picture is not so rosy. Uncertainties in our treatment o f secondary 
ionization limit the accuracy of the ionization rates to about 1 0  %, while the 
photodissociation rate may even more uncertain, unless the level poprdations are 
solved for explicitly. Nevertheless, this model should give a. much better picture 
of the chemistry o f optically thick primordial gas than previous treatments (Abel 
et al., 1997; Kepner et al., 1997). Moreover, as we shall see in chapter 4, the 
uncertainties in the chemical model ultimately have little effect on the results.



Chapter 3

Radiative feedback within the 
protogalaxy

3.1 Introduction

As outlined in chapter 1 , primordial star formation is influenced by a variety 
o f feedback mechanisms. Kinetic feedback, primarily in the form o f supernovae, 
undoubtedly plays an important role in regulating primordial star formation, but 
a detailed understanding o f its effects (as opposed to the simplified treatments 
o f Mac Low & Ferrara 1999 or Ferrara & Tolstoy 2000, for example) is likely to 
necessitate the use o f sophisticated numerical simulations and will be a long time 
in coming. It lies far beyond the scope o f this thesis, and, although touched on 
briefly, it will not be discussed in detail.

Instead, I restrict my attention to radiative feedback. This can be usefully subdi­
vided into local and global feedback. Global radiative feedback -  the suppression 
of cooling within protogalaxies due to radiation from external sources -  is dis­
cussed in the next chapter in the context of EG photodissociation. The other 
significant global feedback, reionization, occurs later than H2 photodissociation 
(Haiman et al., 2 0 0 0 ) and in any case has already attracted a large amount of 
study (see Loeb & Barkana, 2001, and references therein).

This chapter is concerned with the local effects o f radiative feedback -  the way in 
which star formation within a protogalaxy affects gas cooling (and by implication 
star formation) within the same protogalaxy. In discussing this, I am primarily 
concerned with its effects on small, EG-cooled protogalaxies, although the results 
presented will also apply to larger systems as long as the basic assumptions (e.g.
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the lack of metals and dust) remain valid. I also restrict my attention to feedback 
occuring before the first generation of supernovae; the effects of radiative feedback 
at later times will be tied up with the effects of the supernovae themselves, and 

lie outside the scope o f my study.

In practical terms, this means that the only sources of radiation we need con­
sider are primordial stars; sources such as X-ray binaries or supernova remnants, 
which play an important role in global radiative feedback, post-date the first su­
pernovae and can be ignored. Moreover, these primordial stars will be forming 
from unenriched primordial gas and will be metal-free. These stars -  often known 
as population III -  have properties that differ from those o f their metal-enriched 

counterparts, as discussed in the next section.

Having discussed population III in section 3.2, I go on to investigate the effects 
of photoionizing radiation in section 3.3, while in section 3.4 I investigate the 
photodissociation o f H2 in a similar manner. I summarize my results in section 3.5.

3.2 Population III

The term population III has taken on a number of different meanings in the 
literature (Beers, 2000), but is used here to refer to metal-free stars, formed from 
unenriched primordial gas. Such stars, by definition, begin life with no carbon. 1 

Their internal energy generation is dominated by the p-p chain rather than the 
CNO cycle, resulting in higher core temperatures for stars above 1 M 0 ; lower 
mass stars would in any case generate all o f their energy via the p-p chain and 
are unaffected by the lack o f carbon. These higher core temperatures in turn lead 
to higher effective surface temperatures, and hence harder spectra (Cojazzi et al., 
2000; Tumlinson & Shull, 2000).

Two groups have recently studied the production of ionizing photons by metal-free 

stars. Cojazzi et al. (2000) use the zero-metal stellar evolution models of Cassisi 
& Castellani (1993) and Forieri (1982) to construct appropriate isochrones. They 
then combine these with model atmospheres computed via the procedure o f Auer 
& Heasley (1971) to obtain a set of spectra. Finally, they average over a Salpeter 
IMF (Salpeter, 1955), with minimum mass limit 0.024 M 0 , to compute Np\,, the

A lth ou gh  massive stars may reach core temperatures high enough to form carbon via the 
triple-a reaction while still on the main sequence (Weiss et al., 2000; Marigo et al., 2001).
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number o f ionizing photons produced per second per solar mass o f stars. They 
find that

Nph =  4 x 1046 s“ 1 M q1, (3.1)

rising slightly as the population ages, until the most massive stars turn off the
main sequence. This figure is around 25% higher than the rate at which ionizing
photons are produced by an equivalent population o f m etal-poor stars.

Tumlinson & Shull (2000) follow a different approach. They use their own static 
stellar structure models to calculate luminosities, effective temperatures and sur­

face gravities for stars over a wide range o f masses. They then use the TLUSTY 
code (Hubeny & Lanz, 1995) to produce model atmospheres and associated spec­
tra, from which iVph can be calculated. They find that

A U  =  1047 s’ 1 M -\  (3.2)

differing by a factor o f 2.5 from the results o f Cojazzi et al.. This level o f dis­

agreement suggests that uncertainties remain in our knowledge o f the basic stellar 

physics o f these objects, and that both figures should therefore be treated with 

caution.

To reflect this uncertainty, let us write fVph as

iVph =  104 7x s - 1 M g1, (3.3)

where x  =  0.4 for the Cojazzi et al. values, or x  — 1 f ° r the Tumlinson & Shull 

values.

The rate at which ionizing photons are produced by a stellar population o f mass 
M* solar masses can be written as

Mon =  M*lVph

=  104 7x M * s _1. (3.4)

This can also be written in terms o f the star formation efficiency. If we assume 
that all o f the stars form in an instantaneous burst, then

fVion =  104 V /& M  s_ 1  (3.5)

where
M*

'  ”  f bM ’
(3.6)
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here, fb =  is the baryon fraction and M  is the total mass o f the proto­
galaxy. The star formation efficiency e is determined by two separate quantities: 
the fraction o f the baryons that are able to cool, and the efficiency with which this 
cool gas is converted into stars. Since neither o f these numbers is well determined 
at present it is convenient to combine them into a single parameter.

These calculations assume that each ionizing photon is only responsible for a 
single ionization -  in other words, that secondary ionization is negligible. This 
is a reasonable assumption, despite the harder spectrum of population III; any 

inaccuracy that it introduces will be small compared to the uncertainty in x-

Turning to photodissociation, I first note that since it occurs via line absorption 
rather than continuum absorption, the number of photodissociating photons is 
not determined solely by the properties of the source. Any photon o f sufficient 
energy can, in principle, cause the dissociation of an H2 molecule, but the prob­
ability that one does so is determined both by its frequency and by the widths 
of the various Lyman-Werner lines. These in turn depend upon the state o f the 

gas. Nevertheless, as I outline in section 3.4, these effects can be easily parame- 
terised, at least in an approximate fashion, and it proves necessary to know the 
total number o f photons that are energetically capable of photodissociating H2 . 
I take as appropriate energy limits hu\ =  11.15 eV and =  13.6 eV. The lower 
limit corresponds to excitation from the para-hydrogen ground state to the least 
energetic level of the Lyman state. I ignore excitation from excited vibrational 
and rotational levels. The former assumption is justified by the populations of 
these levels; the latter can be justified by the fact that the dissociation probabil­
ities corresponding to these transitions are very small. 2 The upper energy limit 

is simply the Lyman limit, higher energy photons being absorbed by the neutral 
hydrogen.

Neither Cojazzi et al. nor Tumlinson & Shull give values for the number of 
photons produced in the relevant energy range. However, inspection of their 
stellar spectra demonstrates that they are relatively featureless below the Lyman 
limit, and we can approximate them as black-bodies. This allows the number of 
photodissociating photons to be calculated easily.

If we denote the number of such photons produced per second by a star o f mass

2Note that it is only transitions from excited rotational levels to the v =  0 level o f the 
Lyman state that are om itted transitions to higher vibrational levels (which do have significant 
dissociation probabilities associated with them) fall within our energy range and are included.
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M s as Ns, then

K . =  r h m  d,  (3 .7 )
Jln hu

Approximating the star as a black-body implies that

L» =  -^ J -7 tB„, (3.8)
eff

where A* is the total stellar luminosity, and B u is the Planck function

2hu3 1 70 n't
~  gb/tTrf _  I ■

Thus, N s is given by

Ns =  4 r  r  ^  (3-10)
^  eff h l /

Evaluation o f this integral is straightforward.

Adopting values o f T* and Teff as a function o f stellar mass from Cojazzi et al. 
(2000), it is a simple matter to calculate Ns as a function o f stellar mass. This 

is plotted in figure 3.1. If we average Ns over a Salpeter IM F, using the same 
minimum mass as Cojazzi et al., we obtain 7Vpa, the rate o f photon production 

per solar mass
jVpd =  3.7 x 1045 s-1 M g1. (3.11)

The total number of photodissociating photons produced by a stellar population 

o f mass M* is then
ATdis =  3 . 7  x 104 5M* s-1 , (3.12)

which we can link to the star formation efficiency o f the protogalaxy as before

Ahis =  3.7 x 1045e fbM  s-1 . (3.13)

Finally, note that these results do not include the effects o f stellar evolution -  
as with ionizing photons, the change while stars remain on the main sequence is 

small, while details o f post main sequence evolution remain poorly understood.

Another significant consequence o f the metal-free nature o f population III is the 
unimportance of stellar outflows. Stellar winds are ineffective without metal 

ions to drive them (Kudritzki, 2000; Hubeny et al., 2000), while pulsation-driven 
outflows are less effective diie to the increased stability o f very massive metal- 
free stars compared to their metal-enriched counterparts (Baraffe et al., 2001). 
Thus, outflows from population III stars will have a much smaller effect on their 
surroundings than those from stars in populations I or II.
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ID

Stellar mass (MQ)

Figure 3.1: The number o f photons with energies between 11.15 eV and 13.6 eV 
emitted per second by a metal-free star, as a function of stellar mass. The lu­
minosities and effective temperatures of the stars are taken from Cojazzi et al. 
(2 0 0 0 )

3.3 Photoionization

Stars more massive than a few solar masses radiate a significant fraction of 
their energy above the Lyman limit and will quickly ionize the gas surround­
ing them, creating an Ii II region. Within this HII region, the gas temperature 
rapidly reaches equilibrium at T ~  104 K and further cooling is prevented. It 
is reasonable to suppose that star formation within HII regions will be similarly 
suppressed, except within clumps dense enough to resist photoionization.

To determine the effectiveness of photoionization as a negative feedback process, 
we need to know how much gas will be incorporated into HII regions over the 
lifetime of the massive stars responsible for them. This in turn requires that we 
understand how HII regions evolve within a protogalaxy.

Below, I briefly describe the evolution of an H II region in a uniform density gas 
cloud o f unlimited extent. This idealized model has been widely studied (see 
Yorke 1986 and references therein), and serves as a simple introduction to the
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basic concepts. In section 3.3.2, I generalize the discussion to the case of a 
more realistic density profile -  the truncated isothermal sphere model o f Shapiro 
et al. (1999). Finally in section 3.3.3 I examine the fate o f dense clumps o f gas 
embedded in an H II region.

3.3.1 H II regions in uniform density gas

The simplest scenario involves a single source o f ionization -  a massive star or 

small stellar cluster -  which switches on instantaneously inside a uniform density 
cloud o f pure hydrogen. This immediately begins to ionize the surrounding gas, 
creating an H II region. The boundary o f this H II region will have a thickness 

that is approximately equal to the mean free path o f a photon at the ionization 
threshold. This is typically much smaller than any other length scale o f interest 
and it is usually a good approximation to treat the H II region as being bounded 

by a sharp ionization front. In this case, the velocity o f the front can be easily 
obtained: we equate the number o f ionizing photons produced per second, N\on, 
to the number destroyed, both by the ionization o f new material and by the need 
to balance recombinations within the ionized region.

Denoting the position o f the ionization front by n , we find that

drI îon 1 f  1 2 / \2 2/ l fn ■, a\ 2 /  r n (r) x k2b dr, (3.14)
d t Aixnr\ nrj

where the fractional ionization x  ~  1, and k2b is the case B recombination coef­
ficient for hydrogen (see table 2.1). Setting x  =  1, and using the fact that n is 

constant, we can write this as

d r , _  JVion q _ , | \
dt 4nnrj \ r|

where rs is the Stromgren radius

- = ( i S f c f  (»•“ )
at which the number of recombinations balance the number of ionizing photons.

Based on this, we can identify three distinct phases in the evolution of the 

H II region:
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Phase 1: Initial growth

Initially, rj rs and recombinations can be neglected. In this case, 3

dn =  1 /  NioA1/3 r2 /3 _ (3.1.7)
cIt 32/ 3 \47rn J

For a stellar cluster o f mass lOOx- 1  M 0 , we have N-lon =  1 0 49 s_1, and

=  4.5 x 103 n~ 1 /3  ( — \ 1 k m s “ 1 (3.18)
dt \ 1 0  yr /

Thus, unless n is very large, the initial expansion of the ionization front will be 
highly supersonic. During this period it is known as an R-type front.

Phase 2: Pressure-driven expansion

So far, we have ignored any motion of the ionized gas. This is a good approxi­
mation as long as the front remains highly supersonic. However, after a time

4Tinrl
t- =  ------- -
lon 3N-o i y i o n

=  (nk2b) 1

~  1.2 x 105 n _ 1  yr, (3.19)

the front nears its Stromgren radius and its speed drops significantly. At this 

point, we can no longer ignore the thermal expansion of the ionized gas, which 
begins to drive a shock wave into the neutral gas ahead of the ionization front. 
Once this occurs, the ionization front is classified as D-type. Its speed is now 
subsonic with respect to the post-shock gas. The details of the transition from 
R to D-type front are rather complex and can probably best be followed by 
numerical simulation (Spitzer, 1978).

The subsequent expansion o f the ionization front is due to the pressure-driven 
expansion o f the HII gas. This decreases the density (and hence the recombination 
rate) within the LI II region, allowing more HI to be ionized. During this expansion 
phase, a thin, dense LI 1 shell forms between the shock and the ionization front. 
The radius o f the front at a time t after the formation of the shock is given

3Note that our derivation does not take account o f the finite speed o f light and gives un-
physically large values for the front velocity when t is o f the order o f the light-crossing time.
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approximately by (Yorke, 1986)

(3.20)

where cs is the isothermal sound speed within the H II region. The expansion 
phase continues until either the H II region attains pressure equilibrium with the 
surrounding gas or the ionizing source switches off.

Phase 3: Pressure equilibrium

Pressure equilibrium is attained at a radius

where Ti and Ti are the temperatures of the H i and HIIgas respectively. In a 
typical protogalaxy, T\ ~  1000K (or less), while the HII region has an equilibrium 

temperature T?, ~  104 K, implying that req ~  7rs- Frequently, the lifetime of the 
massive stars powering the front will be too short to allow this equilibrium to be 

reached.

Inclusion o f the effects o f helium into this simple model changes the numerical 
results slightly, but otherwise has little effect.

Clum ping

So far, our analysis has assumed that all of the gas is o f uniform density. Inclusion 
o f non-uniform clumping o f the gas is relatively straightforward, as long as the 
mean density remains uniform and the clumping scale is much smaller than the 
size o f the H II region. If these conditions are met, then we can simply replace n 

by the mean density n, while n2 in equation 3.16 must be replaced by n2. It is 
convenient to write this in terms o f a clumping factor C , defined as

The initial growth and expansion phases proceed as before, but with this new 

value o f rs-

(3.21)

(3.22)

so that rs  becomes

(3.23)
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3.3.2 H II regions in truncated isothermal spheres

A uniform sphere is a poor representation of a real protogalactic density profile, 
and thus the results of the previous section are o f limited use. Rather, we require 
the analogous results for a more appropriate density profile.

At the outset, we assume that the density profile is spherically symmetric; relax­

ation of this assumption has little effect on the results unless the departure from 

spherical symmetry is large.

The simplest case that we can study is that of a power-law density profile. This 
is a reasonable representation of the results of numerical simulations (Fuller & 
Couchman, 2000; Abel et al., 2000) if n oc r~2. The behaviour of H II regions in 
power-law profiles has been studied in detail by Franco et al. (1990) and I do not 

repeat their analysis here.

However, as discussed in section 1.3, uncertainty remains over the shape o f the 
central portion o f the density profile. In view of the sensitivity o f the rec­
ombination rate to the density, it seems prudent to examine alternatives to the 
simple power-law model. One such alternative is the truncated isothermal sphere 
model of Shapiro et al. (1999). This has a density profile that is well approximated

by

n(r) =  n0 n(C)
f  21.38 19.81 \ .

n° \9.08 +  C2 ~~ 14.62 +  C2)   ̂ ^

where no =  1.796 x 104 niGM) and ^igm is the density of the unperturbed IGM. 
The dimensionless radial coordinate £ =  r/r0, where ro is the core radius, given

by
63.67/i~2/ 3 (  M  \ 1 /3

r° =  l  +  z \ W u i )  p c ' (3 '25)

For simplicity, I assume that the massive stars powering the H II region are lo­
cated at the centre of the density profile, and that the cloud again consists of 
pure hydrogen. I look at the effects of relaxing the former assumption in due 
course; the latter merely changes the numerical results by a small amount, with­
out significantly affecting the conclusions. As in the uniform density case, we can 
again divide the evolution of the H II region into three phases. However, as we 
shall see, the details o f these phases are rather more complicated in the truncated 
isothermal sphere model.
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c no G(0 G(o/m
0.25 5.14 x 10“ 3 5.17 x 10"3 1.01
0.5 3.96 x 10“ 2 4.06 x 10~2 1.03
1 0.276 0.303 1.10
2 1.37 1.89 1.38
5 3.99 11.1 2.79
10 4,79 24.7 5.15
15 4.94 35.2 7.13
20 5.00 44.5 8.91
25 5.03 53.3 10.6

29.4 5.05 60.7 12.0

Table 3.1: .Selected values of the various dimensionless integrals that arise during 
the analysis o f the growth o f an HII region in a truncated isothermal sphere. F(C) 
is defined in equation 3.27; G (( )  in equation 3.36.

Phase 1: Initial growth

Initially, the IIII region will expand highly supersonically as an R-type front; its 

velocity is given by
dri _  Njon _  fe26n0rg F ( ( )  
di 4nnr\ r\ n ( ( )

where F ( Q  is given by

F ( C ) =  / Cn(C)2 C2 dC, (3.27)
Jo

and where we have again set x =  1. W hile F ( Q  cannot easily be reduced to 
simple analytical functions, it is trivial to evaluate numerically. In table 3.1 I list 

values o f F (£ ) at selected points; note that since ( t =  29.4 corresponds to the 

truncation radius o f the sphere, F ( ( )  <  5.05.

The rapid expansion phase comes to an end when the ionization front nears its 
Stromgren radius. However, the finite size o f the sphere means that this may 
never occur. If we assume that all o f the gas in the sphere is ionized, then the 
total number o f recombinations per second, VYrec, is given by

prt
Nrec =  /  4nr2n (r )2k2b dr

Jo
=  4irk2bnlrlF (C t) s-1 . (3.28)

If Arion exceeds Nrec then there will never be enough recombinations to balance
the production o f ionizing photons. In this case, no Stromgren radius exists, and
the front will continue to expand rapidly until the massive stars die.
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Evaluating Nrec, assuming a temperature o f 104 K within the HII region, we find 

that

Nrec =  3.5 x 1 0 4 8 ( i M ) 2 (1 +  * ) 3 s- 1 (3-29)

which for a protogalaxy forming at z =  25 in our assumed cosmology becomes

= 4'3 x 1048 ( i o W  8-1 ( 3 ' 3 0 )

This calculation assumes that the gas is smoothly distributed. As before, it is 
straightforward to generalize to the case of clumpy gas provided that the clumping 

scale is small compared to the scale length o f the protogalaxy. If this condition 

is met, then equation 3.29 becomes

Nrec =  3.5 x 1048C(Slbh)2 (1 +  z ?  S _ 1  (3-31)

where C  is the clumping factor.

Equating this with equation 3.5 allows us to determine the star formation effi­
ciency required for the Id II region to be unbounded. We find that

ecrit =  3.5 x 1 0 - ^ ( 1  +  z f .  (3.32)
JbX

For a protogalaxy at z =  25, and our assumed cosmology, this becomes

ecrit =  3.5 x 10_3 C'x_1. (3.3.3)

Phase 2: Pressure-driven expansion

If e <  ecr;t then a Stromgren radius exists and the HII region is bounded. We can 
write the Stromgren radius as (s =  r s /r 0. A closed form solution for ($ cannot 
easily be given, but its value can be determined from

F (Cs) =  A ‘° n 2 3 - (3.34)
4nk2b ngrg

The ionization front reaches (s °n a timescale

t =  1 (o or\
10n n0k2bF(C sY  ( }

where

G (C s)=  [  ( 2n ( ( ) d ( .  (3.36)
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Values o f G ( Q / F ( ( )  are listed in table 3.1. As we might expect, t\on ~  (no&2&)- 1  

in the (almost) constant density core, but it also remains a reasonably good 
approximation for larger H II regions. If we again assume a temperature in the 
ionized gas o f 104 K, then we find that

Uon ^  4 x  107(1 +  z)~3 yr, (3.37)

corresponding to 103 -  104 yr for redshifts in the range 20 -  30. This implies that 
bounded H II regions will reach their Stromgren radius long before the end o f the 
life of the massive stars powering them, requiring us to consider the next phase 
o f their evolution.

As in the uniform density case, as the front nears rs it changes from an R-type 

front to a D-type one as a shock front separates from it and precedes it into the 
surrounding gas. Subsequently, the expansion o f the H II region is driven by the 

pressure o f the hot, ionized gas.

At this point, we follow Franco et al. (1990) and make two significant approxima­

tions. We assume that the separation of the shock front and ionization front can 
be ignored; both are to be found at rj. and are separated by a shell o f neutral gas of 
negligible thickness. This corresponds to what is known to happen in the uniform 
density case, and should be a reasonable approximation in the non-uniform case. 

Secondly, we assume that any density gradients within the H II region have been 
smoothed out, so that the ionized gas has uniform density. This is justifiable as 
long as the sound-crossing time in the HII region is short; it appears to be borne 
out by the results o f numerical simulations (Franco et al., 1990).

Making these approximations, we can write the mass o f gas (both ionized and 
neutral) enclosed by the shock as

rri
Msh =  /  47rmHn(r)7’ 2 dr. (3 .38)

Jo

The mass of the ionized gas is given by

4 TT
M i  =  —  m Hn,T3, (3 .39)

o

where rq is the H+ number density, and we have ignored the small contribution 
o f the electrons towards the total mass. We can fix the value o f m  by requiring 
that ionizations balance recombinations within the H II region:
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and hence
/47rTVion\ 1//2 3 /2  /q/M \
V Sk2b )  m H ? v ^ ^

Combining equations 3.38 and 3.41, we find that the ratio evolves as

oc G ^ l l  (3 42)
Mi “  g /*  • ^  J

Thus, the amount of mass in the neutral shell depends upon the quantity G (~ 3/2. 
If this increases as (  increases, then the amount of mass in the neutral shell 
will also increase. On the other hand, if it decreases then the amount o f neutral 
gas will likewise decrease. Should the amount of gas in the shell drop to zero, 

then this implies that that our model has broken down; the ionization front will 
overtake the shock, and will expand subsequently as an R-type front. Applying
this to our truncated isothermal sphere model, we find that the ionization front

overtakes the shock at a radius £cr;t =  4.7.

There are thus three ways in which this phase o f evolution could end: the massive 
stars could die, the H II region could reach pressure equilibrium, or the front could 

reach £cr;t and change back to an R-type front.

The first of these is unlikely to occur at high redshift; if we assume that the 

ionization front has a velocity equal to the speed of sound in the ionized gas, 
then it will reach the critical radius on a timescale

Unt =  -Cent- (3-43)

For our canonical LI IIregion temperature of 104K, the sound speed is 11.4km s_ 1  

and
2.6 x 10r/z-2 / 3 /  M  \ 1/3

tcTii 1 +  2  \106 M 0 )  y1’ (3 '44)
(where we have assumed the size o f the initial Stromgren sphere to be negligible; 
clearly, the required time is smaller if it is not). For 2  ~  20 -  30, we find that 
¿CI-it — 1 Myr and thus an HII region which reaches the pressure-driven expansion 
phase will generally also reach the next evolutionary phase before the massive 
stars powering it expire.

Phase 3: Pressure equilibrium or renewed expansion?

For the Ii II region to be in pressure equilibrium, it must satisfy the condition
Ti

m =  7^rn u  (3.45)
¿ 1 2
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where n x is the pre-shock gas density, and Tx, T2 are the temperatures in front of 
the shock and in the HII region respectively. Using equation 3.40 to write n,- in 
terms of the radius of the ionization front, we find that pressure equilibrium can 
be achieved if

2T, f S N ^ V 12 _ 3/
" H  >  - y r  -j i t - r '  (3-46)Tx \4Trk2b/

for some r <  rcrit. This condition can be re-written in terms o f the initial 
Stromgren radius as

C3/M O  >  2 r i ^ FiCs> ■ (3-47)
J- 1

rj~i \ 2 
-¿1

Now, C3/ 2« ( C )  <  1-79, implying that

n c s )  <  0.27 I g  j  . (3.48)

If we have T\ =  103 K and T2 =  104 K as before, then a solution exists only if

F { ( s) <  2.7 X 10“ 3. Inspection o f table 3.1 shows that this requires the initial 
Stromgren radius to be well within the core radius o f the isothermal sphere. 

Converting our constraint on C (C s )  hito a constraint on N[on, we find that pressure 
equilibrium is possible only if

TVion <  1.9 x 10"(S lift ) 2 (1 + x ) 3 s - ‘ . (3.49)

We can again use equation 3.5 to write this as a constraint on the star formation
efficiency. We find that pressure equilibrium is possible only if

e <  1.9 x K T 8- ^ — ( !  +  ZT  (3-50)
XJb

which for our fiducial example o f a protogalaxy at z =  25 in the usual cosmology 

becomes
e <  1.9 x K T 6 x _1. (3.51)

This corresponds to a few solar masses o f stars forming in a 106 M 0  protogalaxy, 
suggesting that the condition for pressure equilibrium will only rarely be met.

The effect of small-scale dumpiness o f the gas depends upon the fate of the 
clumps. If they retain their identity during the initial growth and subsequent 
expansion phases, then equation 3.34 becomes

^  4 J(3 '52)
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and the constraint o f N-lon is loosened by a factor of C. On the other hand, if 
they are rapidly smoothed out at the beginning o f the expansion phase, then C  

quickly becomes one, and the above analysis applies.

Note that this calculation ignores pressure from non-thermal sources, such as ram 
pressure or turbulence that may serve to increase the effective external pressure. 
Therefore, we probably underestimate the required value of iVjon. Nevertheless, 

it still does not seem likely that pressure equilibrium will occur in practice.

To recap, we have seen that there are three possible fates for an H II region within 
a truncated isothermal sphere:

then no Stromgren sphere exists and the ionization front continues to ex­
pand as an R-type front for the whole of its life.

then the HII region initially expands rapidly, undergoes a transition to slow, 

pressure-driven expansion, but subsequently reverts to rapid expansion as 
the ionization front passes ( crit. The lower limit on N-lon in this inequality 
assumes that dense clumps are smoothed out within the H II region; if they 
are not, then it must be increased by a factor of C.

then the evolution o f the HII region is much as it would be in the uniform 
density case: rapid expansion, followed by slow expansion, followed by pres­
sure equilibrium. In practice, however, the constraint on the star formation 
efficiency is so small that it is almost certain to be violated.

Finally, note that we can put an upper limit on the amount of gas that has been 
ionized by the simple expedient of ignoring recombination. In this case

1. If:
e

>  3.5 x l O ^ C U x ) " 1 (3.53)
( n bh)2(i  +  z f

2. If:

3.5 x 1(r ^ C i f b x ) - 1 >
e

>  1.9 x 10 -8 (/fcx ) _ 1  (3.54)
( i U ) 2(l  +  z ) 3

3. If:
e

<  1.9 x 10-8 ( / 5x ) - 1( n bh y { i  +  z f
(3.55)

(3.56)
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Off-centre sources

The rather lengthy discussion o f the previous section assumes that the massive 

stars responsible for the HII region are located precisely at the centre o f the 
density profile. In reality, this is unlikely to be the case. We therefore must 
consider how the results will change for a more realistic source distribution.

Moving the source away from the centre of the sphere introduces an angular 
dependence into the problem. There is no longer a single value for the Stromgren 
radius; rather, it depends upon the particular line o f sight. Following Ricotti & 
Shull (2000), we can define the Stromgren radius along a given line o f sight by

Won =  47rfc26 [  r2n ( R) 2 dr, (3.57)
Jo

where r is the radial distance from the source, and R  is the radial distance from 
the centre o f the sphere.

Clearly, if Won is large, then there may be no acceptable solution to this equation 
-  the H II region may be unbounded. However, in contrast to the spherically 

symmetric case, there is no single critical value of Won at which the HII region 
becomes bounded. Rather, the value depends upon the line o f sight, being largest 
for that which passes through the centre o f the sphere, and smallest for that in the 

opposite direction. Thus, three types of behaviour are possible. If Won >  Wnax, 
defined by

Wnax =  4ttA;2b n20r lH ( (D), (3.58)

where Cd is the distance of the source from the centre o f the sphere, and

H ( C) =  A  C M ( d -  C) 2 dC +  f ( C  +  C d )M C ) 2 dC, (3.59) 
Jo Jo

then the HII region is unbounded in every direction, and will continue to grow 

for as long as the massive stars shine. On the other hand, if Won <  Wnin, where

fit
Nm-m =  4nk2bn20r30 ( (  -  C d )M C ) 2 d (  (3.60)

J Cd

then the HII region is bounded in every direction. For intermediate values of 
Wonj the HII region will be bounded in some directions and unbounded in others, 
and will develop a very asymmetric shape (see, for example, figure 3 o f Ricotti & 

Shull, 2000).



134 3: Local feedback

Assuming that the HII region is at least partially bounded, it will reach its 

Stromgren radius on a timescale t-lon =  (nofoi)-1 . subsequent behaviour is 
complex, and ideally requires a numerical treatment. However, qualitatively it 
will be similar to the spherically symmetric case, with a period of pressure-driven 
expansion followed either by pressure equilibrium or by renewed supersonic expan­
sion. The main difference to the spherical case is the dependence o f the expansion 
rate on angle: the HII region will expand most rapidly down the steepest density 

gradient, i.e. radially outwards from the centre of the protogalaxy.

Even without a detailed numerical treatment, it is clear that one o f the central 

results of this section -  the fact that a substantial fraction o f the protogalaxy 
will becom e ionized even if the star formation efficiency is low -  must still hold. 
Moreover, the upper limit on the mass of ionized gas given by equation 3.56 also 
still applies.

3.3.3 The fate of dense clumps

Observations of local HII regions frequently show dense clumps o f neutral gas 
embedded within them (see Elmegreen, 1998, and references therein). Many of 
these clumps are probably formed by dynamical instabilities at the edge o f the 
HII region (Garcia-Segura & Franco, 1996), but it is possible that some pre-date 
the growth of the HII region and have survived the passage of the ionization 
front. Such clumps are natural sites for star formation, and the effectiveness of 
photoionization as a feedback mechanism will in large part depend upon the fate 
o f these clumps.

A detailed study of the effects of ionizing radiation on dense, spherical clumps is 
presented in Bertoldi (1989) and Bertoldi & McKee (1990). They find that if the 
incident flux o f ionizing photons is greater than

Ecrit =  2(fc2&rcn 2 +  csnc) cm - 2  s_ I , (3.61)

where nc and rc are the clump density and radius respectively, then the clump will 
be ionized completely during the passage of the ionization front. The resulting 
ionized gas will have a significantly higher pressure than the surrounding inter­
clump gas, and the clump will begin to expand, losing its identity within a few 
sound-crossing times. Clearly, star formation is suppressed in this case.

On the other hand, if F  <  Fcrit then the passage of the ionization front does not
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immediately ionize the clump. Rather, a D-type front (and associated shock) is 
driven into the clump, leading to significant compression o f the gas. A fraction 
o f the gas will be lost to photo-evaporation, but there is much evidence that the 
remaining gas will begin to form stars. 4 Thus, the growth o f the PI II region could 
actually lead to positive, rather than negative, feedback.

Adopting our usual H II region temperature of 104 K, we can write equation 3.61
as

Fcrit =  4.0 x 10- 2M^/Sn5c/3 +  2.3 x 106 nc cm “ 2 s~\ (3.62)

where M c is the clump mass in units of M 0 , and we have used the fact that
M c =  (Atx/3)ncr  ̂ for a spherical clump of uniform density. For reasonable clump
masses and densities, the second term dominates, and this reduces to

Fcrit ~  2.3 x 106 nc cm - 2  s_1. (3.63)

Now, since

* *  =  (3.64)

at a distance R  from the source o f the ionizing photons, we can use equation 3.63 
to determine the critical distance at which clumps survive. Denoting this as i?CHt> 
we have

/  N- \ 1//2
fieri. =  190 ( j ^ t l )  K 1' 2 PC. (3.66)

Thus, clumps o f density nc ~  103 -  104 cm - 3  or greater will generally survive 

within the H II region.

3.4 Photodissociation

As well as ionizing neutral hydrogen, massive stars will also photodissociate 

molecular hydrogen. As the PR is destroyed, the cooling time rises, until eventu­
ally the supply of cool gas ceases and star formation comes to a stop. It is clearly 
important to know how long this takes to happen, and how much gas it affects. 
Moreover, given that our understanding of protogalactic structure is still poor, it 
would be useful to be able to study this via simple analytical or semi-analytical 
methods, rather than by investing a large amount o f time in detailed numerical 

modelling.

4See any o f the references in table 1 o f Elmegreen (1998).
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If the gas was optically thin to photodissociating radiation, then investigating 
its eifects would be easy. In the optically thin limit, the photodissociation rate 
depends simply upon the distance from the source, allowing a straightforward 

calculation o f the evolution of the H2 abundance and its final equilibrium value. 
The characteristic photodissociation timescale is easily obtained; if we assume 
that photodissociation is much quicker than H2 formation or collisional dissocia­

tion, then it is simply

tdis =  ~  7.2 x 1 (r 10J(P ) _ 1  s (3.66)

where I{p)  is the mean flux density in the Lyman-Werner bands, with units of 

erg s- 1  cm - 2  Hz- 1  sr_1. Omukai & Nishi (1999) have investigated this scenario 
and show that a single massive star can photodissociate H2 throughout a small 

protogalaxy.

However, realistic protogalaxies are not optically thin. Including the effects o f H2 

self-shielding is therefore necessary, but results in a far more com plex problem 

-  the photodissociation rate no longer depends simply on the distance to the 
source but also on the intervening H2 column density. As H2 is destroyed, this 

will change and thus the problem is inherently time-dependent; it becomes simple 
only once photodissociation equilibrium is reached.

Omukai & Nishi (1999) study the effects of self-shielding assuming that this equi­
librium has already been reached. What is not clear from their analysis, how­
ever, is the time that it takes to reach this equilibrium. If this is substantially 
longer than lifetime of the massive stars, then the equilibrium solution derived 
by Omukai & Nishi, while perfectly correct, will never apply. It is therefore 

important to study the growth of the photodissociation region (PD R ) prior to 
equilibrium.

We might hope to be able to do this in much the same way that we followed the 
growth of Ii II regions in the previous section. Unfortunately, this is not possible. 
Unlike an LI II region, or indeed a PDR in a local molecular cloud, a P D R  in a 
primordial protogalaxy will not be sharply bounded. This is a consequence of the 
low H2 abundance, which causes the transition from optically thin to optically 
thick conditions to take place over a distance of the order o f parsecs, compared 
to tenths or hundredths of a parsec for local PDRs. Thus, there is no well defined 
photodissociation front, and hence no easy way to apply the methods that we 
used for studying H II regions.
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An alternative way o f approaching the problem is to determine the timescale on 
which the amount o f H2 in the cloud as a whole significantly alters. As we shall 
see, an estimate of this can be obtained relatively easily via a simple analytical 
treatment.

Let us define the photodissociation timescale for a cloud containing a mass Mh2 

of H2 as

Aus =  (3.67)
Mh2

where M h2 is the mass o f f l 2 destroyed per second.

We can write Mh2 as:

M r2 =  —m H2 Adis/inc/abs/dis- (3.68)

where mu2 is the mass o f a H2 molecule and Nd\s is the rate at which photodis- 
sociating photons are produced (see section 3.2). A fraction / ¡nc o f these photons 
are incident on the cloud, a fraction / abs o f the incident photons are absorbed 
and a fraction fdis o f these absorptions lead to dissociation.

The problem of calculating td¡s is reduced to that o f calculating these few num­
bers. To do this precisely would involve a detailed treatment o f radiative transfer 
through the cloud, but they are easy to estimate to a reasonable accuracy, allow­
ing us to determine tdis to within an order o f magnitude. I outline the basis of 
these estimates in the following section.

3.4.1 Estimating the model parameters

/¡nc The fraction o f the emitted flux incident on a region o f interest depends 
upon the size o f the region and its position with respect to the star. For example, 
for a star in the centre of a spherically symmetric cloud o f gas, clearly f mc =  1 . 
On the other hand, for a star illuminating a com pact cloud from a distance, 

fine — 0 / 47r, where f I is the solid angle subtended by the cloud, as seen from the 

star.

/abs The fraction o f incident photons absorbed in the cloud is obviously fre­
quency dependent; far more photons are absorbed at frequencies corresponding 
to the centres o f the Lyman-Werner lines than in the wings. However, rather
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than tackle this frequency dependence directly, it is far simpler to approximate 
the effects of absorption in the set of Lyman-Werner lines by

W
U ,  ^  (3-69)

’ ' max

where W  is the total dimensionless equivalent width of the set of lines and 

kkmax =  In (^py) — 0 - 2  is the dimensionless width of the range of wavelengths 
that contains all of the Lyman-Werner lines.

As in chapter 2, the equivalent width of a transition from a lower level I to an 

upper level u is given by

W ul( N t ) =  f ° (  l - e- ^ ) — , (3.70)
Jo u

where Ni is the column density of absorbers in level /. To obtain the total

equivalent width, we sum over the individual line widths as before, including

a correction for line overlap:

w = ( L l f 1 ) T . T , w ^  (3-71)

where w =  W't0t /W max, and

Wtot =  T V  W ul +  Y , W H( l - ^ n ) .  (3.72)
15

n = 3

Data for H2 is taken from Abgrall et al. (1993a,b), Roueff (1997) and Abgrall et al. 
(2000) as before; that for neutral hydrogen comes from Brocklehurst (1971). Voigt 
profiles are adopted for the absorption lines.

The resulting value of W  depends upon the microphysics o f the gas through 
Doppler broadening o f the absorption lines. This can be parameterised in terms 
of the Doppler parameter

I OlcT
b = J  +  ^t2, (3.73)V mn2

where ut is the microturbulent velocity. Although the value of b is not known a 
;-priori, it can be constrained; it will lie between 6m;n =  1 km s- 1  (corresponding 
to pure thermal broadening at T  ~  200 K) and 6 max =  10 km s- 1  (correspond­
ing to thermal broadening at T  ~  6000 K, the temperature at which collisional 
dissociation of H2 begins to dominate, plus a similarly sized contribution from
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microturbulence). The effect o f this uncertainty is greatest for column densities 
in the range 1015 <  1Vh2 <  1019 cm -2 , where Doppler broadening dominates the 
line profiles.

The relative populations o f the ground state and the various excited rotational 
states also affect the value o f W . Again, we do not know these populations a 
priori but we can constrain them; plausible values will lie somewhere between 

the LTE populations and the limiting case in which all o f the molecules are in 
the para-hydrogen ground state.

Combining these two sources o f uncertainty, we see that we can constrain / abs 
by considering two limiting cases: one in which all o f the H2 lies in the para- 
hydrogen ground state, with Doppler parameter b =  6 min, and another in which 
the levels have populations determined by LTE at a temperature o f 6000 K, with 

b =  &max- In figure 3.2, I plot / abs as a function of H2 column density for these 
two cases. The limiting value o f / abs at high column density depends upon the 
H2 abundance; the values plotted here assume an abundance £h2 =  1 0 ~4.

We see that our constraints are best in the low and high column density limits; 

in the Doppler-broadening dominated region 1015 <  A/ 2 <  1019 cm -2 , the uncer­
tainty in / abs can be as much as two orders o f magnitude. However, it is worth 
remembering that these are fairly extreme cases and therefore provide strong con­
straints; realistic values of / abs will generally lie near the middle o f this range of 
values, and we would not expect the ob ject-to-object variation to be particularly 

large.

/dis The fraction of excitations that are followed by dissociation depends upon 
the vibrational state of the excited level; values for individual levels are given in 
Abgrall et al. (1992). Consequently, /dis depends upon the shape o f the incident 

spectrum and the column density o f H2. However, Draine & Bertoldi (1996) 
demonstrate that, for a power law input spectrum, the mean value o f /¿-iS is 0.15; 
I adopt this value here. The error introduced by this approximation will be 
20-30% at most, which is small compared with the uncertainty in / abs.

I do not include the effects of re-emission o f absorbed photons in the Lyman- 
Werner bands. As discussed in chapter 2, the effect on s would be small -  of 
the order o f a few percent -  which is less than the existing uncertainty.
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H2 column density (cm 2)

Figure 3.2: The fraction of radiation in the Lyman-Werner bands that is absorbed 
by the gas. The red line corresponds to H2 with LTE level populations, and 
Doppler parameter b — bmax; the black line to H2 lying purely in the para ground 
state, with b =  bm\n

3.4.2 Calculating the dissociation timescale

Putting all o f these estimates together we have:

Mh2
f di:

mH2 -^dis.Anc/abs.fdis
49 xn J bM

=  2  x 1 0 yr-

(3.74)

(3.75)
Wj i s /  i a c. /a b s ,/d i ;

where .th2 is the fractional abundance o f H2 5 and M  is the mass o f the protogalaxy 
in units of M 0 .

By using ecpiation 3.13, this can also be written in terms of the star formation 
efficiency o f the protogalaxy:

13 xh2¿dis =  5.4 x 10 yr- (3.76)
f ./inc./abs./'ilis

In order to arrive at our estimate for tdis, we have assumed that the formation of

5 W hich we assume to be constant throughout the protogalaxy.
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H2 can be neglected. This will generally be a reasonable approximation -  near the 
star, H2 formation is suppressed by the photodissociation o f Id-  and H^, while 
further away the gas density is low and only a small fractional abundance can 
form within a massive star’s lifetime.

3.4.3 Application to a protogalaxy

Having developed an approximation for td¡s, the next step is to apply it to a 
model protogalaxy. As in section 3.3, I assume that the protogalaxy is spherically 
symmetric, with the source o f Lyman-Werner photons located at or near the 
centre. Now, spherical symmetry implies that / ¡nc =  1, and we know that /a;s is 
approximately constant, so we can reduce equation 3.76 to

idis =  3.6 x 104 ^ y r .  (3.77)
Ĵabs

We know that xu2 >  10-4 , or else the gas would not have cooled efficiently 
in the first place. On the other hand, as pointed out by Nishi & Susa (1999), 
recombination puts an upper limit on the Id2 abundance: x#2 <  1 0 -3 , unless the 
gas is dense enough to form H2 by three-body processes.

O f the remaining parameters, e is truly independant, while / abs depends upon 
the LI2 column density, and thus indirectly on the mass, formation redshift, H2 

abundance and density profile o f the protogalaxy.

For a uniform sphere, the H2 column density, measured radially from the centre 

to the edge, is

X/3

NH, =  8 . 6  x l O 'V ,  (  J y )  A</3(1 +  - ) 2 ™ r 2- (3.78)

For a truncated isothermal sphere, on the other hand, it is an order o f magnitude 

larger, being given by

As a fiducial example, let us consider a galaxy o f mass M  =  1O6 M 0 , LI2 abundance 
xn2 =  5 x 10- 4  and formation redshift z — 25. In this case, in our assumed 

cosmology, Ah2 =  1 . 1  x 1 0 18 cm - 2  and thus

0.017 <  / abs <  0.33. (3.80)
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The corresponding limits on the photodissociation timescale are

60e_1 <  U s <  1 0 0 0 c- 1  yr. (3.81)

Thus, if e >  10-3 , significant H2 will be destroyed within the lifetime o f the 
massive stars. This is an important result, as a star formation efficiency o f 1CU3 

in a 106 M e protogalaxy corresponds to a mass o f stars M* =  103fb — 124 M 0  

and hence to only a few massive stars; it appears to confirm Omukai & Nishi’s 

conclusion.

Nevertheless, it is important to examine how this conclusion depends upon the 
parameters we have assumed for the protogalaxy. The results of varying the 

parameters o f our fiducial model are plotted in figures 3.3 -  3.5. In each case, 

e =  1 0 -3 ; as U s oc e_1, it is trivial to rescale the results for a different star 
formation efficiency.

Protogalactic mass (MG)

Figure 3.3: Upper and lower limits on the photodissociation timescale, plotted 
as a function o f the mass of the protogalaxy. A formation redshift 2  =  25, H2 

abundance Xh2 =  5 x  10~ 4 and star formation efficiency e =  1CT3 are assumed.

In all three cases, the effects are small; we consistently find that

1 0 5 £ U s £ 1 0 6 yr (3.82)
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Redshift (1+z)

Figure 3.4: As figure 3.3, but examining the effects o f varying the formation 
redshift. The protogalactic mass is 106 M@; other parameters are as before.

for e =  1CT3. Thus, even relatively inefficient star formation will produce enough 

radiation in the Lyman and Werner bands to destroy all o f the H2 within the 
protogalaxy within a short space of time.

3.4.4 Photodissociation and dense clumps

Our results above assume that the gas is evenly distributed. In reality, however, a 
significant fraction of the gas may be found in the form of dense clumps (Bromm 

et al., 2002). If these clumps can withstand the effects o f photodissociation for 
long enough, then they may be able to form stars. A proper treatment of the 
effects o f photodissociative feedback must consider the fate o f H2 within such 

clumps.

If star formation is to occur within a clump, we would expect it to occur on a 
dynamical, or free-fall, timescale. The free-fall timescale, iff, is given by
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Figure 3.5: As figure 3.3, but examining the dependence upon the H2 abundance. 
Again, a mass of 1O6 M 0  is assumed.

(where we have assumed that the clump density, nc, is uniform), and will typically 
be much smaller than the dynamical timescale of the protogalaxy. Star formation 
will only be suppressed if the photodissociation timescale is shorter than the free- 

fall timescale, i.e. tdis <  tft-

To calculate ¿dis for a clump, we assume that it has uniform density; in this case, 
specification of the mass and density allows us to determine the clump radius, 

and hence 1Vh2 and f\nc. The latter is given by

fir 4 D 2 ’
(3.84)

where rc is the radius of the clump, D  is the distance from the clump to the 
source of radiation, and we have assumed that the small-angle approximation is 

valid.

Substituting this into equation 3.75, and using our constant value for /d;s, we find 

that
1.3 x lO50 M c/3n2c/3x h2 n 2

d̂is -D* yr,
N "dis Jabs

where M c is the clump mass (in units of M@) and D  is measured in parsecs.

(3.85)
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It is clear that ¡s depends strongly upon the distance from the clump to the 
source o f radiation. If we set td\s equal to ¿ff, then we can identify a critical 
distance D cr\t beyond which clumps will be able to form stars:

1/2 / \

^  =810 (i5 r̂) ) P C '  ( 3 ' 8 6 )

Taking A^is =  1048 s_ 1  as a fiducial value, and setting £h2 =  5 x  10- 4  as before, I 
have calculated D cr¡t as a function of clump density for a 10 M 0  clump (figure 3.6) 
and a 103 M q  clump (figure 3.7).

Clump density (cm 3)

Figure 3.6: Upper and lower limits on D cr¡t, as a function o f clump density, for a 
clump of mass 10 M 0 .

The qualitative behaviour is clear. H2 within high density clumps survives unless 
the clumps are very close to the massive stars, while H2 in lower density clumps 
is destroyed out to considerable distances. The density at which the behaviour 
changes depends upon the clump mass and upon the photodissociating flux, but 

is typically of the order of 1 0 4 -  1 0 5 cm -3 .
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Clump density (cm 3)

Figure 3.7: As figure 3.6, but for a 103 M 0  clump.

3.5 Summary

The results of this chapter demonstrate that even relatively inefficient star for­
mation will produce enough ionizing and dissociating radiation to prevent further 

gas cooling within small protogalaxies. If gas is not significantly clumped then a 
star formation efficiency o f only

£ ; > 1 . 6 x l O - 3 ( 4 ± A )  (3.87)

is enough to produce an unbounded HII region, while a similar efficiency will 
also lead to the production of enough radiation in the Lyman-Werner bands to 
dissociate all o f the Ii2 within the protogalaxy on a timescale of less than a Myr.

At the same time, however, the results of sections 3.3.3 and 3.4.4 demonstrate that 

clumps o f gas with densities greater than ncr;t ~  1 0 4 cm - 3  are not significantly 
affected by photoionization or photodissociation, and will continue to cool and 
to form stars.

Together, these results suggest that the protogalactic star formation efficiency is 
shaped in large part by hydrodynamical effects, being strongly dependent upon 
the fraction of gas that has been incorporated into dense clumps by the time
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that the first massive stars form. This is not particularly well known, but high- 
resolution simulations such as those o f Abel et al. (2000) or Bromm  et al. (2002) 
are likely to make substantial progress in this area in coming years.

Finally, it is interesting to ask whether photoionization or photodissociation plays 
the greater role in suppressing gas cooling. One simple way in which we can 

compare their effects is to compare the mass o f ionized gas with the mass o f H2 

that has been destroyed. An upper limit on the former is given by

Mi{t) =  2.6 x l (T 5 0 lVion M 0  (3.88)

while the latter is given by the integral o f equation 3.68, so that

Afdis(i) =  mu2Ndisf-mcf ahsf d[st (3.89)

=  7.8 x 10“ 5 1 lVdis/abs M 0 > (3-90)

where I have assumed that / abs remains approximately constant. Using equations

3.5 and 3.13 to write N-lon and Adis in terms of the star formation efficiency, we
can write the ratio of photodissociation to photoionization as

Mdis =  0 .0 l ^ i .  (3.91)
M i X V 1

It is clear that there ai'e far more photoionizations than photodissociations, but 

then there is far more neutral hydrogen than H2 . Photoionization dominates only 

if

/abs <  102x z h 2, (3-92)

and thus is most important in protogalaxies with low H2 column densities, be­
coming less significant as the column density increases.
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Chapter 4 

Global radiative feedback

4.1 Introduction

The previous chapter considered the effects o f radiative feedback on small scales, 
and demonstrated that only a few massive stars are needed to suppress further 
star formation within a small protogalaxy. In this chapter, I turn my attention 
to the effects o f radiative feedback on larger scales.

The basic principle is the same as on small scales -  UV radiation can suppress 
star formation by destroying H2 and by heating protogalactic gas. The difference 

is one o f scale -  when the opacity o f the intergalactic medium (IGM ) is low, gas 
in collapsing protogalaxies can be influenced by radiation from sources occupying 
a considerable fraction of the Hubble volume.

In this thesis, I restrict my discussion o f radiative feedback to the period prior 
to reionization. Reionization itself has profound effects on star formation in low 
mass galaxies, but these effects are well known, and have attracted significant 
study (see, for example, Loeb & Barkana, 2001). Far less work has been done on 
the period preceding reionization. During this period, photoionization will clearly 
exert som e negative feedback, but the high opacity of the IGM at the Lyman limit 
ensures that the effects of this are confined to regions near the sources; there is 

no global feedback.

Below the Lyman limit, however, the opacity o f the IGM  is very much lower and 
an alternative form of radiative feedback -  photodissociation o f H2 by Lyman- 
Werner band photons -  can operate. This form of feedback has the greatest effect 
on the smallest protogalaxies -  those requiring H2 in order to cool -  and it is on
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these that I concentrate. Its effects have been studied by a number o f authors 
(Ciardi et al., 2000a,b; Iiaiman et al., 1996b, 1997, 2000; Machacek et al., 2001).

The most self-consistent treatment is that of Haiman et al. (2000). Using a sim­
ple model for Lyman-Werner emission from protogalaxies, the details o f which I 
discuss in section 4.2, they determine the spectrum and intensity o f the result­
ing soft UV background as a function of redshift. They include the effects of 

intergalactic absorption by neutral hydrogen and EG-

Since the global emissivity depends upon the star formation rate, and hence on 
the number of galaxies capable o f forming stars, self-consistency requires that this 
calculation take into account the effect o f the Lyman-Werner background on the 
galaxies. Accordingly, at each redshift, Haiman et al. calculate the critical tem­

perature, Tcr;t, at which a newly-formed protogalaxy exposed to the background 
is able to cool efficiently, using a method similar to that described in section 4.4. 

Having determined Tcr;t, they can then calculate the background at a slightly 
lower redshift, and proceeding in this manner can track its evolution from high 
redshift until the onset o f cosmological reionization.

Given reasonable assumptions concerning the star formation efficiency and pri­
mordial IMF, Haiman et al. find that a soft UV background inevitably develops 
prior to reionization, and that this background is strong enough to suppress LI2 

cooling within newly formed protogalaxies. It causes Tcr;t to increase by over 
an order of magnitude to approximately 104 K, at which point Lym an-a cooling 
begins to dominate.

This is an important result, for a number of reasons. Firstly, it suggests that small 
protogalaxies do not play a significant role in reionizing the universe, even though 
the fraction o f ionizing photons that can escape from them is far higher than in 
more massive galaxies (Ricotti & Shull, 2000). Moreover, if many o f these small 
protogalaxies are prevented from forming stars then they may actually inhibit 
reionization. W ithout star formation to provide an internal source o f ionization, 
they are effectively just large clouds of neutral gas and can act as significant sinks 
for ionizing photons from external sources, increasingly the clumping factor o f the 
IGM and delaying recombination (Haiman et al., 2001).

This result also suggests that small protogalaxies do not recycle a significant 
amount of gas into the IGM, and thus cannot explain the widespread metal 
enrichment seen in Lyman-a forest clouds (Cowie & Songaila, 1998; Ellison et al.,
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2000). Finally, since most large galaxies that form in CDM  models form from 
the merger o f smaller galaxies, it is important to understand the history o f these 
small galaxies properly in order to understand the initial conditions for the later 
stages o f galaxy formation.

For all o f these reasons, it is important to ensure that the Haiman et al. result 
is correct. However, they themselves identify at least one possible loophole in 
their analysis. Their simulations assume that the initial level o f ionization in the 
gas corresponds to the residual level remaining after cosmological recombination, 

and that, following collapse, this subsequently decreases as the gas recombines. 

If there were some way to prevent recombination from occuring, however, and to 
maintain the fractional ionization at a non-equilibrium level then a substantially 
greater amount o f H2 could form. Increasing the H2 abundance in this fashion 
would imply not only a greater cooling rate, but also a larger H2 column density. 
This would increase the effectiveness o f H2 self-shielding and decreasing that of 
photodissociation. An enhanced level of ionization would at the very least reduce 
the effectiveness of negative feedback and may even overcome it altogether.

A plausible way in which an enhanced fractional ionization could be maintained 
is through the action of an early X-ray background. X-rays, unlike lower energy 
ionizing photons, are not absorbed strongly in neutral hydrogen or helium, and 
can propagate to large distances through the IGM. Thus, if any X-ray sources 
exist at these redshifts, they will naturally generate an X-ray background.

Haiman et al. (2000) briefly investigate the effects o f such a background, within 
the context o f a simple toy model. Their model assumes that the background 

takes the form of a power-law, Lv oc t'-1 , normalized such that its strength at 
the Lyman limit is a fraction f x of the average background in the Lyman-Werner 
bands. The effects of absorption, whether in the IGM or intrinsic to the X-ray 
sources, are modelled as absorption by a fixed hydrogen column density Ah =  
1 0 2 2 cm -2 , plus a corresponding helium column density Ane =  O.OSAh- Using this 
model, they find that one requires f x > 0 . 1  in order to overcome negative feedback, 
and that for larger f x cooling within the core region can actually increase.

The success o f this model proves that, in principle X-rays can overcome negative 
feedback, but it is not (and was not intended to be) a realistic model o f the X-ray 
background. In particular, it assumes a very high level o f absorption. This may 
be appropriate for a background dominated by rare, luminous AGN, but it is far
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from certain that AGN will play a significant role at high redshift -  we know that 
their comoving number density decreases sharply at z >  3 (Pei, 1995), and there 
is already some evidence that they are not to be found in large numbers in the 
high redshift universe (Haiman et a/., 1999).

More plausible sources of X-rays are those associated with star formation, such 
as X-ray binaries or supernova remnants. These will be far more com m on than 

AGN, although individually less luminous, and the Haiman et al. toy model does 
not give an accurate picture of their effects. While one could clearly m odify the 
model, the fact that these sources are directly associated with star formation 
allows their effects to be investigated in a far more self-consistent fashion. In the 
remainder o f this chapter, I outline how this can be done, and the results that 
are obtained.

In section 4.2, I discuss how the emissivity (in the Lyman-Werner band and/or 
in X-rays) produced by a given source population can be calculated, and in sec­
tion 4.3, I show how this emissivity can be used to determine the spectrum and 
intensity of the radiation background. In section 4.4, I outline the model used 
to investigate the effects of this background on protogalactic cooling, and in sec­
tion 4.5 present a variety o f results of this model. I conclude in section 4.6.

4.2 Modelling the emissivity

To determine the evolution of the UV or X-ray backgrounds, we first need to know 
how the emissivity, e„, evolves. In general, the emissivity will depend upon both 
position and redshift. Ifowever, to simplify matters I assume that the emissivity 
(and hence the radiation held) is isotropic and homogeneous. This simplification 
is justified as long as the number o f emitters is large (so that shot noise effects 
can be neglected) and if their typical clustering scale is much smaller than the 

scale over which they are visible. Generally, both of these conditions are satisfied 
for sources radiating in the Lyman-Werner bands or in the X-rays.

Since we are interested in sources of radiation which are directly associated with 
star formation, let us wi'ite the emissivity 1 as

e„ =  1.04 x 10 - 6 6  Lu M* ergs - 1  cm - 3  Hz-1 , (4.1)

XNB This is written in terms o f proper coordinates; to convert to com oving coordinates, 
simply multiply by (1 +  z)3.



4.2: Modelling the emissivity 153

where Lu is the luminosity density per solar mass o f stars formed per year, and 
M* is the star formation rate per unit volume. 2

Writing the emissivity in this manner means that we ignore any contribution from 
sources not directly related to the star formation rate, such as evolved stellar 
populations. This is a reasonable simplification, since Lyman-Werner emission 
will be dominated by emission from massive, short-lived 0  and B-type stars, while 

the X-ray luminosity of a star-forming galaxy is known to be correlated with its 
star formation rate (see section 4.2.3). The only significant sources o f either type 

o f radiation that do not fit this pattern are AGN, but we expect their influence 
to be negligible at very high redshift.

W ith this simplification, we can separate the problem o f determining the emissiv­
ity into two conceptually independant portions: determining the star formation 

rate, and determining the luminosity density as a function o f the star formation 

rate.

4.2.1 The global star formation rate

Although we have observational constraints on the star formation rate up to 
z ~  5, we have no direct constraints (and few indirect ones) at higher redshift. 
Consequently, any model of the high redshift star formation rate will be entirely 
theoretical. Moreover, the lack of constraints suggests that we should choose as 
simple a model as possible. A good example is the star formation m odel adopted 
by Haiman et al. (2000), which is also used here. They assume that star formation 
proceeds primarily through starbursts, of duration ton years, that are triggered 
when galaxies first form. During the starburst, the star formation rate is assumed 
to be constant. The cosmological density of star formation in this model is given

by

M* =  C'fbApsal M 0  yr“ 1 M pc“ 3. (4.2)
ton

where e is the star formation efficiency, ft, =  and A/Jgai is the cosmological
density o f matter in newly-formed galaxies (with units o f M 0  M pc“ 3). This can 

be written as
f Zl d F

Apgai(^) =  / Pm (z)— (z ,T crit) dz (4.3)
*/ Z

2The former has units o f erg s-1  Hz-1  (M 0 yr- 1 ) 1; the latter units o f M 0 yr-1  M pc- 3 .
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where pm =  2 . 8  x lOn f im( l + 2 )3 M 0 M pc_ 3  is the cosmological matter density, and 
F (z ,T crit) is the total fraction of matter in halos with virial temperatures greater 
than Tcrit. This fraction can be estimated from the Press-Schechter formalism:

F (z ,  M crit)
' M e r i t

p o o

I MC1
erL’fc ic(z)

\/2cr(M)
dz

(4.4)

(4.5)

(see equation 1.126), where M cr\t is the mass of a protogalaxy with virial temper­

ature Tcrit- For a truncated isothermal sphere, this is

Merit =  1.5 x 10'
/  T  \  3 / 2

( cntT- ) (1 +  2 ) - 3/2/ i - 1 M 0 . (4.6)
V1000 K J V J K J

The upper limit o f the integral in equation 4.3 is given by Zi — z +  A z ( ton), where 
A z (ton) is the interval o f redshift corresponding to the length of the starburst.

This model neglects any subsequent bursts of star formation, such as may be 
triggered by mergers, but as noted by Haiman et al., the effect of gas recycling 
in mergers can be mimicked by choosing a large value of ton.

4.2.2 The U V  luminosity density

The ultraviolet flux o f a star-forming galaxy is dominated by emission from young, 
massive 0  and B-type stars. These are shortlived, with the most massive having 
lifetimes of only a few Myr, and thus the luminosity density will be strongly corre­
lated with the star formation rate. Given enough information on the starbursts, 
such as the typical metallicity and IMF, it would be possible to use the tech­
niques of stellar population synthesis (Bruzual & Chariot, 1993; Worthey, 1994) 
to determine the emitted flux. However, this would be an unnecessarily com pli­
cated approach for the simple investigation undertaken here. Instead, I use the 
well-known result that the emitted flux o f a galaxy with constant star-formation 
rate is approximately flat between the Lyman and Balmer spectral breaks (Meier, 
1976)

L„ =  2.6 x 1027 erg s- 1  Hz- 1  (M o y r " 1) - 1 . (4.7)

Strictly speaking, this result applies only when the stellar population is in a 
steady state, with the rate at which massive stars form being balanced by the rate 
at which they die. However, given that we are summing over a large number of
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different star-forming systems, each at a slightly different point in their evolution, 
it should be an adequate approximation.

4.2.3 The X-ray luminosity density 

An empirical model

The correlation between the X-ray emission o f star-forming galaxies and their 
star formation rate is well established. For example, Helfand & Moran (2001) 
collate data from a number o f ASCA studies o f local starbursts, and demonstrate 
that there is a linear correlation between the hard X-ray flux (measured in the 2 
-  10 keV band) and the infrared flux 3 measured by IRAS (Sanders & Mirabel, 

1996). Specifically,

F x  ~  1 0 ~4 Fir (4.8)

although a few sources, such as M82 (Moran & Lehnert, 1997) or NGC 3310 (Zezas 
et al., 1998) have X-ray fluxes that are significantly larger. Similar correlations are 
found by David et al. (1992) for the 0.5 -  4.5keV energy band, and Rephaeli et al. 
(1995) for the 2 -  30keV energy band, although with constants o f proportionality 
that differ by a factor o f a few.

It is natural to assume that this correlation will continue to hold at high redshift. 

In this case, the X-ray luminosity can be written in terms o f the star formation 

rate as

Lx =  6  x 1 0 3 9  ergs_1 ’ (4-9) 
where we have used the result that

£“ ~ 1-5xl0,o( n & ) L-  ( 4 - 1 0 )

from the starburst model of Leitherer & Heckman (1995).

This value o f Lx  is an order of magnitude lower than that derived by Oh (2001) 
using a similar argument. Some o f this discrepancy is due to the difference in
the X-ray energy band considered (0.2 -  10 keV in Oh (2001), compared to 2 -
10 keV here); the rest is likely due to the intrinsic scatter in the observational 
data. W ith this in mind, we should clearly regard equation 4.9 as no more than 
an order of magnitude estimate of the X-ray luminosity.

3This is a good tracer o f the star form ation rate in dusty starbursts -  see section 2.5 o f
Kennicutt (1998).
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To convert the X-ray luminosity to the luminosity density, we need to know the 
shape o f the X-ray spectrum. This frequently shows a great deal o f structure 
{e.g. Dahlem et al., 2000), but for our purposes can be adequately represented 
by a power law, Lu oc v~T. Rephaeli et al. (1995) find that a weighted average 
of their sample gives F =  1.5 ±  0.3; I assume that this remains the case at high 
red shift. With this spectral index, the luminosity density becomes

Lu =  1.5 x lO4 9 ^ - 1-5 ergs - 1  Hz- 1  (M @ yr-1 ) 1 (4-11)

which can be related to the emissivity as outlined above.

Alternative models

The above model has the benefits of being simple and empirically motivated. 

However, in the absence of observational confirmation, it remains an assumption 
and it is clearly prudent to consider alternatives. The simplest option is to modify 

the ratio of X-ray to infrared flux, or the spectral index, and in section 4.5 I 
examine the effects o f making these changes.

More ambitiously, we might consider models in which Lu is produced by a specific 
type of source, as this will give a better insight into how it may evolve with 

redshift.

Locally, X-ray emission from starburst galaxies is dominated by emission from 
massive X-ray binaries (David et al., 1992). These consist o f a massive 0  or 
B-type star in close orbit around a compact companion (a neutron star or black 
hole). Strong stellar winds from the massive star transfer mass onto the compan­
ion, powering a bright, but short-lived X-ray source. Emission from these sources 

is not directly dependent on redshift, but may be linked to metallicity, being 
enhanced in low-metallicity surroundings (van Paradijs & M cClintock, 1995), al­
though this is uncertain (Helfand &: Moran, 2001). It requires the formation of 
a significant number o f binary systems, as few will go on to form massive X-ray 
binaries. Locally, many stars are found in binary systems (Fischer & Marcy, 
1992), but it is not clear that this will also be true at high redshift, particularly 
in metal-free gas, where numerical simulations find no evidence for fragmentation 
(Abel et al., 2000).

As long as massive X-ray binaries dominate the X-ray emission, our empirical 
model remains a good one. Alternative models should therefore examine different
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sources. Local observations suggest that the next most important X-ray sources 
will be supernova remnants (SNR). These can produce both thermal and non- 
thermal X-rays.

Their thermal X-ray emission is predominantly in the form of bremsstrahlung 
from hot gas in the remnant. Detailed modelling o f this emission requires a 
hydrodynamical treatment of the evolution of the remnant (see e.g. Chevalier, 

1999), but an order o f magnitude estimate is easy to obtain. Helfand & Moran 
(2001) use the Sedov solution (Sedov, 1959) to estimate the X-ray emission, and 
find that for typical supernova parameters (an explosion energy E  ~  1051 erg and 

an ambient density n ~  1 cm -3 ), a fraction f x =  2  x 1 0 - 4  o f the explosion energy 
is radiated at a typical temperature of 1 keV.

This estimate assumes that the supernova remnant reaches the Sedov-Taylor 

phase, but this need not be the case. If the ambient density is very high (n ~  
1 0 ' cm -3 ), then the supernova remnant will radiate its energy very rapidly, before 
the ejecta have had time to thermalize (Terlevich et al., 1992). In this case, the 
X-ray luminosity is extremely large (L x ~  1043 erg), but short-lived (t ~  1 yr). 

The fraction of the explosion energy radiated as X-rays is significantly higher 
than in the standard case, with f x ~  0 .0 1 , and the characteristic temperature 
is also much greater, being around 30 keV. At least one SNR o f this type has 
been observed (Aretxaga et al., 1999) and it is reasonable to expect them to be 
more com m on at high redshift, where the ambient densities will be greater and 
the effect o f stellar winds less pronounced.

In section 4.5, I study two models in which the X-ray emission is produced by 
supernova remnants -  one in which the emission comes only from the standard, 

low-luminosity remnants, and one in which it is all produced by high-luminosity, 
ultra-compact remnants. In both cases, the luminosity density can be written as

L v =  1.3 x 1026 ( J ^ j  ^ f x e - hv^  ergs - 1  Hz- 1  (M 0  yr - 1 ) " 1 , (4.12)

where i is the explosion energy in units o f 1051 erg, Tx is the characteristic 
temperature o f the emission and t's-1  is the number o f supernovae per solar mass 
of stars formed. The latter quantity depends on the IMF, and also the mass at 
which stars first become type II supernovae, but typically t's-1  ~  0.01 M g1.

In addition to this thermal emission, supernova remnants also produce non- 
thermal X-rays. These are generated as the relativistic electrons produced in
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the explosion lose energy, either through synchrotron radiation, or through in­
verse Compton scattering of infrared background photons. Synchrotron emission 
has been detected at low redshift (Koyama et al., 1995; Petre et a l 1999), but 
is generally not significant compared to the thermal emission. Inverse Compton 
(IC) emission has not yet been directly detected, but its presence has been in­
voked to explain the X-ray emission of M82 and NGC3256 (Moran & Lehnert, 
1997; Moran et al., 1999). At high redshift, we would expect inverse Compton 

emission to be far more significant -  the energy loss rate o f the relativistic elec­
trons is proportional to the energy density o f the CMB and thus scales as (1 +  z )4. 
Oh (2001) has examined this scenario in some detail, and finds that IC emission 
exceeds synchrotron emission as long as the local magnetic field strength is less 
than

B <  1300 ( l i C )  (i G. (4.13)

This is large, even by the standards of the local universe, and it does not seem 
plausible that such strong magnetic fields could have been generated on small 
scales so early in the history of the universe.

The spectrum of inverse Compton emission depends upon the energy spectrum 
of the relativistic electrons, but is well approximated by Lu oc v~l at the energies 
of interest. The intensity depends upon the fraction of supernova energy that is 
transferred to relativistic electrons. This is not well known, and may lie anywhere 

between 0.1% and 10%, corresponding to averaged X-ray luminosities in the range 
3 x 1038 -  3 x 104° ergs - 1  (M® yr-1 ) 1. I consider two models of inverse Compton 
emission, one corresponding to each end of this range of values. The resulting 
luminosity densities are given by

Lu =  1-86 x lO3 8 ^ - 1  erg s- 1  Hz- 1  (M 0 yr - 1 ) _ 1  (4.14)

and

L v =  1.86 x 104Oz/ - 1  erg s- 1  Hz- 1  (M® yr - 1 ) - 1  (4.15)

respectively. These estimates assume a high-energy cut-off of lOkeV, but are only 
logarithmically dependent on the value of this cut-off.
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4.3 Calculating the background

Once we have determined the redshift evolution of the emissivity, the next step is 

to examine the radiation background that it produces. If absorption is negligible, 
then determining this background is simple. The mean specific intensity o f the 
background at an observed frequency uq and redshift zq is given by (Madau et «/., 
1999)

JM  =  Ŝ J T T $  7)iz’( 4 ' 1 6 )

where v  =  vq(\ +  z ) / ( l  +  Zo). The background is completely determined by the 
emissivity -  given a model for the evolution o f £ „(z), calculation o f J(vo,Zo) is 
trivial.

If absorption is not negligible, then equation 4.16 must be modified to include its 

effects; we can write

J M  = (4 -17)

where t (u0, zo, z) is the optical depth at frequency z/ 0 due to material along the 
line o f sight from redshift z0 to z.

There are two distinct contributions to r: intrinsic absorption (i.e. absorption 
by material within the galaxy that contains the source o f radiation), and absorp­
tion by material in the intergalactic medium. Denoting these as 7int and tigm 
respectively, we can write the total optical depth as

r  -  Tint +  tigm- (4.18)

4.3.1 Intrinsic absorption

Intrinsic absorption is difficult to model with any degree o f accuracy as it will 
depend upon a number of variables -  the size and shape of the galaxy, its ion­
ization state, the position of the sources within it, the dust content etc. Rather 
than attempt to model these in detail -  a significant undertaking in itself -  I 
instead assume that it can be approximated by absorption by a neutral hydro­
gen column density of Nu =  1 0 21 cm -2 , plus a neutral helium column density of 
Nue =  8  x 1019 cm -2 . This is assumed to be constant, and to be the same for all 
sources. W ith this assumption, r;nt becomes

'Tint — 1021cr2o W  +  8  x 1019a21(u) (4-19)
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for X-rays; for Lyman-Werner photons, I take it to be zero since any H2 in the 
host galaxy will be rapidly destroyed 4 This model for intrinsic absorption is 
similar to that used by Haiman e t  a l .  for the total absorption in their toy model 

of the X-ray background, although the smaller value o f Nu adopted here is more 
appropriate for X-ray sources that are not AGN.

4.3.2 Absorption in the IG M

Compared to intrinsic absorption, the effects o f absorption in the IGM are rela­

tively straightforward to determine. We can write tigm as

T [ g m ( ^ o , 2 o , z )  =  /  k ( v ,  z )  — c  d z ,  (4.20)
Jzo ' 1 +  Z)

where k (v, z) is the absorption coefficient. The form of k depends upon the type

of absorption -  whether continuum or line based -  which differs for the two types
of radiation.

X-ray absorption

For X-rays, the opacity is dominated by continuum absorption by neutral hydro­
gen and helium, as the He+ abundance is small prior to reionization. This allows 
us to write tigm as

tigm(^o,^o,2) =  /  [o~2o( v ) n n ( z )  +  a 21(zz)nHe(z)] T f ( ? ,  A  (4.21)
J Z o  “ 11 +  -* )

where u — +  z)/{\ +  z0) as before and where nu(z) and nne(z) are the neutral
hydrogen and helium densities in the IGM. Assuming that most of the gas in the
IGM remains smoothly distributed, and that the ratio of hydrogen to helium
retains its primordial value then this becomes

z 0 i z )  =  [  [0.927<72O(zz) +  0.073ct2i(z/)] —-—rd z , (4.22)
J z 0

where r i b  is the baryon number density. Determination of tigm by numerical 
integration of this equation is straightforward.

^ e e  chapter 3.
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Lym an-W erner band absorption

Lyman-Werner band photons face two main sources o f opacity. The first is absorp­
tion by the Lyman series lines o f neutral hydrogen. In a neutral IGM , these lines 
have very large optical depths, and absorb virtually all o f the Lyman-Werner 
photons redshifted into them. As demonstrated by Haiman et al. (2000), this 

causes the spectrum of the Lyman-Werner background to develop a ‘ sawtooth’ 
shape, an example o f which is displayed in figure 4.1. This ‘ sawtoothing’ is due 

to the fact that, at a frequency v  and redshift zo, sources are visible only as far 
as a maximum redshift zmax, given by

1 +  Zmax =  (4.23)
l +  ô v

where zq is the frequency of the nearest, higher-energy Lyman series line. The 

nearer u is to zq, the nearer zmax is to z0, and the smaller the number o f sources 
that are visible. Consequently, at observed frequencies just below a Lyman series 

line, very few sources are visible, while at frequencies just above the line, a large 
number can be seen. Hence, the observed spectrum declines steadily until the 
line is reached, and then jumps sharply up, giving it its characteristic sawtooth 

shape.

The other source o f opacity in the IGM comes from absorption by the Lyman- 
Werner lines o f intergalactic H2. If we assume that none o f the absorbed photons 

are re-emitted, then the optical depth due to H2 becomes

t ig m H  =  2.654 x 10- 2 V  / O S C ) i (4. 24)
. n{Z i)i v

where we sum over all lines with frequencies zq that lie between v  and zq ; z,- is the 
redshift at which line z is seen in absorption, and is given by ( l + ^ ) / ( l + z 0) =  zq/V. 
For simplicity, I have approximated the lines as delta functions; comparison with 
the results of Haiman et al. (2000), who use Voigt profiles, shows this to be a 
good approximation. At typical IGM number densities, the population of excited 

states will be negligible, while work by Flower & Pineau des Forêts (2000) shows 
that the ortho-para ratio will be approximately 0.25. An example o f the resulting 
opacity is plotted in figure 4.2.

In reality, o f course, some of the absorbed photons will be re-emitted. Approxi­
mately 85% of absorptions do not result in dissociation, with roughly 5% resulting 
in re-emission o f the original Lyman-Werner photon, while about 15% result in
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CV2
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Figure 4.1: An example of the ‘ sawtooth’ pattern that neutral hydrogen absorp­
tion creates in the spectrum of the Lyman-Werner background. This example 
shows the background at z =  30, and is taken from a model with star formation 
efficiency e =  0 . 1  and starburst lifetime ton =  1 0 7 yr.

the emission o f a photon elsewhere in the Lyman-Werner band system (Glover 
& Brand, 2001). Moreover, although many of these photons will be scattered 
out o f the line of sight, the assumed isotropy of the radiation field implies that 
this will be balanced by an equal number of scatterings into the line o f sight. 
Equation 4.24 is thus correct only to within about 20%.

A more accurate treatment o f H2 opacity would clearly be desirable, but actually 
proves to be relatively unimportant. This is because the magnitude of the Lyman- 
Werner background required to rapidly destroy intergalactic LI2 is far less than 
that required to significantly affect protogalactic cooling. This is obvious from 
the results of Haiman et al. (2000), and can also be verified numerically. Let us
suppose, for simplicity, that there is no X-ray background, and that H2 formation
can be neglected. In this case, the H2 abundance is governed by

cIuh,
- ¿ f  =  - k 2m H2 (4.25)

=  —1.38 x 109 J „nH2 , (4.26)
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Figure 4.2: The optical depth from intergalactic H2 at z =  30. I assume an 
H2 abundance o f 2.2 x 10- 6  (Stancil et al., 1998) and neglect the destruction of 
intergalactic H2 by the Lyman-Werner background.

and H2 dissociates on a timescale

idis =  7.25 x 10~WJ ; 1 s.

This becomes shorter than the Hubble time if

(4.27)

J„ >  3 .5 x 1 0  2‘ +  z ) 3 / 2 erg s 1 cm  2 Hz *sr 1

>  1 . 1  x 1 0
- 2 3 1 + Z

20
3/2

erg s 1 cm  2 Hz 1sr- 2 (4.28)

(where in the second line I have adopted my usual cosmological m odel). Once 

Jv exceeds this value, intergalactic H2 is rapidly destroyed. This level o f flux, 
however, has only a marginal effect on cooling within protogalaxies, suggesting 
that absorption by intergalactic LI2 is o f little importance to the evolution of r cr;t.

4.4 Simulating protogalactic cooling

The preceding sections have shown how, given simple models o f star formation 
and X-ray emission, we can calculate the spectrum and intensity of the Lyman-
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Werner and X-ray backgrounds. In this section, I describe how we can investigate 
the effect of these backgrounds on the cooling of gas within small protogalaxies.

Our main aim is to determine the evolution of Tcrit, the critical virial temperature 
below which protogalactic cooling becomes inefficient. An immediate problem is 
the fact that the evolution of Tcrit is coupled to that of the backgrounds -  to cal­

culate the backgrounds we need to know Tcr¡t, while to calculate Tcrit we need to 

know the strength of the backgrounds. Fortunately, the solution to this problem 
is straightforward. We know that at very high redshift few protogalaxies will yet 
have formed; consequently, there will be little background radiation (aside from 
the CM B) and no radiative feedback. At these redshifts, Tcr;t is readily deter­
mined, and is approximately 250 K. W ith this as a starting point, we can then 
proceed incrementally to lower redshifts. I first evolve the radiation backgrounds 
for a small redshift interval A z, assuming that Tcrit remains constant, and then 

calculate the true value of Tcr,t at the end of this interval. Provided that A z  

is small, the error in Tcr[t remains small, particularly once emission from larger 
protogalaxies (ones with Tvir >  104 K) begins to dominate the background. This 
strategy reduces the coupled problem to the simpler one of determining Tcrjt given 
a radiation background; in the remainder o f this section I outline my m ethod for 
doing this

Ideally, one would use a detailed hydrodynamical simulation to calculate Tcrit , 

as in Machacek et al. (2001). This is plausible if the background radiation is 
negligible or if the protogalactic gas is optically thin, as the photochemical reac­
tion rates can be calculated in advance. Once the gas becomes optically thick, 
however, this method becomes impractical, as to obtain the photoionization and 
photodissociation rates we must solve for the radiative transfer o f the ionizing or 
dissociating photons. This adds greatly to the computational cost of the problem, 
ruling out any systematic investigation. Since the protogalaxies in which we are 
interested will be optically thick, this approach is not appropriate.

An alternative approach, used by Haiman et al. (2000), is to simplify the problem 
by not attempting to simulate the hydrodynamical evolution of the protogalaxy. 
Rather, we assume that the density profile remains static, at least on the timescale 
of the problem, and solve for the radiative transfer of ionizing and photodisso- 
ciating radiation within this static profile. Further simplification can be had by 
assuming that this profile is spherically symmetric.
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This is clearly a dramatic approximation, but, as we saw in chapter 1, it proves 
surprisingly accurate at predicting Tcr;t. It is o f no use for studying protogalactic 

evolution after the onset o f strong cooling, but this is outside the scope o f our 
study. Moreover, it allows the thermal and chemical evolution o f a model proto­
galaxy to be computed rapidly -  in a matter o f minutes on a fast workstation -  

allowing the redshift evolution o f Tcrit to be studied for a large number o f different 
source models.

The basic computational method can be broken down into three portions -  ini­

tialization of the density profile and the chemical abundances, computation of 
the thermal and chemical evolution o f the gas, and termination o f the simulation 

at a suitable point. These are described below.

Initializing the model

I m odel the protogalaxy as a truncated isothermal sphere (Shapiro et al., 1999), 
with central density

77-0 =  1.796 x 104 niGM, (4.29)

(where uigm is the density of the unperturbed IGM ), and truncation radius

We can use the relationship between mass and virial temperature for a truncated 
isothermal sphere (equation 4.6) to write the latter as

/  T  . \ 1/ 2
r, =4.62 x 103 ( j j — g )  ( l  +  2 ) - 3/ 2 A - 'p c .  (4.31)

The density profile is thus completely specified by the virial temperature and 

redshift o f formation.

This profile is subdivided into 100 spherical shells o f uniform thickness -  exper­
imentation has shown that this is a sufficient number to properly resolve the 
protogalaxy. Once the gas density in each shell has been calculated, the initial 
number densities of the various chemicals ai'e set. The initial chemical abundances 

are taken from Stancil et al. (1998), with the ortho to para-hydrogen ratio coming 
from Flower & Pineau des Forets (2000). At low redshifts, these abundances will 
be inaccurate, as intergalactic Id2 is destroyed by the Lyman-Werner background, 
but the results of the simulations prove to be insensitive to the precise values of 

the initial abundances.
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Com puting the evolution

Since the gas density is fixed, we can write the equations for the evolution o f the 

chemical abundances in the form (Anninos et al., 1997)

^  =  Ci(nj , T ) - D i(nj ,T)ni (4.32)

where rii is the number density of a chemical species ¿, Ci is the sum of all of 

the processes that create species i and D,- is the sum of all o f the processes that 

destroy it. Moreover, the temperature equation can be written in a similar fashion

dT 2

i f  =  [ r K ’ r )  ~ A ( n , , r ) 1  ’ (4-33)

where F and A are the total heating and cooling terms respectively. Together, 
these equations form a coupled set of ordinary differential equations that must 

be solved simultaneously.

In optically thin gas (or when the background radiation is negligible), the thermal 
and chemical evolution o f each shell is independent of that of the others. In this 
case, it is a simple matter to compute the evolution o f each shell. The only 
difficulty is presented by the stiff nature o f the rate equations. This rules out 
the use of explicit integration methods; instead, I use the implicit STIFBS routine 
of Press et al. (1986). Even with an implicit integration method, chemicals with 

small characteristic timescales present a problem. In the optically thin case, 
these problems manifest only for the two molecular ions, H~ and H j , which both 
have equilibrium timescales of the order of 10 -  100 yr. It is possible, although 

inconvenient, to solve the rate equations using timesteps o f this size, as long 
as we can calculate the photochemical rates in advance. Once we add in the 
overhead of recalculating them regularly, as we must in optically thick gas, such 
small timesteps becom e impractical. Accordingly, I approximate by assuming 
that the H~ and H* abundances both come instantaneously to equilibrium. This 

introduces some uncertainty into the calculated H2 abundance, but this is of the 
same order of magnitude as the H~ and FI  ̂ abundances, and hence is completely 
negligible.

In optically thick gas, the problem is far more complicated. The photochemical 
rates can no longer be computed in advance; rather, they will depend upon the 
radiation held seen by each shell, which itself depends upon the opacity o f each 
of the shells. As the chemical abundances evolve, these opacities change, causing
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the photochemical rates to change. Thus, the chemical evolution o f any one shell 
will generally depend upon that of all of the other shells.

M y treatment o f this problem is similar to that o f Kepner et al. (1997). I begin 
by noting that the photochemical rates at a distance r from the centre of the 
protogalaxy will depend upon the mean flux Ju{r ) at that point. This can be 

written in terms o f the isotropic external radiation field, Ju(rt), as

1 f + 1
M r ) =  2 J^ r^ J  exP [ - r ( ^ r ^ ) ]  dfi (4.34)

where fj, =  cos 9 and 9 is the angle between the line o f sight and the radial 
direction. This expression is valid as long as the re-emission o f photons within 
the gas can be ignored; as we saw previously, this is a good approximation.

Above the Lyman limit, we can write the opacity as

r ( i / ,r , / i )  =  cr20{u)Nu(r,iJ,) +  a2iN He( r ^ )  (4.35)

=  (cr2o +  O.O8 0 2 1 ) N u {r,n ) (4.36)

where I have assumed that the He+ abundance is negligible. Photodissociation 
can be treated in a similar manner, since the photodissociation rate for any 
rotational level is a m onotonic function of the column density o f H2 in that level. 
Our radiative transfer problem therefore reduces to one o f calculating column 

densities.

Accurate calculation o f the H2 photodissociation rate does, however, present a 
significant problem. As we saw in chapter 2, the photodissociation rate in op­
tically thick gas depends upon the populations o f the rotational levels o f H2. 
Consequently, rather than simply solving for the H2 abundance, we should calcu­
late the abundance o f I i2 in each of its rotational levels (or at least the subset of 
them which can acquire significant populations). In principle, this is straightfor­

ward, but in practice the short lifetimes o f the excited states are a real problem, 
as they again force us to solve the chemical equations using very small timesteps. 
This makes it impractical to calculate the chemical evolution for any significant 
length o f time. Clearly, some approximation is necessary.

An approximation like that used for H~ and initially seems promising, but is 
difficult to implement -  collisional excitation and de-excitation couple the various 
levels together, requiring us to solve a sizeable set o f simultaneous equations for
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the individual level populations for each timestep. I have chosen to use instead a 

couple o f simpler approximations

The first of these approximations ignores excited H2 altogether; we assume that 
all of the H2 is in the J  =  0 or J =  1 rotational states, and that the ortho-para 
ratio has its equilibrium value of three to one. As we saw in chapter 2, this is a 
better approximation than simply assuming that all o f the Ii2 is para-hydrogen, 
and probably underestimates the actual photodissociation rate by no more than 
a factor of two to three at most.

The other approximation takes the opposite tack; we assume that the levels are in 

local thermodynamic equilibrium, in which case their populations depend solely 

on the temperature. Together, these two approximations bracket the true level 
populations. Comparison o f the results o f simulations run with the different 
approximations shows us how much effect our uncertainty has on the calculated 
values of Tcr¡t. Selected results of such simulations are presented in section 4.5; 
briefly, I find that although in some cases there is a significant difference in the 
evolution of the H2 abundance, the evolution o f Tcr¡t is broadly similar, and we 

can use our simple approximation -  that there is no excited H2 -  with reasonable 
confidence.

Returning to my discussion of the computational method, recall that the radiative 
transfer problem can be reduced to one o f calculating column densities, from 
which we can then calculate the mean flux by use of equation 4.34. For each 
grid point, therefore, we need to calculate the column density along a suitable 
number of lines o f sight. Obviously, the better the angular resolution, the smaller 
the error in Ju(r); on the other hand, there is little point in being unnecessarily 

precise. Having run trial simulations with various different angular resolutions, I 
find that splitting the integral into 1 0 0  equally spaced bins proves adequate.

Thus, for each shell we must calculate the column densities of atomic and molec­
ular hydrogen along 100 lines of sight. These column densities are given by

Ni(r, ¡i) =  f rii[r'(x)] dec (4-37)
Jo

where L =  r/i +  [r2 — r2(l  — /i2 ) ] 1/ 2 is the distance to the edge o f the protogalaxy 
and r '(x ) =  (? ’ 2 +  x 2 — 2 rx/j,)1/2 is the distance to the centre of the protogalaxy 
as a function of x , the position along the line of sight. Since the shells are evenly 
spaced, it is simple to reduce this integral to the appropriate sum.
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Once we have the column densities and the mean flux, we can then calculate the 
various photochemical rates. In practice, since the Jv(rt) is assumed to be con­
stant on these timescales, we can do most of this computation in advance, storing 
the results in a series of look-up tables, and interpolating rates as necessary. This 
inevitably introduces a small amount of error, but this can be made negligible by 

using sufficiently fine divisions in our tables.

Finally, one last approximation is necessary, since it is impractical to recalculate 
the column densities and photochemical rates for every single timestep taken by 
STIFBS. Rather, I recalculate them on the timescale on which they vary. The 
procedure is outlined below:

1. Choose an appropriate starting timestep, A t. I usually err on the side of 

caution, and use an initial timestep of A t  =  1010 s.

2. Calculate the column densities, and hence the photochem ical rates.

3. Evolve the model protogalaxy for A t, assuming that the photochemical 
rates remain constant over this period. Store the results.

4. Return to the beginning of the timestep, and evolve the model protogalaxy 

again, this time using two timesteps, each o f half the size.

5. Compare the results of the two simulations. If any o f the chemical abun­
dances or temperatures have relative errors o f more than 1 0 ~3, then re­
ject the results o f the timestep, and start again from step one with a new 

timestep o f half the size.

6 . If we accept the results, then update the starting time from t to t +  A t, and 
choose a new timestep. This choice is guided by the size o f the discrepancy

between the two runs -  if it is very small, then I enlarge the timestep, if
not then I keep it at its current size. This is a fairly crude form of adaptive 
stepsize control, but works well in practice.

Stopping the simulation

Using the method outlined above, I run the simulation until one o f two criteria 
is met: either we exceed a time limit, tyim, or the protogalaxy begins to cool 

strongly.
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A time limit is necessary in order to take account o f the fact that these protogalax­
ies are not completely isolated objects and will only survive for a limited period 
before merging. The distribution o f survival times can be calculated from the 
Press-Schechter formalism (Lacey & Cole, 1993), but for reasonably rare objects 
the mean survival time is typically of the order of the Hubble time. Accordingly, 

I Set him ^ H '

The second criterion -  the onset o f strong cooling -  can be assessed in a number of 
ways, as we saw in chapter 1. Haiman et al. (2000), in their simulations, require 
that the elapsed time must exceed the cooling time, as calculated at a distance 
ro from the centre o f the protogalaxy (i.e.  at the edge o f the core). This criterion 

avoids giving a false positive in the case in which tcooi drops briefly below fdyn at 
an early time, and then climbs above it again as the H2 abundance falls. I adopt 

a similar criterion in my model. Additionally, I have run a few simulations to 
examine the effect o f applying a similar criterion at a much larger distance from 
the core -  this is more appropriate if protogalactic cooling is primarily determined 
by the behaviour of the gas immediately behind the accretion shock, as suggested 
by the simulations of Fuller & Couchman (2000).

4.5 Self-consistent models of radiative feedback

Negative feedback

Before considering the main topic of this chapter -  the effects of X-rays on proto­
galactic cooling -  I make a slight digression to look at the effects o f purely negative 
feedback and the uncertainty that is introduced by my approximate treatment of 
the H2 rotational levels.

Comparing the results o f simulations run using my two approximations -  that the 
excited levels of H2 are not populated, or that they have LTE populations -  I find 
that at low flux levels, there is little or no difference to the results. For example, I 
plot in figure 4.3 the evolution with time of the H2 abundance in the core o f a pro­
togalaxy with virial temperature Tvir =  1 0 3 I< and collapse redshift z =  30, illumi­
nated by a Lyman-Werner background with J(u) =  10_ 2 3 ergs_ 1  cm - 2  Hz- 1  sr_1. 5 

The solid line shows the behaviour if we ignore the excited levels; the dashed line 

the behaviour if LTE abundances are assumed. As we can see, there is no signif­

5Recali that, in the optically thin limit, kd¡s =  1.38 x 109 J(v) s_1 .
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icant difference between the two. This is not particularly surprising, since if the 
Lyman-Werner flux is small, then so is the photodissociation rate and substantial 

differences in it will have little effect on the final H2 abundance.

I

Time (s)

Figure 4.3: The evolution o f the H2 abundance in the core o f a protogalaxy for 
two different Ii2 level population approximations -  no excited levels (solid line) 
or LTE populations (dashed line). The results plotted are for a protogalaxy with 
virial temperature Tv;r =  103 K and formation redshift z =  30, illuminated by a 
Lyman-Werner background with strength J{u) =  10~ 23 erg s- 1  cm - 2  Hz- 1  sr-1 .

At higher flux levels, the difference in behaviour is more striking. For example, I 
plot in figure 4.4- the results of a similar comparison for a background with J{p) — 
10-21. In this case, there is a clear qualitative difference in behaviour -  in the 
ground state simulation, the H2 abundance increases initially, before subsequently 
decreasing as the free electron fraction falls, while in the LTE simulation it falls 
right from the start. Nevertheless, despite the striking difference in the chemical 
evolution, the end result of the two simulations is the same -  the protogalaxy 
fails to cool. This suggests that we may get a better idea o f the importance of 
photodissociation from excited states if we compare the evolution o f Tcv\t in the 

two models.
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Time (s)

Figure 4.4: As figure 4.3, but for a Lyman-Werner background with strength 
J(u) — 1CT21 erg s- 1  cm - 2  Hz- 1  sr_1.

I do this in figure 4.5 for a model with star formation efficiency t =  0.1 and source 

lifetime ton — 10' yr. 6 The evolution of Tcrit for the two different approximations 
is broadly similar, with the onset o f negative feedback occuring at slightly higher 
redshift in the LTE simulations.

An alternative way of looking at these results is to ask how strong the Lyman- 
Werner background must be for negative feedback to occur -  unlike the redshift, 
this should be insensitive to details o f the cosmological model. In figure 4.6 I 
plot the evolution of Tcr;t as a function of the mean Lyman-Werner flux in the 
two models. Again, we see that the evolution is broadly similar, with the critical 
flux differing by a factor of two at most. These results suggest that the degree 

to which we model the H2 level populations will have some effect on the values 
of Tcrit that we find, but that this effect is relatively small; as we shall see below, 
the effect o f the X-ray background is far greater.

6Cf. figure 7 in Haiman et al. (2000), which shows the results o f a similar model.
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Redshift

Figure 4.5: The redshift evolution of Tcrit for the two H2 level population approx­
imations. A star formation efficiency e =  0.1 and source lifetime ton =  10' yr were 
assumed.

Jv (erg s 1 cm 2 Hz 1 sr 1)

Figure 4.6: The same results plotted as a function o f the mean Lyman-Werner 
background flux.



174 4: Global feedback

T h e  em p ir ica l X -r a y  m o d e l

Having shown that the approximations present in my modelling of H2 photodisso­
ciation are unlikely to significantly affect my results, let us turn now to the main 
topic of my investigation -  the effect of the X-ray background on protogalactic 

cooling.

In figure 4.7 I plot the evolution of Tcrit as a function of redshift for my empirical 
X-ray source model (dashed line), together with the results in the absence o f an 

X-ray background (solid line). In both simulations (and indeed, all o f the others 
presented in this section), t =  0 . 1  and ton — 1 0 ' yr.

The difference in behaviour is striking -  not only do the X-rays delay the onset 
of negative feedback, but they also substantially reduce its effectiveness; Tcrit 
remains below 1000 K for the whole of the period studied. '

Redshift

Figure 4.7: The evolution o f Tcrit with redshift for the empirical X-ray source 
model (dashed line), and in the absence of an X-ray background (solid line).

To demonstrate the significance of this result for galaxy formation, I plot in

1 Although note that the effects o f reionization -  not included here -  may alter this conclusion 
at low redshift.
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figure 4.8 the fraction of mass in collapsed objects with Tv¡r >  Tcrit for the two 
models. We see that for z  ^  35, the difference is substantial, being as much as

Redshift

Figure 4.8: The fraction of mass in collapsed objects with Tv¡r >  Tcrit , plotted 
as a function o f redshift. The solid line corresponds to the case with no X-ray 
background; the dashed line to my empirical X-ray model. The collapsed fractions 
are estimated using the Press-Schechter formalism.

an order of magnitude at z ~  20. At lower redshifts, the two models begin to 

converge as more and more high mass galaxies form, but there is still a difference 

o f almost 50% at z =  5.

As there is a good deal of uncertainty in the data underlying my empirical model, 
I have also investigated the effects o f varying its basic parameters -  the normal­
ization (i.e. the total X-ray luminosity per unit star formation rate) and the 
spectral index. In figure 4.9 I show the results of increasing or decreasing the 
normalization by an order o f magnitude. The effects are exactly as we would 
expect: increasing the normalization (and hence the strength o f the background) 
increases the suppression o f negative feedback, while decreasing the normalization 
decreases it. In both cases, however, the effect remains large
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Redshift

Figure 4.9: As figure 4.7, but for X-ray luminosities ten times greater or less than 
the standard model (the dotted and dashed lines respectively).

Redshift

Figure 4.10: As figure 4.7, but for X-ray spectral indices T — 1.2 (dashed line) 
and F =  1 .8 .
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In figure 4.10, I plot the results o f simulations in which the normalization was 
kept constant and the spectral index was varied; results are plotted for F =  1 . 2  

(dashed line) and V =  1.8 (dot-dashed line), corresponding to lcr deviations from 

the mean value o f Rephaeli et al. (1995). Some differences from  the empirical 
model are apparent, but the basic behaviour is the same -  the onset o f negative 
feedback is delayed, and its effects are suppressed. It is also clear that the harder 
the emitted spectrum, the less effective the X-rays. This is unsurprising -  soft 
X-rays are more readily absorbed by neutral hydrogen and helium, and thus 
contribute more strongly to the ionization rate.

Supernovae: Bremsstrahlung

It is clear from the above that negative feedback will be greatly reduced in any 
m odel in which massive X-ray binaries dominate the emission. However, as dis­
cussed previously, there are reasons to believe that they may be far less prevalent 
at high redshift. If this is so, then supernova remnants (SNR) will dominate the 

X-ray emission. In this section, I examine the effects o f thermal bremsstrahlung 
from SNR; in the next, I look at the effects o f inverse Com pton emission.

In figure 4.11, I plot the evolution of T cr;t for two thermal bremsstrahlung models. 
In one (given by the dot-dashed line), all of the emission comes from typical 
SNR, with characteristic temperatures Tx ~  1 keV and which radiate a fraction 
f x — 2 x 1CT4 of the their total energy as X-rays. The other model (the dashed 
line) assumes that all o f the supernovae explode in very dense surroundings and 
form ultra-compact remnants, with Tx ~  30 keV and f x ~  0.01. Any realistic 
m odel should lie between these limits.

We see from figure 4.11 that, compared to the empirical model, the effect o f the 
X-rays is very much reduced -  negative feedback is suppressed, but to a much 
smaller extent, and only for relatively large protogalaxies. This difference is borne 
out if we compare the collapsed mass fraction in the two models with that for the 
zero X-ray case (see figure 4.12). A small difference is apparent at z ~  20, but 

has disappeared by z =  5.

It is also clear that there is little difference between the two supernova models, 
despite the large difference in f x . This is due to the very hard spectra o f the ultra­
com pact remnants -  a substantial fraction o f their radiation is at high photon 
energies (hv  >  1 keV), little of which is absorbed within the protogalaxy.
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■>*

Redshift

Figure 4.11: The evolution of Tcrit for the thermal bremsstrahlung models. The 
dot-dashed line is for a model with ‘ typical’ supernova remnants, the dashed for 
one with ultra-compact remnants.

Redshift

Figure 4.12: A similar comparison to that in figure 4.8, but for the two thermal 
bremsstrahlung models. The difference by z =  5 is negligible.
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Supernovae: Inverse Com pton emission

Plotted in figure 4.13 are the results for the two inverse Com pton models: one 
in which 0 .1 % of the supernova energy is transferred into relativistic electrons 

(and thence to X-rays) and one in which as much as 10% is transferred; the true 
value likely lies somewhere between these bounds. We see immediately that these 
models are more effective at reducing negative feedback than the bremsstrahlung 
models, although they are still not as effective as the models based on X-ray 

binaries.

Redshift

Figure 4.13: The redshift evolution o f Tcrit for inverse Com pton scattering m od­
els in which 0 .1 % or 1 0 % of the supernova energy is transferred to relativistic 
electrons (the dotted and dashed lines respectively).

Cooling outside the core

All of the results presented so far assume that whether or not a protogalaxy can 
cool is determined by the behaviour o f the gas in its core regions. This is the 
assumption adopted by Haiman et al. (2000) and a good case can be made for it; 
nevertheless, it is still an assumption. A rather different assumption, motivated
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by the results of Fuller k  Couchman (2000), is that the fate o f the protogalactic 
gas is determined substantially further out in the protogalaxy, in the regions 

lying just behind the accretion shock. To examine the effects of this alternative 
assumption, I have run simulations in which the cooling criterion is applied to gas 
at a distance r =  7r0 from the centre of the protogalaxy; this is approximately 
one quarter of the distance to the truncation radius. In figure 4.14 I plot the 
results obtained for the empirical X-ray model using the two different cooling 

criteria.

It is immediately apparent that the degree to which the X-ray background acts to 
mitigate negative feedback is very dependent on the assumptions we make con­

cerning the cooling; by changing our position in the protogalaxy, we significantly 
change Tcr;t. Similar results are found for the other X-ray models.

Redshift

Figure 4.14: The effect o f changing the cooling criterion. In both cases, the X-ray 
background is generated by my empirical source model. The solid line gives the 
evolution of Tcrit when the effectiveness of cooling is determined at r =  r0; the 
dashed line corresponds to determination at r =  7 ro-
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4.6 Conclusions

W hat conclusions can we draw from these results? To begin with, it should not be 
overlooked that I have successfully reproduced the results o f Haiman et al. (2000) 

for the zero X-ray case, despite differences in both the chemical and computational 
models. This suggests that this approach is reasonably robust, and increases my 
confidence in the basic correctness of the remainder o f my results.

The main fruits o f this chapter, however, are obviously the results for the various 
X-ray source models. The precise effect of the X-ray background on the evolution 
o f Tcr;t is clearly model dependent, but in all the cases that I have examined, in­
cluding X-rays reduces the effectiveness o f photodissociation feedback. This is an 

important result, as while we can argue about whether or not a particular type of 
source will be present at high redshift, it seems highly unlikely that star forma­

tion will not be accompanied by some level o f X-ray emission. In particular, we 
would at the very least expect to see thermal emission from supernova remnants.

If we make the simplest assumption that we can about the nature of the X-ray 
emission accompanying high-redshift star formation -  namely that it is broadly 
similar to what we see at the present day -  then we find that photodissociation 
feedback is almost entirely overcome. We have already seen that this leads to the 
formation o f a substantially larger number o f cool protogalaxies; whether it also 
leads to a substantially greater amount o f star formation will depend upon the 

star formation efficiency o f these small protogalaxies. In the models presented 
here I have assumed that this is independent o f mass, but in reality, as we saw in 
chapter 3, it will likely be smaller in low-mass galaxies. On the other hand, the 
ease with which ionizing photons and metals can escape from small protogalaxies 
suggests that star formation within them will have a disproportionately large 

influence on the IGM.

These conclusions all presume, of course, that the cooling of gas within the pro- 
togalaxy is ultimately controlled by the behaviour of the gas in the core regions. 
This is a reasonable assumption, but an assumption nevertheless, and it is wor­
rying that making a different assumption -  that efficient cooling is determined 
by the behaviour o f the gas in the halo region -  leads to very different results. 
This immediately suggests an obvious follow-up to the work presented in this 
chapter -  combine the chemical and radiative transfer models presented here 
with a proper hydrodynamical simulation. This would avoid our cooling criterion
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problem, as we could simply measure the amount of gas which cools, and would 
also remove the need for many of our other approximations. It does, however, 
involve overcoming a large number o f practical problems, and is clearly work for 

the future.
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