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Abstract

Spatial modulation (SM) is a unique single-stream, multiple-input multiple-output (MIMO)
transmission technique. Unlike traditional MIMO schemes,SM sends out signals through a
single active antenna, and achieves multiplexing gains by encoding information bits into the
index of the currently active antenna. In contrast to multi-stream MIMO systems, this partic-
ular characteristic offers great superiority in two main aspects. Firstly, SM completely avoids
inter-channel interference. Secondly, SM requires a single radio-frequency chain, regardless
of the number of antennas used, and therefore exhibits a significant energy saving. However,
the property of a single active antenna challenges the channel estimation process for SM: the
transmit antennas have to be activated sequentially for sending pilot signals. As a result, the
time consumed in pilot transmission is proportional to the number of transmit antennas. How-
ever, this fact has so far been neglected in related research. Also, published research on SM
has focused on point-to-point communications, and few havecovered a network perspective. In
this thesis, a comprehensive study is undertaken on SM systems in single-user, multi-user and
multi-cell scenarios.

As a unique three-dimensional modulation scheme, SM enables a trade-off between the size of
the signal constellation diagram and the size of the spatialconstellation diagram. In this thesis,
an optimum transmit structure is proposed for SM to employ anadaptive scale of antennas
against channel correlations. Unlike traditional antennaselection methods, this new approach is
not sensitive to fast fading, due to the exploitation of statistical channel state information (CSI)
instead of instant CSI. The proposed transmit structure is demonstrated to have a near-optimal
performance against exhaustive search, while achieving very low computational complexity.

In addition, three novel methods are developed to improve the channel estimation process for
SM. A first method estimates the entire MIMO channel by sending pilot signals through only
one of the transmit antennas, among which the channel correlation is exploited. In a similar
way but focusing on the receiver, a second method can improvethe estimation accuracy without
increasing the pilot sequence length. A third method balances the transmission power between
pilot and data to minimise the bit error rate. A framework of combined channel estimation is
also proposed, in which the three methods are jointly applied.

Furthermore, the antenna allocation in multi-user SM is studied, in order to explore multi-user
diversity gains. A method that jointly manages transmit antennas and receive antennas for all
co-channel users is proposed. The aim of this new method is tomaximise the channel capacity
for each user, and the fairness among users is taken into account. It is demonstrated that the
proposed method significantly improves the performance of multi-user SM, especially when
serving a large number of users.

Finally, a novel cooperative scheme is proposed for SM in a multi-cell scenario. Based on the
concept of coordinated multi-point transmission (CoMP), this scheme enables the coordinated
users to swap the base station antennas pertaining to them. Athree-tier cellular architecture is
further developed to switch between CoMP and the cooperative scheme.
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Chapter 1

Introduction

1.1 Motivation

At the present time, the whole information and communication technology industry contributes

2% to the global carbon emission [1]. With the aim of reducingthe carbon footprint and the

operating cost of wireless networks, an overall energy reduction is required in the region of

two to three orders of magnitude. Meanwhile, a significant increase of the network spectrum

efficiency from currently around 1.5 bit/s/Hz to at least 10 bit/s/Hz is needed to cope with

the exponentially increasing traffic loads [2]. Due to thosefactors, a mass of attention has

been drawn to spatial modulation (SM), a unique single-stream multiple-input multiple-output

(MIMO) transmission technique [3–5]. In SM, in addition to signal modulation, the antenna

positions are used to carry information bits. Unlike conventional MIMO schemes, SM activates

a single transmit antenna and conveys a single data stream atany time instance. Therefore SM

requires one radio-frequency (RF) chain only, regardless of the number of transmit antennas

used. This characteristic makes SM a truly energy efficient MIMO technique, since each RF

chain contains one power amplifier that consumes about 60% ofthe entire energy of an RF

chain [6]. Another significant advantage due to a single active antenna is that SM completely

avoids inter-channel interference (ICI). Conversely, ICIis inevitable in the conventional MIMO

schemes, leading to a drawback in their decoding processes.

The concept of SM has emerged and been developed in the recentdecade. The original idea of

exploiting antenna positions to carry information bits wasintroduced by Chauet al. in 2001,

where the signal can be sent by different numbers of transmitantennas [7]. In 2004, Haaset

al. first considered conveying information bits via activatingone transmit antenna out of the

antenna array [8], which forms the foundation of SM. Later in2006, this unique single-stream

MIMO scheme was termed as SM by Meslehet al., and a two-stage detection method was pro-

posed to estimate the transmit antenna index and the transmitted signal [3]. Since then, research

related to SM has been conducted extensively. A joint maximum likelihood (ML) detection

method was proposed in [9], where the transmit antenna indexand the transmitted symbol are
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estimated together, providing an optimal detector for SM. In [10], endeavours were made to

combine SM with space-time block coding (STBC). In addition, MIMO-orthogonal frequency-

division multiplexing (OFDM) is one of the most sought-after research directions. When SM

confronts an OFDM system, the main challenge lies on the conflict between the constraint of

a single RF chain in SM and the requirement of different streams for OFDM subcarriers [11].

Furthermore, theoretical work has been done to analyse the performance for SM in terms of

bit error probability [12–14]. Results show that SM offers abetter performance than many

state-of-the-art MIMO techniques, while achieving a low-complexity implementation [12].

Some variants of SM concepts have also been studied. Removing the signal modulation part

from SM, space shift keying (SSK) transfers the informationbits solely by antenna indices [15].

Instead of activating a single transmit antenna, generalised spatial modulation (GSM) activates

a certain number of antennas at any time instance, and exploits the combinations of the active

antennas to construct the spatial constellation diagram [16]. Compared with the original SM,

GSM can effectively increase the spectrum efficiency when using the same number of transmit

antennas. Receive-spatial modulation (R-SM) uses the beamforming technique in order to carry

information bits through the index of the antenna receivingsignals [17]. This thesis is focused

on the SM structure, and the proposed methods are also applicable to the above variants. So

far, most studies on SM have been conducted in the single-user scenario under the assumption

of known channel state information (CSI). In order to study the SM system in a practical and

comprehensive environment, three cases will be consideredin this thesis: i) a single user with

perfect channel state information (PCSI); ii) a single userwith practical channel estimation;

and iii) multi-user and/or multi-cell scenarios.

When PCSI is assumed in a single-user scenario, one of the upmost issues raised in MIMO sys-

tems is the performance degradation caused by channel correlations. Table 1.1 summarises the

technologies that have been reported to improve the bit error rate (BER) performance of MIMO

schemes against multipath imperfection. Like all other MIMO schemes, SM experiences per-

formance degradation over correlated channels [18]. With the aim of increasing the antenna

diversity, the transmit antenna selection (TAS) techniques are widely applied in the MIMO sys-

tems, where a subset is selected from an antenna array to formthe group of transmit antennas

[19]. However, few studies have been done with respect to developing TAS methods for SM,

and in those few, the subset contains a fixed number of antennas [20–22]. In [23], an adaptive

spatial modulation method was proposed, which selects one candidate from several optional
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SM structures of different transmit-antenna numbers. Although the performance of SM can

be improved to some extent, this method has the following weaknesses: i) it offers a limited

range of options; ii) it requires instant CSI and therefore is not suitable for fast fading; and iii)

in despite of using a simplified modulation order selection criterion, it still requests significant

processing power. To date, the optimal transmit structure for SM has not been addressed in

literature.

Perfect channel knowledge is however impractical, and channel estimation (CE) is of vital

importance. A massive body of literature, e.g. [44] and [45], has been done on the topic of

CE for multi-stream MIMO systems, where all transmit antennas can send their respective pilot

signals simultaneously. While the property of a single active antenna benefits SM in saving

energy and avoiding ICI, this challenges the channel estimation process: the transmit antennas

have to be activated sequentially when sending the pilot signal. As a result, the CE time for

SM is proportional to the number of transmit antennas. Unfortunately, this fact has so far been

neglected in literature. In [46] and [47], the BER performance of SM with imperfect CSI is

studied for uncorrelated channels and correlated channels, respectively. A similar work on SSK

was reported in [48], where the effects of pilot sequence lengths were considered. Although the

above papers fill some gaps in the knowledge, they have two major limitations: i) the CSI errors

are artificial instead of being obtained from practical CE methods; and ii) the relation between

the CE time and the number of transmit antennas is not addressed. Until now, only a few studies

have been conducted to develop the CE methods for SM. In [49],the authors attempted to apply

recursive least square (RLS) to SM. Another CE method for SM was introduced in [50], using

joint channel estimation with data detection. However, those methods are based on existing CE

techniques, and the issue of the costly CE time in SM remains to be unsolved.

When the scenario changes from single-user to multi-user/multi-cell, the interference between

co-channel users becomes the bottleneck in wireless communications. Multi-user detection

(MUD) methods for SM offer multiple accessing at the cost of an increase in the complexity

of receivers [51, 52]. Alternatively, precoding techniques proposed in [53, 54] aim to cancel

inter-user interference at the transmitter, while maintaining the same receiver structure as that

for a single user. The above studies, however, failed to exploit the multi-user diversity, and their

performance degrades as the number of users increases. So far, it appears that no user selection

method has been investigated for multi-user SM systems. In the multi-cell scenario, with the

aim of improving the overall system capacity in the multi-cell scenario, coordinated multi-point
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(CoMP) transmission techniques and distributed antennas systems (DAS) are two research di-

rections that draw considerable attention. The former enables the dynamic coordination of

transmission and reception over a variety of different basestations, turning inter-cell interfer-

ence into useful signals. The latter focuses on enhancing the quality of desired signals, where

the antennas are distributed within a geographic area instead of being centralised. Research

has been conducted to apply SM to CoMP or DAS systems [55, 56].However, both methods

have their respective shortcomings: CoMP is ineffective against multipath fading, while DAS

is costly in deployment of antennas and backhauls. Effectively applying SM in a multi-cell

scenario is still an open issue.

1.2 Contributions

In this thesis, the optimal transmit structure balancing the number of transmit antennas with

the order of signal modulation is studied for SM in a single-user scenario. In addition, the

difficulty in estimating CSI caused by a single active antenna is analysed, and three channel

estimation methods specially tailored for SM are proposed.Finally, the application of SM in

multi-user/multi-cell scenarios is investigated, and novel methods are proposed to exploit the

multi-user diversity for SM systems. The results of the studies have been published in two

journal papers in theIEEE Transactions on Communicationsand theIEEE Transactions on

Wireless Communications[57, 58]. In addition, the results have been presented in eight con-

ference papers atIEEE GLOBECOM, IEEE ICC, IEEE VTC, IEEE PIMRCandIEEE CAMAD

[59–66].

1.2.1 Antenna selection

As a unique three-dimensional modulation scheme, SM enables a trade-off between the size of

the spatial constellation diagram and the size of the signalconstellation diagram for a certain

spectrum efficiency. As a first contribution of this thesis, anovel two-stage TAS method is

proposed to obtain the optimal transmit structure for SM that minimises the average bit error

probability (ABEP). In the first step, the optimal number of transmit antennas is determined to

balance the diversity gain against the degradation caused by channel correlation. The second

step is to select the required number of transmit antennas from an antenna array. The BER

performance of the proposed method is analysed for generalised fading channels as well as a
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special case of Rayleigh fading channel, and in the latter a deployment table of the transmit

structure is developed. In addition, the BER performance ofthe proposed method is compared

with exhaustive search. The detailed work is presented in Chapter 3, and it has been published

in [58–61].

1.2.2 Channel estimation

Because of the fact that SM has to activate transmit antennassequentially for sending pilots,

the CE process becomes challenging and using the traditional CE techniques for SM would

severely compromise its throughput. As a second contribution of this thesis, novel CE methods

are developed for SM in two aspects. On the one hand, the correlation information between

antennas at the transmitter/receiver is exploited to improve the CE performance for SM. Based

on the transmit-side antenna correlation, a novel CE methodis proposed which enables SM

to estimate the entire MIMO channel by sending the pilot signal through one antenna only.

Another CE method, focusing on using the antenna correlation at the receiver, can increase the

estimation accuracy without adding the pilot sequence length. On the other hand, the power

allocation between pilot symbols and information-carrying symbols is significant to the BER

performance. Allocating more energy to pilot symbols can increase the estimation accuracy,

and thus reduce the probability of misdetections caused by imperfect CSIs. Meanwhile, the

level of signal-to-noise ratio (SNR) is impaired since lessenergy is available for information-

carrying symbols. Based on this fact, the optimal power allocation (OPA) between those two

types of symbols is studied for SM systems. In addition, OPA is able to combine with the above

two methods to further improve the performance of SM. The studies with respect to the channel

estimation for SM are presented in Chapter 4, and they have been published in [57, 62–64].

1.2.3 Exploitation of multi-user diversity

As a third contribution of this thesis, the exploitation of multi-user diversity is studied for SM

systems in the multi-user/multi-cell scenario. When serving multiple users in the same time-

frequency slot, the transmit antennas of a SM system are divided into groups and each group

is dedicated to one user. In order to intelligently allocatethe antennas to users, a novel method

is proposed to deal with the management and selection of antennas. The performance of the

proposed method is compared with multi-user SM when no antenna management is applied.

This study is presented in Chapter 5, and it has been published in [66]. When considering
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the multi-cell scenario, a novel cooperative scheme is proposed to combine the advantages of

CoMP and DAS techniques. The proposed scheme enables the mobile users to be served by

multiple BSs dynamically. Similar to the multi-user scenario, antenna management is needed

here for the co-channel users in different cells. The cooperative scheme can improve the quality

of service for cell-edge users significantly, but barely forcell-centre users. A three-tier cellular

architecture is therefore proposed to demarcate the effective region for the cooperative scheme.

The cooperative SM framework and the results of the studies are presented in Chapter 6.

1.3 Thesis outline

The remainder of the thesis is organised as follows.Chapter 2 introduces the fundamentals of

SM, including the transmission principle, the detection methods and the analysis with respect

to its advantages and disadvantages.

Chapter 3 presents the work on optimising the transmit structure of SMfor a single user.

Section 3.2 introduces the system model, including the signal model, the channel model and

the detector. In Section 3.3, the optimal transmit structure of SM is derived. Section 3.4 dis-

cusses the optimal transmit structure in a special case of Rayleigh fading. The optimality of the

proposed method is verified through a Monte Carlo simulationin Section 3.5.

Chapter 4elaborates the CE process for SM systems. Section 4.2 introduces the channel model

and the model of pilot-assisted estimator. Two novel CE methods, focusing on exploiting

the correlation between antennas at the transmitter/receiver, are presented in Section 4.3 and

Section 4.4, respectively. Section 4.5 presents the optimal solution to allocate the transmission

power between pilot symbols and information-carrying symbols. The framework of combined

CE is studied in Section 4.6.

In Chapter 5, the general model of multi-user SM is presented in Section 5.2. It includes the

bitstream mapping for multiple users and the channel model.Section 5.3 depicts the precoding

method for multi-user SM and the decoding process. In Section 5.4, a novel method is proposed

to manage the antennas in multi-user SM. The performance of the proposed method is analysed

in Section 5.5.

Chapter 6 discusses the application of SM in a multi-cell scenario. Section 6.2 introduces the

model of cellular networks. The work of applying SM to the CoMP system is presented in
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Section 6.3. Section 6.4 presents a novel cooperative scheme for SM which enables the users

to be served by multiple BSs. In Section 6.5, the effective region of the proposed scheme is

discussed. Simulation results of the studies are shown in Section 6.6.

Finally, Chapter 7 concludes the thesis with the key findings of this study. The limitations of

the work are discussed, and an outlook for future work is presented.

1.4 Chapter summary

Acknowledging the costly energy consumption of multi-stream MIMO schemes, some of the

notable advances in the current SM systems have been presented in this Chapter. The main chal-

lenges in improving the capacity of SM systems considering the limitations of a single active

antenna have been introduced. In this context, methods to maximise the system capacity of SM

in single-user, multi-user and multi-cell scenarios have been summarised as the contributions

of this thesis. The Chapter concluded with the thesis outline.
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Category Description

Antenna selection
A subset of antennas is selected from a large
antenna array in order to increase the antenna
diversity.

Precoding
A precoding mask is added before sending out the
signal so that the channel characteristics can be
altered as designed.

Equalisation

An equaliser is a filter at the receiver that tackles
inter-symbol interference. Those filters are
normally based on the knowledge of the channel
statistics or the transmitted signal’s statistics.

Space-time coding (STC)
STCs are aimed to improve decoding reliability by
transmitting multiple, redundant copies of a data
stream.

Channel coding
Channel coding introduces redundant bits, i.e.
parity bits, into each symbol to reduce decoding
errors.

Advantages Limitations
Relevant

references

Antenna selection does not increase
the complexity of receivers.

A large number of antennas and
additional processing power for
selection are required.

[19, 24–28]

Precoding does not require
additional antennas.

Feedback is needed to inform the
transmitter of the channel
knowledge.

[29–32]

Equalisation does not require any
change of the transmitters.

The equalisation process increases
the complexity of receivers and
causes delay.

[33–36]

STCs are readily implemented as
they simply duplicate the signals to
be transmitted.

Both STCs and channel coding
schemes cost additional bandwidth
and increase decoding complexity.

[37–40]

Channel coding does not require
any channel knowledge at the
transmitter.

[41–43]

Table 1.1: Major categories of technologies on improving the BER performance for MIMO
schemes in a single-user scenario.
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Chapter 2
Background

2.1 Introduction

Multiple-input multiple-output (MIMO) refers to the methods that use multiple transmit and

receive antennas to multiply the capacity of a radio link. Compared with the traditional wire-

less communication system of a single antenna, MIMO techniques are able to increase the

data rate significantly without additional bandwidth or transmission power. Due to the dense

deployment of wireless networks and the enormous increase of mobile devices, the spectrum

resource of radio-frequency (RF) band has become exhausted. This has drawn much attention

to the development of MIMO systems to satisfy the exponentially increasing demand for data

rates. In this chapter, a new perception of categorising theMIMO techniques is introduced,

where spatial modulation (SM) is presented as a unique single-stream MIMO scheme. Next,

the transmission principle of SM and different detection methods are discussed.

2.2 Multiple-input multiple-output

2.2.1 The development of MIMO

The concept of MIMO has emerged over the past two decades. In April 1996, Gregory Raleigh

and John Cioffi were first to propose that natural multipath propagation can be exploited to

transmit multiple, independent information streams usingco-located antennas and multi-dimensional

signals [67]. Up to that time, radio engineers had treated natural multipath propagation as an

impairment to be mitigated. Later that year, Gerard Foschini also suggested it is possible to

multiply the channel capacity of a wireless link through layered space-time signalling [68].

Two years later, Bell Labs demonstrated the first laboratoryprototype of spatial multiplexing,

which is well known as vertical Bell Laboratories layered space-time (V-BLAST) [69]. At

the same time, Siavash Alamouti proposed the famous Alamouti coding [70], which was then

extended to space-time block coding (STBC) by Tarokhet al. [71]. MIMO techniques are

often combined with orthogonal frequency division multiplexing (OFDM) to achieve higher
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data rates [67, 72]. In the recent decade, MIMO-OFDM has become the foundation of most

advanced wireless local area network (WLAN) standards and the dominant air interface for

broadband wireless communications. In 2003, Airgo Networks designed and shipped the first

MIMO-OFDM chipsets for what became the IEEE 802.11n standard (commercialised as WiFi),

supporting up to four spatial streams and a maximum net data rate of 600 Mbit/s. Meanwhile,

MIMO-orthogonal frequency division multiplexing access (MIMO-OFDMA) based solutions

were developed for IEEE 802.16e standard (commercialised as WiMAX). Multi-user MIMO

was included in IEEE 802.11ac standard, allowing up to four simultaneous downlink clients

with up to eight spatial streams for each client. MIMO technology is also planned to be used

in mobile radio telephone standards, such as high-speed packet access plus (HSPA+) and long-

term evolution (LTE) in 3rd Generation Partnership Project(3GPP).

When compared with single-input single-output (SISO) systems, MIMO techniques offer a

number of advantages that are usually described by the termsarray gain, diversity gain and mul-

tiplexing gain [73]. The array gain denotes the improvementof signal-to-noise ratio (SNR) at

the receiver, which can be obtained through a coherent combining effect of the information sig-

nals, such as equal-gain combining, selection combining and maximum-ratio combining. Al-

ternatively, those combining schemes can request less transmission power than SISO to achieve

the equivalent level of SNR, leading to interference mitigation between co-channel users. Based

on this point of view, the diversity gain is defined as the increase in signal-to-interference ratio,

while there is not a loss of SNR against SISO. The array gain and the diversity gain are both

metrics with respect to the capability of decoding transmitted signals. In contrast, multiplexing

gain measures the growth in data rates offered by spatial multiplexing schemes, e.g. V-BLAST

and STBC. Those methods convey different data streams simultaneously, and thus can increase

the channel capacity without additional bandwidth or transmission power. It is worth noting

that the three types of gains are exchangeable [74]. Spatialmultiplexing schemes can also

achieve array gain or diversity gain by lowering the modulation order of each data stream.

Another widely used classification of the MIMO techniques isbased on exploiting antenna

diversity at the receiver side or at the transmitter side. The receive-diversity MIMO, such as

the combining schemes, benefits from the propagation difference between the receive antennas.

Those methods however normally work with one transmit antenna only, due to the fact that two

signals received at the same antenna could diminish each other. The remedies, such as maxi-

mum ratio transmission (MRT) [75], request channel side information at the transmitter (CSIT)
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for modifying the signals to be transmitted. The propagation difference between transmit an-

tennas, on the other hand, is exploited in the transmit-diversity MIMO, e.g. STBC. Note that

STBC does not need CSIT, and multiple receive antennas are applicable. In addition, V-BLAST

is a transmit-receive diversity scheme which relies on the multiplicity of both transmit antennas

and receive antennas.

Recent research on MIMO includes antenna selection, multi-user MIMO, massive MIMO and

cooperative MIMO. Antenna selection methods, including transmit antenna selection and re-

ceive antenna selection, aim to increase the diversity between operative antennas by selecting

a subset of an antenna array that minimises the bit error rate(BER) [24]. Multi-user MIMO

allows multiple transmitters to send separate signals and multiple user terminals to receive

separate signals simultaneously in the same band [76]. Multi-user detection (MUD) [77] or

the precoding technique [78], making use of channel side information at the receiver (CSIR)

and CSIT respectively, is normally employed to eliminate the interference between co-channel

users. In order to boost the spectrum efficiency by supporting a large number of user termi-

nals in the same time-frequency slot, massive MIMO considers a very large number of base

station antennas (e.g. hundreds or thousands) operating ina multi-user MIMO environment

[79]. Cooperative MIMO enables single-antenna terminals in a multi-user system to share their

antennas and thus creates a virtual multiple-antenna transmitter for uplink services [80].

2.2.2 A new perception of MIMO classification

While MIMO techniques offer a variety of gains over SISO, more RF chains are needed to fit

the increase in the number of data streams. Each RF chain requires a power amplifier (PA),

which consumes about 60% of the entire energy of an RF chain [6]. As a result, the system

requires more quiescent power to increase the number of RF chains. When delivering the same

amount of total transmission power, using more RF chains in aMIMO system leads to a lower

energy efficiency. This raises a concern over the number of RFchains needed, and MIMO

schemes are thus classified into two categories: multi-stream MIMO and single-stream MIMO.

The traditional MIMO schemes, e.g. V-BLAST and STBC, are multi-stream MIMO as they

convey different data streams simultaneously. In V-BLAST,the data stream is split into several

slices, and each slice is emitted through one antenna. STBC,different from V-BLAST, sends

multiple copies of the slices and exploits channel orthogonality based on the various received

versions of the data. Nevertheless both V-BLAST and STBC require one RF chain for each
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transmit antenna, i.e. the number of required RF chains is equal to the number of transmit an-

tennas. Another type of multi-stream MIMO is that the numberof required RF chains is smaller

than the number of transmit antennas but larger than one, e.g. generalised spatial modulation

(GSM).

Conversely, single-stream MIMO refers to the MIMO schemes employing a single RF chain,

regardless of the number of antennas used. There are two types of single-stream MIMO. One

is when the same signal is sent through multiple transmit antennas simultaneously, e.g. MRT.

The other one is that a single transmit antenna is activated at any time instance, such as space

shift keying (SSK) [15] and SM [3]. In SSK, the entity of transmit antennas comprises the

constellation diagram of modulation, and the information bits are solely carried by the index of

the active antenna. With the same mechanism of antenna activation as that in SSK, SM conveys

extra information bits by combining with the conventional signal modulation. Due to the need

for a single RF chain, single-stream MIMO schemes exhibit a great saving in quiescent power

in comparison with multi-stream MIMO.

2.3 Spatial modulation

2.3.1 Transmission principle

The basic concept of SM is to map the information bits of each block into two information

carrying units:

• One transmit antenna is activated from the antenna array.

• One symbol is determined out of a certain signal constellation diagram.

Taking four transmit antennas as an example, Fig. 2.1 illustrates the bitstream mapping of SM

systems. For instance, quadrature phase shift keying (QPSK) is considered. The bits used for

selecting the active antenna are in given red colour, whereas the bits for picking one symbol

from the signal constellation diagram are shown in blue colour. The chosen symbol is then

sent from the currently active antenna. At the receiver, theindex of the active antenna and the

transmitted symbol are both decoded to retrieve the information bits. The detection methods

for SM are discussed in Section 2.4.
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Figure 2.1: Bitstream mapping in SM.

A Nt × Nr SM system is considered in a general way, whereNt andNr are the number of

transmit antennas and the number of receive antennas, respectively. The size of the spatial

constellation diagram is exactly the number of transmit antennas, and the size of the signal

constellation diagram is denoted byM . The bitstream is divided into blocks with the length

of ηs bits, whereηs = log2(Nt) + log2(M) is the number of bits per symbol. Each block is

then split into two units oflog2(Nt) andlog2(M) bits. The first part activates a single transmit

antenna from the spatial constellation diagram, and the currently active antenna is denoted by

tact. The second part selects one symbolχl (1 ≤ l ≤ M) from the signal constellation diagram,

and sends it out through the activated antenna. The transmitted signal of SM is represented by

a vectorx = [0, . . . , xtact, . . . , 0]
T of Nt elements, where thetact-th element isχl and all other

elements are zero. The received signal is denoted by a vectory of Nr elements, and it is

expressed as:

y = Hx + w, (2.1)

whereH denotes the MIMO channel matrix;w = [w1, . . . , wr, . . . , wNr ]
T andwr is the noise

at ther-th receive antenna. Thet-th column ofH is denoted byht. Since all elements inx but

xtact are zero, (2.1) can be reduced to:

y = htactxtact + w. (2.2)
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2.3.2 Constellation diagram

In addition to the two dimensions of signal constellation diagrams, i.e. amplitude and phase,

SM adds in an extra dimension of antenna index. For this reason, SM is entitled as a tri-

dimensional modulation scheme. The received signal is however still of two dimensions, and

this raises a question: what is the constellation diagram ofSM like in the domain of two di-

mensions?

Fig. 2.2 shows the equivalent constellation diagram of SM intwo dimensions. The two charts

on the left side are the signal constellation diagram and thediagram of channel coefficients.

Each dot in the latter diagram denotes the link attenuation from one of the transmit antennas

to a certain receive antenna, and the dot related to the active antenna is marked in red colour.

On the right side is the constellation diagram of received symbols at a certain receive antenna.

The dot in pink colour represents the desired symbol, which is the production of the transmitted

symbol and the channel coefficient of the active antenna. Theremaining dots are the symbols

that can possibly be decoded.
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Figure 2.2: The equivalent constellation diagram of SM in two dimensions.

When compared with phase shift keying (PSK), SM offers multiple levels of amplitude in the

constellation diagram. This property is similar to quadrature amplitude modulation (QAM),

but SM does not need to grade the transmit power, leading to a more efficient usage of transmit

energy than QAM. However unlike fixed symbol positions in QAM, the symbol positions in
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SM are variable as they depend on channel coefficients. This introduces an uncertainty in the

Hamming distance between symbols. In this case, the pair of symbols “0010” and “0111” and

other three pairs have a much smaller Hamming distance than the other pairs of symbols. This

is because the corresponding two channel coefficients are close to each other in amplitude.

As the channel correlation increases, the channel coefficients of different transmit antennas

would become statistically closer to each other. Consequently, the Hamming distances in the

constellation diagram of SM decrease, making it difficult todetect the desired symbols.

2.3.3 Advantages and disadvantages of spatial modulation

2.3.3.1 Advantages of spatial modulation

The four main advantages of SM can be summarised as follows:

• SM offers a higher spectrum efficiency than SISO systems. Inaddition to the traditional

signal modulation, SM conveys extra information bits through activating one of the trans-

mit antennas. The multiplexing gain offered by SM is a logarithm to base 2 with respect

to the number of transmit antennas. This also results in SM having a larger capacity than

the traditional low-complexity coding methods for MIMO systems such as STBC.

• In contrast to the conventional MIMO schemes, e.g. V-BLASTand STBC, SM com-

pletely avoids inter-channel interference (ICI) due to using a single active antenna.

• Another important benefit from a single active antenna is that SM requires only one RF

chain, regardless of the number of transmit antennas used. Compared with the multi-

stream MIMO schemes of multiple RF chains, SM exhibits a significant energy saving in

terms of quiescent power at the power amplifier stage.

• SM is able to operate under the conditionNr < Nt. In contrast, V-BLAST requires a

number of receive antennas larger than or equal to the numberof transmit antennas. In

addition, V-BLAST needs a high-complexity receiver to perform successive interference

cancellation, whereas SM inherently has a simple receivingstructure, due to the complete

avoidance of ICI.
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2.3.3.2 Disadvantages of spatial modulation

The four main disadvantages of SM can be summarised as follows:

• SM requires at least two transmit antennas.

• When compared with V-BLAST, SM can offer only a logarithmic(instead of linear)

increase of the data rate with the number of transmit antenna. This could impede SM to

achieve a high spectrum efficiency when the number of transmit antennas is limited due

to some practical reasons, e.g. the compact size of mobile devices.

• The BER performance of SM is impaired by channel correlations, like all other MIMO

schemes. As previously analysed, when the links of different transmit antennas are not

diverse sufficiently, SM might encounter difficulties in identifying the active antenna

from the idle antennas.

• SM needs channel state information (CSI) to decode the transmitted signal. In order

to acquire CSI of the entire MIMO channel, SM has to activate all transmit antennas

sequentially for the sending of training signals. Therefore the time consumed by the

channel estimation process for SM is proportional to the number of transmit antennas.

This leads to a significant compromise of throughput, especially when a large number of

transmit antennas are used.

2.4 Detection methods for spatial modulation

2.4.1 Two-stage detection

A two-stage detection method was proposed for SM in [3]. The first step is to estimate the

index of the currently active antenna, and this is formulated as follows:

t̂act = argmin
tact

‖ g ‖, (2.3)

whereg = [g1, . . . , gt, . . . , gNt ]
T andgt = hH

t y. The second step is to detect the transmitted

symbol based on the decoding result oftact:

l̂ = argmin
l

‖ χl − gt̂act
‖ . (2.4)
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The computational complexity of this two-stage detection is O(Nt + M), whereO(·) is used

to classify algorithms by how they respond to changes in input size. The two-stage detection

method is however not optimal, as it causes error propagations when an incorrect decision is

made on detecting the active antenna.

2.4.2 Joint maximum likelihood detection

With the aim of implementing an optimal detection for SM, thejoint maximum likelihood (ML)

detection was introduced in [9]. The active antenna and the transmitted symbol are decoded

together as follows:
[

t̂act, l̂
]

= arg min
t,l

‖ htχl − y ‖2 . (2.5)

Although offering much better decoding performance than the two-stage detection method, the

joint ML detection requires much higher computational complexity (O(NtM )) than the two-

stage detection. Despite this, the joint ML detection is in common use due to the need for

analysing the BER bound.

2.4.3 Sphere decoding

With the aim of reducing the computational complexity of thejoint ML detection, the sphere

decoding (SD) techniques for SM were proposed, including receiver-centric SD (Rx-SD) [81]

and transmitter-centric SD (Tx-SD) [82]. Rx-SD aims to reduce the search space of receive

antennas. The decoding process can be written as follows:

[

t̂act, l̂
]

Rx-SD
= arg min

t,l

Ñr(t,l)
∑

r=1

‖ yr − hr,tχl ‖2, (2.6)

where1 ≤ Ñr(t, l) ≤ Nr is the number of Euclidean distance evaluations
(
‖ yr − hr,tχl ‖2

)

that have to be calculated by the Rx-SD detector. Given a sphere with radiusR, Ñr(t, l) is

computed by:

Ñr(t, l) = max
n∈{1,2,...,Nr}

{

n

∣
∣
∣
∣
∣

n∑

r=1

‖ yr − hr,tχl ‖2≤ R2

}

. (2.7)

Rx-SD is most effective when the number of receive antennas is large. Otherwise Rx-SD fails
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to lower the computational complexity of the ML-optimum detector. Alternatively, Tx-SD

reduces the range of symbols to be searched as follows:

[

t̂act, l̂
]

Tx-SD
= arg min

(t,l)∈ΘR

‖ htχl − y ‖2, (2.8)

whereΘR is the subset of points(t, l) that lie inside a sphere centred around the received signal

and with radiusR. Due to a reduction of the full search space, the computational complexity

of sphere decoding methods is lower than the joint ML detection, but higher than the two-stage

detection.

2.5 Chapter summary

In this chapter, a brief summary of the history of MIMO has been presented. According to the

number of required RF chains, a new perception of MIMO classification has been introduced.

It was pointed out that SM is a unique single-stream MIMO transmission technique. The trans-

mission principle of SM has been detailed, and the equivalent constellation diagram of SM in

two dimensions has been analysed. In addition, the advantages and disadvantages of SM have

been presented. Finally, the detection methods for SM have been summarised.
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Chapter 3
Optimum transmitter design for

spatial modulation

3.1 Introduction

One key property of spatial modulation (SM) is that there aretwo constellation diagrams: the

spatial constellation diagram and the signal constellation diagram. Using the antenna index to

carry information bits can offload the density of signal constellation points, especially when a

high spectrum efficiency is required. However, this fact does not mean the SM system should

use as many transmit antennas as possible. As the channel correlation increases, the channel

coefficients of different antennas are closer to each other.This impedes the ability of distin-

guishing the active antenna from the others, leading to a trend of using less transmit antennas.

Given a spectrum efficiency, SM enables a trade-off between the size of spatial constellation

diagram and the size of signal constellation diagram. Consequently, there exists the optimal

combination of those two constellation diagrams that minimises the bit error rate (BER). In this

chapter, an optimum transmit structure is proposed for SM bydeveloping the above concept.

In addition, the total energy consumption of base stations (BSs) is studied.

3.2 System model

3.2.1 Dynamic modulation

A Nt × Nr SM-MIMO system is considered for a single user, whereNt andNr denote the

number of transmit antennas and the number of receive antennas, respectively. Unlike in the

original SM system, only a subset of the transmit-antenna array is in use. The number of used

transmit antennas, i.e. the size of the spatial constellation diagram, is denoted byN . The size

of the signal constellation diagram is denoted byM . The bit stream is divided into blocks

with the length ofηs bits, whereηs = log2(N) + log2(M) is the number of bits per symbol.

Each block is then split into two units oflog2(N) andlog2(M) bits. The first part activates a
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single transmit antenna from the spatial constellation diagram, and the currently active antenna

is denoted bytact. The second part selects a symbolχl (1 ≤ l ≤ M) from a specific signal

constellation diagram, such as phase shift keying (PSK) or quadrature amplitude modulation

(QAM), and sends it out through the activated antenna. The transmitted signal is represented by

a vectorx = [0, . . . , xtact, . . . , 0]
T of N elements, where thetact-th element isχl and all other

elements are zero. The received signal is expressed as:

y = Hx + w, (3.1)

whereH stands for the channel matrix, of which the details are presented in Section 3.2.2;

w = [w1, w2, ..., wNr ]
T is the noise vector, and each noise component is a sample of complex

additive white Gaussian noise with distributionCN (0, N0). Across the receive antennas, the

noise components are statistically independent. The signal-to-noise ratio (SNR) is defined as

γ = EmL/N0, whereEm denotes the average energy per symbol transmission andL is the

path loss without shadowing. In addition, the radio-frequency (RF) output energy consumed

for conveying one bit is denoted byEb = Em/ηs. At the receiver, the transmitted signal is

decoded by the joint maximum likelihood (ML) detection in (2.5).

3.2.2 Channel model

3.2.2.1 Channel distribution

The fading coefficient of the link from thet-th transmit antenna to ther-th receive antenna

is denoted byαr,t = βr,texp(jϕr,t), whereβr,t and ϕr,t are the amplitude and the phase,

respectively. The channel fading distribution as well as channel state information (CSI) is

assumed to be known at the receiver. Nakagami-m fading is widely used to model attenuation

of wireless signals traversing multiple paths. Thusβr,t ∼ Nakagami(mr,t,Ωr,t), wheremr,t

is the shape parameter (whenmr,t = 1, the channel is Rayleigh fading) andΩr,t is the spread

controlling parameter. The phaseϕr,t is uniformly distributed between(−π, π].

3.2.2.2 Channel correlation

Since we focus on selecting the transmit antennas, the receive antennas are assumed to be

independent without loss of the generality. The correlation coefficient between the amplitudes
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of the two propagation paths from the transmit antennasti andtj to ther-th receive antenna

is denoted byρti,tj ,r. Note that the correlation model here is for the purpose of understanding

the relationship between the proposed method and the channel correlation. For the sake of

simplicity, the exponential correlation matrix model in [83] is considered, which is based on

the fact that the channel correlation decreases with increasing the distance between antennas.

As shown in Fig. 3.1, the transmit antennas are located in a normalised square area, i.e. the

distance betweent1 andtA is unity. The correlation coefficient between betweent1 andtA with

respect to ther-th receive antenna is denoted byρs(r). The number of antennas on each side of

the antenna array is formulated as follows:

A =







√
Nt if log2(Nt) is even

3 ×
√

Nt

8 if log2(Nt) is odd
. (3.2)

antennas

(a) Nt = 16

antennas

inner

antennas

(b) Nt = 32

Figure 3.1: Placement of transmit antenna arrays.

When log2(Nt) is even, the antennas form a square array with the dimension of A × A. If

log2(Nt) is odd, the antennas are placed in the shape shown in Fig. 3.1(b), whereAinner =
√

Nt

8 .

Denoting the absolute distance betweenti andtj by dti,tj , the correlation between those two

antennas is given by [83, Eq. (10)]:

ρti,tj ,r = ρ
dti,tj

s(r) , 0 ≤ ρs(r) ≤ 1, (3.3)
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and the average channel correlation, denoted byρav, is calculated by:

ρav =
1

Nr

Nr∑

r=1




1

Nt(Nt − 1)

Nt∑

ti=1

Nt∑

tj 6=ti=1

ρti,tj ,r



 . (3.4)

3.2.3 Base station power model

In [6], a linear relationship between the RF output power andthe overall consumed power of a

multi-sector BS was established. The overall BS power consumption is divided into two parts:

the load-dependent portion and the constant portion. The former is dependent on the RF output

power, while the latter is invariant. In addition, when no data is transmitted, a sleep mode is

enabled to reduce the consumption by switching off unneededcomponents. The details of the

BS power model are presented as follows.

3.2.3.1 Power model

Based on the above literature, a power model named SOTA 2010 was proposed for BSs with

one sector and one RF chain [84]. This power model is chosen here due to two facts: i) it is

based on empirical results; ii) it suits the the property of asingle RF chain in SM. Table 3.1

specifies the parameters:Pmax is the maximum RF output power;P0 andPs denote the constant

power consumption in the active mode and the sleep mode, respectively; ζ stands for the slope

that quantifies the load dependence. The instantaneous BS power consumption, denoted byPin,

is formulated as a function of the RF output powerPout [84, Eq. (1)]:

Pin =







P0 + ζPout if 0 < Pout ≤ Pmax

Ps if Pout = 0
. (3.5)

Power model Pmax (W) P0 (W) Ps (W) ζ

SOTA 2010 40 119 63 2.4

Table 3.1: BS power model parameters.

Also, the ratio of the time consumed in the active mode and thetotal period is referred to as the

activation ratio̺ . The average power consumption of a single-RF-chain BS is thus computed

by:

PBS = ̺(P0 + ζPout) + (1 − ̺)Ps. (3.6)

22



Optimum transmitter design for spatial modulation

Unlike SM using a single RF chain, multi-stream MIMO schemesrequire multiple RF chains

to activate the transmit antennas simultaneously. ForNact activatedantennas, the RF output

power of each antenna is1/Nact of Pout. As a result, the overall power consumption of a BS

with multiple RF chains is calculated by:

PBS = Nact

[

̺

(

P0 + ζ
Pout

Nact

)

+ (1 − ̺)Ps

]

. (3.7)

3.2.3.2 Continuous mode and DTX mode

There are two modes for operating the RF chains: the continuous mode and the discontinuous

transmission (DTX) mode [85]. In the continuous mode, the RFchains are always delivering

output power of the same level. As a result,Pout is equal to the average RF output power,

denoted byP̄out, and̺ = 1. Substituting those conditions into (3.7), the overall BS power

consumption in the continuous mode is obtained by:

PBS(cont.) = NactP0 + ζP̄out. (3.8)

The data rate of the continuous mode is equal to the average data rate, which is denoted by

R̄b = P̄out/Eb. Conversely, the DTX mode conveys data with full load, and the instantaneous

data rate isRbmax = Pmax/Eb that is higher than̄Rb. Then the system is enabled into sleep

mode during the saved time to maintain the same average data rate. The parameter̺ of the

DTX mode is computed by:

̺ =
R̄b

Rbmax
=

P̄out

Pmax
. (3.9)

Substituting (3.9) andPout = Pmax into (3.7), the overall BS power consumption in the DTX

mode is expressed as:

PBS(DTX) = NactPs +

(

ζ +
Nact(P0 − Ps)

Pmax

)

P̄out. (3.10)

3.3 Optimum transmit structure over generalised channels

As mentioned, SM enables to trade off the size of signal constellation diagrams with the size

of spatial constellation diagrams. To achieve a certain spectrum efficiencyηs, there areηs + 1

possible combinations of(M,N), based on the requirement of a power of two to provide a full
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usage in the constellation diagrams. In order to supply a complete selection range ofN , Nt

is set to be equal to2ηs . In this section, an optimisation algorithm is presented toselect the

best(M,N) as well as the specific antennas. The context is arranged in four portions: i) an

average bit error probability (ABEP) upper bound is introduced for SM over generalised fading

channels; ii) the ABEP upper bound is simplified to suit the minimisation on the subject of

eitherM or N ; iii) the optimum(M,N) is obtained by solving the minimisation problem; and

iv) the required number of transmit antennas are selected from the antenna array.

3.3.1 ABEP upper bound

Union bound is widely used to evaluate event probability, which says that the probability that at

least one of the events happens is no greater than the sum of the probabilities of the individual

events [86]. Based on the joint ML detection, the ABEP upper bound of SM is given by

[12, Eq. (6)]:

ABEP≤ ABEPspatial+ ABEPsignal+ ABEPjoint, (3.11)

where: 





ABEPspatial =
log2(N)

ηsM

M∑

l=1

ABEPSSK(l)

ABEPsignal =
log2(M)

ηsN

N∑

t=1

ABEPMOD(t)

ABEPjoint =
1

ηsMN

N∑

ti=1

M∑

li=1

N∑

tj 6=ti=1

M∑

lj 6=li=1

ABEPMIX

(3.12a)

(3.12b)

(3.12c)

with the terms in summations expressed as:







ABEPSSK(l) =
1

N log2(N)

N∑

ti=1

N∑

tj 6=ti=1

NH(tj → ti)APEP((tj , χl) → (ti, χl))

ABEPMOD(t) =
1

M log2(M)

M∑

l=1

Ps(l, t)

ABEPMIX = NH((tj , χlj ) → (ti, χli))APEP((tj , χlj ) → (ti, χli))

(3.13a)

(3.13b)

(3.13c)

wherePs(l, t) is the average symbol error rate of the symbolχl emitted from transmit antenna

t; NH(·) denotes the Hamming distance; the probability of pair-wiseerror event is defined as
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the average pair-wise error probability (APEP), which is computed by [12, Eq. (5)]:

APEP((tj , χlj ) → (ti, χli)) = E






Q





√

γ|αtjχlj − αtiχli |2
4










, (3.14)

whereE{·} is the expectation operator andQ(x) stands for the Q-function.

3.3.2 Optimisation problem

Due to the relaxation of linearity requirements, unlike QAM, PSK can work in power amplifier

(PA) saturation [87]. This makes PSK a more energy efficient modulation scheme. In addition,

results in [12] have shown that for SM, PSK is not worse than QAM in many cases and in

some cases it is even better. For those reasons, PSK modulation is assumed where each symbol

has an equal amplitude. As a result, the average over different signal symbols in (3.12) can be

neglected andPs(t, l) reduces toPs(t).

3.3.2.1 ABEP of spatial part

First, we focus on the term ABEPspatial in the union bound. Assuming a sufficiently high SNR,

the APEP of SSK over correlated Nakagami fading can be obtained by the moment generate

function (MGF) as follows [88, Eq. (15)]:

APEP(tj → ti) =
23Nr−1Γ(Nr + 0.5)

γNr
√

πΓ(Nr + 1)

Nr∏

r=1

f(r), (3.15)

where:

f(r) =
mr(Ωr,tiΩr,tj)

mr−1(1 − ρti,tj ,r)
mr−1

(Ωr,ti + Ωr,tj)
2mr−1Γ(mr)

×

+∞∑

kr=0

ρkr
ti,tj ,rΓ(2mr + 2kr − 1)

(kr!)Γ(mr + kr)

(√
Ωr,tiΩr,tj

Ωr,ti + Ωr,tj

)2kr

. (3.16)

We define:

Cti,tj =
1

2
× 23Nr−1Γ(Nr + 0.5)√

πΓ(Nr + 1)

Nr∏

r=1

f(r). (3.17)

Note thatCti,tj is constant whenmr, Ωr,t, andρti,tj ,r are fixed. Consequently, (3.15) can be
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rewritten as:

APEP(tj → ti) = 2Cti,tjγ
−Nr . (3.18)

Gray codes are assumed for encoding. When a certain antenna is activated, there areN/2 other

antennas that can cause an error for any particular bit. Therefore the total Hamming distance of

any symbol to the others is calculated by:

N∑

tj 6=ti=1

NH(tj → ti) =
N

2
log2(N). (3.19)

Combining (3.19) and (3.13a), this gives:

ABEPSSK(l) =
1

2(N − 1)

N∑

ti=1

N∑

tj 6=ti=1

APEP(tj → ti). (3.20)

Substituting (3.18) and (3.20) into (3.12a), ABEPspatialcan be expressed as a function ofN :

ABEPspatial=
N log2(N)

ηs




1

N(N − 1)

N∑

ti=1

N∑

tj 6=ti=1

Cti,tj



 γ−Nr . (3.21)

3.3.2.2 ABEP of signal part

The average symbol error rate (SER) of PSK modulation over Nakagami fading is given by

[89, Eq. (9.16)]:

Ps(t) =
1

π

∫ M−1

M
π

0

Nr∏

r=1

(

1 +
γ̄r,tsin2( π

M )

2mrsin2(θ)

)−mr

dθ, (3.22)

whereγ̄r,t = Ωr,tγ is the average SNR of the symbol sent from thet-th transmit antenna at

the input of ther-th receive antenna. The assumption of a high SNR results in
γsin2( π

M
)

2mrsin2(θ)
≫ 1.

Hence (3.22) can be rewritten as:

Ps(t) =
1

π

[
Nr∏

r=1

(

2mr

Ωr,tγsin2( π
M )

)mr
]
∫ M−1

M
π

0
(sinθ)

Nr
P

r=1

2mr

dθ. (3.23)
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WhenM ≥ 4, we have: i)
∫ M−1

M
π

0 (sinθ)

Nr
P

r=1

2mr

dθ ≈
∫ π
0 (sinθ)

Nr
P

r=1

2mr

dθ, which is independent

of M ; and ii) sin(π/M) ≈ π/M . The average shape parameter of the fading distributions

across all receive antennas is denoted bym̄r = 1
Nr

Nr∑

r=1
mr. Then the average SER of PSK can

be formulated by:

Ps(t) =

{

1

π2m̄rNr+1

[
Nr∏

r=1

(
2mr

Ωr,t

)mr

]
∫ π

0
(sinθ)2m̄rNrdθ

}(
M2

γ

)m̄rNr

. (3.24)

A simplified ABEPsignal is obtained by substituting (3.24) into (3.12b):

ABEPsignal =
B̄N

ηs
M2m̄rNrγ−m̄rNr , (3.25)

with

B̄N =

(
1

π2m̄rNr+1

∫ π

0
(sinθ)2m̄rNrdθ

)
1

N

N∑

t=1

Nr∏

r=1

(
2mr

Ωr,t

)mr

. (3.26)

It is worth noting that similar to ABEPspatial in (3.21), ABEPsignal is also a function ofN after

replacingM by 2ηs/N .

3.3.2.3 ABEP of joint part

Using PSK modulation, the symbolχl of the signal constellation diagram is given byχl =

exp(jϕl) whereϕl = 2π(l − 1)/M . Thus (3.14) can be rewritten as follows:

APEP((tj , χlj ) → (ti, χli)) =

E






Q





√

γ|βtj exp(jϕtj + jϕlj ) − βtiexp(jϕti + jϕli)|2
4










, (3.27)

whereϕl is a constant, whileϕt is uniformly distributed between(−π, π] as mentioned before.

The sum ofϕt andϕl also complies with a uniform distribution over the same region asϕt.

As a result, APEP((tj , χlj ) → (ti, χli)) = APEP(tj → ti). Similar to (3.19), the Hamming
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distance in (3.13c) can be obtained by:

N∑

tj 6=ti=1

M∑

lj 6=li=1

NH((tj , χlj ) → (ti, χli)) =

(M − 1)N

2
log2(N) +

(N − 1)M

2
log2(M). (3.28)

Substituting (3.18) and (3.28) into (3.12c), this gives:

ABEPjoint =
ηs2

ηs − M log2 M − N log2(N)

ηsγNr




1

N(N − 1)

N∑

ti=1

N∑

tj 6=ti=1

Cti,tj



 . (3.29)

3.3.2.4 Simplified ABEP expression

Combining (3.21), (3.25) and (3.29), the ABEP expression ofSM is simplified as follows:

ABEP(M,N) =
M2m̄rNr

ηs
B̄Nγ−m̄rNr +

ηs2
ηs − M log2(M)

ηs
C̄Nγ−Nr , (3.30)

with

C̄N =
1

N(N − 1)

N∑

ti=1

N∑

tj 6=ti=1

Cti,tj . (3.31)

The termC̄N quantifies the effects of the fading distribution and the channel correlation on

selecting the antenna array. Since the production ofM andN is fixed for a certain spectrum

efficiency, the optimisation problem of (3.30) is subjectedto one variable, eitherM or N . The

aim is thus to determine the optimal transmitter structure,including the number of antennas and

their locations. However, a joint optimisation of both of them requires an exhaustive search of

prohibitive computational complexity. Alternatively, a two-stage approach is proposed where

the optimisation problem is split into two steps: i) obtain the best combination of(M,N) that

minimises the ABEP of SM; ii) select the specific transmit antennas from the antenna array.

3.3.3 Optimisation on the number of transmit antennas

In the first step, the minimisation of the simplified ABEP expression with respect toM is

carried out for a given scenario, which is comprised of the spectrum efficiency, the number of

receive antennas, the SNR, the fading distribution, and thecorrelation coefficients. The term
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1/ηs in (3.30) is a positive constant, hence it can be removed without affecting the optimisation

result. In addition, the difference between antennas is considered in the second step. As a result,

B̄N andC̄N are replaced bȳBNt andC̄Nt to avoid the dependence on the antenna dissimilarity.

The optimisation problem is thus formulated as follows:

Mopt = argmin
M

B̄Nt

γm̄rNr
M2m̄rNr +

C̄Nt

γNr
(2ηsηs − M log2(M))

s.t. 1 ≤ M ≤ 2ηs

, (3.32)

where bothC̄Ntγ
−Nr andB̄Ntγ

−m̄rNr are constant for a certain scenario. In other words, they

are independent of the variableM . The above optimisation problem can be solved numerically

by non-linear programming [90]. Note that the optimisationresult of log2(M) could be, and

most likely is, a non-integer. However, without considering special encoding methods such as

fractional bit encoding [91], bothM andN must be a power of two to supply a full usage of

the constellation diagram. This can readily be achieved by comparing the ABEP values of the

two nearest integers around the optimalM . Afterwards, the best combination of(M,N) is

obtained and denoted by(Mopt, Nopt).

3.3.4 Selection on antenna locations

The second step is to select a subarray ofNopt antennas from the size-Nt antenna array. The

chosen subset should minimise the BER among all subarrays with the same size. SincēBN in

(3.30) is irrelevant to the channel correlation, the problem is equivalent to finding the subarray

that minimisesC̄N .

Like the traditional transmit antenna selection (TAS) methods, this issue can be solved through

exhaustive search. However, this results in unaffordable computational-complexity for a large

ηs. Takingηs = 6 andNopt = 16 as an example, the full search space is about5×1014 possible

subsets. Alternatively, a novel selection method is proposed on the basis of circle packing, in

which the subset can be selected directly.

Since the channel correlation is inversely proportional tothe distance between two antennas,

a rational solution is maximising the minimum geometric distance between any pair of the

chosen antennas. This forms the circle packing problem in mathematics that can be worked out

numerically [92]. Fig. 3.2 shows the circle packing solutions for various numbers of antennas,

where the antennas are located at the circle centres. In the original problem, each circle must fit
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Figure 3.2: Examples of the circle packing solution.

inside the square boundary. The problem at hand is slightly different where the circle centres

are restricted to be inside the boundary, and in Fig. 3.2 thisis shown by dashed lines. This

solution requires fully flexible positions, and thus is referred to as ideal circle packing (ICP).

However, the antenna positions are normally fixed in practice, and those antennas closest to the

ideal positions are selected instead. This method is thus named realistic circle packing (RCP).

Fig. 3.3 shows the RCP solution for selecting 8 out of 32 antennas. As can be observed, the

selection presents a similarity to the solution forN = 8 in Fig. 3.2. AsNt increases, the RCP

solution becomes closer to ICP because the antenna array offers a larger flexibility in positions.

3.4 Optimum transmit structure over Rayleigh channels

In this section, the optimum transmit structure for SM is studied in a special case of Rayleigh

fading channels. It is presented that the optimum transmit structure is independent of SNR

in this specific scenario. In addition, a look-up table is built for quickly determining the best

choice of(M,N). The SM system using the optimum transmit structure is namedtransmission

optimised spatial modulation (TOSM). Furthermore, a closed-form expression of the BS energy

consumption is derived for TOSM, allowing us to evaluate theproposed scheme analytically.
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Selected Antenna

Unselected Antenna

Figure 3.3: An example of the RCP solution.

3.4.1 Analytical modelling

For correlated and identically distributed (c.i.d.) Rayleigh fading channels, we havemr = 1

andΩr,t = Ω for all t andr. As a result,B̄N in (3.26) andC̄N in (3.31) can be reduced to:

B =

(
2

Ω

)Nr

π−2Nr−1

∫ π

0
(sinθ)2Nrdθ, (3.33)

and:

C =
22Nr−2Γ(Nr + 0.5)

ΩNr
√

πΓ(Nr + 1)

[
+∞∑

k=0

(ρav

4

)k Γ(2k + 1)

(k!)Γ(k + 1)

]Nr

. (3.34)

Correspondingly, the ABEP expression in (3.30) reduces to:

ABEP=
γ−Nr

ηs

(
B(M)2Nr + C(2ηsηs − M log2(M))

)
. (3.35)

The termγ−Nr/ηs is a positive constant, and therefore can be removed withoutinfluencing the

optimisation result. After further removing the constant itemC2ηsηs, the optimisation problem

over Rayleigh fading can be formally expressed as follows:

Mopt = argmin
M

B(M)2Nr − CM log2(M)

s.t. 1 ≤ M ≤ 2ηs

. (3.36)
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3.4.2 Look-up table

From the objective function derived in (3.36), it is not hardto find thatMopt is irrelevant to SNR

in the case of c.i.d. Rayleigh fading. Also,Mopt is independent ofηs whenηs is large enough.

In other words, for a certainNr and a sufficiently largeηs, the optimum transmit structure is

determined byρav only. As shown in Table 3.2, this allows us to build a look-up table to quickly

decide the best SM deployment for various channel correlation degrees. The look-up table is

analysed in detail in Section 3.5.2.

3.4.3 Base station energy consumption

Substitutingγ = EmL/N0 into (3.35), the requiredEm using TOSM is computed by :

Em =
N0

L

(
F (Mopt)

ηsRe

) 1

Nr

, (3.37)

whereF (M) = B(M)2Nr + C(2ηsηs − M log2(M)) andRe denotes the value of the target

BER. The required RF output power, denoted byPreq, is then given by:

Preq =
RbN0

ηsL

(
F (Mopt)

ηsRe

) 1

Nr

. (3.38)

3.4.3.1 Continuous mode

The BS energy consumption per bit, denoted byEBS, is obtained by:

EBS =
PBS

Rb
. (3.39)

Substituting (3.8), (3.38) andNact = 1 into (3.39), the energy consumption per bit for a BS

using TOSM in the continuous mode can be formulated as:

EBS =
P0

Rb
+

ζN0

ηsL

(
F (Mopt)

ηsRe

) 1

Nr

. (3.40)
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Nr = 1 Nr = 2

ρav ηs = 4 ηs = 5 ηs = 6 ηs = 7 ηs = 4 ηs = 5 ηs = 6 ηs = 7

0.0 (16,1) (16,2) (16,4) (16,8) (4,4) (4,8) (4,16) (4,32)

0.1 (16,1) (16,2) (16,4) (16,8) (4,4) (4,8) (4,16) (4,32)

0.2 (16,1) (16,2) (16,4) (16,8) (4,4) (4,8) (4,16) (4,32)

0.3 (16,1) (16,2) (16,4) (16,8) (4,4) (4,8) (4,16) (4,32)

0.4 (16,1) (16,2) (16,4) (16,8) (4,4) (4,8) (4,16) (4,32)

0.5 (16,1) (16,2) (16,4) (16,8) (4,4) (4,8) (4,16) (4,32)

0.6 (16,1) (16,2) (16,4) (16,8) (8,2) (8,4) (8,8) (8,16)

0.7 (16,1) (32,1) (32,2) (32,4) (8,2) (8,4) (8,8) (8,16)

0.8 (16,1) (32,1) (32,2) (32,4) (8,2) (8,4) (8,8) (8,16)

0.9 (16,1) (32,1) (64,1) (64,2) (8,2) (8,4) (8,8) (8,16)

1.0 (16,1) (32,1) (64,1) (128,1) (16,1) (32,1) (32,2) (32,4)

Nr = 3 Nr = 4

ρav ηs = 4 ηs = 5 ηs = 6 ηs = 7 ηs = 4 ηs = 5 ηs = 6 ηs = 7

0.0 (4,4) (4,8) (4,16) (4,32) (4,4) (4,8) (4,16) (4,32)

0.1 (4,4) (4,8) (4,16) (4,32) (4,4) (4,8) (4,16) (4,32)

0.2 (4,4) (4,8) (4,16) (4,32) (4,4) (4,8) (4,16) (4,32)

0.3 (4,4) (4,8) (4,16) (4,32) (4,4) (4,8) (4,16) (4,32)

0.4 (4,4) (4,8) (4,16) (4,32) (4,4) (4,8) (4,16) (4,32)

0.5 (4,4) (4,8) (4,16) (4,32) (4,4) (4,8) (4,16) (4,32)

0.6 (4,4) (4,8) (4,16) (4,32) (4,4) (4,8) (4,16) (4,32)

0.7 (4,4) (4,8) (4,16) (4,32) (4,4) (4,8) (4,16) (4,32)

0.8 (8,2) (8,4) (8,8) (8,16) (4,4) (4,8) (4,16) (4,32)

0.9 (8,2) (8,4) (8,8) (8,16) (8,2) (8,4) (8,8) (8,16)

1.0 (16,1) (16,2) (16,4) (16,8) (16,1) (16,2) (16,4) (16,8)

Table 3.2: TOSM deployment(M,N) in the case of Rayleigh fading.
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3.4.3.2 DTX mode

Similarly, based on (3.10),EBS in the DTX mode can be computed as follows:

EBS =
Ps

Rb
+

N0

ηsL

(

ζ +
P0 − Ps

Pmax

)

×
(

F (Mopt)

ηsRe

) 1

Nr

. (3.41)

3.5 Results

In this section, Monte Carlo simulations are implemented tovalidate the performance of the

proposed scheme. Two scenarios are studied: i) c.i.d. Nakagami-m fading and ii) c.i.d.

Rayleigh fading. In the first case, we focus on verifying the accuracy of the simplified ABEP

expression. The reason for choosing the second case is threefold: i) multipath fading is typ-

ically modelled by a Rayleigh distribution; ii) by fixing theparameterm, the main trends of

TOSM in relation to the channel correlation can be studied; and iii) a look-up table is formed

within this scenario to exhibit the optimum transmit structure. The complexity and feedback

cost introduced by TOSM is negligible, as TOSM is based on channel statistics and does not

require frequent updates. Therefore this section is focused on the BER performance of TOSM,

which is evaluated against some other schemes including fixed-SM, vertical Bell Laboratories

layered space-time (V-BLAST) and space-time block coding (STBC). Also, the BS energy con-

sumption and the maximum transmission rate are analysed forthe proposed scheme. In order

to guarantee the fairness of different values ofηs, the transmission energy per bit against noise,

i.e. Eb/N0, is used instead of SNR.

3.5.1 Accuracy of the simplified ABEP expression

In Fig. 3.4, the simplified ABEP expression of SM in (3.32) is verified against simulation

results. In order to present an extensive comparison, several different scenarios are illustrated

in terms of shape factorm, the number of receive antennasNr, spectrum efficiencyηs and

Eb/N0. A unit spread controlling factor is considered. For each scenario, the BER performance

of TOSM is shown as a function of the average correlation degree ρav. As can be seen, in

general, the theoretical curves match the simulation results well. Because the simplified ABEP

expression is an approximation based on the upper bound, we expect some deviations especially

at high channel correlations. Despite this, the simplified ABEP expression is still very close to

the simulation results.

34



Optimum transmitter design for spatial modulation

0 0.2 0.4 0.6 0.8

10
−4

10
−3

10
−2

ρ
av

A
B

E
P

 

 

m =1.0, N
r
=1, η

s
=6, 40dB

m =1.5, N
r
=2, η

s
=5, 20dB

m =2.0, N
r
=2, η

s
=4, 15dB

m =2.5, N
r
=3, η

s
=8, 15dB

m =3.0, N
r
=4, η

s
=7, 12dB

simplified ABEP

Figure 3.4: Simplified ABEP expression versus simulations.

3.5.2 Optimality of the look-up table

Table 3.2 quantises the relationship between the optimal number of transmit antennas for SM

and the channel correlation. Bold font is used to highlight the situations where the optimal

number of transmit antennas is one. In other words, SM is not applied in those situations. The

following outcomes are observed: i) givenηs andNr, Nopt decreases whenρav increases, as

expected; ii) ifNr = 1, the optimum transmit structure regresses to a single transmit-antenna

scheme whenρav is high; iii) when increasingNr, SM is suitable for more cases of(ηs, ρav),

andNopt becomes larger; and iv) givenNr andρav, the best selection ofM maintains a constant

whenηs is large enough.
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Figure 3.5: BER performance of fixed-SM schemes (Eb/N0 = 25 dB,ηs = 6 andNr = 2).
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The look-up table can be extended to any needed situation andeasily used to configure the

deployment of the TOSM system. The parametersNr andηs are usually fixed in practice.

Therefore the only parameter which needs to be determined isthe correlation coefficient, and

this can be obtained by the structured correlation estimator [93]. Takingηs = 6 andNr = 2

as an example, Fig. 3.5 shows the BER performance of various fixed-SM schemes at25 dB.

As shown, SM usingN = 16 outperformsN = 8 when ρav is below 0.5. However, the

opposite result happens for0.6 ≤ ρav ≤ 0.9. At an extremely high correlation ofρav = 1,

two transmit-antenna SM achieves the lowest BER. It can be observed that Table 3.2 fits the

simulation results.

3.5.3 Optimality of direct antenna selection

The performance of the proposed RCP is evaluated against twobaselines: i) the exhaustive

search (ES); and ii) the worst situation (WS) where neighbouring antennas are selected. Fig. 3.6

and Fig. 3.7 show the BER performance of RCP forηs = 4 and5, respectively. Due to the

intractable complexity of ES, the results whenηs > 5 are not presented.
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Figure 3.6: BER performance of RCP (Nt = 16 andN = 8).

The antenna arrays are assumed to be located in the same area in order to ensure the fairness

of differentηs. For this reason,ρs is used instead ofρav. As can be seen, RCP achieves almost

the same performance as ES, with a gap of less than 0.3 dB. Also, the negligible difference

between RCP and ES is hardly affected by channel correlations. Conversely, the performance

of WS becomes much worse asρs increases.
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Figure 3.7: BER performance of RCP (Nt = 32 andN = 8).

3.5.4 BER performance of TOSM

The complexity of a MIMO system depends on the number of RF chains rather than the total

number of transmit antennas. TOSM requires only one RF chain, regardless of the number of

antennas used. Thus it is reasonable to compare TOSM with fixed-SM schemes using the same

ηs. Fig. 3.8 and Fig. 3.9 show the BER performance of TOSM as a function of the channel

correlation forηs = 4 and5, respectively.
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Figure 3.8: BER performance of TOSM against channel correlations (Eb/N0 = 25 dB,ηs = 4
andNr = 2).

The following trends are observed: i) fixed-SM with more antennas is not always better than

those using fewer antennas, as expected; ii) TOSM always performs better than or equal to the
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fixed-SM schemes, and this validates the optimality of TOSM;and iii) asηs increases, TOSM

tends to employ more transmit antennas, and performs much better than fixed-SM with a small

number of transmit antennas. Forηs = 4, TOSM slightly outperforms fixed-SM withN = 2

at low correlations. However, forηs = 5, TOSM can always achieve a significant gain against

fixed-SM withN = 2, except when the channel correlation is extremely high. Similar, but less

pronounced trends are noticed at lower SNRs.
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Figure 3.9: BER performance of TOSM against channel correlations (Eb/N0 = 25 dB,ηs = 5
andNr = 2).
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Figure 3.10: BER performance of TOSM against SNR (ηs = 6 andNr = 2).

Assumingηs = 6, the BER performance of TOSM is shown as a function ofEb/N0 in

Fig. 3.10, in comparison with fixed-SM withN = 2 as well as space shift keying (SSK) and

single-input multiple-output (SIMO). As shown, TOSM outperforms the other schemes signif-

38



Optimum transmitter design for spatial modulation

icantly for all presented SNRs and channel correlation degrees. When the channel links are

independent (ρs = 0), TOSM achieves SNR gains of 0.8 dB, 8.7 dB and 15.1 dB againstSSK,

fixed-SM withN = 2 and SIMO, respectively. As the channel correlation increases, TOSM

outmatches SSK more significantly. Fixed-SM withN = 2 is slightly affected by the channel

correlation, and the gain of TOSM is diminishing with an increase ofρs. However, this gain

still exceeds 4 dB atρs = 0.8.

3.5.5 BS energy consumption

The BS energy consumption of TOSM is studied in comparison with V-BLAST and STBC. The

simulations are restricted in two aspects. On the one hand, the number of transmit antennas for

V-BLAST is limited due to the constraintNt ≤ Nr. On the other hand, SM can save more

energy in RF chains for a largerNt. The purpose here is to present the energy efficiency of

TOSM. In order to carry out a relatively fair comparison, thecase ofηs = 4 andNr = 4 is

chosen, where TOSM employs four transmit antennas whenρs varies from 0 to 0.8. The same

4 × 4 MIMO structure is arranged for both V-BLAST in [69] and rate 3/4 STBC in [71]. In

addition, the path loss is assumed to be 100 dB without shadowing [94].
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Figure 3.11: Transmit energy consumption (ηs = 4, Nr = 4 and a target BER value of
1 × 10−4).

For a target BER value of1× 10−4, Fig. 3.11 shows the required transmit energy consumption

for various schemes. It is noticed that, TOSM provides a remarkable and stable gain of around

5 dB against STBC and much more against V-BLAST. The overall BS energy consumptions in

both the continuous mode and the DTX mode are shown in Fig. 3.12. To maintain a certainEb,
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Figure 3.12: BS energy consumption (ηs = 4, Nr = 4 and a target BER value of1 × 10−4).

the restriction onPmax leads to a ceiling of the transmission rate. For this reason,a transmission

rate of 30 Mbit/s is chosen to ensure the BS works physically,and TOSM is compared with

STBC to show the trends. The following outcomes are observed: i) using the DTX mode for

TOSM offers an energy gain of 1.4 dB over the continuous mode;ii) compared with STBC,

TOSM requests much less energy because of the single RF chainrequirement. In the continuous

mode and the DTX mode, TOSM saves at least 6.3µJoule/bit (56%) and 5.8µJoule/bit (62%)

against STBC, respectively; iii) in both modes, TOSM outperforms STBC more significantly as

ρs increases; and iv) compared with STBC, TOSM saves more energy in the DTX mode than in

the continuous mode, especially at high channel correlations. For a higher spectrum efficiency,

the power efficiency decreases for all involved methods, butTOSM still achieves noticeable

gains over other schemes.

3.5.6 Maximum transmission rate

The above simulations are conducted when the same RF output power is considered for all

involved techniques. In contrast to the multi-stream MIMO schemes, SM requires only one

RF chain, and therefore less energy is requested to drive it.However, the maximum RF output

power for SM is1/Nact of that for a MIMO system withNact simultaneously-active anten-

nas. This fact restricts the maximum transmission rate in the SM systems. Fig. 3.13 presents

the maximum transmission rate as a function of the channel correlation. Note that maximum

RF output signifies a very high SNR, and in this case the BER performance of V-BLAST is
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bottlenecked due to the inevitability of ICI.
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Figure 3.13: Maximum transmission rate (ηs = 4, Nr = 4 andPout = Pmax).

As shown, the maximum transmission rate of fixed-SM outperforms V-BLAST, but is much

smaller than STBC. Meanwhile, TOSM yields a great improvement over fixed-SM (up to 1.8

times) and diminishes the gap between SM and STBC significantly. In addition, the BS energy

consumption gains between TOSM and STBC with respect to the transmission rate is presented

in Fig. 3.14. The gain obtained by TOSM in the DTX mode is larger than that in the continuous

mode. Also, the DTX mode performs much better than the continuous mode whenRb increases

to the full load. This signifies that TOSM is more energy efficient when combined with DTX.
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Figure 3.14: BS energy saving ratio between TOSM and STBC (ηs = 4, Nr = 4).
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3.6 Chapter summary

In this chapter, an optimum transmit structure for SM has been presented, which balances the

size of the spatial constellation diagram and the size of thesignal constellation diagram. Instead

of using exhaustive search, a novel two-stage TAS method hasbeen proposed for reducing the

computational complexity, where the optimal number of transmit antennas and the specific

antenna positions are determined separately. The first stepis to calculate the optimal number of

transmit antennas by minimising a simplified ABEP expression. In the second step, based on

circle packing, a direct antenna selection method named RCPhas been developed to pick the

required number of transmit antennas from an antenna array.Due to the exploitation of channel

statistics, the complexity, latency and feedback cost of TOSM are negligible in comparison

with the conventional TAS methods. The optimality of the proposed scheme as well as its BER

performance has been presented. TOSM shows a lower SNR requirement for the same spectral

efficiency as compared with fixed-SM.

In addition, a look-up table has been built in the case of c.i.d. Rayleigh fading, which can

readily be used to obtain the optimum transmit structure. Furthermore, the overall BS energy

consumption of TOSM has been compared with both V-BLAST and STBC. Thanks to the

requirement of a single RF chain, TOSM exhibited a much higher energy efficiency than the

other two schemes for achieving the same BER and transmission rate targets. A further study

has shown that TOSM is more energy efficient when combined with the DTX mode than the

continuous mode. Moreover, the issue with respect to the maximum transmission rate in the

SM systems has been addressed, which is caused by the limitedoutput power of a single RF

chain. It was shown that TOSM uplifts the maximum transmission rate of fixed-SM greatly and

diminishes the gap between fixed-SM and STBC.
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Chapter 4

Channel estimation for spatial
modulation

4.1 Introduction

In spatial modulation (SM) systems, a single transmit antenna is activated at any time instance,

and the remaining antennas are idle. While this property offers a high energy efficiency as well

as a complete avoidance of inter-channel interference, it challenges the channel estimation (CE)

process. In current literature, the CE methods for SM separately estimate the channel links that

pertain to different antennas. In order to estimate the entire MIMO channel, SM has to activate

the transmit antennas sequentially for sending the training signal. Therefore the time spent

on the CE process is proportional to the number of transmit antennas, leading to a substantial

reduction in throughput especially when using a large number of transmit antennas. Also, the

pilot sequence length is restricted for each transmit antenna, which impedes SM to improve

the CE performance by increasing the pilot sequence length.New CE methods are needed to

strengthen the performance of SM in practical systems.

In this chapter, the CE process for SM is studied in two aspects. On the one hand, the research

focuses on improving the CE accuracy by exploiting the channel correlation between anten-

nas. Two novel CE methods are proposed for SM, making a use of the antenna correlation at

the transmitter and at the receiver, respectively. On the other hand, the power allocation be-

tween training symbols and information-carrying symbols imposes on the bit error rate (BER)

performance. With more power allocated to training symbols, the CE results are more accu-

rate. However, this reduces the signal-to-noise ratio (SNR), since less power is available for

information-carrying symbols. A trade-off is therefore enabled between the power of those two

types of symbols. Based on this fact, an optimal power allocation is proposed by minimising

the BER. In addition, a framework that combines different CEmethods is proposed.
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4.2 System model

A Nt × Nr SM-MIMO system is considered for a single user, whereNt andNr denote the

number of transmit antennas and the number of receive antennas, respectively. The signal

modulation and the decoding method are referred to Section 2.3. The channel model and the

estimator used for CE are introduced in the following context.

4.2.1 Channel model

A space-correlated and time-variant MIMO channel is considered. The channel coefficient

between thet-th transmit antenna and ther-th receive antenna is denoted byhr,t(n), wheren

is the discrete time index. The correspondingNr × Nt channel matrix, denoted byH(n), is

generated in two steps: i) create the channel matrix at the initial point, i.e. H(0), of which the

entries are correlated; and ii) produce a consecutive channel based on the temporal correlation,

while maintaining the same spatial correlation. It is worthnoting that the proposed CE method

is not restricted to a specific channel model. The channel model here is for the purpose of

evaluating the performance of the proposed method in simulations.

4.2.1.1 Spatial correlation

The Kronecker model is commonly used for spatially-correlated channels [95]. According to

this model, the channel matrix is initialised as follows:

H(0) = R1/2
r G(0)

(

R1/2
t

)H
, (4.1)

where matrixG has the same dimension asH(0), and its entries are independent and identically

distributed (i.i.d.) complex Gaussian distributionCN (0, 1); Rt and Rr denote the transmit

correlation matrix and the receive correlation matrix, respectively. The correlation coefficient

between the transmit antennast1 andt2 is denoted byρt1,t2 . The transmit correlation matrix is
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then expressed as:

Rt =











1 ρ1,2 · · · ρ1,Nt

ρ2,1 1 · · · ρ2,Nt

...
...

. . .
...

ρNt,1 ρNt,2 · · · 1











. (4.2)

Similarly, the elementρr1,r2
in Rr represents the correlation coefficient between the receive

antennasr1 andr2. The correlation between antennas is modelled in the same way as that in

Section 3.2.2.2, and the Euclidean distance between the twodiagonal ends of the antenna array

is normalised to be unity. The correlation coefficient between any pair of transmit antennas is

then formulated as:

ρt1,t2 = ρ
dt1,t2
tx , (4.3)

wheredt1,t2 is the Euclidean distance between transmit antennast1 and t2; ρtx denotes the

correlation degree when two transmit antennas are separated at the reference distance. Similar

to ρt1,t2, the correlation coefficient between any pair of receive antennas is given by:

ρr1,r2
= ρ

dr1,r2
rx . (4.4)

4.2.1.2 Temporal correlation

The Gauss-innovations channel model formulates the channel variation as a function of the

speed of users [96]. Using the Gauss-innovations channel model, the channel matrix at then-th

time index can be expressed as:

H(n) =
√

κH(n−1) +
√

1 − κH′
(n), (4.5)

whereκ is a parameter related to the user speed, and it is given by [96, Eq. (10)]:

κ = J0

(
2πvfcTs

c

)2

, (4.6)

whereJ0(·) is the zeroth-order Bessel function of the first kind;Ts is the sampling period;

fc is the centre carrier frequency;v andc denote the speed of mobile user and the speed of

light, respectively. The termH′
(n) in (4.5) is also generated from (4.1), but it is independent of
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H(n−1). In addition,H′
(n) is independent from time to time. Substituting (4.1) andn = 1 into

(4.5), this gives:

H(1) = R1/2
r

(√
κG(0) +

√
1 − κG′

(1)

)(

R1/2
t

)H
. (4.7)

Note thatH(1) is a Rayleigh fading channel of the same correlation matrices asH(0). Similarly,

the expression forH(n) in (4.5) is rewritten as:

H(n) = R1/2
r Ḡ(n)

(

R1/2
t

)H
, (4.8)

and

Ḡ(n) =

n∑

m=0

(√
1 − κ

)sgn(m) (√
κ
)n−m G(m), (4.9)

where sgn(·) is the sign function. It is straightforward to infer that,H(n) is also a correlated

Rayleigh fading channel of the same correlation matrices asH(0). Note that the above model

also suits spatially-uncorrelated and/or time-invariantchannels, by setting the correlation coef-

ficients and/or the speed of mobile user to be zeros.

4.2.2 Pilot-assisted channel estimation

So far, the channel estimation methods for SM has been based on existing CE techniques, such

as least square (LS), minimum mean square error (MMSE) and recursive least square (RLS).

All those estimators are also available for the proposed CE methods. In order to keep simplicity

and ensure a fair comparison, LS is adopted for both the conventional methods and the proposed

methods in this chapter. The pilot signal and the LS estimator are described as follows.

4.2.2.1 Pilot signal

A large quantity of studies have been performed on the optimal design of the training signal

for estimating correlated MIMO channels [97–99]. Those optimal patterns are also applicable

to the channel estimation for SM. However, the study here focuses on developing CE methods

that are specially tailored for SM. For this reason, a simplepilot signal ofNp repeated symbols

is considered, whereNp is the pilot sequence length. The optimal pilot design is kept for future

research.

The estimation period, denoted byPCE, is defined as the interval between two adjacent CE
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processes of any transmit antenna. In addition, the pilot ratio is defined as the ratio of the

number of pilot symbols to the number of total symbols duringone estimation period, and it is

denoted by denoted byη. Furthermore, we usept(n) to represent the pilot symbol transmitted

through transmit antennat at then-th time index. To be distinguished from the information-

carrying symbols, the transmission energy per pilot symbolis denoted byEp. The signal-to-

noise ratio (SNR) for pilot signals is denoted byγp = Ep/N0.

4.2.2.2 Least square estimator

When sending out a pilot symbol through thet-th transmit antenna at then-th time index, the

received signal at ther-th receive antenna can be obtained by replacingχl in (2.1) withpt(n):

yr(n) = hr,t(n)pt(n) + wr(n). (4.10)

We focus on a single CE period, and the LS estimate during the considered period is denoted

by h̃r,t, where the time index is neglected for simplicity. According to [100, p. 224, Eq. (8.9)],

h̃r,t is calculated by:

h̃r,t = arg min
h

Np∑

m=1

‖ yr(m) − hpt(m) ‖2, (4.11)

wherem is the symbol index of the pilot sequence. Since bothyr(m) andpt(m) are scalar, we

have:

h̃r,t =
1

Np

Np∑

m=1

yr(m)

pt(m)
. (4.12)

4.3 Channel estimation across transmit antennas

In the conventional channel estimation (CCE) for SM, all transmit antennas are activated in

sequence to send the pilot signal. In the following context,the pilot structure of CCE is intro-

duced, followed by a novel CE method, named transmit cross channel estimation (TCCE). By

exploiting the channel correlation between transmit antennas, the new approach is able to esti-

mate the entire MIMO channel by sending the pilot signal through only one transmit antenna.

In order to clearly demonstrate the concept of the proposed method and keep a moderate com-

plexity of analysis, the pilot sequence length is assumed tobe one in this section, i.e.Np = 1.

The case of a generalisedNp is studied in Section 4.6.
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4.3.1 Conventional method

In Fig. 4.1, the pilot structure of CCE is presented for an example of four transmit antennas.

During each blue coloured slot, a pilot symbol is sent out through the corresponding transmit

antenna. Those slots are referred to as pilot slots. The remaining time slots are used to convey

information-carrying symbols. The estimated channel state information (CSI) is used instead

of the perfect CSI in (2.5). Based on the estimation results in (4.12), the detected symbols using

CCE are obtained by:
[

t̂act, l̂
]

= arg min
t,l

Nr∑

r=1

‖ yr − h̃r,tχl ‖2 . (4.13)

P
CE

Pilot-assisted CE

 Transmit

Antennas

Data Transfer

Figure 4.1: The pilot structure of CCE.

The estimation period of CCE is calculated by:

PCE =
NtTs

η
. (4.14)

Note that the estimation period of CCE is proportional to thenumber of transmit antennas, as

mentioned previously. Each LS process requires one division, which costsξ2 operations for

ξ-digit numbers. Thus the computational complexity of CCE during one estimation period is

given by:

OCCE(NtNrξ
2). (4.15)
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4.3.2 Proposed method

The channel difference information (CDI) is defined as the difference between the channel

coefficients of a pair of transmit antennas. If CDI is known, then it is possible to obtain the

CSI of the entire MIMO channel by estimating the channel information of any single transmit

antenna. In the other words, only one transmit antenna is required to send the pilot signal.

The CE time is therefore significantly shortened in comparison with CCE. A constant channel

difference is however unrealistic. In order to make it available for time-varying channels, the

channel difference information needs to keep updated. Taking four transmit antennas as an

example, Fig. 4.2 depicts the schematic diagram of the proposed method.

P
CE

Pilot-assisted CE

Correlation-assisted CE

CDI update

Current Time Index

 Transmit

Antennas

Figure 4.2: The pilot structure of TCCE.

The pilot transmissions are represented by blue coloured slots, similar to Fig. 4.1. Note that,

unlike CCE, the pilot slots pertaining to different transmit antennas are equally allocated along

the time. At any pilot slot, the CSI of the currently active antenna is obtained in the same way

as that of CCE. For those idle antennas, CSI is measured basedon the estimated CSI of the

active antenna and the CDI between the active antenna and thecorresponding idle antenna. We

refer to this type of CE as correlation-based CE, which is shown by yellow coloured slots. The

CDI for a certain idle antenna is calculated at the latest pilot slot of that antenna. The CSI of the

currently active antenna at that slot, which is highlightedin pink colour, is corrected by using

interpolation based on the estimated CSIs at the current pilot slot and some previous pilot slots.

At any pilot slot, the algorithm is comprised of four steps asfollows:
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Step 1: Pilot-assisted CE

In the first step, the pilot-assisted CE in Section 4.2.2 is implemented for the currently active

antenna, i.e.tact. The corresponding estimation result is denoted byh̃tact(n), where the index

for receive antennas is neglected for simplicity.

Step 2: CDI update

For each transmit antenna, the pilot is conveyed once for every Nt pilot slots. At the previous

Nt − 1 pilot slots, the CSI oftact is estimated by the correlation-assisted CE which will be

detailed in step 3. In this step, those CSIs are corrected by alow-pass interpolation based on

h̃tact(n) andL − 1 previous estimates̃htact(n−lNt/η), l = 1, 2, . . . , L − 1. The number of totally

used estimates, i.e.L, is defined as the interpolation sequence length. The corrected CSI is

denoted bẏhtact(n−k/η), k = 1, 2, . . . , Nt − 1. For clarity, the simplest case ofL = 2 is chosen,

and the corrected CSI is computed by:

ḣtact(n−k/η) =

(

1 − k

Nt

)

h̃tact(n) +

(
k

Nt

)

h̃tact(n−Nt/η), k = 1, 2, . . . , Nt − 1. (4.16)

ForL > 2, interested readers are referred to [101]. Regarding transmit antennat, the last pilot

slot is at the time index ofn − kt,tact/η, and:

kt,tact =







tact− t if t ≤ tact

tact− t + Nt if t > tact

. (4.17)

The channel difference information betweent andtact, denoted by∆t,tact, is updated as follows:

∆t,tact(n−kt,tact/η) = h̃t(n−kt,tact/η) − ḣtact(n−kt,tact/η). (4.18)

Step 3: Correlation-assisted CE

After collecting the CDI, it is possible to measure the CSI ofthe idle antennas. The estimation

result of correlation-based CE is denoted byh́t(n) and it is obtained by:

h́t(n) = h̃tact(n) + ∆t,tact(n−kt,tact/η), t 6= tact. (4.19)
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Substituting (4.16) and (4.18) into (4.19), this gives:

h́t(n) = h̃t(n−kt,tact/η) +
kt,tact

Nt

(

h̃tact(n) − h̃tact(n−Nt/η)

)

, t 6= tact. (4.20)

Note that whent = tact in (4.17), the value ofkt,tact equals zero. Correspondingly, the right

side of the above equation reduces toh̃tact(n). Therefore, the estimated CSI obtained by both

pilot-based CE and correlation-based CE can be written as the same expression in (4.20). The

estimated CSI of any transmit antennas is denoted byĥt(n), and (4.20) can be rewritten as:

ĥt(n) = h̃t(n−kt,tact/η) +
kt,tact

Nt

(

h̃tact(n) − h̃tact(n−Nt/η)

)

, t = 1, . . . , Nt. (4.21)

Step 4: Antenna index update

The index of the transmit antenna to convey the pilot next time is then updated to:

tact =







tact + 1 if tact < Nt

1 if tact = Nt

. (4.22)

The CE period of TCCE is computed by:

PCE =
Ts

η
. (4.23)

The CE period of TCCE is independent of the number of transmitantennas. In addition to one

LS process for the currently active antenna, TCCE requires one interpolation and two additions

for each idle antenna. According to (4.16), the interpolation needs two multiplications and

one addition. As a result, TCCE consumes2ξ2 + 3ξ operations for each idle antenna. The

computational complexity of TCCE during one estimation period is given by:

OTCCE(Nr(ξ
2 + (Nt − 1)(2ξ2 + 3ξ))). (4.24)

Compared with CCE, TCCE approximately doubles the computational complexity.
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4.3.3 Results

In this section, Monte Carlo simulation results are presented to validate the performance of the

proposed method. Various numbers of transmit antennas are considered. In order to conduct a

fair comparison, the antennas are located in a square area with a normalised diagonal distance.

The BER performance of SM using TCCE is compared with CCE. Also, the effects of channel

correlations on both CCE and TCCE are studied. In all simulations, a user speed of 5 m/s is

assumed, and the pilot ratio is fixed to be 5% [102].

4.3.3.1 Effects of channel correlation
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Figure 4.3: BER performance of TCCE against channel correlations (SNR =20 dB and
Nt = 16).

In Fig. 4.3, the BER performance of TCCE is shown as a functionof ρtx. The SNR is assumed

to be 20 dB, and 16 transmit antennas are considered. Twoηs values of 5 and 6 are considered.

As shown, the proposed method falls behind CCE whenρtx is smaller than 0.3. The reason for

this fact is as the channel correlation decreases, the CDI between antennas becomes larger and

more random. Therefore the CDI updating process in TCCE is less accurate in this situation.

However, whenρtx is greater than 0.4, TCCE offers a much better BER performance than CCE.

Similar, but less pronounced trends are noticed at lower SNRs.
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4.3.3.2 Effects of the number of transmit antennas

Fixing ρtx to be 0.8, Fig. 4.4 presents the BER performance of TCCE for two Nt values of 8

and 16. The number of bits per symbol is fixed to ensure a fair comparison. Also, the case of

perfect channel state information (PCSI) is considered as abaseline.
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Figure 4.4: BER performance of TCCE against the numbers of transmit antennas (ρtx = 0.8).

The following outcomes are observed: i) unlike PCSI, the achievable BERs of both TCCE and

CCE tend towards saturation with an increase of SNR, due to the inevitability of estimation

errors; ii) compared with CCE, the BER performance of TCCE ismuch closer to that of PCSI;

and iii) TCCE outperforms CCE more significantly asNt increases. ForNt = 8 and 16,

to achieve the same BER value of CCE at 20 dB, TCCE requires 2.8dB and 7.5 dB less,

respectively. This is because the CE period of CCE is proportional toNt, while that of TCCE

is regardless ofNt. At a lower channel correlation, the gain gap between TCCE and CCE

diminishes. Despite this, TCCE can still effectively improve the achievable BER over CCE

whenρtx = 0.5, as shown in Fig. 4.5.

4.4 Channel estimation across receive antennas

In order to improve the CE accuracy, a longer pilot sequence length or a larger transmission

power is usually required. However, as mentioned, the estimation time in the CCE methods

for SM is proportional to the number of transmit antennas. Therefore the pilot sequence length
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Figure 4.5: BER performance of TCCE against the numbers of transmit antennas (ρtx = 0.5).

for each transmit antenna is constrained to avoid compromising the throughput significantly. In

addition, the transmission power is limited due to the dynamic range of power amplifiers. This

raises the question, how to improve the CE performance without increasing the pilot sequence

length or the transmission power. Based on exploiting the channel correlation between receive

antennas, another CE method for SM is proposed in this section. For the sake of simplicity,

here we consider the pilot structure of Section 4.3.1, and keep the relevant study on the pilot

structure of TCCE in Section 4.6.

4.4.1 Conventional method

In the CCE methods for SM, the CSI related to each receive antenna is estimated separately.

Since the focus is on the receiver side, the indices of transmit antennas are neglected without

loss of generality. For a certain transmit antenna, the CCE result of ther-th receive antenna at

then-th estimation slot is written as:

h̃r(n) =
yr(n)

p(n)
. (4.25)
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4.4.2 Proposed method

The proposed method is named spatially-averaging channel estimation (SACE), of which the

schematic diagram forNr = 2 is shown in Fig. 4.6. Unlike CCE, SACE jointly estimates the

channel of different receive antennas, which resembles theway of exploiting the correlation

between transmit antennas in TCCE. A similar definition of CDI is used in receive antennas,

and it is used to estimate the channel of one receive antenna from the estimation result of another

one. The estimated CSI of SACE for each receive antenna is a combination of the CCE results

of all receive antennas. For a arbitrary number of receive antennas, the detailed algorithm of

the proposed method is comprised of two steps.
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Figure 4.6: Schematic diagram of SACE for two receive antennas.

Step 1: channel difference update

Regarding the proposed method, we useĥr(n) to denote the estimated CSI of ther-th receive

antenna at then-th estimation slot. The CDI between ther1-th andr2-th receive antennas, de-

noted by∆r1,r2
, is obtained by differentiating the previous estimation results of those antennas:

∆r1,r2(n−1) = ĥr1(n−1) − ĥr2(n−1). (4.26)

Step 2: weighted average

Based on the CDI obtained in (4.26), the channel ofr1 can be estimated via the CCE result of

r2, i.e. h̃r2(n). In order to reduce the affect of noise, the estimate for any receive antenna is
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formed by a weighted average of the samples from all receive antennas. The estimation result

of SACE is then formulated as:

ĥr1(n) =



1 −
Nr∑

r2=16=r1

f(ρr1,r2
)



 h̃r1(n)+

Nr∑

r2=16=r1

f(ρr1,r2
)
(

h̃r2(n) + ∆r1,r2(n−1)

)

, (4.27)

wheref(ρr1,r2
) is the weight for the pair ofr1 andr2, and it is subject to:







0 ≤ f(ρr1,r2
) ≤ 1

0 ≤
Nr∑

r2=16=r1

f(ρr1,r2
) ≤ 1

(4.28a)

(4.28b)

Besides the above conditions, two extreme situations ofρr1,r2
= 1 andρr1,r2

= 0 are analysed

to further restrict the weights. When the antennas are completely correlated, the weights for all

components in (4.27) should be equal. On the contrary, if theantennas are independent of each

other, the estimation based on other antennas becomes difficult. Therefore, it is better to just

useh̃r1(n) in this situation. Then the weightf(ρr1,r2
) is required to satisfy:

f(ρr1,r2
) =







0 if ρr1,r2
= 0

1

Nr
if ρr1,r2

= 1
. (4.29)

Combining (4.28) and (4.29), one solution for the weight function is simply given by:

f(ρr1,r2
) =

ρr1,r2

Nr
. (4.30)

Besides the estimation process of CCE, the weighted averageprocess for each receive antenna

mainly requiresNr multiplications. Therefore, the computational complexity of SACE is esti-

mated as:

OSACE(Nt(Nr + N2
r )ξ2). (4.31)

Compared with (4.15), it can be found that the complexity of SACE isNr +1 times as much as

CCE. In practice,Nr is restricted due to the compact size of mobile devices. Therefore SACE

requires limited processing power in addition to CCE.
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4.4.3 Results

In this section, Monte Carlo simulation results are shown tovalidate the performance of the

proposed method. In all simulations, quadrature phase shift keying (QPSK) symbols are sent

from a transmitter of four antennas. The pilot ratio and the user speed are set to be the same

values as in Section 4.3.3. The BER performance of SACE is compared with CCE in two

aspects: the receiver correlation and the number of receiveantennas.

4.4.3.1 Effects of channel correlation

Assuming two antennas at the receiver, Fig. 4.7 presents theBER performance of SACE for

different channel correlations. Due to the facts thatNr is smaller thanNt and the system uses

practical CSIs, both SACE and CCE require a relatively largeSNR to achieve a certain BER

target. Two outcomes are observed: i) SACE always offers a better performance than CCE;

and ii) when the channel correlation increases, SACE outperforms CCE more significantly. For

ρrx = 0.2 and0.8, SACE achieves SNR gains of 0.2 dB and 0.6 dB against CCE, respectively.

As ρrx decreases, the CDI between receive antennas becomes largerand more random, which

is similar to the situation in TCCE. However, unlike TCCE, SACE still performs better than

CCE when the channel correlation between receive antennas is low. Because there are only

two receive antennas involved in this case, the advantage ofSACE is not well pronounced. The

following context discusses the performance of SACE with a larger number of receive antennas.
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Figure 4.7: BER performance of SACE (Nt = 4 andNr = 2).
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4.4.3.2 Effects of the number of receive antennas

Fig. 4.8 shows the BER performance of both SACE and CCE when 4 receive antennas are

employed. As can be seen, the SNR gaps between SACE and CCE arelarger than those in the

case of 2 antennas. Whenρrx = 0.8, for example, an SNR gain of 1.8 dB is obtained by SACE

over CCE, which is greater than the gain of 0.6 dB whenNr = 2. The reason is simple and

direct. When more receive antennas are involved, more samples are available for the averaging

process in SACE, and this is equivalent to increase the pilotsequence length. Correspondingly,

SACE requires higher computational complexity (4 times larger than CCE) in this case.
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Figure 4.8: BER performance of SACE (Nt = 4 andNr = 4).

4.5 Optimal power allocation in channel estimation

Since the CE process for SM occupies a substantial portion oftime period, the power consumed

for transmitting pilot symbols cannot be neglected. In current literature about the channel

estimation for SM, equal power allocation (EPA) is considered between the pilot symbols and

the information-carrying symbols. However, the power allocation needs to be treated carefully

because it affects the BER performance in two aspects. On theone hand, an increased power for

pilot symbols can improve the estimation accuracy, especially when the pilot sequence length

is constrained. On the other hand, allocating less power to information-carrying symbols leads

to an increase in the impairment caused by noise. This in factenables a trade-off between
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the transmission power of pilot symbols and the transmission power of information-carrying

symbols. In this section, an optimal power allocation (OPA)method in CE for SM is proposed.

4.5.1 Optimisation problem

In [47], an average bit error probability (ABEP) upper boundis derived for SM in the presence

of channel estimation errors. However, the ABEP bound is nota closed-form, and hence, it is

difficult to be minimised. Alternatively, we focus on minimising the pair-wise error probability

(PEP), which is given by [47, Eq. (12)]:

PEP̂H(xt,l → xt′,l′) =
1

π

∫ π/2

0

(

1 +
gSM

4sin2θ
× Es

N0(1 + σ2
ǫ ) + Esσ2

ǫ

)−Nr

dθ, (4.32)

wherext,l means the symbolχl is sent from thet-th transmit antenna;σ2
ǫ denotes the variance

of CE errors; and:

gSM =







2, if t 6= t′

|χl − χl′ |2, if t = t′
. (4.33)

The PEP of SM under the assumption of PCSI is computed by [103,Eq. (5)]:

PEPH(xt,l → xt′,l′) =
1

π

∫ π/2

0

(

1 +
gSMγs

4sin2θ

)−Nr

dθ. (4.34)

It can be found thatγs in (4.34) is replaced byγe when CE errors are involved, where:

γe =
Es

N0(1 + σ2
ǫ ) + Esσ2

ǫ

, (4.35)

andγe is thus referred to as effective SNR. The variance of CE errors is calculated by:

σ2
ǫ =

N0

EpNpN
, (4.36)

whereN is a parameter depending on the chosen estimation approach [104]. When the LS

estimator is considered, this results inN = 1, and (4.35) is thus rewritten as:

γe =
EpEs

(Ep + Es + N0)N0
. (4.37)
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Similar to the situation of PCSI, minimising the PEP in (4.32) is equivalent to maximising the

effective SNR. The power allocation is normally restrictedto a certain power budget. In other

words, the average energy consumption per symbol is predefined, and it is denoted byEa.

Correspondingly, the average SNR is defined asγa = Ea/N0. During a unit interval, the time

consumed in conveying pilot symbols is1η , while the time for sending information-carrying

symbols is1 − 1
η . The optimisation problem is then formulated by:

(E†
p, E

†
s) = arg max

(Ep,Es)

γe(Ep, Es),

s.t. ηEp + (1 − η)Es = Ea

Ep ≥ 0, Es ≥ 0

(4.38)

where(E†
p, E

†
s ) denotes the optimal solution of(Ep, Es).

4.5.2 Analytical Modelling

The Lagrange multiplier maximisation method [105] is applicable to solve the problem in

(4.38), for which the Lagrangian function is formed by:

Λ(Ep, Es, λ) = γe(Ep, Es) + λ(ηEp + (1 − η)Es − Ea), (4.39)

whereλ is the Lagrange multiplier. In order to achieve the maximum of the above Lagrangian

function, stationary points are obtained by solving the following system of equations:







∂Λ(Es
p, E

s
s , λ

s)/∂Es
p = 0

∂Λ(Es
p, E

s
s , λ

s)/∂Es
s = 0

∂Λ(Es
p, E

s
s , λ

s)/∂λs = 0

, (4.40)

whereλs is the Lagrange multiplier associated to the stationary point (Es
p, E

s
s). The stationary

points ofEp are thus computed by:

Es1,s2

p = Ea

−f(γa) ±
√

f2(γa) +
g

η
f(γa)

g
, (4.41)
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where:






f(γa) = 1 +
1 − η

γa

g = (1 − η)Np − η

(4.42a)

(4.42b)

Note thatf(γa) is always positive, andg ≥ 1 − 2η because ofNp ≥ 1. In practice, the pilot

ratio is usually less than 10% [102]. Therefore the parameter g is also positive. Consequently,

Es1

p is positive whereasEs2

p is negative. However, energy is non-negative, and thusEs1

p is the

only possible stationary point.

Proposition 4.5.1. Es1

p is the maximum point for the effective SNR in (4.37).

Proof. The second derivative ofΛ with respect toEp is calculated by:

∂Λ(Ep)

∂2Ep
= −2NpE

2
a

N0
× ηf2(γa) + gf(γa)

(gEp + f(γa)Ea)
3 . (4.43)

Substituting (4.41) into (4.43), this gives:

∂Λ(Ep)

∂2Ep

∣
∣
∣
∣
∣
Ep=E

s1
p

= − 2ηNp

EaN0

(

f2(γa) +
g

η
f(γa)

)− 1

2

. (4.44)

It is obvious that the right side of (4.44) is always negative. Based on the second derivative

rule, it is proved that the effective SNR in (4.37) achieves its maximum value atEp = Es1

p .

Therefore the optimal solution ofEp is obtained by:

E†
p = Ea

√

f2(γa) +

(
1 − η

η
Np − 1

)

f(γa) − f(γa)

(1 − η)Np − η
. (4.45)

4.5.3 Simplified solution for high SNRs

Assuming the SNR is sufficiently high, i.e.γa ≫ 1, (4.42a) can be approximated to:

f(γa) ∼= 1. (4.46)
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Substituting (4.46) into (4.45), this gives:

E†
p = Ea

√
1 − η

η
Np − 1

(1 − η)Np − η
. (4.47)

It can be found that, in this case, the ratio ofE†
p to Ea depends on the pilot sequence length

Np and the pilot ratioη. Fig. 4.9 plots the OPA solutions againstNp andη, in comparison with

EPA. As shown, when the product ofNp andη is larger than one, the optimal power of pilot

symbols is slightly below the average power. However, as theproduct ofNp andη decreases in

the region ofηNp < 1, the optimal power of pilot symbols increases dramatically.
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Figure 4.9: Power allocation in channel estimation for SM.

4.5.4 Results

The performance of the proposed OPA method is validated in this section. Simulations are

implemented for two purposes: i) to verify the accuracy of the optimisation solutions; and ii) to

compare the BER performance of OPA with EPA for different values ofNp andη. In all sim-

ulations, 4 antennas are assumed at both the transmitter andthe receiver, without considering

the correlation between antennas. QPSK is used for the signal modulation. Since the temporal

correlation is not involved here, the users are assumed to bestatic for the sake of convenient

analysis.
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4.5.4.1 Optimisation accuracy

First, assumingγa = 20 dB, the BER performance of OPA is shown as a function ofEp/Ea in

Fig. 4.10. Different choices forNp andη are considered to validate the optimisation accuracy

for a broad range of scenarios, and the OPA results of the simplified solution are highlighted by

red dots.
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Figure 4.10: Optimality of the proposed OPA method (γa = 20 dB,Nt = 4 andNr = 4).

As shown, the proposed OPA method always achieves the minimum BER. For differentη and

Np, the optimal value ofEp/Ea varies. In general and as expected, it is better to allocate more

transmission power to the pilot signal when the pilot ratio decreases. Atη = 5%, the optimal

Ep/Ea approaches one, i.e. the EPA method. When the pilot ratio reduces to 2%, the optimal

power of pilot symbols is 4.59 times of the average power. As the pilot ratio is further decreased

to 1%, the optimum ratio of the pilot power to the average power increases to 9.13. The reason

for this trend is that a low pilot ratio results in a poor CE accuracy, which impairs the BER

performance more significantly than reducing the transmission power of information-carrying

symbols. Therefore, it is beneficial to trade off the power ofinformation-carrying symbols

for the power of pilot symbols, so that the CE errors can be reduced. On the contrary, more

power should be allocated to information-carrying symbolswhen a CE of sufficient accuracy is

achieved.
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4.5.4.2 BER performance of OPA

In Fig. 4.11, the BER performance of OPA is presented as a function of the average SNR. To

ensure a fair comparison, the CE periodNpNt

η is fixed for different values of (η,Np). Besides

EPA, the case of PCSI is considered as a benchmark.
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Figure 4.11: BER performance of OPA (Nt = 4 andNr = 4).

The following outcomes are observed: i) the performance of OPA is closer than EPA to the

results of PCSI; and ii) the performance of EPA degrades rapidly when reducing the pilot ratio.

In contrast, OPA provides a fairly stable performance against the change of pilot ratio. To

achieve the same performance as PCSI, OPA requires an extra SNR of less than 1 dB. This

makes OPA superior to EPA in a more significant way when the pilot ratio becomes smaller.

4.6 Combined channel estimation

In the previous context, three novel CE methods have been proposed to improve the BER per-

formance of SM in the presence of CE errors. Among those methods, TCCE and SACE focus

on exploiting the channel correlation between antennas at the transmitter and at the receiver,

respectively. In addition, OPA balances the transmission power of pilot symbols with the trans-

mission power of information-carrying symbols to achieve the minimum BER. In this section,

a combined CE technique for SM is presented, where the above CE methods are integrated.
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4.6.1 Concept

The block diagram of the combined CE for SM is shown in Fig. 4.12, which consists of four

main modules: i) the pilot structure; ii) the power allocation; iii) the CE for individual receive

antenna; and iv) the CE across receive antennas. At the transmitter, an adaptive switch between

CCE and TCCE is used in accordance with the channel correlation between transmit antennas.

After the pilot structure is determined, the OPA algorithm is applied for allocating the optimal

transmission power to pilot symbols.
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Figure 4.12: Block diagram of the combined channel estimation for SM.

A dedicated channel is required to inform the receiver of theselection result regarding the

pilot structure. According to the selection of pilot structure, either CCE or TCCE is used to

estimate the CSI between the active transmit antenna and each receive antenna. Afterwards,

the SACE method is enabled, and the estimation results are then output to decode the following

information-carrying symbols.

4.6.2 Results

Fig. 4.13 presents the BER performance of combined CE, wherean SM system of 8 transmit

antennas and 4 receive antennas is considered. In addition,both ρtx andρrx are assumed to

be 0.5. In order to ensure a fair comparison, the CE period is fixed, i.e. the ratio ofNp to η

is constant. Besides CCE, two cases of PCSI are considered for comparison: i) time-invariant

channel; and ii) time-variant channel, and PCSI is only at the estimation slots.

As shown, the error floor occurs in all cases with time-variant channels, due to the inevitable

errors between the CE results and the varying channel. When compared with CCE, the BER
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Figure 4.13: BER performance of combined channel estimation (Nt = 8 andNr = 4).

performance of combined CE is much closer to that of PCSI. Taking Np = 2 as an example,

combined CE obtains an SNR gain of 1.2 dB against CCE, which ismore pronounced than

any CE method being used individually. Also, the performance of CCE degrades significantly

as the pilot sequence length decreases. WhenNp is reduced from 2 to 1, CCE requires an

extra SNR of 1.3 dB to maintain the BER performance. In contrast, combined CE presents a

stable performance against the reduction of the pilot sequence length. As a result, the SNR gain

achieved by combined CE over CCE atNp = 1 is larger than that atNp = 2.

4.7 Summary

In this chapter, three novel CE methods have been presented to improve the performance of

SM in the presence of CE errors. In order to shorten the time consumed in the CE process,

TCCE enabled to estimate the entire MIMO channel by sending pilots through one transmit

antenna only. By exploring the channel correlation betweentransmit antennas, this particular

method offers a better estimation accuracy than the conventional methods for medium and high

correlation degrees. Considering SM as well as other MIMO schemes encounters performance

degradation over correlated channels, an accurate CE is of importance in particular. Results

have shown that TCCE can effectively improve the performance of SM against the channel

correlations.
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In addition, SACE has been presented, aimed to increase the CE performance for SM under

the constraint of a limited pilot sequence length. SACE exploits the channel correlation in a

similar way to TCCE but at the receiver, and jointly estimates the channel of receive antennas.

Simulation results have been presented to compare the performance of SACE with CCE. It

has been shown that SACE improves the CE performance for SM without increasing the pilot

sequence length. For various channel correlations, unlikeTCCE, SACE always offers a better

CE accuracy than CCE.

Furthermore, the power allocation between pilot symbols and information-carrying symbols

has been studied. An optimal power allocation has been presented to balance the impairment

caused by the CE errors and the noise, in order to minimise theBER. It has been shown that

for a high SNR, the optimal transmission power is only determined by the pilot ratio and the

pilot sequence length. Results have been presented to verify the optimality of the proposed

method and to evaluate its performance against EPA and PCSI.Moreover, a framework on the

combined CE for SM has been presented, where the above CE methods are combined in order

to further improve the performance of SM systems. Accordingto the practical environment,

combined CE can adaptively switch between CCE and TCCE, and adjust the weights of SACE

at the cost of limited feedback and complexity.
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Chapter 5

Spatial modulation in a multi-user
scenario

5.1 Introduction

In current literature, the research on spatial modulation (SM) in the multi-user scenario focuses

on coordinating the interference among users [53, 54], while the user selection is neglected.

Like other MIMO schemes, the precoding technique is applicable to SM in order to cancel

inter-user interference (IUI). However, multi-stream MIMO can be decomposed into parallel

non-interfering spatial layers, and each layer is available for one user. In contrast, the SM

system requires at least two transmit antennas for each userin order to keep its function. This

fact challenges the process of allocating the transmit antennas of the SM system to the users.

In this chapter, an novel method that adaptively groups and allocates the antennas of the SM

system is presented.

5.2 System model

5.2.1 SM system for multiple users

Consider the signal is transmitted from one base station (BS) to multiple users at the same

time-frequency slot. The number of users is denoted byNu, and each user is equipped with

Nr antennas. The total number of antennas at the BS is denoted byNtot. Those antennas are

divided intoNu groups, and each group containsNt = Ntot/Nu antennas.

Fig. 5.1 draws the block diagram of the SM system in the multi-user scenario. For each user, a

Nt ×Nr SM-MIMO is operated in the same way as in Section 2.3. At the BSside, one antenna

out of each group is activated at any time instance. Therefore there areNu antennas being

active simultaneously, and each user receives the signals sent from all groups. For a certain

user, the signal from the corresponding group is the desiredsignal, while the signals from the
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remaining groups are interference. The desired signals andthe interfering signals are shown by

solid lines and dashed lines, respectively.
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Figure 5.1: SM system in a multi-user scenario.

The symbol chosen from the signal constellation diagram foruserk is denoted bysk, and the

channel from the transmit antennat of groupj to the receive antennar of userk is denoted by

htj ,rk
. Assumingtj is the currently active antenna of groupj, the received signal at ther-th

receive antenna of userk is expressed as:

yrk
= htk ,rk

sk +
Nu∑

j=16=k

htj ,rk
sj + wrk

, (5.1)

wherewrk
is the noise atr-th receive antenna of userk.

5.2.2 Channel model

Consider a Rayleigh fading channel without shadowing. The constant correlation model in

Section 3.2.2 is applied to the channel links from the BS to each user. Across the users, the

channel links are statistically independent. For the sake of simplicity, the same channel corre-

lation degree is assumed for all users. The correlation coefficients of the transmit antennas and
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the receive antennas are denoted byρtx andρrx, respectively.

5.3 Multi-user SM

Unlike the traditional MIMO schemes, SM encodes part of the information bits into channel

impulse responses. As a result, the conventional precodingtechniques, such as zero forcing

(ZF) and minimum mean square error (MMSE), are not applicable to MU-SM. In this section,

the precoding method in [55] is introduced.

5.3.1 Design of precoding mask

Fig. 5.2 shows the application of the precoding technique inMU-SM, where perfect channel

state information (PCSI) are assumed to be known at both the transmitter and the receiver.

Note that the precoding method proposed in [55] is only available for a single antenna at each

user terminal. The precoding mask is defined as the vector that is used to shape the signal

before transmission. The precoding mask is denoted byP = [p1, p2, . . . , pNu ]T , wherepk is

the element pertaining to userk. The transmitted signal for userk is the product of the chosen

symbol and the precoding mask, i.e.ṡk = skpk. Replacingsk in (5.1) byṡk, the signal received

by userk is expressed as:

yrk
= htk ,rk

ṡk
︸ ︷︷ ︸

A

+

Nu∑

j=16=k

htj ,rk
ṡj + wrk

. (5.2)

Substitutingṡk = skpk into (5.2), this gives:

yrk
= [ht1,rk

s1, ht2,rk
s2, · · · , htNu ,rk

sNu ]P
︸ ︷︷ ︸

B

+wrk
. (5.3)

In order to cancel the interference among users, termB is required to be equal to termA for all
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Figure 5.2: The application of the precoding technique in MU-SM.

users. The effective channel-modulation matrix is defined as:

Heff =











ht1,r1
s1 ht2,r1

s2 · · · htNu ,r1
sNu

ht1,r2
s1 ht2,r2

s2 · · · htNu ,r2
sNu

...
...

. ..
...

ht1,rNu
s1 ht2,rNu

s2 · · · htNu ,rNu
sNu











, (5.4)

and the desired signals of all users formulates a vector as follows:

Hreq =











ht1,r1
s1

ht2,r2
s2

...

htNu ,rNu
sNu











. (5.5)

EqualisingA andB for all users is thus equivalent to solve the following equation:

HeffP = Hreq. (5.6)

Note thatHreq is the diagonal of the matrixHeff, and receive constellation optimisation is not
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considered here in order to keep moderate complexity of analysis. Therefore the precoding

mask is obtained by:

P = (Heff)
−1diag(Heff), (5.7)

where diag(·) extracts the diagonal of a matrix.

5.3.2 Normalisation of precoding mask

In order not to affect the average transmission power, the norm of the vectorP must be restricted

to one. The normalised precoding mask is denoted byPnorm, and it is calculated by:

Pnorm = βP, (5.8)

and:

β = E

{√

1

tr
(
PPH

)

}

, (5.9)

whereE{·} is the expectation operator, and tr(·) denotes the trace of a matrix. Substituting

(5.7) and (5.9) into (5.8), the normalised precoding mask for MU-SM is computed by:

Pnorm = E







√
√
√
√

1

tr
(

(Heff)−1diag(Heff) ((Heff)−1diag(Heff))
H
)







(Heff)
−1diag(Heff). (5.10)

The decoding process for each user is the same as that in the single-user scenario.

5.4 Spatial modulation multiple access

Although MU-SM eliminates IUI and realises space division for multiple users, it is based on a

fixed grouping of the transmit antennas. Like the frequency carriers can be allocated to different

users, the antennas are also a manageable resource, and theyare significant for improving the

performance of MU-SM. A novel method that adaptively allocates the antennas to the users in

MU-SM is presented in this section. The new method is named spatial modulation multiple

access (SMMA).
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5.4.1 Concept

In Section 3.3.4, the transmit antenna selection (TAS) issue for SM in the single-user scenario

has been addressed, which selects a portion of the antenna array in order to minimise the bit

error rate (BER). Similarly, there exists an antenna selection when multiple users are involved.

In MU-SM, each user requiresNt transmit antennas from the total number ofNtot. The basic

concept of SMMA is to adaptively allocate the transmit antennas to multiple users. Fig. 5.3

depicts the block diagram of SMMA in the case of two users. Based on the knowledge of CSI,

the transmit antennas and the receive antennas are jointly scheduled for all users. Since MU-

SM also requires CSI at the transmitter, SMMA in fact does notcost additional feedback. At

the BS, the antennas are divided intoNu groups, and each group is corresponding to one user.

At the same time, one of the receive antennas is determined for each user. After the process of

antenna allocation is done, MU-SM is applied to the SMMA system.
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RF chain

Activated Antenna for User 1
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.
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AllocationCSI

Precoding

RF chain
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s2

Bit stream
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Figure 5.3: Block digram of spatial modulation multiple access.

Exhaustive search is commonly used in solving TAS issues. However, from single-user to

multi-user, the TAS problem becomes more complicated and more challenging. In Table 5.1,

the exhaustive search methods for TAS in single-user and multi-user scenarios are compared in

terms of the computational complexity and the feedback cost. Note that in MU-SM, the number

of transmit antennas per user depends on the total number of transmit antennas and the number

of users. Therefore the computational complexity in that case is formulated as a function of

the number of users. Using exhaustive search in the multi-user scenario costs a much higher

complexity than that in the single-user scenario. TakeNtot = 16 andNt = 2 as an example.
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The TAS for single-user SM has 120 possible solutions, whileTAS for MU-SM needs to deal

with over8 × 1010 candidates even if a single receive antenna is considered. In addition, TAS

for MU-SM has an exponentially increasing complexity when the number of receive antennas

increases. As a result, exhaustive search is not feasible for the antenna allocation in SMMA, due

to the prohibitive complexity. Regarding the feedback costper user, TAS for MU-SM requires

the same amount of CSI as TAS for single-user SM. In the following context, a low-complexity

method on the antenna allocation in SMMA is presented.

Scenarios Search space Feedback required for CSI

Single-user
Ntot!

Nt!(Ntot − Nt)!
NtotNr

Multi-user
Ntot!N

Nu
r

((
Ntot

Nu

)

!

)Nu
NtotNrNu

Table 5.1: Search space and feedback cost of TAS in single-user and multi-user scenarios.

5.4.2 Antenna allocation

The antenna allocation here is focused on maximising the received SNR, which is defined as

the ratio of the received signal power to the noise power. Theinfluence of channel correlations

is reserved for future research. First, consider a single receive antenna at each user end. In order

to maximise the channel capacity for a certain user, the transmit antennas of strong SNR values

should be chosen, and they are referred to as strong candidate antennas. However, one antenna

could be a strong candidate to several users. In order to avoid one user from occupying all strong

candidates of other users, the users are arranged to select the transmit antennas sequentially, and

each user selects one antenna at a time.

WhenNr receive antennas are used at each user end, there are(Nr)
Nu possible combinations

for choosing one receive antenna from each user. Each combination corresponds to a receiver

structure of MU-SM, where the above antenna scheduling method is applicable. Regarding the

channel link from thet-th transmit antenna to ther-th receive antenna of userk, the received

SNR is denoted byΓt,rk
. The average received SNR is defined as the average value of all Γt,rk

in a certain combination, and the combination of the largestvalue is chosen for SMMA. The set

of all possible combinations is denoted byI. For then-th combination, the average received
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SNR is denoted bȳΓn. In addition,Gn is used to to denote the set ofΓt,rk
for all t andrk in the

n-th combination. The antenna-scheduling algorithm is implemented as follows:

1. Select then-th combination of[r1, . . . , rk, . . . , rNu ] from I, wheren is initialised to be

one;

2. The index of the antenna-selection round is denoted byF , which is initialised to be one.

Setf = 0, wheref = [f1, . . . , fk, . . . , fNu ] andfk indicates whether userk has been

allocated one transmit antenna in the current round;

3. Select the strongestΓt,rk
in Gn, and the corresponding antenna and user are denoted byt̃

andk̃;

4. If fk̃ = 0, then allocatẽt to userk̃, and setfk̃ = 1. Otherwise, ignore the chosen result

and repeat 3);

5. Remove allΓt,rk
related tõt from Gn. If fk = 0 for anyk, repeat 3);

6. If F <
Ntot

Nu
, letF = F + 1 and repeat 2);

7. ComputēΓn for then-th combination;

8. Letn = n + 1 and repeat 1). After all combinations have been gone through, select the

one of the largest̄Γn;

The flowchart of the antenna-scheduling method is drawn in Fig. 5.4. It is worth noting that

for each combination of receive antennas, the transmit antennas are directly allocated to the

users, without the need of exhaustive search. Therefore thesearch space of the above method is

(Nr)
Nu . Compared with the complexity of exhaustive search in Table5.1, the proposed method

requests much less processing power, and thus is more feasible in practice.
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Figure 5.4: Flowchart of the antenna-scheduling method in SMMA.

5.5 Results

In this section, Monte Carlo simulation results are presented to validate the performance of

SMMA. The analysis is conducted in two cases: i) independentchannels; and ii) correlated

channels. In each case, the cumulative density function (CDF) of received SNR is compared

between SMMA and MU-SM. Also, the BER performance of SMMA is compared with the
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exhaustive search, in order to verify the optimality of the antenna-scheduling scheme. Due

to the extensive computational complexity, exhaustive search is implemented for some simple

cases only. In all simulations,ηs = 4 is assumed for all users, and quadrature amplitude

modulation (QAM) is adopted for signal modulation.

5.5.1 Independent channels

First, the case of independent channels is studied. Different transceiver structures and user

numbers are considered in order to perform a comprehensive analyse of SMMA.

5.5.1.1 CDF of received SNR

The transmitted SNR is defined as the ratio between the transmit power of a signal and the noise

power. Assuming a fixed transmitted SNR of 20 dB and Rayleigh fading channels, Fig. 5.5

presents the CDF of the received SNR for both SMMA and MU-SM. The total number of

transmit antennas is 16, while 4 and 8 users are considered.
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Figure 5.5: CDF of received SNR for SMMA over independent channels (Ntot = 16 and trans-
mitted SNR = 20 dB).

The outage probability is defined as the probability that thereceived SNR is below a certain

target. A smaller outage probability signifies that the communication system is more reliable.

As can be seen, SMMA achieves a much smaller outage probability than MU-SM. Take the
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SNR target of 10 dB for example. The outage probabilities of MU-SM are 9% and 24% for

the cases of 4 users and 8 users, respectively. Meanwhile, the outage probabilities of SMMA

achieving the same SNR target are merely 2.1% and 3.3%. Another finding is that when the

target SNR increases (e.g. to 15 dB), the outage probabilityof MU-SM increases significantly.

In contrast, SMMA remains at a relatively small outage probability of the received SNR.

5.5.1.2 BER performance

In the following, the BER performance of SMMA is studied for different transceiver structures

and different numbers of users. As mentioned, MU-SM is suitable for only one receive antenna

at the user end. To ensure a fair comparison, a single receiveantenna is taken into account for

both methods, except when analysing the effects ofNr on the performance of SMMA.
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Figure 5.6: BER performance of SMMA for different values ofNtot (Nu = 2 andNr = 1).

Fig. 5.6 shows the performance of SMMA with different numbers of transmit antennas, while

the number of users is fixed to be two. The exhaustive search isreferred to as ES in the figure.

The following outcomes are observed: i) the performance of SMMA is tightly close to ES, with

a SNR gap of less than 0.3 dB; ii) SMMA performs better than MU-SM for various numbers

of transmit antennas (up to 3 dB). AsNtot increases, the performance of MU-SM increases at

first and then drops, of which the trend is the same as that in SMfor a single user [103]. On

the contrary, the performance of SMMA keeps increasing whenNtot increases. The reason

for this trend is that when more transmit antennas are used, the number of candidate antennas
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is correspondingly increased in SMMA. Therefore the users are more likely to be allocated

strong candidate antennas. Note that the BER curves of SMMA for Ntot = 8 and32 are almost

overlapping in this case. In order to clearly show the trends, a 3/4 (code rate) convolutional

coding [106] is applied in the rest of this chapter.

The effect of the user number on the performance of SMMA is shown in Fig. 5.7, where the

total number of transmit antennas is fixed to be 16. As can be seen, the BER performance of

MU-SM decreases as the number of users increases. The reasonis that an increased number of

users causes a decrease in the number of transmit antennas per user, leading to a reduced diver-

sity gain. This performance degradation becomes more significant when the number of users

increases from 4 to 8, where MU-SM requires an extra SNR of 2.6dB to maintain the same

BER. In contrast to MU-SM, the performance of SMMA is slightly affected by the number of

users, with an SNR gap of less than 0.5 dB. The reason is straightforward. When more users

are involved, the antenna allocation in SMMA becomes more flexible, and thus each user has

a larger chance to obtain strong candidate antennas. As a result, SMMA is more robust than

MU-SM against the performance degradation caused by the reduction ofNt. In other words,

SMMA outperforms MU-SM more significantly for a larger number of users. Compared with

MU-SM, SMMA obtains an SNR gains of 3.2 dB in the case ofNu = 4. This gain increases to

6 dB in the case ofNu = 8.
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Figure 5.7: BER performance of SMMA for different values ofNu (Ntot = 16 andNr = 1).

In Fig. 5.8, different numbers of receive antennas are applied in the SMMA system. The total
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number of transmit antennas is still fixed to be 16, while 8 users are assumed. As shown,

the performance of SMMA increases along with the number of receive antennas. At the same

time, the performance of MU-SM is limited due to the restriction of a single receive antenna.

When compared with MU-SM, SMMA achieves an SNR gain of 5.5 dB when a single receive

antenna is used in both methods. When 4 receive antennas are employed in SMMA, this gain

is increased to 8 dB.
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Figure 5.8: BER performance of SMMA with different numbers of receive antennas (Ntot = 16
andNu = 8).

5.5.2 Correlated channels

Second, channel correlations are considered among the channel links of each user. The main

purpose is to analyse the effects of channel correlations onthe performance of SMMA. For the

sake of simplicity, the total number of transmit antennas and the number of users are fixed to

be 16 and 8, respectively.

5.5.2.1 CDF of received SNR

Fig. 5.9 presents the CDF of received SNR for SMMA over correlated channels. Since a single

receive antenna is assumed, only the correlation between transmit antennas is considered. As

expected, the received SNR of MU-SM is independent of the channel correlation. However,

the outage probability of SMMA becomes larger when the channel correlation increases. This
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is because the similarity between antennas impairs the benefit of antenna allocation. If the

channel links are completely correlated, the antenna-scheduling method would lose its function.

Although the channel correlation causes a performance degradation in SMMA, the performance

of SMMA is still much better than MU-SM. Takeρtx = 0.7 and a target SNR of 10 dB for

example. The outage probability of MU-SM is 25%, while it is only 5% for SMMA.
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Figure 5.9: CDF of received SNR for SMMA over correlated channels (Ntot = 16, Nu = 8 and
transmitted SNR = 20 dB).

5.5.2.2 BER performance

Considering different channel correlations between transmit antennas, the BER performance

of SMMA is shown in Fig. 5.10. As can be seen, for various values of ρtx, SMMA always

performs better than MU-SM. In addition, an increasedρtx causes a performance degradation

to SMMA and MU-SM both. However, the reasons for those two methods are different. With

respect to MU-SM, the performance degradation is caused by the difficulties in distinguishing

the active antenna from the idle ones, since the channel coefficients of different links becomes

statistically closer to each other. As for SMMA, in additionto the decrease in decoding capacity,

the channel correlation impairs the effectiveness of the antenna-scheduling method. Therefore,

as the channel correlation increases, the performance of SMMA decreases faster than MU-SM.

Despite this, SMMA still outperforms MU-SM significantly ata high correlation degree. For

ρtx = 0.7, SMMA achieves an SNR gain of 5 dB in comparison with MU-SM.
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Figure 5.10: BER performance of SMMA with correlated transmit antennas (Ntot = 16 and
Nu = 8).

In Fig. 5.11, the BER performance for SMMA is shown when the channel correlation between

receive antennas is considered. The number of receive antennas used in SMMA is assumed

to be 4. In order to study the trends of SMMA in relation to the channel correlation between

receive antennas, the transmit antennas are assumed to be independent of each other. Two

outcomes are observed: i) the performance of SMMA slightly reduces asρrx increases. When

ρrx is increased from 0.2 to 0.7, SMMA needs an extra SNR of 0.5 dB to maintain the same

BER; and ii) SMMA achieves a much better BER performance thanMU-SM, with an SNR gap

of at least 7.3 dB.

5.6 Summary

In this chapter, the concept of SMMA that adaptively allocates the antennas in MU-SM has

been presented. Unlike MU-SM using a fixed group of antennas for each user, SMMA exploits

multi-user diversity by enabling the users to swap the transmit antennas pertaining to them.

Aimed to maximise the channel capacity for each user, SMMA jointly manages the selection

on the transmit antennas and the receive antennas, without additional feedback requirement as

compared with MU-SM.

In addition, a novel antenna-scheduling method has been presented, which implements the
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Figure 5.11: BER performance of SMMA with correlated receive antennas (Ntot = 16 and
Nu = 8).

antenna allocation for SMMA instead of exhaustive search. It has been shown that the proposed

method has a near-optimal performance in comparison with exhaustive search, while achieving

very low computational complexity. Simulation results have been presented to validate the

performance of SMMA against MU-SM. Furthermore, the effects of the transceiver structures

on the performance of SMMA have been studied. Moreover, the performance of SMMA in

relation to the channel correlations has been analysed.
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Chapter 6
Spatial modulation in a multi-cell

scenario

6.1 Introduction

In this chapter, the application scenario of SM is extended to multiple cells, with the focus on

mitigating inter-cell interference (ICI). Network MIMO [107] is a relative new technique in the

field of ICI coordination, which is also known as coordinatedmulti-point (CoMP) transmission

in the long-term evolution-advanced (LTE-A) standard. Theconcept of network MIMO is

similar to multi-user MIMO, but the users are located in different cells. Therefore network

MIMO can effectively eliminate the interference inside a group of cells.

The application of network MIMO to the SM system is studied inthis context, which is named

network SM-MIMO. In addition, the limitation of network MIMO that the user can only be

served by its closest base station (BS) is addressed. Like inthe multi-user scenario, the antenna

allocation among users is of great potential to improve the system capacity of network SM-

MIMO. Motivated by this fact, a novel scheme named cooperative spatial modulation (CoSM)

is proposed, which enables the user to be served by multiple BSs at the same time. More

importantly, a novel three-tier cellular architecture is proposed that can effectively improve the

performance of cell-edge users.

6.2 System model

6.2.1 Fractional frequency reuse

Fractional frequency reuse (FFR) is a widely-used technique for avoiding the interference

caused by frequency repetition among cells. By partitioning the bandwidth of each cell, FFR

can: i) avoid cell-edge users in adjacent cells from interfering with each other; and ii) increase

the frequency reusability of cell-centre areas. FFR schemes are commonly classified in two

categories: strict FFR and soft frequency reuse (SFR). In strict FFR, the same bandwidth is
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allocated to the centre areas of all cells [108]. In contrastto strict FFR, the bandwidth of cell-

centre areas in SFR is a superposition of the cell-edge bandwidths of neighbouring cells [109],

and this offers a higher frequency reusability but with moreinterference among users. For the

sake of simplicity, only strict FFR is considered in this context, and two different types are

introduced: regular FFR and rearranged FFR.

6.2.1.1 Regular FFR

Fig. 6.1(a) depicts the schematic diagram of strict FFR in a tri-sector cellular network. As

shown, each cell is divided into two tiers: the interior tieris a circular area in the cell centre,

and the exterior tier is the remainder of the cellular coverage. The exterior tier is equally

partitioned into three sectors. Each cell is thus split intofour regions in total. The bandwidth is

also divided into four equal portions, with each portion comprised of a number of subcarriers

and using the same power level. Each region is allocated one portion of the entire bandwidth.

Since the interior tiers of all cells are separated from eachother in geography, they can share

the same bandwidth without severe interference. On the other hand, the adjacent sectors in the

exterior tiers use different bandwidths in order to avoid interference. Note that the partitioning

patterns of all cells are identical, and this type is thus known as regular FFR.
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Figure 6.1: Fraction frequency reuse in a tri-sector cellular network.

86



Spatial modulation in a multi-cell scenario

6.2.1.2 Rearranged FFR

Another type is called rearranged FFR [107], which was originally proposed in [110]. Re-

arranged FFR is a variety of regular FFR, and its schematic diagram is drawn in Fig. 6.1(b).

As shown, in rearranged FFR, the adjacent sectors of two neighbouring cells employ the same

bandwidth. As a result, the adjacent sectors of three neighbouring cells reunite a near-hexagonal

cell of a single bandwidth. Unlike the traditional cell using one BS in the cell centre, the re-

united cell has three BSs in corners, and the precoding technique is applicable to eliminate

interference inside the reunited cell. In contrast to regular FFR, this arrangement can achieve

interference avoidance inside a group of cells, and therefore is more robust against the fre-

quency reusing requirement.

6.2.2 Cellular network model

Consider a cellular network of 31 cells based on rearranged FFR, as shown in Fig. 6.2. At

each BS,Nt omni-directional antennas are used to serve the mobile users in the cell-centre

area, whileNt directional antennas are equipped for each sector. An equalnumber of receive

antennas is assumed for all mobile user, and it is denoted byNr. In order to keep a moderate

complexity of analysis, the wrap-around technique is not considered. In this case, the affect of

interference from those sectors in grey colour is negligible to the users in BS 1.
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Figure 6.2: Cellular network model.
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6.2.3 Channel model

With respect to the channel links from BSm to userk, the fading coefficient between thet-th

transmit antenna and ther-th receive antenna is denoted byht,r
m,k. Consider a flat Rayleigh

channel, of which the coefficient is denoted byαt,r
m,k. In addition,A(θm,k) is used to represent

the gain patten of directional antennas [111], and it is expressed as:

A(θm,k)dB = −min

[

12

(
θm,k

θ3dB

)2

, Am

]

, (6.1)

whereθm,k is the angle between BSm and userk with respect to the main-beam direction of

the transmit antenna;θ3dB is the angle at which the signal power is half of the signal power

at the main-beam direction;Am is the maximum attenuation for the side-lobe. According to

[111], it is assumed thatθ3dB = 70° andAm = 20 dB. The fading channel is then formulated

as follows:

ht,r
m,k = αt,r

m,k

√

A(θm,k)Lm,kBm,k, (6.2)

whereLm,k andBm,k are the path loss and the shadow fading in relation to BSm and userk.

Using the log-distance path loss model [112],Lm,k is calculated by:

Lm,k =

(
dm,k

dref

)−µ

, (6.3)

wheredm,k denotes the distance between BSm and userk, while dref is the reference distance;

µ denotes the path loss exponent. In the SM systems, only one transmit antenna is activated

at any time instance, and the currently active antennas is denoted byl. Also, the interference-

free signal-to-noise ratio (SNR), denoted byγl,r
m,k, is defined as the received SNR of a certain

user when interference is not taken into account. Based on the channel expression in (6.2), the

interference-free SNR is calculated by:

γl,r
m,k = |αl,r

m,k|2A(θm,k)Lm,kBm,kγref, (6.4)

whereγref denotes the received SNR at the reference distance.
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6.3 Network SM-MIMO

6.3.1 Cellular grouping

Network MIMO coordinates a number of geographically-adjacent BSs in order to mitigate the

interference caused by the frequency reuse among those BSs.As mentioned, the precoding

technique is used to cancel the interference inside each group of coordinated BSs. Therefore

the performance in terms of interference mitigation depends on the number of coordinated BSs.

When more BSs are coordinated, the users receive less interference since the interfering source

is further away. The number of coordinated BSs, however, is restricted in a realistic system,

due to the prohibitive computational-complexity and the extensive feedback requirement. In

this chapter, the size of coordinated BSs is considered to bethree [107].

Correspondingly, the cellular network in Fig. 6.2 is divided into seven groups, and each group

is comprised of three reunited cells. The users are uniformly distributed in the cells. Consider

downlink communications, i.e. the signal is transmitted from BS to user. The information

bits are modulated by SM to serve each user, and see Section 2.3 for the system model of

SM. For the sake of simplicity, multi-user SM is not considered inside cells. In each sector,

one subcarrier serves one user at a time. As a result, there are three users sharing the same

bandwidth in each group. The precoding method in [53] is usedto cancel the interference

among those co-channel users.

6.3.2 Inter-group interference

Since network MIMO eliminates the interference among co-channel users inside each group,

the users are mainly affected by the interference coming from other groups, which is referred

to as inter-group interference (IGI). With respect to userk, the set of BSs outside the group is

denoted byIk. The signal-to-interference-plus-noise ratio (SINR) is defined as the ratio of the

signal power to the total power of interference and noise, and it is calculated by:

Γl,r
m,k =

γl,r
m,k

1 +
∑

m′∈Ik

γl′,r
m′,k

, (6.5)

whereΓl,r
m,k denotes the SINR at ther-th receive antenna of userk, while γl′,r

m′,k represents the

SNR of the interfering signal sent from BSm′ to userk.
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6.4 Cooperative spatial modulation

6.4.1 Concept

In the multi-cell scenario, the users in cell centres usually have a quality link because the signal

source is much closer than the interfering source. Unfortunately, the quality of service for

cell-edges users is compromised for two reasons: i) the desired signal experiences a relatively

severe attenuation; and ii) the users receive stronger interference as they are moving towards

interfering BSs. Although network MIMO manages to mitigateinterference, it cannot improve

the quality of the desired signal against channel fading.

In order to strengthen the desired signal, CoSM enables the co-channel users inside groups

to swap the transmit antennas that are allocated to them. Note that this antenna-rescheduling

process is not necessary but available. As a result, the users can be served by one or multiple

BSs at a time. Compared with network SM-MIMO that serves the user with its closest BS

only, this novel cooperative scheme offers each user a higher antenna diversity, and therefore

is more powerful against selective fading. The antenna-rescheduling process is similar to the

antenna allocation for multi-user SM in Chapter 5, but allows one user to select antennas from

different BSs. The problem at hand is to allocate the antennas of BSs in the same group to

their co-channel users. Therefore this process also faces the challenge that each user requires a

certain number of transmit antennas, and each transmit antenna is dedicated to one user. Two

antenna-rescheduling algorithms are presented in the following context.

6.4.2 Antenna rescheduling

6.4.2.1 Strongest prior

Similar to the antenna allocation method in Section 5.4.2, astraightforward strategy is to select

the antennas of the largest SNR for each user. Again, one antenna might be the best candidate

for several users at the same time. Therefore the same sequencing model is used in order to

avoid a certain user from occupying all strong candidate antennas of another one. Note that the

precoding method in [53] is suitable for multiple receive antennas, and the decoding capability

is in fact dominated by the receive antenna of the strongest SNR. Regarding the channel links

from thet-th antenna of BSm to different receive antennas of userk, among them the strongest

SNR is denoted bỹγt
m,k. In addition,S is used to denote the set ofγ̃t

m,k for all m, k, andt in
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a certain group. Since aimed to allocate the strongest linksto the users, this method is named

strongest prior(SP). The detailed algorithm is illuminated as follows:

1. select the transmit antenna of the largest SNR value inS for a certain user. The chosen

antenna is denoted bẏt;

2. remove all̃γ ṫ
m,k from S;

3. move to the next user and repeat 1), until all users have been allocated the required

number of antennas.

6.4.2.2 Weakest-avoiding prior

Despite the SP method is aimed to allocate the antennas of thestrongest SNR to the users,

it may result in the situation that the worst candidate antenna is assigned to a certain user.

Table 6.1 illustrates an example of using SP when there are two transmit antennas in each BS

sector. The chosen antennas for each user are highlighted inbold font. As shown, user 1 obtains

two antennas of the largest SNR values. User 2 does not get both the two strongest links, but

still has a better quality than being served by its closest BSonly. However, user 3 has no choice

but to use the antenna of the smallest SNR value, which is merely 4.9 dB.

BS 1 BS 2 BS 3

Tx 1 Tx 2 Tx 1 Tx 2 Tx 1 Tx 2

User 1 11.5 16.1 14.6 19.3 15.8 18.7

User 2 13.2 10.1 15.1 8.2 7.2 10.3

User 3 10.6 8.0 13.2 15.2 4.9 8.3

Table 6.1: An example of antenna rescheduling based on SP.

In order to conduct a relatively fair allocation for all users, another method focuses on avoiding

the worst candidate antenna alternatively. This method is thus referred to asweakest-avoiding

prior (WAP). The corresponding algorithm is comprised of five steps as follows:

1. select the antenna of the smallest SNR inS, and denote the chosen antenna byt̃;

2. select the user of the largest SNR with respect to antennat̃, and denote the chosen user

by k̃;
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3. if k̃ has been allocated a full number of antennas, removek̃ from the candidate users and

repeat 2);

4. allocate antennãt to user̃k;

5. remove allγ̃ t̃
m,k from S and repeat 1); until all user have been allocated the required

number of antennas.

Unlike the SP method, WAP tries to allocate the best candidate user to each antenna. Under the

same conditions as Table 6.1, the antenna rescheduling result of WAP is shown in Table 6.2. As

can be seen, by using WAP instead of SP, the link quality for user 3 is increased from [4.9 dB,

10.6 dB] to [13.2 dB, 15.2 dB]. Meanwhile, the link quality for user 1 and user 2 slightly drops

(with a gap of less than 3 dB).

BS 1 BS 2 BS 3

Tx 1 Tx 2 Tx 1 Tx 2 Tx 1 Tx 2

User 1 11.5 16.1 14.6 19.3 15.8 18.7

User 2 13.2 10.1 15.1 8.2 7.2 10.3

User 3 10.6 8.0 13.2 15.2 4.9 8.3

Table 6.2: An example of antenna rescheduling based on WAP.

In both SP and WAP methods, the only needed information at thetransmitter side is the largest

SNR value for each pair of the BS antenna and the user, regardless of the number of receive

antennas used at each user. Note that the precoding technique in network SM-MIMO requires

each user to feedback the full channel state information (CSI) in relation to the operating BS as

well as other BSs in the same group. Therefore, CoSM requiresno extra feedback in addition

to network SM-MIMO.

6.4.3 Theoretical analysis

As mentioned, in CoSM, the antennas of one BS can be allocatedto different users. As a result,

the currently active antennas pertaining to different users may come from the same BS, while

some BS has no active antennas. This leads to difficulties in analysing the SINR of users, as

the activation status of the interfering BSs is indeterminate. In this context, the probability of a

BS being activated is derived, and an expression for the SINRof users in CoSM is presented.
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6.4.3.1 The probability of a BS being activated

The locations of the three BSs in a certain group are denoted by P1, P2 andP3, respectively.

Without loss of generality,P1 is assumed to be the origin point. Userk is located in one sector

of the reunited cell, and that sector is denoted by Areak. The user position is denoted by

PMS = νejθ, whereν andθ are the distance and the angle between the user and the origin,

respectively. The interference-free SNR for this user withrespect to BSm is denoted byγm,

and it is expressed as:

γm = |αm|2Cm, (6.6)

where:

Cm = A(θm)

( |PMS − Pm|
dref

)−µ

Bmγref. (6.7)

Note thatCm is constant for givenPMS andPm. For a Rayleigh fading, the random variable

|αm|2 has a Gamma distribution. Therefore,γm is also Gamma distributed with the shape

parameter equal to 1 and the rate parameter equal toCm. The probability of a certain user

choosing antennas from BSm other than BSm′ can be formulated as:

P (γm > γm′) = P (γm − γm′ > 0). (6.8)

The probability density function (PDF) of differentiatingtwo Gamma-distributed variables was

derived in [113]. Defineδ = γm − γm′ , and then the PDF ofδ can be determined by the

MaKay’s distribution as follows:

f(δ) =

(
1 − c2

)a+ 1

2 |δ|a
√

π2aba+1Γ(a + 1
2)

e−
δc
b Ka

( |δ|
b

)

, (6.9)

whereKa(·) is the modified Bessel function of the second kind and of the order ofa, and:







a = 1
2

b =
2φmφm′

φm−φm′

c =
φm′−φm

φm+φm′

. (6.10)
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Thus, (6.8) is calculated by:

P (γm > γm′) =

∫ +∞

0
f(δ)dδ. (6.11)

The antenna that is chosen for activation is denoted byl. The event of selecting the active

antenna from BSm is denoted byl ∈ BSm, and the corresponding probability is given by:

P (l ∈ BSm) =

3∏

m′=16=m

P (γm > γm′). (6.12)

Note that the above derivation is for a fixed user position. When the user moves in the available

area, the probability of BSm being activated for userk is computed by:

P (m,k) =

∫∫

Areak

3∏

m′=16=m

P (γm > γm′)dνdθ. (6.13)

Now consider the situation of multiple users. The probability of the event that BSm activates

nact antennas is denoted byP (m|nact), and it can be obtained as follows:







P (m|nact = 1) =
3∑

k=1

P (m,k)
3∏

k′=16=k

(1 − P (m,k′))

P (m|nact = 2) =
3∑

k=1

(1 − P (m,k))
3∏

k′=16=k

P (m,k′)

P (m|nact = 3) =
3∏

k=1

P (m,k)

. (6.14)

6.4.3.2 Analytical bound for inter-group interference

With respect to a certain user, the directional antennas of BSs impose an influence on the

strength of interfering sources. If the use does not drop in the beamforming coverage of an

interfering BS, then the interfering signal from that BS candeliver a very slight influence on

the user. Otherwise, the user would receive a relatively strong interference. Fig. 6.3 depicts

the schematic diagram of IGI situations with respect to the users located in the central cell.

The group of coordinated BSs is denoted byGj . In this case,G0 = {1, 2, 3} is the group

providing service to the users, whileG1 = {8, 19, 31}, G2 = {9, 20, 21}, G3 = {10, 11, 22},

G4 = {4, 12, 13}, G5 = {5, 6, 15} andG6 = {7, 17, 18} are the groups concerned as the
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interfering sources. The set of interfering groups is denoted byIG. According to the strength

of influence, the interfering BSs can be classified into two categories: strongly-interfering BS

and weakly-interfering BS. As shown, the strongly-interfering BSs are further away from the

coverage ofG0 than those weakly-interfering BSs are. This signifies that the IGI in network

MIMO can be effectively reduced by using directional antennas.
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Figure 6.3: IGI situations in network MIMO.

As mentioned, the BSs in the same group of CoSM are not necessarily active at the same

time. This offers an opportunity that a strongly-interfering BS could be not sending signals

temporarily. The SNR with respect to the total interferencereceived by userk is denoted by

γIGI(k), and it can be obtained by:

γIGI (k) =
∑

Gj∈IG

∑

m′∈Gj

∑

nact

P (m′|nact)nactγm′,k. (6.15)

Substituting (6.15) into (6.5), the SINR of users in CoSM canbe evaluated by:

Γm,k =
γm,k

1 +
∑

Gj∈IG

∑

m′∈Gj

∑

nact

P (m′|nact)nactγm′,k
. (6.16)
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6.5 Three-tier cellular architecture

6.5.1 Concept

In CoSM, the users are enabled to select transmit antennas from the coordinated BSs instead

of using the antennas of the closest BS only. Since the coordinated BSs are located in different

corners of the reunited cell, CoSM in fact constructs a distributed antenna system for the users.

As a result, the users benefit from an increased diversity between antennas. However, when a

user is much closer to one of the BSs than the others, it is morelikely to select the antennas

from the closest BS, of which the channel experiences a much smaller path loss. In this case,

CoSM would lose the advantage against network SM-MIMO. For this reason, it is beneficial

to operate network SM-MIMO and CoSM for users in different regions. A three-tier cellular

architecture is thus proposed, as shown in Fig. 6.4.

BS 1

BS 2

BS 3

MS 1

MS 2

MS 3

Active antenna

Idle antenna

Exterior Tier

Middle Tier

Interior Tier

Figure 6.4: A three-tier cellular architecture for CoSM.

Based on the two-tier structure of FFR, the exterior tier is further split into two parts, and each

cell has three tiers in total: the interior tier, the middle tier and the exterior tier. The interior tier

remains the same as that in FFR, and the other two tiers are working with coordinated BSs. For

those users in the middle tier, network SM-MIMO is used to eliminate the interference among

them, but the antenna-rescheduling scheme is not applicable. CoSM is only applied to the users

that are located in the exterior tier. The area ratio of a certain region is defined as the ratio of the

area of that region to the entire cell coverage. Assuming users are uniformly distributed, the area
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ratio signifies the percentage of users that drop in the corresponding region, as compared with

the user population in a cell. Therefore, the regions for different tiers are expressed in terms

of area ratios rather than radius. The three-tier cell is demarcated by two circles with the same

centre. The circular area of the smaller one defines the interior-tier region. The region between

those two circles is the middle tier, while the remaining area pertains to the exterior tier. The

area ratios of the smaller circle and the larger circle are denoted bya1 anda2. Consequently,

the area ratios of the middle-tier region and the exterior-tier region area2 − a1 and1 − a2,

respectively.

6.5.2 Effective region

In order to analyse the superiority of CoSM against network SM-MIMO, the cellular coverage

is divided into a series of rings, and the performance comparison between CoSM and network

SM-MIMO is conducted for the users that are uniformly distributed in each ring. The inner

radius of the ring is denoted byr. The user population in each ring is assumed to be equal in

order to facilitate the analysis. In other words, the difference of the squares between the outer

radius and the inner radius is the same for all rings, and thisparameter is referred to as the

ring step. A smaller ring step provides a more accurate evaluation, but leads to a larger number

of rings. Assuming a ring step of 0.05, Fig. 6.5 presents the relation between the SINR gain

achieved by CoSM over network SM-MIMO and the user-to-BS distance.

0.3 0.4 0.5 0.6 0.7 0.8 0.9
0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

r2

S
IN

R
 g

ai
n 

[d
B

]

 

 
N

r
 = 1

N
r
 = 2

N
r
 = 4

Figure 6.5: SINR gains achieved by CoSM against network SM-MIMO.
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Different numbers of receive antennas are taken into account. Note that the number of trans-

mit antennas does not affect the SINR, as SM activates a single transmit antenna at any time

instance. In order to determine the effective region for CoSM, i.e. the value of1 − a2 in the

three-tier cellular architecture, the minimum SINR gain isrequired. Consider the minimum

SINR gain of 2 dB to balance the additional processing power requested by CoSM. For each

case ofNr in Fig. 6.5, the minimum SINR gain corresponds to a certain value of r2, and this

value is in fact the choice fora2. Table 6.3 lists the deployment of the effective region for

CoSM with different numbers of receive antennas in use.

Cases Nr = 1 Nr = 2 Nr = 4

1 − a2 35.6% 30.7% 29%

Table 6.3: Deployment of the effective region for CoSM.

As mentioned, the area ratio of effective region representsthe percentage of users that are served

by CoSM. It is noticed that the user percentage for CoSM dropsas more receive antennas

are employed at the user ends. The reason for this trend is that CoSM takes advantage of

transmit antenna selection. Therefore when increasing thenumber of receive antennas, the

SINR performance of CoSM increases slower than network SM-MIMO. Despite this, CoSM

can still benefit 29% of the users in the case of 4 receive antennas.

6.6 Results

In this section, the performance of CoSM is validated by Monte Carlo simulations. The

BS-to-BS distance is assumed to be 2 km, while the path loss exponent is 4 and the standard

deviation of shadowing is 8 dB [111]. In each cell, the users are uniformly distributed. Perfect

CSI is assumed to be known at both the BS and the user end, and synchronised feedback links

are considered between the coordinated BSs. The interference-free SNR at the cell edge is fixed

to be 18 dB [111], i.e. the transmission power is fixed, in order to analyse the received SINR

at different locations. Also, the average bit error rate (BER) performance of CoSM is com-

pared with spatial multiplexing (SMX) using the same antenna-rescheduling method, where

the interference-free SNR at the cell-edge varies from 0 dB to 25 dB.
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6.6.1 Effects of the effective region

First, the SINR performance of CoSM is studied against the different choices for its effective

region. Four antennas are assumed at each BS sector as well asat each user end. In addition

to network SM-MIMO, the cellular network that uses a single bandwidth inside each cell is

considered as a benchmark, and this is referred to as the omni-cell. The cumulative distribution

functions (CDFs) of the received SINR in the cases ofa2 = 0.5 anda2 = 0.9 are shown in

Fig. 6.6 and Fig. 6.7, respectively.

As shown in Fig. 6.6, CoSM significantly improves the performance of network SM-MIMO.

When compared with network SM-MIMO and omni-cell, WAP achieves SINR gains of 2 dB

and 5.5 dB at the 50-th percentile, respectively. Using SP instead of WAP, CoSM can further

increase this SINR gain by 0.8 dB. However, SP is overcome by WAP when the SINR is below

the 30-th percentile. At the 10-th percentile, for example,the SINR achieved by SP is 1.5 dB

less than WAP. This trend validates that WAP is relatively fair for vulnerable users against SP.
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Figure 6.6: SINR Performance of CoSM fora2 = 0.5 (Nt = 4 andNr = 4).

When the value ofa2 is increased from 0.5 to 0.9, the users served by CoSM reduce from 50%

to 10% accordingly, and they are concentrated in the area of cell edge. By comparing those two

cases ofa2, it can be found that with respect to network SM-MIMO, the SINR performance

degrades rapidly asa2 increases, i.e. the users are moving towards the cell edge. At the 50-th

percentile, network SM-MIMO experiences an SINR loss of 2.3dB whena2 is increased from

50% to 90%. In contrast to network SM-MIMO, CoSM has a very slight SINR reduction of up
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to 0.3 dB, leading to an SINR gain of more than 4 dB against network SM-MIMO. This trend

matches the fact that CoSM is more effective for cell-edge users than cell-centre users. Similar

to the case ofa2 = 0.5, SP outperforms WAP when the SINR is above the 30-th percentile, but

the opposite result happens otherwise.
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Figure 6.7: SINR Performance of CoSM fora2 = 0.9 (Nt = 4 andNr = 4).

6.6.2 Effects of the antenna number

Second, the SINR performance of CoSM in relation to the number of antennas is analysed.

The case ofa2 = 0.9 is assumed. The coverage probability is defined as the probability that

the received SINR is above a certain requirement. Considering various MIMO transceiver

structures in terms ofNt × Nr, Fig. 6.8 presents the coverage probability of CoSM with an

SINR requirement of 10 dB.

The left-side three cases compare the results for differentnumbers of receive antennas, while

fixing the number of transmit antennas. Three outcomes are observed: i) when the number

of receive antennas increases, the coverage probabilitiesof all candidate schemes increase; ii)

compared with network SM-MIMO, CoSM improves the coverage probability more signifi-

cantly when fewer receive antennas are used; and iii) the gapbetween SP and WAP reduces as

the number of receive antennas increases. When using four receive antennas, WAP achieves

almost the same coverage probability as SP.
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Figure 6.8: The probability for an SINR above the requirement of 10 dB (a2 = 0.9).

Fixing the number of receive antennas at four, the right-side three cases present the results

for different numbers of transmit antennas. As expected, the coverage probability of network

SM-MIMO as well as omni-cell is constant against the variation of Nt. Unlike network SM-

MIMO, the coverage probability of CoSM increases asNt increases. This reason is that when

more transmit antennas are involved in the antenna-rescheduling process of CoSM, each user

is more likely to be allocated the strong candidate antennas.

6.6.3 Comparison with spatial multiplexing

At last, the BER performance of CoSM is compared with spatialmultiplexing (SMX) using

the same SP method. The later is referred to as CoSMX. Two cases of a2 are studied: i)a2 =

0, i.e. the users are distributed over the entire cell; and ii) a2 = 0.9, i.e. the cell-edge users

only. In addition, a 3/4 (code rate) convolutional coding [106] is applied in order to present

the BER range of interest. Fig. 6.9 shows the BER performancefor both CoSM and CoSMX

as a function of the interference-free SNR at the cell edge. As can be seen, the error floor

occurs due to the inevitable interference among groups. Compared with CoSMX, CoSM offers

a better performance of BER for both cases ofa2. To achieve the BER target of1 × 10−4 at

a2 = 0, for example, the cell-edge SNR required by CoSM is 1.2 dB less than CoSMX. When

achieving the same BER target ata2 = 0.9, CoSM obtains an increased SNR gain of 1.7 dB in

comparison with CoSMX.

101



Spatial modulation in a multi-cell scenario

0 5 10 15 20 25

10
−4

10
−3

10
−2

10
−1

10
0

Cell−edge SNR [dB]

B
E

R

 

 
CoSM   (a

2
 = 0.9)

CoSMX (a
2
 = 0.9)

CoSM   (a
2
 = 0)

CoSMX (a
2
 = 0)

Figure 6.9: BER performance comparison between CoSM and CoSMX (Nt = 4 andNr = 4).

6.7 Summary

In this chapter, the implementation of SM systems has been studied in the multi-cell scenario.

Combining SM with the concept of CoMP, the framework of network SM-MIMO has been

presented. A further research has been conducted on CoSM that enables the co-channel users

in network SM-MIMO to swap their transmit antennas. Two antenna-rescheduling methods,

SP and WAP, have been proposed. SP is aimed to allocate the strongest candidate antennas to

each user, while WAP focuses on avoiding the weakest candidate antennas from being used. It

has been shown that between those two methods, SP has an advantage in achievable SINR, but

WAP offers a better fairness among the users.

Furthermore, an expression for the received SINR in CoSM hasbeen derived. More impor-

tantly, a three-tier cellular architecture has been proposed, which adaptively switches between

CoSM and network SM-MIMO in accordance with the distance between user and BS. Results

have shown that CoSM outperforms network SM-MIMO by up to 4 dB. Also, CoSM has a

superior performance as compared with SMX using the same cooperative scheme.
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Chapter 7
Conclusions

7.1 Key findings

This thesis presented a novel and comprehensive study of spatial modulation (SM) in three

different scenarios, i.e. single-user, multi-user and multi-cell. In the single-user scenario, an

optimum transmit structure balancing the number of transmit antennas with the order of signal

modulation has been proposed for SM. Considering practicalchannel state information (CSI),

three novel channel estimation (CE) methods specially tailored for SM have been developed

in order to deal with the challenge in the CE process raised bya single active antenna. When

the scenario moves to multiple users, the management of transmit antennas has been studied

to exploit the multi-user diversity for SM systems. In addition, a novel cooperative scheme

has been proposed for SM systems in the multi-cell scenario.The new scheme enables mobile

users to be served by multiple base stations (BSs) simultaneously.

In the first part of the thesis, a simplified analytical bound of the bit error rate (BER) perfor-

mance of SM has been presented. Based on the minimisation of the derived BER bound, an

optimum transmit structure has been developed in two stages. The first stage is to determine the

optimal number of transmit antennas by balancing it with theorder of signal modulation. In the

second stage, based on the mathematical solutions of circlepacking, a direct antenna selection

method has been proposed to select the specific antennas froman antenna array. Unlike the

conventional adaptive SM methods relying on instant CSIs, the proposed structure exploits sta-

tistical information, and thus does not require frequent updates. Simulation results have shown

that in comparison with exhaustive search, the proposed method achieves a near-optimum BER

performance, and requires very low complexity of computation.

The research on the CE process for SM, presented in the secondpart of the thesis, addressed

the issue that SM has to activate the transmit antennas sequentially for sending pilot signals.

By exploiting the correlation information between antennas, two novel CE methods have been

proposed to improve the estimation accuracy for SM. One method enables SM to estimate the

entire MIMO channel by sending pilot signals through one transmit antenna only. Results have
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shown that when the correlation between the transmit antennas is medium or high, this method

can improve the BER performance of SM by up to 7.5 dB over the convetional CE method.

The other method treats the reception at different antennasas a multiplicity of sending the

same pilot signal, and implements a joint CE across the receive antennas. This method results

in an increase in the estimation accuracy without increasing the length of pilot sequences or

the transmission power. In addition, considering the effects of both CE errors and noises on the

BER, the optimisation of allocating power between the pilotsignal and the information-carrying

signal has been studied under the constraint of the average transmission power. Results have

shown that using optimal power allocation, SM achieves a BERperformance close to that in the

presence of perfect CSI, with an SNR gap of less than 1 dB. Moreover, the above three methods

can be combined to further improve the CE performance, and a framework of combined CE for

SM has been presented.

The study on improving the system capacity in a multi-user scenario has been presented in the

third part of the thesis. Instead of the fixed or random antenna scheduling given in published

research, a novel method has been proposed for adaptively allocating the transmit antennas to

different users. The basic concept is to allocate the antennas of the best channel quality to their

corresponding users. In order to ensure fairness between users, the proposed method restricts

each user to selecting only one antenna at a time. This procedure can prevent a certain user from

occupying all strong candidate antennas. It has been shown that when managing the antennas

in a fixed way, the BER performance of multi-user SM degrades severely as the number of

users increases. Fortunately, the adaptive antenna scheduling can effectively improve the BER

performance (up to 8 dB), and counteract the impairment caused by dense users.

In the last part of the thesis, a novel scheme CoSM has been proposed for the SM systems in

the multi-cell scenario. This new scheme takes the advantages of both coordinated multi-point

(CoMP) transmission and distributed antenna system (DAS) by allowing multiple BSs to share

their antennas in the downlink service. In other words, the BS antennas dedicated to a certain

user are selected from multiple BSs instead of from its closest BS. This offers an opportunity to

reschedule the antennas of multiple BSs to their co-channelusers. Results have shown that the

cooperative scheme improves the system capacity especially for cell-edge users. As expected,

those cell-centre users can benefit little from sharing the antennas of multiple BSs. Based on

this fact, a three-tier cellular architecture has been presented, which enables a switch among

full-bandwidth service, network SM-MIMO and CoSM.
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7.2 Limitations of work, outlook and future work

The proposed methods have been shown to be powerful in improving the performance of SM in

various scenarios. However, several essential assumptions have been made for the purpose of

keeping moderate complexity of analysis. The violation of these assumptions in some system

implementations is not envisioned as a fundamental limiting factor for the performance of the

SM system, although it can lead to a sub-optimum system performance. The following sug-

gestions can be considered to validate the performance of the proposed methods in practical

implementation setups.

First, the optimum transmit structure for SM is derived on the basis of channel modelling. Al-

though a generalised channel model is considered, the modelcannot fully represent the channels

in practice. Therefore the performance of the optimum structure is still to be studied for prac-

tical channels, in order to understand the benefit of balancing the number of transmit antennas

with the order of signal modulation comprehensively. Furthermore, the proposed structure re-

lies on the assumption that the correlation between a pair ofantennas decreases as the distance

between them increases. The exponential channel correlation model is assumed in the simula-

tion setup. Moreover, the correlation of the receive antenna array is not considered. A study of

the influence of these system building blocks on the the performance of the proposed structure

can be considered in future work.

Second, the spatially-averaging channel estimation (SACE) method relies on the knowledge

of the correlation degree of the receive antenna array. However, the process of estimating

the correlation degree is not considered. Future work can include analysing the performance

of SACE in the presence of errors in the correlation information. Also, the complexity of

SACE is linear to the number of receive antennas, and the trade-off between the benefit and

the complexity remains to be studied. Furthermore, the round-robin manner is used in the

transmission cross channel estimation (TCCE) method for the activation sequence. A further

study of an adaptive activation sequence can be considered to address the issue caused by the

dissimilarity of antennas.

Third, the knowledge of channel side information at the transmitter (CSIT) is assumed for the

antenna management in the multi-user SM system, and the CSITerror is not considered in the

study. In addition, the proposed antenna scheduling is still heuristic where the users are ranked

in an arbitrary way. Optimising the user queue and analysingthe performance in the presence
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of CSIT errors can be included in future work. Further to the above considerations, user priority

can be involved in the antenna management to meet the demandsof premium users.

Finally, in the study of SM systems in the multi-cell scenario, hexagonal cells are used to per-

form the simulations. The positions and ranges of practicalBSs are however complicated and

variant. In addition, an analytical capacity bound for the cooperative scheme is absent due to

the complexity of celluar networks. Therefore, a closed-form expression of the system capacity

should be studied for the proposed scheme through stochastic geometry. Furthermore, perfect

synchronisation is assumed between BSs in order to exchangethe information for sharing their

antennas. Future work can include validating the performance of the proposed method under a

more practical implementation setup.
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