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#### Abstract

Latent force models (LFM) are a class of flexible models of dynamic systems, combining a simple mechanistic model with the flexibility of an additive inhomogeneous Gaussian process (GP) forcing term. These hybrid models achieve the dual goal of being flexible enough to be broadly applied, even for complex dynamic systems where a full mechanistic model may be hard to motivate, but by also encoding relevant properties of dynamic systems they are better able to model the underlying dynamics and so demonstrate superior generalisation. In this thesis, we consider an extension of this framework which keeps the same general form, a linear ordinary differential equation with time-varying behaviour arising from a set of smooth GPs, but now we allow for multiplicative interactions between the state variables and the GP terms. The result is a semi-parametric modelling framework that allows for the embedding of rich topological structure.

Following a brief review of the latent force model, which we note is a particular case of the GP regression model, we introduce our extension with multiplicative interactions which we refer to as the multiplicative latent force model (MLFM). We demonstrate that this class of models allows for the possibility of strong geometric constraints on the pathwise trajectories. This will enable the modelling of systems for which the GP trajectories of the LFM are unsatisfactory.

Unfortunately, and as a direct consequence of the strong geometric constraints we have introduced, it is no longer straightforward to carry out inference in these models; therefore the remainder of this thesis is primarily devoted to constructing two methods for carrying out approximate inference for this class of models. The first is referred to as the Bayesian adaptive gradient matching method, and the second is a novel construction based on the method of successive approximations; a theoretical construct used in the standard classical existence and uniqueness theorems for ODEs.

After introducing these methods, we demonstrate their accuracy on simulated data, which also allows for an investigation into the regimes in which each of the respective methods can be expected to perform well. Finally, we demonstrate the utility of the MLFM on motion capture data and show that, by using the framework developed in this thesis to allow for the sharing of a smaller number of latent forces between distinct trajectories with specific geometric constraints, we can achieve superior predictive performance than by the modelling of a single trajectory.


## Lay summary

The modelling of complex dynamical systems with time-dependent behaviour is a challenging problem. The mechanistic philosophy of model building requires specifying a complete summary of the complex interactions between the components of the system, and how they interact with one another, and such a description is often hard to motivate. Conversely, modern methods in statistics and machine learning prefer to specify a very flexible model, applicable across a diverse range of scenarios, and then allow for the interactions to be inferred by the observed data, and this is often referred to as the data driven paradigm. While a wholly specified model is often hard to motivate, they will typically perform better than data-driven methods at predicting the outcome of new observations, especially when the data is sparse relative to model complexity, because they better embody significant physical constraints, and relevant features of the governing dynamics. Hybrid models are an attempt to combine the physical realism of mechanistic models with the flexibility of more general methods, and so achieve a synthesis of the classical systems studied in science and mechanics with those systems that can most easily be injected with a data sensitive probabilistic component.

Latent force models (LFM) are a particular example of such a hybrid model. They are constructed by combining perhaps the most straightforward class of mechanistic models with a flexible Gaussian process (GP) term - the latent forces. GPs are a very flexible class of models for statistical inference of continuous data which allow one to place a measure of uncertainty over large families of unknown functions. However, a dynamical system is more than just some function with a temporal argument, and the LFM framework provides the necessary structure to begin to make these flexible models more realistic by combining these GP terms with the simplest models of classical mechanics. We offer a brief review of the LFM and note that in fact, the LFM is a particular instance of a GP so that existing methods of inference and model fitting can immediately be applied to this model.

However, in part because of their flexibility, GPs are not always appropriate for modelling data that has a high degree of geometric structure, for example data constrained to the surface of a sphere as in the rotation of a fixed length vector around the origin. Moreover, since the LFM is a particular instance of a GP, there are many dynamical systems, which we know a priori will possess a complicated geometry and so will not be adequately modelled by the usual LFM. Therefore in this thesis, we introduce an extension of this model classes which will allow for stronger geometric constraints to be imposed on the model. Mathematically this is achieved by allowing the latent forces to interact multiplicatively with the system state variables in the equation describing how this process evolves, and so we refer to this model as the multiplicative latent force model (MLFM).

Unfortunately, the greater control over the geometry of samples from our model comes at the expense of the mathematical tractability of the usual LFM. Therefore we introduce two methods of approximating the MLFM which lead to more straightforward
methods of inference. The first method is an adaptation of existing methods that work by interpolating the observed data and then finding the parameter value which gives the best match between the estimated gradient and the functional form of the evolutionary dynamics. The second is a novel method which uses a set of increasingly accurate approximations to the trajectory to learn the most likely parameters to have produced this trajectory. After introducing these approximations, and describing how they may be used to carry out inference we compare the accuracy of both methods by way of a simulation study.

A heuristic interpretation of the motivation behind the LFM is given by considering a marionette, in this instance, an articulated system with a fixed geometry can be manipulated to display a wide range of different motions by the variations of a relatively small number of strings. In this interpretation, we can view the mechanical component of the LFM as representing the physical structure of the system, and the small number of latent forces as the set of controls which achieve different motions. We demonstrate the validity of this interpretation by applying our MLFM to human motion capture data of a subject performing a golf swing. This is a complex nonlinear process for which a complete physical description is unavailable. Nevertheless, we can demonstrate that the MLFM successfully models such a system and that the learned latent forces have qualitative features that agree with our physical intuition as well as displaying good predictive performance. We conclude the thesis with a discussion and suggest possible areas of future research.
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## Chapter 1

## Introduction

Historically the modelling of dynamical systems has broadly followed one of two distinct philosophies; the first of these is classical and often referred to as the mechanistic approach which aims to construct realistic models guided by sound scientific principles. In contrast, the data driven paradigm, inspired by modern machine learning techniques, places a greater emphasis on prediction and allowing the observables to guide the process of pattern discovery. The conflict between these two philosophies can be particularly pronounced for complex dynamic systems when a complete mechanistic description is often difficult to motivate, but models with some degree of physical realism are likely to be more effective extrapolating from the training data. Therefore it would be desirable to have a framework that allows for the specification of a simple representation of the driving dynamics, while still allowing for relevant dynamic systems properties to be encoded into the models.

In this chapter, we provide a brief review of dynamical systems and some of the statistical methods used to model them with a particular focus on continuous time, smooth, dynamical systems described by differential operators, which we regard as those systems for which there is the possibility of a "mechanistic interpretation", as these will be the objects we are most directly interested in during this thesis, and we will study a more specific subset of such systems in Chapter 2, with the material in this chapter providing a more high level overview of dynamical systems and some approaches to modelling them. In the final chapter we return to a discussion of an additional class of such models, the class of "parameter driven" models, in Section 8.2.4 and discuss how they relate to the class of models we introduce in the next chapter.

### 1.1 Models of dynamical systems

The broadest definition of a dynamical system might be any system that changes over time. However, it is only when the patterns of change over time exhibit a certain kind of complexity that the technical apparatus of dynamic systems theory comes into its own, and so with greater specificity, we follow [Katok and Hasselblatt, 1995] and consider a dynamical system as being composed of the following key ingredients

Phase space A space whose elements represent possible states of the system.
Time A univariate variable which may be discrete or continuous, and which may extend either only into the future, or into the past as well as the future.

Time-evolution law In the most general setting this is a rule that allows us to determine the state of the system at each moment of time $t$ from its states at all
previous times.
It is typical to assume further that the time-evolution law depends only on the current state, and possibly the time variable, and this is the setting which we will also adopt. Systems for which the time-evolution law depends on the value of the temporal variable are referred to as non-autonomous.

The broad definition of a dynamic system carries through to the diverse range of possible candidate models for such a system; nevertheless, we can identify specific features that are likely to be realised by a successful description of a physical system by a dynamical model. Noteworthy features which will be reflected in the model developed in this thesis include
(i) A representation of the variations of a high dimensional system by trajectories constrained to a topologically rich, but lower dimensional, manifolds.
(ii) A distinction between structural parameters, and control parameters.
(iii) Decomposition of large complex systems into coupled subsystems with continuous circular causal influence among multiple subsystems.

While this is necessarily a reduced list, we can see the appearance of all of these features to varying degrees in many successful statistical models of dynamic systems. Indeed the importance of the first point extends far beyond the dynamical system setting and has been a cornerstone in the modern development of statistical inference for high dimensional datasets. In the context of statistical modelling, such representations are typically referred to as latent variable models, and the goal of these methods is to represent random variables in a, typically high dimensional, data space by the variations of a set of variables with lower intrinsic dimensionality, [Everitt, 1984]. The success of latent variable modelling in modern machine learning has inspired a great deal of research into extending the latent variable approach to the dynamic systems setting, including the modelling framework which we shall introduce and extend in this thesis.

The second item is more specific to dynamic systems models and expresses the idea that structurally similar systems may exhibit significantly different motions, and we view this heterogeneity as arising from different settings of the control parameters. Throughout this thesis, a motivating example will be human motion, and in this case, we might view the structural parameters as being joint lengths, muscle density and attachment points and various additional features of the human biology which for a given individual are taken to be fixed, and even across individuals have a modest variation. However on observing the swing of a golf club, a pirouette while dancing, or a stumble on an ice pavement by the same subject we will notice substantially different motions, under varying degrees of control, but all arising from the same physical structure. While for some scenarios the partitioning of the parameters into these two classes may seem artificial it seems clear that there are many cases for which this distinction is essential, and so must be given due regard during the construction of models for these systems. In general, the control function required to achieve a particular action will depend in a nontrivial way on the sequence of states itself, and therefore the entire system will display a complex feedback structure which would be daunting to attempt to model directly through autonomous state space equations. The introduction of control parameters, therefore, allows us to abstract away some of that complexity. We shall see how this is done in more detail when we introduce and extend, the latent force model in Chapter 2 which exhibits this partitioning of the model into a simple set of structural
parameter governing the mechanistic model, and a flexible set of control parameters modelled by smooth Gaussian processes.

The final point is somewhat vague, but represents an essential conceptual step in the modelling process. Again the purpose is to allow us to avoid the necessity of an exhaustive description of the process at a microscopic level, and instead consider representative subsystems for which the interactions are better understood. Such constructions usually represent a tacit acknowledgement, even amongst those who favour a mechanistic approach to model building, that for complex systems a complete description is often out of reach. We view this final point as being distinct from the latent variable modelling approach, and arguably of having received less attention in modern statistical inference. Modern dimensionality reduction techniques will often seek to map a high dimensional state space to a lower dimensional space, which may be linear or nonlinear. However these methods do not typically address the possibility of any further decomposition of the latent space, and so the question of whether this space may itself be decomposed into simpler submanifolds or further global topological properties of the latent space manifold, are either not addressed or hard to discuss. For linear dimensionality reductions, the question is relatively uninteresting because the latent variable space is itself a Euclidean space, and the decomposition into the Cartesian product of Euclidean space adds little with regards to interpretability or interest to the model. However, in this thesis, we propose a method for embedding known geometric structure and so such a decomposition, and how information is shared between the subsystems, become a more interesting problem, and we describe this in more detail in Section 2.3.2. Unlike the latent variable model, this decomposition must be specified a priori, and so is most accurately viewed as a decomposition of the data space. A pressing direction of future research which we discuss towards the end of this thesis is the adaptation of the model introduced in this thesis to carry out the discovery of a dimension reducing latent variable space which itself admits a decomposition into a product of topologically distinct manifolds.

From these remarks, we may conclude that a successful dynamic explanation lies somewhere between a descriptive representation of events and a real causal explanation of why event unfold as they do; the first of these is the data driven paradigm, and the second is the mechanistic modelling approach. A useful model cannot merely be a description of the observed trajectory because a desirable feature of these models is that they have predictive power on observations away from the training data, that is they can generalise. On the other hand, even if a full causal description of a given dynamic system exists, it does not then follow that this description is immediately available and practical, and so some simplification must occur if these methods are to be of use to practitioners. This then is the conflict between the data-driven approaches and the mechanistic approaches motivating the hybrid modelling framework which we adopt and extend in this thesis. Before introducing the framework which we will make use of we first review some classes of dynamical models that have been of use in statistical inference, the review is necessarily brief and biased towards those models which will best inform the constructions later on in this thesis.

### 1.1.1 Ordinary differential equations

The models which we shall study in this thesis take the form of continuous time processes, throughout we shall denote the value at time $t$ of a smooth continuous process taking values in $\mathbb{R}^{K}$ by $\mathbf{x}(t)$. We shall assume that the evolution of this smooth process
is described by an initial value problem of the form

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{x}(t)}{\mathrm{d} t}=f(t, \mathbf{x}(t) ; \boldsymbol{\theta}) \quad \mathbf{x}\left(t_{0}\right)=\mathbf{x}_{0} \in \mathbb{R}^{K} \tag{1.1}
\end{equation*}
$$

where $f(\cdot) f$ is assumed to be some smooth function depending on the parameter $\boldsymbol{\theta}$, in those cases where the initial condition is also unknown, then this value can also be absorbed into the parameter vector. The parameter vector may be finite or infinite dimensional, and we will be particularly interested in the latter case in this thesis.

It is also regularly assumed that rather than directly observing the state $\mathbf{x}(t)$ we instead observe a collection of noisy observation $\left\{\mathbf{y}_{i}\right\}_{i=1}^{T}$ given by the additive noise model.

$$
\mathbf{y}_{i}=\mathbf{x}\left(t_{i}\right)+\epsilon_{i}
$$

where the random variables $\epsilon_{i}$ are independent, identically distributed $\mathbb{R}^{K}$ valued random variables.

One of the most frequently encountered problems in this setting involves finding point estimates for the parameters describing the time-evolution equation in (1.1) from a set of observed trajectories. When it is possible to solve the IVP explicitly, then a natural choice of parameter estimation procedure is a minimisation of the least squares problem

$$
\hat{\boldsymbol{\theta}}=\underset{\theta}{\arg \min } \sum_{i=0}^{T}\left\|\mathbf{y}\left(t_{i}\right)-\mathbf{x}\left(t_{i} ; \boldsymbol{\theta}\right)\right\|^{2}
$$

where $\mathbf{x}\left(t_{i} ; \boldsymbol{\theta}\right)$ denotes a solution of (1.1) with parameter $\boldsymbol{\theta}$. Since (1.1) only defines the solution to this equation implicitly it is usually necessary to use some numerical integration routine to estimate the unknown values $\mathbf{x}\left(t_{i} ; \boldsymbol{\theta}\right)$, and this must be done for each setting of the parameter during the optimisation procedure. This generally leads to nonlinear least squares problem and [Xue et al., 2010] have used the general theory of nonlinear least squares to show that under reasonable regularity conditions the nonlinear least squares estimator obtained using the numerical solutions of the ODE exhibits consistency and asymptotic normality.

Because of the high computational cost involved in estimating the parameters of these models using the numerical simulation strategy, there has been an interest in developing methods which avoid this step. Instead, starting from the early work of [Himmelblau et al., 1967, Varah, 1982], these methods use a two-step procedure starting by obtaining nonparametric estimators of the state and its trajectory. A typical choice is the non-parametric kernel estimator

$$
\hat{\mathbf{x}}(t)=\sum_{i=1}^{T}\left(t_{i}-t_{i-1}\right) \frac{1}{b} K\left(\frac{t-t_{i}}{b}\right) \mathbf{y}_{i}
$$

here $K$ iis a kernel function with bandwidth parameter $b$, see [Silverman, 1986]. These non-parametric estimators are then used as "plug-in" estimators to obtain the parameters by way of the explicit link between these variables as represented by (1.1) by
minimising an objective function of the form

$$
\hat{\boldsymbol{\theta}}=\underset{\theta}{\arg \min } \int_{t_{0}}^{t_{T}}\|\dot{\hat{\mathbf{x}}}(\tau)-f(\tau, \hat{\mathbf{x}}(\tau) ; \boldsymbol{\theta})\|^{2} w(\tau) \mathrm{d} \tau
$$

for some choice of weight function $w(t)$. Recent examples and extensions of these methods include [Ramsay et al., 2007, Qi and Zhao, 2010, Gugushvili and Klaassen, 2012]. An important extension to the Bayesian setting by [Calderhead et al., 2009] which we shall consider in much more detail in Chapter 3 uses a Gaussian process to approximate the distribution of the unknown trajectory in the two-step procedure. The use of the two step process in this initial model leads to a methodological disconnect between the interpolator and the system dynamics, therefore [Dondelinger et al., 2013] considered an adaptation of this method which would allow updates of the interpolating estimator of the trajectory to be influenced by the current value of the parameters describing the dynamical systems structure of the model.

We also note that since any higher order ODE can be reduced to an equivalent system of first-order ODEs we shall, without loss of generality, focus only on first order ODEs. We discuss important issues regarding the extension of the methods in this thesis to partial differential equations (PDEs) in the final chapter.

### 1.1.2 Stochastic differential equations

In practice, the independent additive noise model typically assumed in the ODE model as discussed above is unrealistic. For complex systems the model may be misspecified, perhaps because a full mechanistic description is implausible, and an error at a given time is likely to feed back into the current value of the (misspecified) state, leading a cumulative error. It has therefore been of importance to consider more sophisticated error structures which can feedback directly into the evolution equation of the state variable itself.

One definition of a stochastic differential equation (SDE) is any system specified in terms of differences, finite or infinitesimal, with coefficients that are random variables. A more standard definition is a continuous time with the random fluctuations in the differences arising from a Brownian motion process. Acknowledging the sample path discontinuity of these equations they are typically presented in the form of an Itô SDE

$$
\mathrm{d} \mathbf{x}(t)=f(t, \mathbf{x}(t)) \mathrm{d} t+\sigma(t, \mathbf{x}(t)) \mathrm{d} W_{t}
$$

where $\mathrm{d} W_{t}$ is a "white noise" process, which is viewed as a generalised derivative of a Brownian motion. Such systems may also be represented in integral form as

$$
\mathbf{x}(t)=\int_{0}^{t} f(\tau, \mathbf{x}(\tau)) \mathrm{d} \tau+\int_{0}^{t} \sigma(\tau, \mathbf{x}(\tau)) \mathrm{d} W_{\tau}
$$

these methods have a rich mathematical literature, and many book length treatments are available including [Rasmussen and Williams, 2006, Oksendal, 2010]

Parameter estimation for SDEs is relatively straightforward from continuous time observations, or observations that are very densely sampled, in which case the combination of the independence of the increments and small-time Gaussian approximations to the transition distributions lead to easy to construct likelihood terms. See [Bishwal, 2008] for more details. For observations which are observed at a lower frequency, the situation is much more difficult, more recent approaches motivated by trying to
complete the trajectory and then marginalising over the completion have been given in [Beskos et al., 2006, Kou et al., 2012]. In connection with this, it is interesting to note that the techniques we consider in Chapter 4 are also motivated by attempting to complete the trajectory and then appropriately integrating over the completion.

As we have indicated the most common use of SDEs in engineering and physics is as a method of incorporating random noise into classical models of dynamical systems in such a way that the noise can be allowed to affect the evolution of the state variable. There are undoubtedly some situations where the existence of a Brownian like component is an important part of the model, and there is an extensive literature on stochastic control problems, see for instance [Fleming and Rishel, 1975]. In this thesis, we shall typically consider smooth evolution equations, and for these smoothly guided systems, the diffusion structure is seen as being of reduced importance. Our chosen application to human motion again provides an example. It is reasonable that Brownian like vibrations would be a feature of such motion, and for these features to become increasingly pronounced for fatigued subjects, but at the same time modelling a golf swing, as we do in Chapter 7, at the level of a stochastic differential equation seems like an unnecessary introduction of mathematical complexity.

### 1.1.3 Linear dynamical systems

An important class of time series models occurs when the time-evolution equation is linear in the state variables. The general form of a continuous time linear dynamical system is given by

$$
\begin{align*}
& \frac{\mathrm{d} \mathbf{x}}{\mathrm{~d} t}=\mathbf{A}(t) \mathbf{x}+\mathbf{S}(t) \mathbf{g}(t),  \tag{1.2a}\\
& \mathbf{y}(t)=\mathbf{H}(t) \mathbf{x}(t) \tag{1.2b}
\end{align*}
$$

The state of the system is represented by $\mathbf{x}(t)$, the introduction of the, potentially timedependent, observation matrices $\mathbf{H}(t)$ allows for the variations of the higher dimensional output $\mathbf{y}$ to be explained by a lower dimensional variable, allowing one to adopt a latent variable modelling approach.

The case where $\mathbf{A}(t)$ is constant and $\mathbf{g}(t)$ is a white-noise process leads to the particular case of the Ornstein-Uhlenbeck SDE, which provides a classic example of an SDE which is explicitly solvable. Of greater relevance in this thesis will be the case where the functions $\mathbf{g}(t)$ are at least piecewise smooth. The most important instance of our work will be the case when this function is a smooth, vector-valued Gaussian process. This is precisely the latent force model of [Lawrence et al., 2006, Alvarez et al., 2009] which we provide an in-depth discussion of in Chapter 2.

For the class of models (1.4) we have the decomposition into a set of structural parameters given by $\mathbf{A}(t), \mathbf{S}(t)$ and $\mathbf{H}(t)$, as well as a set of control parameters given by the vector-valued function $\mathbf{g}(t)$. These systems have been well studied under the umbrella of control theory, and we provide some discussion of this literature in Section 2.4. However, one important difference which we discuss at this point, and related to our discussion of control parameters in the previous section is the underlying modelling perspective placed on these functions. In control theory, one is often concerned with designing a system to display some optimal property, in the statistical and machine learning setting however we are more interested in the inverse problem of learning the controls that could have realised an observed trajectory. Moreover, using these learned control parameters for further analysis such as classifying systems by their controls, or
discussing qualitative properties by inspection of these functions.
We carry out an application of this program in Chapter 7 when we consider an application of dynamic systems modelling to motion capture data. It is often argued see for example [Bissacco, 2005], that the linear dynamic assumption is insufficient for such systems so that we cannot make immediate use of the model (1.4), and instead one must necessarily introduce more physically realistic nonlinear models.

While for this thesis we are primarily interested in statistical inference for continuous time models, the discrete time version of (1.4) has also been of much interest. In the discrete time setting this leads to a model of the form

$$
\begin{equation*}
\mathbf{x}_{n+1}=\mathbf{A} \mathbf{x}_{n}+\mathbf{w}_{n+1}, \tag{1.3}
\end{equation*}
$$

where the errors $\mathbf{w}_{n}$ are given by a set of, independent, mean zero vector-valued Gaussian random variables. This class of models is often referred to as a linear Gaussian dynamical system [Bishop, 2006, Roweis and Ghahramani, 1999]. Such models have been well studied originating with the Weiner filtering problem and have lead to the development of the Kalman filter methods [Kalman, 1960a, Zarchan and Musoff, 2005]. While we do not use this model in this thesis, we do make use of the existence of efficient algorithms for inference in these models when we introduce an approximate inference method in Chapter 4. In particular, the Kalman filtering and smoothing methods allow for efficient calculation of the marginal and pairwise moments of a set of variables described by the system (1.5). In this case, the index set will correspond to an increasing approximation order, and not a temporal variable. The Kalman smooth equations are also sometimes referred to as the Rauch-Tung-Striebel (RTS) equations [Rauch et al., 1965].

### 1.1.4 Linear dynamical systems

An important class of time series models occurs when the time-evolution equation is linear in the state variables. The general form of a continuous time linear dynamical system is given by

$$
\begin{align*}
& \frac{\mathrm{d} \mathbf{x}}{\mathrm{~d} t}=\mathbf{A}(t) \mathbf{x}+\mathbf{S}(t) \mathbf{g}(t)  \tag{1.4a}\\
& \mathbf{y}(t)=\mathbf{H}(t) \mathbf{x}(t) \tag{1.4b}
\end{align*}
$$

The state of the system is represented by $\mathbf{x}(t)$, the introduction of the, potentially timedependent, observation matrices $\mathbf{H}(t)$ allows for the variations of the higher dimensional output $\mathbf{y}$ to be explained by a lower dimensional variable, allowing one to adopt a latent variable modelling approach.

The case where $\mathbf{A}(t)$ is constant, with negative real part of its eigenvalues, and $\mathbf{g}(t)$ is a white-noise process leads to the particular case of the Ornstein-Uhlenbeck SDE, which provides a classic example of an SDE which is explicitly solvable. Of greater relevance in this thesis will be the case where the functions $\mathbf{g}(t)$ are at least piecewise smooth. The most important instance of our work will be the case when this function is a smooth, vector-valued Gaussian process. This is precisely the latent force model of [Lawrence et al., 2006, Alvarez et al., 2009] which we provide an in-depth discussion of in Chapter 2.

For the class of models (1.4) we have the decomposition into a set of structural parameters given by $\mathbf{A}(t), \mathbf{S}(t)$ and $\mathbf{H}(t)$, as well as a set of control parameters given by the vector-valued function $\mathbf{g}(t)$. These systems have been well studied under the
umbrella of control theory, and we provide some discussion of this literature in Section 2.4. However, one important difference which we discuss at this point, and related to our discussion of control parameters in the previous section is the underlying modelling perspective placed on these functions. In control theory, one is often concerned with designing a system to display some optimal property, in the statistical and machine learning setting however we are more interested in the inverse problem of learning the controls that could have realised an observed trajectory. Moreover, using these learned control parameters for further analysis such as classifying systems by their controls, or discussing qualitative properties by inspection of these functions.

We carry out an application of this program in Chapter 7 when we consider an application of dynamic systems modelling to motion capture data. It is often argued see for example [Bissacco, 2005], that the linear dynamic assumption is insufficient for such systems so that we cannot make immediate use of the model (1.4), and instead one must necessarily introduce more physically realistic nonlinear models.

While for this thesis we are primarily interested in statistical inference for continuous time models, the discrete time version of (1.4) has also been of much interest. In the discrete time setting this leads to a model of the form

$$
\begin{equation*}
\mathbf{x}_{n+1}=\mathbf{A} \mathbf{x}_{n}+\mathbf{w}_{n+1} \tag{1.5}
\end{equation*}
$$

where the errors $\mathbf{w}_{n}$ are given by a set of, independent, mean zero vector-valued Gaussian random variables. This class of models is often referred to as a linear Gaussian dynamical system [Bishop, 2006, Roweis and Ghahramani, 1999]. Such models have been well studied originating with the Weiner filtering problem and have lead to the development of the Kalman filter methods [Kalman, 1960a, Zarchan and Musoff, 2005]. While we do not use this model in this thesis, we do make use of the existence of efficient algorithms for inference in these models when we introduce an approximate inference method in Chapter 4. In particular, the Kalman filtering and smoothing methods allow for efficient calculation of the marginal and pairwise moments of a set of variables described by the system (1.5). In this case, the index set will correspond to an increasing approximation order, and not a temporal variable. The Kalman smooth equations are also sometimes referred to as the Rauch-Tung-Striebel (RTS) equations [Rauch et al., 1965].

### 1.1.5 Simulation based inference

The dynamical models we focus on this thesis typically take the form of a linear ODE, and as such they are relatively straightforward to solve numerically conditional on the parameters. In situations where this is possible then this suggests the possibility of a generative approach to model fitting by simulating various parameter settings, solving the model numerically, and then assessing the resulting model fit in the dataspace. A class of such models is given by the so called method of approximate Bayesian computation (ABC). This approach to performing inference had been discussed at least as early as [Rubin, 1984], and applied to problems in population genetics in [Tavaré et al., 1997].

ABC methods work by simulating parameters $\boldsymbol{\theta}$ from the prior and then numerically solving them to produce a trajectory $\mathbf{x}(t)=\mathbf{x}(t ; \boldsymbol{\theta})$, and if necessary this is further propagated to the data space to give $\mathbf{y}(t)=\mathbf{y}(t ; \boldsymbol{\theta})$. If the simulated data is close in some suitable metric then we retain $\boldsymbol{\theta}$ as a sample from the posterior, otherwise we generate a new sample. This process is repeated until our desired sample size is
achieved. There are technical details determining the choice of metric and determining the tolerance level for acceptance, although some results are available, [Beaumont et al., 2002, McKinley et al., 2009]. Furthermore it is often the case that rather than compare the trajectories directly in the data space one instead compares the distance of a set of summary statistics. Despite these complications the relatively simple conceptual nature of the model, and the familiarity many practitioners have with solving a complex model in their field given some set of parameters, these methods have become increasingly popular and we refer the reader to [Moral et al., 2012, Marin et al., 2012, T. McKinley, 2009] for more details.

In this work we shall be interested in models for which at least some of the variables take their values in a function space. Typically the set of functions which have a high probability under the posterior will occupy a very narrow region of the infinite dimensional parameter space, and therefore simulating such model from the prior is challenging, with a very low acceptance rate. Further mode such methods are only able to give an approximate sample from the posterior and so are not useful in deriving analytic approximations or motivating other deterministic methods. We discuss this issue in more detail in Chapter 3.

### 1.1.6 Non-parameteric estimation of dynamical systems

Here the goal is typically to estimate a, time-homogenous, discrete time-evolution map from a sequence of observations $\mathbf{x}_{0}, \mathbf{x}_{1}, \ldots, \mathbf{x}_{T}$ and where we write $\mathbf{x}_{i}$ as shorthand for $\mathbf{x}\left(t_{i}\right)$ for $i=0,1, \ldots, T$. Under the evolution law $\mathbf{x}_{i}=f\left(\mathbf{x}_{i-1}\right)$, then successive pairs ( $\mathbf{x}_{i-1}, \mathbf{x}_{i}$ ) provide a natural choice of data for the construction of non-parametric estimators of the transition function. When the true map is continuous, and the sequence of iterates are dense in the state space then [Adams and Nobel, 2001] have shown that this map can be consistently estimated from the data by way of simple linear interpolation. These methods are appealing because they require very few assumptions, however as mentioned in [McGoff et al., 2015] the proofs make use of the ergodic theorem, and as such the speed of convergence may be hard to establish.

Of more direct relevance to our discussion is that such methods very much embody the data-driven paradigm, and there is no immediately obvious way to add prior structural knowledge into these estimation procedures. Therefore, in order for these methods to generalise there are likely to be situations which require a considerable quantity of data to perform adequately.

We may also be concerned by the fact that these methods do not have an immediate probabilistic interpretation, and so are hard to adapt to a Bayesian setting, incorporate missing data, or include as a component in more complex inferential frameworks. A method that allows the incorporation of these features is the Gaussian Process Dynamical Model (GPDM) [Wang et al., 2006]. For a state variable $\mathbf{y} \in \mathbb{R}^{M}$ and a $K$-dimensional state variable the time-evolution of the GPDM is described by the system

$$
\begin{aligned}
\mathbf{y} & =h(\mathbf{x}), \\
\mathbf{x}_{n} & =f\left(\mathbf{x}_{n-1}\right),
\end{aligned}
$$

for a smooth function $h: \mathbb{R}^{K} \rightarrow \mathbb{R}^{M}$ and smooth-time evolution map $f: \mathbb{R}^{K} \rightarrow \mathbb{R}^{K}$. Each of the component functions $h_{m}, m=1, \ldots, M$ and $f_{k}, k=1, \ldots, K$ are then given a GP prior.

Conditionally the distribution of $Y$ has a straightforward Gaussian process prior. However, the distribution of the latent states is significantly more complicated. If $\mathbf{X}=\left[\mathbf{x}_{0}, \mathbf{x}_{1}, \ldots, \mathbf{x}_{N}\right]^{\top}$ then

$$
p(\mathbf{X})=p\left(\mathbf{x}_{0}\right) \frac{1}{\sqrt{(2 \pi)^{N K}\left|\mathbf{K}_{x}\right|^{K}}} \exp \left(-\frac{1}{2} \operatorname{Tr}\left(\mathbf{K}_{x}^{-1} X_{o u t} X_{o u t}^{\top}\right),\right)
$$

where $\mathbf{X}_{\text {out }}=\left[\mathbf{x}_{1}, \ldots, \mathbf{x}_{N}\right]^{\top}$, and the matrix $K_{x}$ has entires given by $\left[\mathbf{K}_{x}\right]_{i j}=k\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)$, $i, j=1, \ldots, N$ and $k(\cdot, \cdot)$ is some typically nonlinear kernel function. As a result the state variables appear nonlinear in the argument of the exponential so that the resulting distribution is intractable.

It is also not clear how to adapt this setup to irregularly spaced data, or how to add additional prior knowledge. Despite these caveats, [Wang et al., 2006, 2008] demonstrate the effectiveness of the GPDM at learning low dimensional representations with an interesting geometric structure. The model we introduce in this thesis may be viewed as a continuous time dynamical system constructed around a conditionally Gaussian random variable, and we compare our model with the GPDM in Section 8.2.3.

### 1.2 Scope of thesis

This thesis addresses the problem of developing flexible models for dynamical systems which can be utilised in those cases in which a full mechanistic description is hard to motivate, and the related problem of carrying out inference within these methods. Chapter 1 has provided a brief introduction to the existing literature on dynamic systems models, and how inference may be carried out within these methods. In Chapter 2 we focus our attention on a particular class of such models, these are the latent force models (LFM) introduced by [Alvarez et al., 2009]. The LFM represents a hybrid model combining a simple mechanistic representation with the flexibility offered by a Gaussian process forcing term. After introducing the LFM framework in this chapter, we propose our main extension, the latent force model with multiplicative interactions between the state variables and the driving GP terms, which we refer to as the multiplicative latent force model. We also provide some historical context for our extension including its appearance in the physics literature and approximations introduced there.

While the MLFM allows for the possibility of placing strong geometric constraints on the model trajectory, it is much harder to carry out inference than for the LFM setting. In this thesis we consider two methods of approaching this problem; the first uses a class of approximation methods for carrying out inference in ODE problems developed by [Varah, 1982, Ramsay et al., 2007] and adapted to a Bayesian setting in [Calderhead et al., 2009, Dondelinger et al., 2013]. While initially envisioned for carrying out inference on modest parameter vectors in nonlinear ODEs we demonstrate in Chapter 3 that these methods can be used in the infinite dimensional parameter setting, and that the use of linear ODEs simplifies the problem.

In Chapter 4 we consider an alternative approach that proceeds by motivating a series expansion of the trajectory and then approximating this expansion. The use of interpolants of the trajectory and its gradient necessarily involves the introduction of ambiguous tuning parameters, and it is hard to quantify the impact of these parameters on the resulting inference. On the other hand, the use of numerical integration as discussed above avoids the introduction of these spurious parameters, by attempting to construct a more faithful model we aim to combine the advantages of these approaches.

We treat the series expansion as the "complete data" for our model, and show that by conditioning on this augmented dataset we achieve tractable posterior distributions. However, this completion of the variable set leads to a vaster parameter space, and so in the next section, we consider methods that can be used to alleviate this problem.

In Chapter 5 we discuss variational approximations to both of the approximate densities introduced for our model. We first discuss how the expectation maximisation (EM) algorithm may be used to construct MAP estimates which better exploit the conditional independence structure of the methods we have introduced, this is particularly important for carrying out inference for the model introduced in Chapter 4 where the expectation step allows us to marginalise over the augmented variable set. We then provide details of the mean field variational Bayesian approximation to the densities we have introduced, once more the structure is naturally suggested by the conditional independence structure and leads to tractable distributions.

Our introduction of both methods is accompanied by a discussion about the scenarios in which we would expect each method to perform well. In Chapter 6 we provide further context to this by way of a comprehensive simulation study of the approximations we have introduced. While in general, we cannot recover the true conditional distribution of the MLFM, we can construct a good approximation to this distribution for the simple case of a dynamical system on the unit circle, and this allows us to carry out a comparison of the variational approximations with a ground truth distribution. In this chapter, we also consider an example with more complex geometry and discuss how we can assess the performance of our methods even in the absence of knowledge about the exact posterior distribution.

A heuristic motivation of the LFM framework is given by considering a marionette, in this instance, an articulated system with a fixed geometry can be manipulated by a small set of motions to realise a wide range of different trajectories. In Chapter 7 we demonstrate an explicit validation of this motivation by applying our MLFM to human motion capture data. We successfully demonstrate that the MLFM successfully models such a system, and by sharing information between different segments of the human body through a common set of latent forces we can achieve a superior predictive model compared to modelling each segment independently and that the learned forces allow for interesting qualitative analysis.

We conclude the thesis in Section 8.2 when we provide an overall review of the models we have introduced, as well as a discussion of important avenues for future research. Broadly speaking the future research directions can be divided into extended investigations of the asymptotic properties of both the MLFM and the approximations to it that we have considered, and also into increasing the range of applications of our approach; including a framework for combining significant dimensionality with automatic learning of a latent variable space with a rich topological structure.

## Chapter 2

## Latent force models

### 2.1 Introduction

Modern statistical inference for complex dynamical systems often seeks a balance between providing a comprehensive description of the data generating process, and an appeal to the data-driven paradigm whereby the model specification is kept suitably flexible so that, as far as is possible, statistical inference is driven by the observed data. The former of these two approaches are often referred to as the mechanistic approach and is common in the physical sciences including systems biology [Boogerd et al., 2013], chemistry [Olsson and Noé, 2017] and the geophysical sciences [Berliner, 2003]. In such cases, the claim is that it is possible to appeal directly to scientific knowledge to motivate a reasonable a priori class of possible data generating mechanisms. Typically these competing models will be indexed by values in a finite-dimensional parameter space. The data-driven approach, on the other hand, has been of increasing importance due to the growing abundance of large datasets where the volume of data, once combined with a suitably flexible model, is sufficient to allow essential patterns in the data to be revealed organically and not as an artefact of the chosen model. A common feature of this second class of models is the use of very large or infinite dimensional parameter spaces.

The recourse to data-driven methods is increasingly being preferred for those instances in which it would be infeasible to motivate a completely specified mechanistic model, and when a prediction is seen as being a more important goal than providing casual explanations. The choice to avoid the complicated modelling step is typically justified by appealing to the volume of data, and the claim that the quantity of data will be sufficient to discover important patterns and structure within the random process.

However, the concept of what constitutes a sufficiently large dataset is not well defined and is likely to itself be a function of the underlying system complexity, rather than a steadfast rule. As a consequence, purely data-driven approaches can often perform poorly when required to generalise and perform predictions away from the training data. This is in contrast with an appropriate mechanistic model which, if it has been well trained, will likely be able to demonstrate superior generalisation using the learned mechanistic interactions. Regarding these two approaches as opposite ends of a spectrum, it is natural to consider hybrid approaches that can reflect salient features of the dynamical system while at the same time being flexible enough to allow for a substantial contribution from the data.

An important factor underlying many successful modern statistical methods, and a desirable feature of the class of hybrid models in which we are interested, is the
recognition that even for large and complex models much of the variation can often be well explained by a substantially smaller set of variables. This smaller dimensional representation is usually taken to be unobserved and related to the observed variables through some appropriate mapping from the lower dimensional space to the original data space, and typically this mapping must itself be discovered as part of the learning process. A notable case of this class of models is the semi-parametric latent factor model [Teh et al., 2005], which uses a set of linear transformations to mix a small set of latent GP variables to a higher dimensional output variable. Hybrid models of dynamic systems seek to adopt this latent variable modelling philosophy in such a way that the resulting model appropriately reflects the temporal nature of the data.
[Alvarez et al., 2009] have described one such class of models combining the latent variable modelling approach with relevant dynamic systems structure which they refer to as the linear latent force model (LFM). The history of this class of models may itself be viewed as having followed a trajectory from the mechanistic paradigm towards modern hybrid approaches. Initially, the model was introduced in [Lawrence et al., 2006] as a realistic mechanistic model of transcriptional regulation in gene networks, subsequent developments recognised the importance of the existence of a linear operator transforming the latent processes to the state space which we describe in Section 2.2.1. Recognition of this property allowed for the development of a class of GP models with a non-stationary kernel, thereby embedding some simple dynamical systems properties into the more general GP latent variable framework.

In this chapter, we first introduce the latent force framework by reviewing the specification of the LFM as a simple mechanistic model combined with additive Gaussian forces. A distinguishing feature of this model is the existence of a relatively simple expression for the pathwise solution which we present in Section 2.2.1. The existence of this explicit solution further leads to a joint Gaussian distribution for the trajectories in data-space and the latent forces, and so allows for the usual techniques of GP regression modelling [Rasmussen and Williams, 2006], to be used.

While the property of having Gaussian trajectories makes the inferential processes simpler, it is likely to be unsatisfactory for many datasets possessing known nonEuclidean geometric structure. Therefore, one of the main contributions of this thesis is to introduce an extension of the additive latent force model to allow for multiplicative interactions between the state and force variables, and we present this extension in Section 2.3. It is not hard to demonstrate that such a model will no longer have Gaussian trajectories, and we discuss how we may constrain the geometry of the support of the trajectories through a semi-parametric modelling approach that allows for rich topological structure to be embedded in the model while being driven by only a minimal set of latent forces.

Unfortunately, and in contrast to the LFM, this increased modelling complexity comes at the expense of tractable inference. One of the primary difficulties is that in general there is no closed form expression for the pathwise solution of the LFM with multiplicative interactions, and as a direct consequence no easy way to understand the transformation of the latent variable set to the data-space. We, therefore, discuss some existing methods that provide approximations to recovering the moments of these model in 2.3.1, although we shall find these only hold under very limiting assumptions, and require expensive methods to solve. It will be the problem of deriving a class of approximate methods of inference for the model introduced in this chapter which will be the principal focus of the following chapters.

### 2.2 Linear latent force models

The goal of hybrid modelling for dynamical systems may be described as the desire to construct a flexible class of models that transform a, typically small, set of driving latent forces, to the original data space through a linear mapping in a manner which also respects the temporal structure of the data. This aim is achieved in [Alvarez et al., 2009] by combining perhaps the most straightforward class of mechanistic models, linear ordinary differential ODEs with constant coefficient matrices, with an inhomogeneous forcing term which is taken to be modelled by a collection of GPs.

If $\mathbf{x}(t)$ is an $\mathbb{R}^{K}$-valued state variable with components $x_{k}(t), k=1, \ldots, K$ then we say that $\mathbf{x}(t)$ is described by a first order linear LFM if the dynamics of the sample paths are given by the system of ODEs

$$
\begin{equation*}
\frac{\mathrm{d} x_{k}(t)}{\mathrm{d} t}+D_{k} x_{k}(t)=B_{k}+\sum_{r=1}^{R} S_{r k} g_{r}(t), \quad k=1, \ldots K \tag{2.1}
\end{equation*}
$$

where $D_{k}, B_{k}$ are real-valued scalars for $k=1, \ldots, K$ and $\left\{g_{r}(t)\right\}_{r=1}^{R}$ is a set of $R$ realvalued smooth Gaussian processes with mean zero and a kernel functions $k_{r}\left(t, t^{\prime}\right), r=$ $1, \ldots, R$ defined over $\mathbb{R} \times \mathbb{R}$ such that for arbitrary finite samples the corresponding Gram matrix is positive definite. The kernel functions of the GP variables are chosen so that the resulting sample paths are almost surely continuous, and this allows us to interpret (2.1) as an ODE rather than requiring the mathematical development of SDEs, necessary properties of the kernel function to satisfy this assumption are discussed in [Adler and Taylor, 2007].

Equivalently we may consider the vector-valued process $\mathbf{x}(t) \in \mathbb{R}^{K}$ which satisfies the ODE in matrix-vector form given by

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{x}(t)}{\mathrm{d} t}=-\mathbf{D} \mathbf{x}+\mathbf{b}+\mathbf{S g}(t) \tag{2.2}
\end{equation*}
$$

where $\mathbf{D}$ is a $K \times K$ diagonal matrix with entries $\mathbf{D}_{k k}=D_{k}$, the K-vector $\mathbf{b}$ is formed by the elements $B_{k}, k=1, \ldots, K, \mathbf{S}$ is a $K \times R$ matrix and $\mathbf{g}(t)$ is an $R$-dimensional real valued stochastic process with elements given by the independent latent forces $\left\{g_{r}(t)\right\}_{r=1}^{R}$.

The rectangular matrix $\mathbf{S}$ acts to distribute linear combinations of the latent forces into each component of the dynamics of the ODE and will be referred to as the "sensitivity matrix". The sensitivity matrix acts to control the dependency structure between different output dimensions and it should be stressed that under the diagonal matrix specification in (2.1) it is the only way in which the dynamics of one particular component $x_{k}(t)$ may be linked to the dynamics of another, distinct, component. It is for this reason that while such a system can display some interesting dynamics, it is still a very simplistic model of a physical system.

We shall discuss in Section 2.4 the concept of controllability and reachability for a controlled dynamic system. Succinctly this concept discusses whether for a given system structure there is some set of latent forces that would allow any collection of points to be interpolated by a trajectory from the system. Reachability implies there is some maximal model that will interpolate the observed data, but that in doing so a great deal of the explanatory burden will be placed on the latent forces. As such under this diagonal specification, we are likely to experience overfitting. In particular simple first-order interactions between variables which could be described by a single parameter
must now be modelled by an infinite dimensional parameter, and the resulting model is likely to generalise poorly. Even if overfitting does not occur there remains the issue of model parsimony where we now have simple interactions being modelled by an infinite dimensional parameter. As such we would like to extend this model in such a way as to allow for more richer specifications. This point provides further motivation for the class of models we shall introduce in the following section.

An alternative method of preventing the problem we have just described would be to allow for more general forms of the coefficient matrix $\mathbf{A}$. While the assumption of diagonal coefficient matrices may seem initially constricting it is worth noting that if we consider the more general model

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{y}(t)}{\mathrm{d} t}=\mathbf{U} \mathbf{y}(t)+\mathbf{S} \mathbf{g}(t) \tag{2.3}
\end{equation*}
$$

where $\mathbf{U}$ is no longer constrained to be diagonal, but is instead assumed to be similar to a diagonal matrix. From this assumption we have the decomposition $\mathbf{U}=\mathbf{P D P}^{-1}$ for some invertible square matrix $\mathbf{P}$ and diagonal matrix $\mathbf{D}$, which may be complex valued. If we consider the transformed variable $\mathbf{x}=\mathbf{P}^{-1} \mathbf{y}$ then the transformed system will have an evolution equation given by

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{x}(t)}{\mathrm{d} t}=\mathbf{D} \mathbf{x}+\mathbf{P}^{-1} \mathbf{S g}(t) \tag{2.4}
\end{equation*}
$$

which gives one way of constructing such models and of moving between models with richer, but still linear, state interactions. In general, such decomposition may not exist, or the resulting matrices are typically complex valued. The complex case is not overly problematic, but it would require doubling the state space by identifying $\mathbb{C}^{K}$ with $\mathbb{R}^{2 K}$. More problematic is that in general this diagonalising transformation is unknown and must also be discovered during the learning process.

These comments suggest that rather than constructing the LFM in the ambient dataspace it may be worthwhile to include an additional layer to this model and assume that the possibility higher dimensional data is modelled by the more general linear LFM (2.3). When it comes to representing a solution of the LFM, it is straightforward to present the formal solution of (2.3), and the same arguments will show that this is a GP, but in the non-diagonal case it becomes much harder to evaluate the kernel function analytically. Even if this problem can be overcome, and a diagonalising transformation of the latent force learnt simultaneously, the resulting process will still be a Gaussian process. In some applications, this assumption is likely to be implausible, and this will undoubtedly be the case where the process is not supported on a linear vector space, and we discuss this extension in Section 2.3.

Before moving on to discuss the solutions of the LFM we provide a few more remarks on the interpretation of the latent force framework. In [Alvarez et al., 2009] the comparison is made to a marionette where an extensive range of complex motions are generated by the smooth manipulation of a small number of strings. The resulting motion is then given by the guided, exogenous manipulation of the handles, and the fixed attachment point of the strings, which may be viewed as an endogenous, structural component of the system. This is an important motivation for this class of models, and we provide a literal interpretation of this imagery when we use our extension of the LFM to fit motion capture data in Chapter 7. It also suggests an essential feature of the driving forces, in that they represent guided, intentional motions, and should not be viewed as nuisance parameters to be marginalised, and certainly not as
the memory-less Markov process interpretation which is common in the SDE setting. This is not to argue that marginalisation does not have a computationally useful role, and indeed we shall see that the flexibility to marginalise out the forces in the LFM allows the additional parameters to be learned without jointly optimising the latent force variables. This is a very different interpretation to that typically present in the SDE setting, a classically important example of a SDE is the version of (2.1) where the latent force variables are replaced with delta correlated white noise forces. In this view the white noise forces are typically regarded as nuisance components, their existence is of physical relevance, but the individual sample paths of these trajectories are not of any interest in themselves, and so the focus is on marginalising over the contribution of these latent forces.

### 2.2.1 Solution of the LFM

In general, the trajectory of dynamic systems with random components will be defined only implicitly be their evolution equations, and therefore in order to carry out inference, it is usually necessary to provide an explicit representation of the trajectory as a transformation of the fundamental random processes. Ideally, this is done by being able to write an explicit closed form solution. The importance of a closed form expression for the state variables as a transformation of the underlying latent variables to the subsequent construction of the conditional distributions will be a recurring theme in this thesis. In Chapter 3 we shall describe a method that circumvents this step, and in Chapter 4 we shall describe a method constructed around a series expansion of such a transformation.

One of the attractive features of linear dynamic systems of the form (2.2) is the existence of an explicit solution

$$
\begin{equation*}
\mathbf{x}(t)=e^{-\mathbf{D} t} \mathbf{x}_{0}+\int_{0}^{t} e^{-\mathbf{D}(t-\tau)}(\mathbf{b}+\mathbf{S g}(\tau)) \mathrm{d} \tau \tag{2.5}
\end{equation*}
$$

which may be checked by directly differentiating this expression, or see [Arnold, 1973]. For arbitrary matrix $\mathbf{D}$, not necessarily diagonal, the matrix exponential in (2.5) is defined by the absolutely convergent power series $e^{\mathbf{A}}:=\sum_{k=0}^{\infty} \mathbf{A}^{k} / k!$. As we briefly remarked above the general solution (2.5) would allow us to relax the diagonal constraint of the model (2.1), and allow for richer interactions between the state variables. However, the matrix exponential in the integral of (2.5) makes the resulting expression significantly harder to evaluate when deriving expressions for the mean and covariance functions, and it is for this reason that the diagonal constraint is imposed.

Restricting ourselves to the case where $\mathbf{D}_{k}$ is a diagonal matrix (2.5) simplifies to the single components

$$
\begin{equation*}
x_{k}(t)=e^{-D_{k} t} x_{k}\left(t_{0}\right)+\frac{b_{k}}{D_{k}}\left(1-e^{-D_{k} t}\right)+\sum_{r=1}^{R} \mathcal{L}_{k r}\left[g_{r}\right](t), \tag{2.6}
\end{equation*}
$$

for $k=1, \ldots, K$ and where we are following the notation established in [Alvarez et al., 2009] by drawing particular attention to the linear convolution operator $\mathcal{L}_{k r}$ defined by

$$
\begin{equation*}
\mathcal{L}_{k r}\left[g_{r}\right](t) \triangleq S_{k r} \exp \left(-D_{k} t\right) \int_{0}^{t} \exp \left(D_{k} \tau\right) g_{r}(\tau) \mathrm{d} \tau \tag{2.7}
\end{equation*}
$$

The operators $\mathcal{L}_{r k}$ are convolution type operators representing the contribution to
the trajectory of the $k$ th state variable arising from the $r$ th latent force. This is an integral of an exponentially weighted Gaussian process, and so from the closure of Gaussian random variables under linear operators, it follows that $\mathcal{L}_{r k}\left[g_{r}\right](t)$ will itself be a Gaussian process. By taking the expectation through the integral, we have that the mean of this process is given by

$$
\begin{equation*}
\mathbb{E}\left[x_{k}(t)\right]=e^{-D_{k}} \mathbb{E}\left[x_{k}\left(t_{0}\right)\right]+\frac{b_{k}}{D_{k}}\left(1-e^{-D_{k} t}\right) \tag{2.8}
\end{equation*}
$$

Typically we assume that $\mathbb{E}\left[x_{k}\left(t_{0}\right)\right]=0$ and that the initial condition is independent of the model parameters when deriving expressions for the covariance. To calculate the covariance, we shall make use of the tensor product notation from [Lawrence et al., 2006] and so write the covariance as

$$
\begin{align*}
\operatorname{Cov} & \left\{\mathcal{L}_{k r}\left[g_{r}\right](t), \mathcal{L}_{k^{\prime} r^{\prime}}\left[g_{r}^{\prime}\right]\left(t^{\prime}\right)\right\}=\mathcal{L}_{k r}\left[g_{r}\right] \otimes \mathcal{L}_{k^{\prime} r^{\prime}}\left[g_{r}^{\prime}\right]\left(t, t^{\prime}\right) \\
& \triangleq S_{k r} S_{k^{\prime} r^{\prime}} e^{-D_{k} t-D_{k^{\prime}} t^{\prime}} \int_{0}^{t} \int_{0}^{t^{\prime}} e^{D_{k} \tau+D_{k^{\prime}} \tau^{\prime}} \operatorname{Cov}\left\{g_{r}(t) g_{r^{\prime}}\left(t^{\prime}\right)\right\} \mathrm{d} \tau \mathrm{~d} \tau^{\prime} \\
& =\delta_{r r^{\prime}} S_{k r} S_{k^{\prime} r^{\prime}} e^{-D_{k} t-D_{k^{\prime}} t^{\prime}} \int_{0}^{t} \int_{0}^{t^{\prime}} e^{D_{k} \tau+D_{k^{\prime}} \tau^{\prime}} k_{r}\left(\tau, \tau^{\prime}\right) \mathrm{d} \tau \mathrm{~d} \tau^{\prime} \tag{2.9}
\end{align*}
$$

where $\delta_{r r^{\prime}}$ is the Kronecker delta with $\delta_{r r^{\prime}}=1$ if $r=r^{\prime}$ and 0 otherwise, and appears because of the prior assumption of independence between the latent forces. For some popular choices of kernel function the double integral (2.9) can be evaluated explicitly, or at least approximated by quickly converging series approximations. An important example is the case where the kernel is chosen to be the popular radial basis function kernel, and a closed form expression for this case is given in [Alvarez et al., 2009] in terms of the 'erf' function related to the cumulative distribution function of a standard Gaussian random variable, implementations of which are typically available in common numerical libraries.

Assuming it is possible to evaluate the integral in (2.9) analytically then we are able possible to realise the marginal distribution of the trajectories by integrating out the contribution from the latent forces. After marginalising over the latent forces we can construct the likelihood term $p(\mathbf{x} \mid \boldsymbol{\theta})$ where the parameters $\boldsymbol{\theta}$ include the model structure parameters $\{\mathbf{D}, \mathbf{S}, \mathbf{b}\}$ as well as kernel hyperparameters. This allows us to estimate these values through optimisation of this likelihood term without having to jointly optimise for the latent forces which will lead to a computationally more efficient method. Once an appropriate optimisation routine has been performed we can then return the conditional posterior of the latent forces for given structural parameters, this allows us to efficiently learn the model without reference to the infinite dimensional latent force parameter, but then return the conditional distribution of the latent force terms if desired.

The net result is that the specific solution (2.5) leads to tractable Gaussian processes regression models with a mean and covariance parametrised by the kernel hyperparameters, as well as a set of structural parameters arising from the dynamic system, $\mathbf{S}, \mathbf{D}, \mathbf{b}$. From inspection of (2.4) is clear that the only interactions between the state variables are through the common latent force variables, and the sensitivity matrix $\mathbf{S}$ controls the topology of these interactions. The entries $D_{k}, k=1, \ldots, K$ of the diagonal matrix $K$ serve to determine the stability of the system, and are analogous to the role played by the eigenvalues in the usual interpretation of systems of ordinary linear differential equations although in this case we are limited to the case of strictly real eigenvalues.

While this is undoubtedly a critical extension from the usual class of Gaussian process regression models the range of dynamic systems behaviour successfully encoded is still limited, in effect we have a nonstationary covariance function which may, or may not, have a stationary limit depending on the eigenvalues of the matrix $\mathbf{D}$. More generally we note that the spectrum of the matrix $\mathbf{D}$ determines the transients in the mean function (2.8), and the exponential decay or growth of the variance in (2.9), we may conclude that the matrix $\mathbf{D}$ determines overall stability properties of the system, while the sensitivity matrix acts to modulate the interactions between individual components.

It should also be noted that it is possible to extend this model to higher order systems of differential equations. For example we could do so quite naturally by identifying any $n$th order differential equation in a single variable with an equivalent system of $n$ first order differential equations, unfortunately, to preserve analytic tractability we need to maintain the diagonal structure of (2.2) which may limit the class of higher order systems we can consider. Nevertheless [Alvarez et al., 2009] do demonstrate the extension to the second order case with radial basis function kernels placed on the latent forces, and demonstrates that this model can exhibit a much richer class of dynamic motions than the first order model. Ultimately any higher order model will necessarily still be Euclidean supported, and therefore in order to get a richer set of dynamic systems behaviour, and in particular a richer set of geometric constraints, it would be necessary to consider nonlinear differential equation models or the extension we introduce in the following section.

### 2.3 Multiplicative latent force models

While being able to view the linear latent force model of the previous section as a particular instance of the standard GP regression model is appealing from an inferential point of view; the additive inhomogeneity of the LFM leads to a Gaussian process which is necessarily supported on a vector space. For many dynamic systems with applications in engineering and physics, this assumption may be inappropriate. Such systems of practical importance include time series of circular or directional data [Mardia and Jupp, 2000], tensor-valued data [Kagan, 1992, Xie et al., 2010] and various other datasets which possess a high degree of geometric structure, and where this geometric structure is known a priori. For all of these cases if we have a suitably dense sample of observed data, then the Gaussian trajectory assumption may be acceptable by considering local linear approximations to more complex geometries, however when data is sparse relative to the model structure, and in particular its geometry, this assumption becomes inadequate.

Therefore in many of these cases, it would be desirable to embed known geometric structure within the modelling framework, and in this section, we propose an extension of the latent force framework to allow for models with potentially strong geometric constraints. Our construction will retain the essential ingredients of the LFM framework; specifically, we are going to retain the property of being a linear ODE with the timedependent behaviour arising from the fluctuations of a set of $R$ independent smooth Gaussian processes. Where our proposed model will differ is in allowing for multiplicative interactions between the latent state variables, and the latent force variables, which we do by specifying an evolution equation of the form

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{x}(t)}{\mathrm{d} t}=\mathbf{A}(t) \mathbf{x}(t), \quad \mathbf{A}(t)=\mathbf{A}_{0}+\sum_{r=1}^{R} g_{r}(t) \cdot \mathbf{A}_{r}, \tag{2.10}
\end{equation*}
$$

whereas in the previous section $\mathbf{x}(t)$ is a vector-valued process in $\mathbb{R}^{K}$. The geometric structure of this model emerges through the choice of the set of coefficient matrices $\left\{\mathbf{A}_{r}\right\}_{r=0}^{R}$, where each $\mathbf{A}_{r}$ is a $K \times K$ matrix with real valued entries. The time dependent coefficient matrix $\mathbf{A}(t)$ is formed of random linear combinations of scalar GPs multiplied by the set of coefficient matrices and so will itself be a matrix-valued, GP. We denote the support of vectorisation of the matrix-valued GP by $\mathcal{A} \subset \mathbb{R}^{K^{2}}$, and it is determined by the affine space

$$
\mathcal{A}=\left\{\mathbf{v} \in \mathbb{R}^{K^{2}}: \exists \mathbf{a} \in \mathbb{R}^{R} \text { s.t. } \mathbf{v}=\operatorname{vec}\left(\mathbf{A}_{0}\right)+\sum_{r=1}^{R} a_{r} \operatorname{vec}\left(\mathbf{A}_{r}\right)\right\}
$$

There is no reason in general for this to coincide with the full $K^{2}$ dimensional space, and indeed we shall see that in the case we are interested in this space is typically of a much smaller dimension because of the structure of the set of coefficient matrices.

The choice of the structure matrices $\left\{\mathbf{A}_{r}\right\}_{r=0}^{R}$ will allow for the possibility of embedding strong geometric constraints on the space of possible trajectories. This is most easily seen by introducing the concept of a Lie group, and its associated Lie algebra, see [Hall, 2015, Helgason, 1962, Kobayashi and Nomizu, 1963]. We will make little use of the rich theory of such manifolds but what is important for our purposes is the general result, [Iserles and Nørsett, 1999], that if $G$ is some matrix Lie group with Lie algebra $\mathfrak{g}$ and the coefficient matrix is constructed so that $A(t) \in \mathfrak{g}$ for all $t$ in some interval $[0, T]$ then the initial value problem

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{x}(t)}{\mathrm{d} t}=\mathbf{A}(t) \mathbf{x}(t), \quad \mathbf{x}_{0} \in G \tag{2.11}
\end{equation*}
$$

is constrained to lie in the group for all $t \in[0, T]$. We may also consider the case where the data space is a vector space on which the group $G$ acts by solving the model with initial condition $\mathbf{x}_{0}=I$, where $I$ is the identity element of the group, and in the case of matrix Lie groups corresponds to the usual identity matrix. Solving (2.11) with initial condition $I$ gives a trajectory on the group which leads to a time-varying action so that at each time point the trajectory in the data space is given by the action of a particular member of the group $G$ on the initial condition. This allows us to consider not only dynamic systems on groups but also vector-valued dynamic systems realised as a random action of this group on the vector space.

## Example: MLFM for rotation valued data

A notable example of this setup is the case when the group, $G$, is the group of rotations of a $D$-dimensional Euclidean space, typically denotes by $S O(D)$, in which case the resulting trajectories will be given by continuous rotations of the initial condition leading to smooth paths with fixed radius from the origin. If we consider the simplest case of a point in $\mathbb{R}^{2}$ undergoing a smooth, stochastic rotation then we can model this with a MLFM of the form

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\left[\begin{array}{l}
x(t)  \tag{2.12}\\
y(t)
\end{array}\right]=g(t)\left[\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right]\left[\begin{array}{l}
x(t) \\
y(t)
\end{array}\right]
$$

The coefficient matrix in (2.12) is the canonical representation of the Lie algebra $\mathfrak{s o}(2)$ of "infinitesimal rotations" of a point $\mathbb{R}^{2}$. At each instance the latent force then mod-
ulates this rotation - the magnitude of the latent force defining how fast the rotation occurs, and the sign representing whether this rotation is in a clockwise or anti-clockwise direction.

We represent the MLFM dynamics graphically in Figure 2.1; first the latent force used to drive the system is displayed in Figure 2.1a and for discrete set of points we also draw a collcetion of vectors of length denoted by the value of the forcing function at that time. These vectors are identified with elements of the abstract Lie algebra $\mathfrak{s o}(2)$ to produce a set if "infinitesimal actions" determined by the right-hand side of (2.12), and we represent these graphically as the direction vectors in the phase space portraits given in Figure 2.1b which present the direction and magnitude of an infinitesimal rotation of the current state of the system. The complete trajectory in Figure 2.1c is then given by the composition of all of these infinitesimal actions, and so we can observe that starting from the initial condition $(1,0)^{\top}$ the initially positive latent force leads acts as an accelerating rotation in an anti-clockwise direction, before the latent force returns to zero when the motion reaches a stationary point, after which the point moves back in a clockwise direction. We consider the rotation example in further detail as part of Chapter 6, and we continue to the case of fitting paths on the group itself in Chapter 7.

## Dimensionality reduction

In keeping with the underlying philosophy of the latent variable framework we would like the number of latent force variables $R$ to be modest, however in (2.10) the dimension of $R$ is related directly to the size of the set $\left\{A_{r}\right\}_{r=0}^{R}$, and so by extension the dimension of the Lie algebra generated by this set. It follows that the number of latent forces in the specification $(2.10)$ is tied to the geometry of the data space, and therefore if we wish to increase the dimension of the Lie algebra we require a corresponding increase in the number of latent force variables. As a latent variable model, this property is unsatisfactory, and we would like to ensure a rich space of attainable trajectories with only a modest number of latent force variables. To achieve this we further extend the model by allowing the structure matrices themselves to be determined hierarchically by linear combinations of a fixed set of basis matrices $\left\{\mathbf{L}_{d}\right\}_{d=1}^{D}$, which we assume to be a basis for a Lie algebra, the structure matrices are now given by linear combinations of these basis elements

$$
\begin{equation*}
\mathbf{A}_{r}=\sum_{d=1}^{D} \beta_{r d} \mathbf{L}_{d} \tag{2.13}
\end{equation*}
$$

where we have introduced the $(R+1) \cdot D$ parameters $\beta_{r d}$ which we store in the array $\mathbf{B}$ with $\mathbf{B}_{r d}=\beta_{r d}$. This allows us to consider a $D$ dimensional Lie algebra, and its associated Lie group, independently of the number of forces. So allowing a much broader range of possible trajectories driven by a small number of forces, this is however at the expense of identifiability. In this initial specification (2.10) each force may be interpreted as modulating the infinitesimal action of the associated structure matrix $\mathbf{A}_{r}$. If the matrices $\mathbf{A}_{r}$ are chosen so that they are independent in the linear algebraic sense, then we can interpret each term $\mathbf{A}_{r} \cdot g_{r}(t)$ as infinitesimal independent actions of a one-parameter subgroup corresponding to this basis Lie algebra element on the data. The richer specification loses this interpretability where with $R<D$ it will no longer be the case that the set $\left\{A_{r}\right\}_{r=1}^{R}$ is linearly independent. Later on this section, we present a more extended discussion on the topic of identifiability, however from a machine


Figure 2.1: Representation of the MLFM with coefficient matrix lying in the Lie algebra of the rotation group $S O(2)$. (a) The latent force determining the direction and magnitude of the infinitesimal rotations. (b) Phase space view of the infinitesimal rotation determining the dynamics of the MLFM, the trajectories are constrained to the circle $S^{1}$ with radius determined by the initial point $(1,0)^{\top}$. (c) Resulting trajectory as a composition of all of the infinitesimal rotations.
learning perspective with the greater emphasis placed on prediction the importance of identifiability is diminished in comparison with the mechanistic approach. In practice for complex systems, the added flexibility of (2.13) seems preferable to the increase in the number of forces that may be required in (2.10) to achieve comparable predictive performance.

Comparison with the LFM On the same theme of dimension reduction it is important to note that one could, in principle, interpolate any given set of points generated by dynamical system on $R^{D}$, and in particular any system constrained on a submanifold of $\mathbb{R}^{D}$, with a sufficiently complex latent force model. Given these comments it is worth considering what we gain by instead allowing for multiplicative interactions if a sufficiently complex LFM may be able to fit a particular realisation of this system. However, given the restriction to simple diagonal systems in Section 2.2, all of the work for this interpolating system must be done by the latent force functions - therefore multiplicative interactions allows for more of the work do be done by the structure of the flow function of the dynamical system, with the latent forces in the MLFM allowing for perturbations of the dynamics within a constrained geometry, in the LFM the latent force would also have to do all of the work to constrain the geometry, as well as accounting for interesting deviations within this geometry. In Figure 2.2 we display the trajectories of two systems on $R^{3}$ forced by the same latent force, we observe the distinct qualitative differences in the trajectories between the two systems. The multiplicative extension of the MLFM is able to encode the geometric constraints into the system dynamics, with the forcing function adding additional perturbations on top of this structure. Indeed from the discussion preceeding (2.11) we observe that even in the absence of forcing the trajectories would be constrained to the sphere $S^{2}$ as in Figure 2.2 c , whereas for the first order LFM the only encoded dynamical system action is the exponential damping of a given input force as observed in Figure 2.2d.

All of the discussion above should make it immediately clear that we can no longer expect the solutions to our multiplicative latent force model (2.10) to possess the tractable GP regression model structure. In the next section, we present a series expansion of the pathwise solution to the MLFM, as well as an approximation to the moments analogous to those presented in Section 2.2 .1 which hold under a restrictive set of assumptions.

### 2.3.1 Solution of the MLFM

We make the same assumptions as for the LFM, that is the kernels for the GP terms are chosen so that elements of the reproducing kernel Hilbert space (RKHS) associated with each of these kernels is almost surely smooth. If we consider the stochastic components $\left\{\mathbf{x}_{0},\left\{g_{r}(t)\right\}_{r=1}^{R}, \mathbf{B}\right\}$ as being elements of a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ then we assume that for $\omega \in \Omega$ we have, almost surely, that the matrix-valued process $\mathbf{A}(t)=\mathbf{A}(t ; \omega)$ is smooth. From this, it follows that for a given $\omega$ we can conclude that the differential equation

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{x}(t)}{\mathrm{d} t}=\mathbf{A}(t ; \omega) \mathbf{x}(t ; \omega), \tag{2.14}
\end{equation*}
$$

has a unique solution on a compact interval $[0, T]$ by standard existence and uniqueness theorems for ODEs [Arnold, 1973]. It is reasonable to then ask whether we can conclude that a solution exists after marginalising over the latent GP variables, the connection coefficients or both. This was possible for the latent force variables in the LFM because the formal solution (2.5) contained a simple linear transformation of the latent GP

(a) A trajectory of the LFM in $\mathbb{R}^{3}$


(b) A trajectory of the MLFM in $\mathbb{R}^{3}$
(c) Phase portrait of the LFM in $\mathbb{R}^{3}$
(d) Phase portrait of the MLFM in $\mathbb{R}^{3}$

Figure 2.2: (a) A typical example of a single trajectory of the LFM with $D=3$. (b) A typical example of a single trajectory of the MLFM with Lie algebra $\mathfrak{s o}(3)$ with initial condition $(0,0,1)^{\top}$ and with the same forcing function for both systems. (c) Phase portrait of the trajectory represented in (a), and (d), phase portrait of the trajectory displayed in (b). The trajectories of a stable LFM quickly converge to zero unless forward away and in this instance are contained within the unit sphere (c), while those of the MLFM (d) are constrained to lie on the surfaces of the sphere $S^{2}$, and would be so even in the absence of forcing.
terms, and so was easily seen to be Gaussian.
We shall see in Chapter 4 that a formal solution to (2.14) may be given by the series expansion

$$
\begin{align*}
\mathbf{x}(t)=(\mathbf{I} & +\int_{t_{0}}^{t} \mathbf{A}(\tau) \mathrm{d} \tau \\
& +\int_{t_{0}}^{t} \mathbf{A}\left(\tau_{1}\right) \int_{t_{0}}^{\tau_{1}} \mathbf{A}\left(\tau_{2}\right) \mathrm{d} \tau_{2} \mathrm{~d} \tau_{1} \\
& \left.+\int_{t_{0}}^{t} \mathbf{A}\left(\tau_{1}\right) \int_{t_{0}}^{\tau_{1}} \mathbf{A}\left(\tau_{2}\right) \int_{0}^{\tau_{2}} \mathbf{A}\left(\tau_{3}\right) \mathrm{d} \tau_{3} \mathrm{~d} \tau_{2} \mathrm{~d} \tau_{1}+\cdots\right) \mathbf{x}_{0} . \tag{2.15}
\end{align*}
$$

Typically we shall assume independence of the initial condition and the process $\mathbf{A}(t)$, so that it is the presence of the nested integrals of products of random variables that is the most problematic when attempting to marginalise over the contributions of the latent forces. The expansion (2.15) is a complex nonlinear transformation of the latent variables, and even in the simplest case when the matrix-valued functions $\mathbf{A}(t)$ commute leading to the simplification

$$
\begin{align*}
\mathbf{x}(t)= & \left(\mathbf{I}+\int_{t_{0}}^{t} \mathbf{A}(\tau) \mathrm{d} \tau\right. \\
& +\frac{1}{2}\left(\int_{t_{0}}^{t} \mathbf{A}(\tau) \mathrm{d} \tau\right)^{2} \\
& \left.+\frac{1}{3!}\left(\int_{t_{0}}^{t} \mathbf{A}(\tau) \mathrm{d} \tau\right)^{3}+\cdots\right) \mathbf{x}_{0} \\
= & e^{\int_{t_{0}}^{t} \mathbf{A}(\tau) \mathrm{d} \tau} \mathbf{x}_{0}, \tag{2.16}
\end{align*}
$$

it is no longer at all obvious what the distribution of the process $\mathbf{x}(t)$ should be after marginalising over the latent force variables, or if indeed such a distribution exists. A more reasonable ambition is the existence of the various moments of the state variable and conditions for the existence of such solutions in the $L_{p}$ sense are discussed in [Strand, 1970].

When these moments do exist it is worthwhile considering how they can be calculated precisely or at least approximated. Historically models of the form (2.10) have received some attention by physicists where, for example, they arise naturally in the optical Bloch equations [Arechhi and Bonifacio, 1965] - looking to this literature for existing methods of solving this model in a way analogous to that done in Section 2.2.1. We note the existence of a matrix continued fraction method for deriving the marginal moments of the trajectory variables was presented in [Zoller et al., 1981, Dixit et al., 1980], see also [Risken, 1996], and differential equations for the marginal moments are given in [van Kampen, 1974] describing how the marginal moments evolve from some known initial condition. While the non-Gaussianity of the distribution means that, in general, we will not be able to recover the distribution from these moments, it is nevertheless of interest to review some of these methods here. They would, for example, allow us to approximate the unknown distribution with the moment matching Gaussian. However, because of the somewhat restrictive set of assumptions necessary for the following approximations we present only a brief review following the heuristic treatment in [van Kampen, 1974, 2007]. Under the same set of assumptions, these methods may be made rigorous, and we point the interested reader to the references as
mentioned earlier. It will be useful to first rewrite the MLFM model (2.10) in the form

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{x}(t)}{\mathrm{d} t}=\mathbf{A}(t) \mathbf{x}(t)=\left[\mathbf{A}_{0}+\alpha \mathbf{A}_{1}(t)\right] \mathbf{x}(t), \quad \mathbf{x}\left(t_{0}\right)=\mathbf{x}_{0} \tag{2.17}
\end{equation*}
$$

where we have introduced the parameter $\alpha$ to measure the size of the random component, $\mathbf{A}_{1}(t)$, which we assume to be a mean zero, stationary stochastic processes. In the setting we are interested in this implies that each $\left\{g_{r}\right\}_{r=1}^{R}$ is a mean zero GP with stationary kernel function. Introducing the parameter $\alpha$ allows us to consider expansions in terms of the magnitude of the fluctuations of the random component, and in the limit $\alpha \rightarrow 0$ we recover a deterministic equation.

The most important, and ultimately restricting, assumption is that the random coefficient matrix possess a finite correlation time $\tau_{c}$, that is for any pair of times $t, t^{\prime}$ we have that $\left|t-t^{\prime}\right|>\tau_{c}$ implies that the random variables $\mathbf{A}(t)$ and $\mathbf{A}\left(t^{\prime}\right)$ are independent, we immediately note that this assumption is in general unlikely to be satisfied for popular choices of kernel function.

To approximate the solution of (2.17) it will be convenient to remove the offset matrix, $\mathbf{A}_{0}$, and we, therefore, introduce the variable $\mathbf{z}(t)$ defined by the transformation

$$
\mathbf{z}(t)=e^{-\mathbf{A}_{0} t} \mathbf{x}(t)
$$

on differentiating, and assuming that in general $\left[\mathbf{A}_{0}, \mathbf{A}_{1}\right] \neq \mathbf{0}$, then we have

$$
\begin{align*}
\frac{\mathrm{d} \mathbf{z}(t)}{\mathrm{d} t} & =\alpha e^{-t \mathbf{A}_{0}} A_{1}(t) e^{t \mathbf{A}_{0}} \mathbf{z}(t) \\
& \triangleq \alpha \mathbf{V}(t) \mathbf{z}(t) \tag{2.18}
\end{align*}
$$

We also have that $\mathbf{z}\left(t_{0}\right)=\mathbf{x}\left(t_{0}\right)$. This enables us to rewrite the initial value problem (2.17) in the interaction representation form (2.18) which is in the form of (2.17) with $\mathbf{A}_{0}=\mathbf{0}$. We can now derive a pathwise solution of (2.18) by way of the series expansion (2.15) for the solution of linear ODEs. For the current purposes it is enough to note that, up to terms of second order in the parameter $\alpha$, the solution is approximately given by

$$
\begin{equation*}
\mathbf{z}(t) \approx\left(\mathbf{I}+\alpha \int_{0}^{t_{1}} V\left(\tau_{1}\right) \mathrm{d} \tau_{1}+\alpha^{2} \int_{0}^{t} \int_{0}^{\tau_{1}} V\left(\tau_{1}\right) V\left(\tau_{2}\right) \mathrm{d} \tau_{2} \mathrm{~d} \tau_{1}\right) \mathbf{x}_{0} \tag{2.19}
\end{equation*}
$$

Upon taking the expectation, and assuming that the initial condition is independent of $\mathbf{V}(t)$ then

$$
\begin{equation*}
\mathbb{E}[\mathbf{z}(t)]=\left(\mathbf{I}+\alpha^{2} \int_{0}^{t_{1}} \int_{0}^{t_{2}} \mathbb{E}\left[V\left(\tau_{1}\right) V\left(\tau_{2}\right)\right] \mathrm{d} \tau_{1} \mathrm{~d} \tau_{2}\right) \mathbb{E}\left[\mathbf{x}_{0}\right] \tag{2.20}
\end{equation*}
$$

The $m$ th term in the integral expansion (2.15) contributes a term of order $\mathcal{O}\left(\alpha^{m} t^{m}\right)$ and therefore for the approximation to be valid we would require that $\alpha t \ll 1$. Assuming this is the case and recalling that the process $\mathbf{A}_{1}(t)$ was assumed stationary we may rewrite (2.20) as

$$
\begin{equation*}
\mathbb{E}[\mathbf{z}(t)]=\left(\mathbf{I}+\alpha^{2} \int_{0}^{t} \int_{0}^{\tau_{1}} \mathbb{E}\left[\mathbf{V}\left(\tau_{1}\right) \mathbf{V}\left(\tau_{1}-\tau_{2}\right)\right] \mathrm{d} \tau_{2} \mathrm{~d} \tau_{1}\right) \mathbb{E}\left[\mathbf{x}_{0}\right] \tag{2.21}
\end{equation*}
$$

$$
\begin{equation*}
\mathbb{E}[\mathbf{z}(t)]=\left(\mathbf{I}+\alpha^{2} \int_{0}^{t} \int_{0}^{\tau_{1}} \mathbb{E}\left[\mathbf{V}\left(\tau_{1}\right) \mathbf{V}\left(\tau_{1}-\tau_{2}\right)\right] \mathrm{d} \tau_{2} \mathrm{~d} \tau_{1}\right) \mathbb{E}\left[\mathbf{x}_{0}\right] \tag{2.22}
\end{equation*}
$$

The assumption that $\alpha t \ll 1$ is overly restrictive; our discussion of the control parameters in Chapter 1 made it clear that we would like to allow latent forces that exhibit quite significant fluctuations and so an apriori constraint that these forces only have large fluctuations for small times is undesirable. It can be shown [van Kampen, 1974] that under the finite correlation time assumption we can replace this small time restriction with the assumption that $\alpha \tau_{c} \ll 1$ allowing the integral in (2.22) to be extended to infinity leading to the approximation

$$
\begin{equation*}
\mathbb{E}[\mathbf{z}(t)]=\left(\mathbf{I}+\alpha^{2} \int_{0}^{t} \int_{0}^{\infty} \mathbb{E}\left[\mathbf{V}\left(\tau_{1}\right) \mathbf{V}\left(\tau_{2}-\tau_{1}\right) \mathrm{d} \tau_{1} \mathrm{~d} \tau_{2}\right]\right) \mathbb{E}\left[\mathbf{z}_{0}\right] \tag{2.23}
\end{equation*}
$$

which we can identify as the solution to the linear differential equation

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}[\mathbf{z}(t)]=\alpha^{2}\left[\int_{0}^{\infty} \mathbb{E}[\mathbf{V}(t) \mathbf{V}(\tau) \mathrm{d} \tau]\right] \mathbb{E}[\mathbf{z}(t)] \tag{2.24}
\end{equation*}
$$

if we change back to the original variable then we derive an ODE for the expected value

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}[\mathbf{x}(t)]=\left[\mathbf{A}_{0}+\alpha^{2} \int_{0}^{\infty} \mathbb{E}\left[\mathbf{A}_{1}(t) e^{t \mathbf{A}_{0}} \mathbf{A}_{1}(t-\tau)\right] e^{-\tau \mathbf{A}_{0}} \mathrm{~d} \tau\right] \mathbb{E}[\mathbf{x}(t)] \tag{2.25}
\end{equation*}
$$

Approximations for higher order moments may be derived using a similar process. For example, if we define the product variables $u_{i j}(t)=x_{i}(t) x_{j}(t)$, for $i, j=1, \ldots, K$ then

$$
\begin{aligned}
\frac{\mathrm{d} u_{i j}(t)}{\mathrm{d} t} & =\frac{\mathrm{d} x_{i}(t)}{\mathrm{d} t} x_{j}(t)+x_{i}(t) \frac{\mathrm{d} x_{j}(t)}{d t} \\
& =\sum_{k=1}^{K} A_{i k}(t) u_{k j}+\sum_{k^{\prime}=1}^{K} A_{j k} u_{i k^{\prime}}
\end{aligned}
$$

which is again a system of the form (2.17), the moments of which can be approximated using the same methods. If instead we wish to calculate the covariance then we will have to consider delay terms of the form $x_{i}(t) x_{j}(t-\tau)$, leading to a delay differential equation (DDE) version of the MLFM which would need to be solved for every timelag in our observed dataset so that already these methods are of diminished practical utility.

For our purposes these methods are of limited for several reasons
(i) They focus on recovering the marginal distribution, rather than the conditional which allows us to classify motions with different controls.
(ii) They only return moments of the estimating distributions, rather than an approximation to the distributions themselves.
(iii) They require the finite correlation time and related assumptions which are unlikely to be satisfied.

Of these three caveats, the first is not necessarily a negative; indeed the possibility of constructing the distribution in the LFM after marginalising over the latent GPs allowed for the values of the remaining structural parameters to be learned more efficiently without reference to the latent GPs. This would be equally advantageous for the

MLFM also, as long as we also were able to recover the conditional distribution when it was required.

The second of the above points is more problematic, however, knowledge of the moments would at least allow us to consider useful approximations to the unknown distribution.

Ultimately it is the final point that is the most serious, in the setting we envision there is no reason to believe in a finite correlation time for the control processes. In Chapter 7 we consider applying our MLFM to motion capture data, and in this setting the control represent the inputs necessary to achieve a particular motion, and it seems likely that such processes are going to have a 'memory' that lasts over the whole interval during which the motion is carried out.

### 2.3.2 Latent force modelling and product manifolds

In the LFM of [Alvarez et al., 2009] the only permitted interactions between the state variables, $x_{k}(t)$, are through the common latent force variables, and the sensitivity ma$\operatorname{trix} \mathbf{S}$ governs the topology of these interactions. For example the conditions $S_{r k} S_{r l}=0$ for all $r=1, \ldots, R$ in (2.9) will lead to independence of the processes $x_{k}(t)$ and $x_{l}(t)$. Regardless of the entries of the sensitivity matrix, the process will ultimately be supported on a vector space of dimension less than or equal to $K$.

In contrast, the MLFM (2.10) will, in general, contain interactions between the state variables for non-trivial Lie algebras. A key feature of the MLFM extension is the embedding of geometric considerations, and therefore unlike the LFM, we do not consider the state space as being a Cartesian product of one-dimensional spaces. Instead we shall consider the full state space $\mathcal{X} \subset \mathbb{R}^{K}$ as a Cartesian product of $Q$ submanifolds so that we have $\mathcal{X}=\mathcal{X}_{1} \times \cdots \times \mathcal{X}_{Q}$ where each submanifold $\mathcal{X}_{q}$ is a manifold that is invariant under a particular choice of basis matrices $\left\{\mathbf{L}_{d}^{(q)}\right\}_{d=1}^{D_{q}}$, for $q=1, \ldots, Q$, i.e. each $\mathcal{X}_{q}$ is a matrix Lie group with Lie algebra generated by the set $\left\{\mathbf{L}_{d}^{(q)}\right\}_{d=1}^{D_{q}}$ and contained in the space $\mathbb{R}^{K_{q}}$. The model is then specified in a hierarchical manner by conditioning on a smaller set of latent forces which will be shared by the trajectories on each of the submanifolds, that is

$$
p(\mathbf{x} \mid \mathbf{g})=\prod_{q=1}^{Q} p\left(\mathbf{x}^{(q)} \mid \mathbf{g}\right), \quad \mathbf{x}^{(q)} \in \mathcal{X}_{q} \subset \mathbb{R}^{K_{q}}, \quad \sum_{q=1}^{K} K_{q}=K
$$

where as previously $\mathbf{g}$ represents a set of $R$ independent Gaussian processes.
This model structure allows for a flexible means of combining processes with values possibly on different manifolds, while still allowing them to share information through the common latent variables, a graphical representation of this construction is displayed in Figure 2.3. An analogous interpretation as a product manifold is available for the LFM, but in this case, the product topology is just the Cartesian product of onedimensional real spaces.

Throughout this thesis we assume the geometry-dependent decomposition is known a priori, for example in Chapter 7 when we consider motion capture data the full dataset can naturally be valued as the product of rotation groups for each joint. However, it may be of interest to relax this assumption and allow for the manifold decomposition to instead be part of the learning process. In general this is a hard task but the approximate methods we consider in this thesis, and in particular, the resulting conditional independence structure leads to properties which make this a more realistic goal and


Figure 2.3: Representation of the MLFM as a decomposition of the process into trajectories on distinct submanifolds $\left\{\mathcal{X}^{(q)}\right\}_{q=1}^{Q}$ with shared latent forces. These manifolds each have a specific set of basis matrices $\left\{\mathbf{L}_{d}^{(q)}\right\}_{d=1}^{D_{q}}$, but share common trajectories modulated by the submanifold specific connection coefficients, $\mathbf{B}^{(q)}$.

### 2.4 Controllability and identifiability

Since linear ODEs are among the simplest class of models of dynamic systems it is not surprising that mathematically similar models to the LFM, and the multiplicative extension introduced in this chapter, have been well studied. Although less work has been done with the assumption that GPs model the forcing functions. Of particular relevance to our work is the field of control theory, [Songtag, 1998, Dorf and Bishop, 2011], in which (2.4) is an important mathematical model of a controlled dynamic system. In this setting the LFM described in Section 2.2 would typically be referred to as a linear time-invariant (LTI) control model, and the set of functions $\{g(t)\}_{r=1}^{R}$ are referred to as the control(s) of the system. The reproducing kernel Hilbert space associated with the latent forces represents the space of possible controls of this system, typically referred to as the admissable controls. Our extension with multiplicative interactions (2.10) has also been studied under the umbrella of control theory where it was introduced in [Jurdjevic and Sussmann, 1972] as the natural extension of the linear time-invariant control model to the Lie group setting.

Given the apparent connection with control systems we provide a brief review of the problems typically considered in the literature with a focus on how these directly relate to the problem we will be considering the remained of this thesis. For a particular set of parameters $\mathbf{A}$ and $\mathbf{S}$ defining an LTI system, equivalently the LFM, then one is typically interested in whether a system is controllable and observable.

For a dynamical system defined on an interval $\left[t_{0}, t_{1}\right]$ a state, $\mathbf{x}\left(t_{0}\right)$, is said to be controllable, [Kalman, 1960a], if there exists an admissible control $\mathbf{g}(t)$ defined on the interval such that $\mathbf{x}\left(t_{1}\right)=\mathbf{0}$. That is there exists a control which will transfer the initial state to the origin in some finite length of time; in general, the length of this interval will depend on the initial state. If this is true for all possible initial states, then the system is said to be completely controllable.

Similarly a linear system is said to be observable at time $t_{0}$ if $\mathbf{x}\left(t_{0}\right)$ can be determined from the output function, $\mathbf{y}(t)$, during some interval $\left[t_{0}, t_{1}\right]$, and if this is true for all $t_{0}$ and $\mathbf{x}\left(t_{0}\right)$, the system is said to be completely observable. In this thesis we shall typically consider the case where the output is given by a, noisy, observation of the state or in the case of the LFM exactly equal to the state so that observability is of less relevance here.

Controllability, then seeks to provide apriori guarantees that the structure of a model will lead to a controllable system, so that there is some function under the prior that that could lead to any observed trajectory, and from that perspective would seem to be a desirable guarantee to have for the LFM. The diagonal structure of the LFM means that this model is controllable so long as the entries on the diagonal are distinct [Kalman, 1963]. The Lie group setting is harder, however positive results have been established in [Sussmann and Jurdjevic, 1972] for the case when $G$ is a compact Lie group, and the set of basis matrices $\left\{\mathbf{L}_{d}\right\}_{d=1}^{D}$ generates the Lie algebra $\mathfrak{g}$. This is the case for all of the examples we consider in this thesis.

A system structure parameterised by $\theta$ is said to be globally identifiable if for any two parameter vectors $\theta_{1}$ and $\theta_{2}$ in the parameter space the solution $\mathbf{x}(t, \theta)=\mathbf{x}\left(t \theta_{2}\right)$ for all $t \in\left[t_{0}, t_{1}\right]$ if and only if $\theta_{1}=\theta_{2}$. Conditions for global identifiability in the LTI system, equivalently the LFM, are discussed in [Bellman and Åström, 1970]. Establishing identifiability for the MLFM would appear to be a much a harder problem.

If we restrict ourselves to a collection of linearly independent basis matrices then the problem would become easier, but with a significantly reduced flexibility. In our introduction of the MLFM we introduced the parameters $\beta_{r d}$ and we remarked that in general the pair $\{\mathbf{g}, \mathbf{B}\}$ will not be identifiable. This is easily seen for the following simple complex valued version of the MLFM which we will discuss in more detail in Chapter 6

$$
\frac{\mathrm{d} x(t)}{\mathrm{d} t}=i\left[\beta_{0}+\beta_{1} g(t)\right] x(t),
$$

which is clearly equivalent to the system

$$
\frac{\mathrm{d} x(t)}{\mathrm{d} t}=i[\tilde{g}(t)] x(t),
$$

where $\tilde{g}(t)=\beta_{0}+\beta_{1} g(t)$. It follows that in the first specification there are redundant parameters which will not be identifiable. Clearly the second parameterisation is more parsimonious, but even so there are still good reasons to consider the first specification, for example, it makes clear the possibility of allowing the model to "switch off" the latent force during the fitting processes if $\beta_{1} \rightarrow 0$ and so leading to a model with constant rate of rotation. This can be achieved in the second specification - but would typically require the kernel hyperparameters to tend towards degenerate limiting values which can lead to numerical issues. It is much more numerically stable to allow $\beta_{1} \rightarrow 0$, than to achieve $g(t) \rightarrow c_{0}$ for some constant $c_{0}$ during the fitting process.

Furthermore, in a Bayesian setting the importance of parameter identifiability is
less clear; if two distinct parameterisations realise identical dynamics with similar posterior probabilities, then this is not necessarily a shortcoming of the method. If we have some apparent reason to prefer one particular parameterisation over a distinct parameterisation realising the same dynamics, then this is information that should have been included when specifying the priors. Even in more typically frequentist settings, the importance of parameter identifiability is increasingly less clear with the advent of higher dimensional models. This is undoubtedly true for many modern machine learning methods, but even in more classical models such as regression with a large number of covariates the importance of parameter identifiability is diminished. Recent work by [Cox and Battey, 2017] considers the problem of classifying subsets of parameters that produce similar predictive distributions. Given that we are constructing hybrid models which do not place a meaningful interpretation on the mechanistic parameters we do generally take the view that prediction is more critical than identifiability for these models, and this is common stance in many modern statistical methods [Shmueli, 2010].

To summarise our stance in this thesis we do not discuss the identifiability, or controllability, of a particular model, and instead, we aim to introduce a framework which allows the specification and fitting of different models, and in particular the fitting of a maximal model. It is then up to the practitioner, if so desired, to assess the identifiability or controllability of the model they have chosen to fit either algebraically or using model diagnostics. If the model is not controllable, i.e. there is no combination of parameters and forces that would lead to an ODE with trajectory interpolation the observed data then this would quickly be revealed in the model fitting stage. The models introduced in this thesis typically include an observation noise parameter and higher point estimates, or distribution estimates with much mass around high values of the scale parameter, immediately suggest the chosen model has failed to interpolate the observed data well. In Chapter 6 we also discuss the "reconstruction error" at the MAP estimates of the model parameters, which we define to be the error between the observations and the result of solving the IVP using the MAP estimates of the parameters and latent forces, again a high value of this variable is indicative of the model not being controllable.

For prediction, our method is suitably flexible so that a maximal controllable model can be discovered, and it is then the goal of a model validation procedure combined with appropriate priors, to find a description of the system which displays good predictive performance. We demonstrate an example of this procedure in Chapter 7 using crossvalidation to specify a parsimonious explanation of the model. With these remarks in mind we do not discuss identifiability of the point estimates we derive in this thesis, nevertheless establishing these properties, along with posterior consistency is something that would be a worthwhile area of study and we provide a few more remarks on this topic in Chapter 8.

### 2.5 Discussion

In this chapter, we have introduced the latent force model framework which we have defined to be the class of linear ODE models for which the time-dependent behaviour arises entirely through the variations of a set of smooth Gaussian processes. The LFM introduced by [Alvarez et al., 2009] and described in Section 2.3 can be considered from the point of view of control theory as a linear time-invariant control model with controls in the RKHS corresponding to a given set of kernel functions. Alternatively,
from the statistics and machine learning perspective as a particular GP regression model with a non-stationary covariance function parameterised by the structure of the dynamical system of the model. Mathematically both of these descriptions are equivalent, but typically these fields differ in their objectives. In the control theory setting one usually introduces a control in order to achieve some desired behaviour. While from the statistical perspective one attempts to recover a control that realises the observed behaviour.

In Section 2.2.1 we noted that the fact that the LFM can be viewed as a particular case of GP regression makes it straightforward to carry out inference or use this model in more complex inferential structures. However, there are many situations in which the assumption of Gaussian trajectories implied by this model may be inappropriate. To allow for the construction of models which are not constrained to have Gaussian trajectories we have introduced an extension that allows for multiplicative interactions between the state and latent GP terms, and we have referred to this as the multiplicative latent force model.

Unlike the LFM, the MLFM can be constructed in such a way as to embed strong geometric constraints on the possible trajectories from the model. Unfortunately, this increase in modelling power comes at the expense of tractable inference. In section 2.3.1 we presented a series approximation to the solution for this model, as well as a class of approximations that can be realised from this series expansion, but require severely limiting assumptions. In the rest of this thesis we shall consider two methods of approximating the unknown distribution, a method in Chapter 3 which avoids explicitly solving the model and a second method in Chapter 4 constructed around the series expansion just discussed.

Finally, we concluded the section with some additional remarks on the LFM modelling setup. In Section 2.3.2 we discussed how to use the MLFM framework to construct very rich decompositions of a higher dimensional state variable as the cartesian product of lower dimensional manifolds. Information is then shared between these subsystems by allowing them to be driven by a common set of latent GPs. The LFM shares this decomposition structure, but in the linear case, the decomposition is less interesting. In this thesis the geometry of the data space is assumed known; however, we return to a discussion of this subject in Section 8.2.3 when we discuss the possibility of instead carrying out this decomposition in a lower dimensional latent variable space. In Section 2.4 we provided some brief remarks on the controllability and identifiability of these models, ultimately we do not provide a full analysis of the identifiability of any particular model, being more concerned with their predictive performance.

We discussed in the introduction of this thesis the conceptual utility of partition model parameters into structural and control parameters, and naturally, control theory provides a solid theoretical basis for the understanding of such systems. Nevertheless, while the models are mathematically equivalent, we do see a distinction between the application of these models in the statistical machine learning setting and their analysis from control theory. Often in control theory one begins with some desirable behaviour for a given physical system and then attempts to find a control that will achieve this behaviour, this process is referred to as optimal control theory [Kalman, 1960b]. On the other hand, we view the latent force modelling framework as allowing us to learn a possible control that will produce a given system, and then to classify and discuss qualitative aspects of this system through a discussion of the learned controls, rather than a discussion of the trajectories in state space. We provide an example of this process in Chapter 7.

In summary, the latent force modelling framework allows for the construction of
dynamic systems driven by flexible GPs. The LFM is a Gaussian process, and so displays ideal properties for carrying out inference. In constructing our methods for approximate inference in the MLFM in the following chapters we shall be guided by the desire to stay as close to this idealistic scenario, and indeed in both methods, we shall demonstrate the possibility of introducing approximations that are conditionally Gaussian. As a result, we will be able to demonstrate that the increase in the modelling possibilities of the MLFM comes at only a small sacrifice in analytic tractability.

## Chapter 3

## Adaptive gradient matching

### 3.1 Introduction

In the previous chapter we discussed a class of dynamic systems in which the timedependent behaviour of the, linear, evolution equation arose entirely through the variations of a set of independent smooth Gaussian processes. Our discussion centred on an extension of the LFM framework of [Alvarez et al., 2009] allowing for multiplicative interactions between the latent forces and the state variables, which we referred to as the multiplicative latent force model (MLFM). This extended model is contained within the broader class of non-autonomous linear ODEs, and one important feature of this class is that in general there is no closed form solution for the trajectory. In order to perform inference we would, ideally, possess a representation of the trajectory as some function of the initial conditions, and the latent forces, allowing us to investigate how the stochastic properties of the latent variables propagate through to the observed trajectories.

The lack of explicit pathwise solutions for the MLFM was in contrast to the case for the LFM for which the solutions took the simple form (2.5), and so allowed the trajectories to be expressed as a linear transform of the latent GPs. This important property of the LFM framework, which made subsequent inference straightforward, implies a joint Gaussian distribution for the state variables and the latent force variables so that the LFM may be viewed as a particular instance of the more general GP regression modelling paradigm.

These properties that made the LFM attractive from the point of view of tractable inference are at the same time one of the most significant limitations of the LFM model, and as such will be lost when considering our proposed extension to allow multiplicative interactions. Unfortunately any inference for the MLFM must be carried out in the absence of an explicit formula for the solution in terms of the latent forces, and so it is not immediately obvious what the resulting probabilistic structure of this model will be. Certainly the possibility of strong geometric constraints on the space of possible solutions strongly suggest it will no longer have the convenient structure of a GP regression model, and indeed we observe that, in extending the model to the class of multiplicative interactions, we will necessarily lose the attractive joint Gaussian distribution of the state and latent force variables. Much of the work in this thesis will be devoted to examining the problem of how to carry out inference for the MLFM, and to what extent the appealing properties of the LFM must be sacrificed for a greater control of the model geometry. Throughout this chapter, and those that follow, we will be guided by the desire to construct inferential methods that are accurate, but are
also as close as possible to the idealistic scenario of the LFM in terms of computational efficiency and analytical tractability.

The methods that we shall consider in this chapter may be broadly referred to as adaptive gradient matching methods, and are constructed by modifying a class of existing methods for carrying out Bayesian inference for a finite dimensional parameter set in a very general class of, possibly nonlinear, ODE models without explicitly, or numerically, solving the ODE itself. We will show that on introduction of these approximations we replace the ideal joint Gaussian distribution of the forces and state variables in the LFM with a conditional Gaussian structure.

Gradient matching methods exploit the existence of the explicit parametric relationship between the state and its gradient, as embodied in the models evolution equation. The early approach in [Varah, 1982], and subsequent improvements in [Ramsay et al., 2007], used spline interpolants to obtain initial estimates of the trajectory and its gradient, and these interpolants were then used to provide estimates of the parameters. Our interest will be in further developments replacing the spline interpolators with the use of GP interpolants as carried out in [Calderhead et al., 2009] and the extension introduced in [Dondelinger et al., 2013]. The replacement of the spline approximations with GP trajectories gives the model a richer probabilistic structure which better enables the incorporation of unobserved data or misspecified problems, [Tarantola, 2005]. While the emphasis in these methods is primarily on well specified mechanistic models, where the model uncertainty is expressed by the stochasticity of a, usually small, set of parameters it still seems reasonable to expect that such methods should be applicable to the class of latent force models, linear ODEs being contained within the much wider class of general parametrised ODE models. It further seems plausible that the simpler structure of the linear case will result in an inferential process that is substantially simpler than the general case. In this chapter we shall show that this hoped for simplification does indeed occur.

Before we introduce the adaptive gradient matching methods we should mention an alternative strategy of constructing a generative method for this class of models by; first simulating the ODE parameters, then solving the given ODE using some numerical ODE method and then finally assessing the fit to the observed trajectory. An example of the application of this method to problems from systems biology is presented in [Vyshemirsky and Girolami, 2008]. This method is certainly practical for small parameter sets, and even in the case of infinite dimensional parameters such as Gaussian processes it is not beyond the realms of possibility. This method would seem like a perfectly viable option for producing simulated samples from random ODE models, however they provide no insight into what an analytic form, or an approximation thereof, for the resulting conditional might look like, and it is for this reason we do not discuss these methods in more detail. In this chapter we are able to construct the full probabilistic structure of an approximation to the MLFM, and this will leave us in a position to provide deterministic approximation methods in later chapters, something that would be out of reach with these simulation based approaches.

In the remainder of this chapter, we introduce the adaptive gradient matching processes in the most general setting for nonlinear ODEs. We describe the underlying probabilistic structure and the resulting form of the joint density of the state and model parameters. We then consider the particular case in which the evolution equation is that of our MLFM model demonstrating for the variables in which we are primarily interested it is possible to provide a complete set of conditional distributions. We shall see that the presence of tractable conditional posteriors allows for a simpler sampling scheme than that required for the nonlinear case, and closely related to this result will
be the ability to derive variational approximations which we shall discuss in Chapter 5. Finally, we conclude with a discussion of the introduction of the Gaussian processes interpolant for the latent trajectory, and in particular the hyperparameters of the interpolant. Notable is that the resulting posterior of the latent forces necessarily depends not only on the observed values of the latent Gaussian forces but also on the hyperparameters and we discuss some of the implications of this feature when data is sparse relative to the model structure.

### 3.2 Bayesian adaptive gradient matching for ODEs

As we discussed in the previous chapter the greatest barrier to carrying out inference in the MLFM is the absence of a simple closed form for the fundamental solution. Of course this problem is even more apparent in the general case of nonlinear ODEs, where even a series expansion of the solution may not be possible. It is therefore interesting that despite this impediment there has been progress in the development of inference methods for dealing with this class of models. One particularly noteworthy example of these are the gradient matching approaches initially proposed in [Varah, 1982] and further developed in [Ramsay et al., 2007], for carrying out parameter inference in nonlinear ODEs. These methods exploit the fact that while we have no closed form expression for the trajectory in terms of any model parameters we do have an explicit expression for the gradient of the trajectory - it is precisely the model's evolution equation. Conditional then on an estimate of the trajectory, and its gradient, the relationship as expressed by the evolution equation allows for the possibility of introducing a measure of 'goodness-of-fit' of a particular parameter.

The complexity is in proposing a suitable estimate of the trajectory and its gradient on the basis of discrete observations of the state variable and then updating this estimate in a principled manner. The approaches of [Varah, 1982, Ramsay et al., 2007] is to construct these estimates of the state trajectories using spline interpolants of the observed data and then comparing the fidelity of the interpolated state and its gradient with that implied by the model equation, and then using this measure of fit to carry out inference. While these methods are successful for motivating point estimates for the parameters it is less clear how to carry out Bayesian inference or deal with missing data in the spline framework, and therefore we shall be particularly interested in the extension considered by [Calderhead et al., 2009] and further improved in [Dondelinger et al., 2013] where the estimates of the state and its gradient are given by Gaussian process interpolants so providing the model with probabilistic structure and allowing us to carry out fully Bayesian inference. In this section we review the Bayesian adaptive gradient matching methods in the most general setting before considering the restriction to linear models of the MLFM form in the following section where we demonstrate certain simplifications that occur in the linear case.

### 3.2.1 Model specification

We describe the general setup of the Bayesian adaptive gradient methods using the notation as described in [Calderhead et al., 2009, Dondelinger et al., 2013]. For the general case we are interested in dynamic models where a $K$-dimensional latent state variable $\mathbf{x}(t) \in \mathbb{R}^{K}$ evolves according to a parametrised, potentially nonlinear, ODE
denoted by

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{x}(t)}{\mathrm{d} t}=f(\mathbf{x} ; \boldsymbol{\theta}) \tag{3.1}
\end{equation*}
$$

where the continuous time-evolution function $f(\cdot ; \boldsymbol{\theta}): \mathbb{R}^{K} \rightarrow \mathbb{R}^{K}$ depends on the random parameter $\boldsymbol{\theta}$. In later developments we shall be interested in the case where $\boldsymbol{\theta}$ is an infinite dimensional time indexed parameter but for now we can consider it as some arbitrary random vector for which we are able to specify a prior which we shall denote by $p(\boldsymbol{\theta})$. We will also denote by $f_{k}(\mathbf{x} ; \boldsymbol{\theta})$ the scalar function returning the $k$ th component of the vector valued function time-evolution function.

For carrying out posterior inference we will be interested in a set of $T$ time points $t_{1}<\cdots<t_{T}$ for which we have obtained a sequence of, possibly noisy, observations $\mathbf{Y}=\left\{\mathbf{y}\left(t_{1}\right), \ldots, \mathbf{y}\left(t_{T}\right)\right\}$ of the dynamic system at each of these time points. Each $\mathbf{y}\left(t_{i}\right)$ is assumed to be an independent noisy observation of the latent variable $\mathbf{x}\left(t_{i}\right)$ whose evolution is described by (3.1). We specify an additive noise model relating these quantities of the form

$$
\mathbf{y}(t)=\mathbf{x}(t)+\epsilon(t)
$$

where $\epsilon(t)$ is a $K$-dimensional multivariate Gaussian noise vector with mean zero. We shall assume that the error terms also have a diagonal covariance $\mathbb{E}\left[\epsilon_{i}(t) \epsilon_{j}(t)\right]=\delta_{i j} \sigma_{i}^{2}$, for $i, j=1, \ldots, K$, where $\delta_{i j}$ is the Kronecker delta with $\delta_{i j}=1$ if $i=j$ and zero otherwise. The error distribution is therefore completely parameterised by the $K$ dimensional vecotr $\boldsymbol{\sigma}=\left(\sigma_{1}, \ldots, \sigma_{K}\right)^{\top}$. We also denote by $\mathbf{X}$ the complete sequence of latent vectors for our given time set $T$, i.e. $\mathbf{X}=\left\{\mathbf{x}\left(t_{1}\right), \ldots, \mathbf{x}\left(t_{T}\right)\right\}$. Having specified the dynamics it follows that after solving for the locations $\mathbf{x}(t)=\mathbf{x}(t ; \boldsymbol{\theta})$ that the observed data $\mathbf{Y}$ has conditional density

$$
\begin{align*}
p(\mathbf{Y} \mid \mathbf{X}, \boldsymbol{\sigma}) & =\prod_{k=1}^{K} \prod_{t=1}^{T} p\left(y_{k}(t) \mid x_{k}(t), \sigma_{k}\right) \\
& =\prod_{k=1}^{K} \prod_{t=1}^{T} \mathcal{N}\left(y_{k}(t) \mid x_{k}(t), \sigma_{k}^{2}\right) \tag{3.2}
\end{align*}
$$

We use the notation $\mathbf{x}_{k}$ to denote the vector in $\mathbb{R}^{T}$ given by the time series $\left(x_{k}\left(t_{1}\right), \ldots, x_{k}\left(t_{T}\right)\right)^{\top}$, and similarly for $\mathbf{y}_{k}$. We shall also use the bold font lower case $\mathbf{x}$ and $\mathbf{y}$ without subscript to denote the $N K$ dimensional vectors $\mathbf{x}=\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{K}\right)^{\top}$, and the uppercase $\mathbf{X}, \mathbf{Y}$ to refer to the complete set of these random variables without reference to shape. The vector random variable $\mathbf{x}$ and the collection $\mathbf{X}$ are identified with one another in the obvious way, when referring to their density functions we shall typically use the uppercase for generic representations of the density, such as $p(\mathbf{X})$, and the lower case for commonly appearing density functions, such as the Gaussian $\mathcal{N}(\mathbf{x} \mid \boldsymbol{\mu}, \boldsymbol{\Sigma})$, which are defined over vector spaces.

Having specified the prior distribution on the parameter as well as the observation noise model it remains to specify the likelihood term of the latent states $p(\mathbf{X} \mid \boldsymbol{\theta})$. As we have discussed this will be difficult in general because the trajectory is defined only implicitly by the initial state and parameters through the differential equation (3.1). Only in a few special cases will a closed form solution for the trajectory exist - one of these is the constant coefficient linear ODE with inhomogeneous forcing term that we discussed in the previous chapter. To circumvent this problem [Calderhead et al.,

2009] first place an independent mean zero Gaussian process prior on each of the $K$ components of the trajectory independently of the model parameters. We denote each of these priors by

$$
\begin{equation*}
p\left(\mathbf{x}_{k} \mid \boldsymbol{\phi}_{k}\right)=\mathcal{N}\left(\mathbf{x}_{k} \mid \mathbf{C}_{\boldsymbol{\phi}_{k}}\right) \tag{3.3}
\end{equation*}
$$

where $\mathbf{C}_{\phi_{k}}$ denotes the covariance matrix with entities given by a kernel function parametrised by $\phi_{k}$. Combining this with the assumption of independent additive noise one can marginalise out the latent states, $\mathbf{x}_{k}$, to give the Gaussian process regression posterior for $\mathbf{y}_{k}$ given by

$$
\begin{align*}
p\left(\mathbf{y}_{k} \mid \phi_{k}, \sigma_{k}\right) & =\int p\left(\mathbf{y}_{k} \mid \mathbf{x}_{k}, \sigma_{k}\right) p\left(\mathbf{x}_{k} \mid \phi_{k}\right) \mathrm{d} \mathbf{x}_{k} \\
& =\int \mathcal{N}\left(\mathbf{y}_{k} \mid \mathbf{x}_{k}, \sigma_{k}^{2} \mathbf{I}_{T}\right) \mathcal{N}\left(\mathbf{x}_{k} \mid \mathbf{0}, \mathbf{C}_{\phi_{k}}\right) \mathrm{d} \mathbf{x}_{k} \\
& =\mathcal{N}\left(\mathbf{y}_{k} \mid \mathbf{0}, \mathbf{C}_{\phi_{k}}+\sigma_{k}^{2} \mathbf{I}_{T}\right) \tag{3.4}
\end{align*}
$$

where $\mathbf{I}_{T}$ is the $T \times T$ identity matrix. At this point it should be emphasised that no reference has been made to the model parameters, this is a likelihood term for the data $\mathbf{y}$ made in ignorance of the differential equation structure of the model, rather than as the likelihood with the ODE structure integrated out.

Since the model in its current form is merely a standard GP regression and in order to carry out inference for the ODE model, and the related parameters, we now need to provide a link between the parameters $\boldsymbol{\theta}$ and the trajectories $\mathbf{x}(t)$ which avoids explicitly solving the model. The important observation underlying adaptive gradient methods is the access to an explicit, and often simple, expression for the state gradients as a known transformation of the state variables and the model parameters given by the specified time-evolution equation (3.1). The Bayesian adaptive gradient matching approaches propose to introduce the state gradients into the model, and then attempt to marginalise them out in such a way that the resulting density is tractable. Since we have assumed that each of the Gaussian processes priors is almost surely differentiable then we can conclude that the state derivatives exist and will themselves be Gaussian processes, [Solak et al., 2003]. At this point we introduce the compact notation $\dot{\mathbf{x}}(t):=\mathrm{d} \mathbf{x}(t) / \mathrm{d} t$, for the derivative of a process with respect to time, allowing us to compactly write the conditional distribution of $\dot{\mathbf{x}}_{k}:=\left\{\dot{\mathbf{x}}\left(t_{1}\right), \ldots, \dot{\mathbf{x}}\left(t_{T}\right)\right\}$ as

$$
\begin{equation*}
p\left(\dot{\mathbf{x}}_{k} \mid \mathbf{x}_{k}, \boldsymbol{\phi}_{k}\right)=\mathcal{N}\left(\mathbf{x}_{k} \mid \mathbf{m}_{\dot{x}_{k} \mid x_{k}}, \mathbf{C}_{\dot{x}_{k} \mid x_{k}}\right) . \tag{3.5}
\end{equation*}
$$

The mean and covariance matrices of this conditional distribution are given by

$$
\begin{align*}
\mathbf{m}_{\dot{x}_{k} \mid x_{k}} & =\mathbf{C}_{x_{k} \dot{x}_{k}}^{\top} \mathbf{C}_{\phi_{k}}^{-1} \mathbf{x}_{k}  \tag{3.6a}\\
\mathbf{C}_{\dot{x}_{k} \mid x_{k}} & =\mathbf{C}_{\dot{x}_{k} \dot{x}_{k}}-\mathbf{C}_{x_{k} \dot{x}_{k}}^{\top} \mathbf{C}_{\phi_{k}}^{-1} \mathbf{C}_{x_{k} \dot{x}_{k}}, \tag{3.6b}
\end{align*}
$$

where we have defined the matrices $\mathbf{C}_{x_{k} \dot{x}_{k}}=\mathbf{C}_{x_{k} \dot{x}_{k}}\left(\boldsymbol{\phi}_{k}\right)$ which represents the cross covariance between the state and its derivatives, and $\mathbf{C}_{\dot{x}_{k} \dot{x}_{k}}=\mathbf{C}_{\dot{x}_{k} \dot{x}_{k}}\left(\boldsymbol{\phi}_{k}\right)$ which denotes the covariance of the gradient process. These matrices will have entries given by

$$
\begin{equation*}
\left[\mathbf{C}_{x_{k} \dot{x}_{k}}\right]_{i j}=\left.\frac{\partial k\left(s, t ; \boldsymbol{\phi}_{k}\right)}{\partial t}\right|_{s=t_{i}, t=t_{j}}, \quad\left[\mathbf{C}_{\dot{x}_{k} \dot{x}_{k}}\right]_{i j}=\left.\frac{\partial^{2} k\left(s, t ; \boldsymbol{\phi}_{k}\right)}{\partial s \partial t}\right|_{s=t_{i}, t=t_{j}} \tag{3.7}
\end{equation*}
$$

for $i, j=1, \ldots, T$. We shall also denote the $T \times T$ matrix $\mathbf{C}_{\dot{x}_{k} \mid x_{k}} \mathbf{C}_{x_{k}}^{-1}$ by $\mathbf{M}_{k}$ which
acts to transform the state vector $\mathbf{x}_{k}$ to the conditional mean of the gradient under the GP prior. This gives the distribution of the state gradients as implied by the prior, however we have not as yet introduced any of the information arising from the ODE model specification (3.1). This is done in [Calderhead et al., 2009] by considering a separate conditional distribution involving an additive noise term with variance $\gamma_{k}$ for each component and defining the nonlinear regression model

$$
\begin{equation*}
p\left(\dot{\mathbf{x}}_{k} \mid \mathbf{X}, \boldsymbol{\theta}, \gamma_{k}\right)=\mathcal{N}\left(\dot{\mathbf{x}}_{k} \mid \mathbf{f}_{k}(\mathbf{X}, \boldsymbol{\theta}), \gamma_{k} \mathbf{I}\right) \tag{3.8}
\end{equation*}
$$

where the $N$-vector $\mathbf{f}_{k}$ has entries given by $\mathbf{f}_{k i}=f_{k}\left(\mathbf{x}\left(t_{i}\right), \boldsymbol{\theta}\right)$. This conditional distribution then acts to centre the gradient on the values given by the model evolution equation (3.1) with flexibility coming from the parameters $\gamma_{k}$.

As it stands, the Gaussian process approximation of the state and its gradient are disjoint from the estimate arising from the nonlinear regression model (3.8) and so both conditional distributions must be combined in an appropriate way. The approach taken in [Calderhead et al., 2009] is to combine the conditional density arising from the prior (3.5), with (3.8) by using a multiplicative product of experts approximation, [Hinton, 2002], and then integrate over the gradient variables. That is we form the approximate distribution

$$
\begin{align*}
p\left(\dot{\mathbf{x}}_{k} \mid \mathbf{X}, \boldsymbol{\theta}, \boldsymbol{\phi}, \boldsymbol{\gamma}\right) & \propto p\left(\dot{\mathbf{x}}_{k} \mid \mathbf{x}_{k}, \boldsymbol{\phi}_{k}\right) \times p\left(\dot{\mathbf{x}}_{k} \mid \mathbf{X}, \boldsymbol{\theta}, \boldsymbol{\gamma}\right) \\
& \propto \mathcal{N}\left(\dot{\mathbf{x}}_{k} \mid \mathbf{m}_{\dot{x}_{k} \mid x_{k}}, \mathbf{C}_{\dot{x} \mid x}\right) \times \mathcal{N}\left(\dot{\mathbf{x}}_{k} \mid \mathbf{f}_{k}(\mathbf{X}, \boldsymbol{\theta}), \gamma_{k} \mathbf{I}\right) \tag{3.9}
\end{align*}
$$

The first component in (3.9) is the component arising from the prior model, and the second is that arising from the regression model using the evolution equation. The result is a conditional density which places most of its mass around estimates of the gradient which agree with the parametrised model (3.8), but also coincide with the gradient of a GP interpolant. This product of experts density can now be used to marginalise out the gradients using

$$
\begin{align*}
p(\mathbf{X} \mid \boldsymbol{\theta}, \boldsymbol{\phi}, \gamma) & =\int p(\mathbf{X}, \dot{\mathbf{X}} \mid \boldsymbol{\phi}) \mathrm{d} \dot{\mathbf{X}} \\
& =\prod_{k=1}^{K} \int p\left(\dot{\mathbf{x}}_{k} \mid \mathbf{x}_{k}, \boldsymbol{\phi}_{k}\right) p\left(\dot{\mathbf{x}}_{k} \mid \mathbf{X}, \boldsymbol{\theta}, \gamma_{k}\right) \mathrm{d} \dot{\mathbf{x}}_{k} p(\mathbf{X} \mid \boldsymbol{\phi}) \\
& =\prod_{k=1}^{K} \int \mathcal{N}\left(\dot{\mathbf{x}}_{k} \mid \mathbf{m}_{k}, \mathbf{C}_{\dot{x}_{k} \mid x_{k}}\right) \mathcal{N}\left(\dot{\mathbf{x}}_{k} \mid \mathbf{f}_{k}(\mathbf{X}, \boldsymbol{\theta}), \gamma_{k}^{2} \mathbf{I}\right) \mathrm{d} \dot{\mathbf{x}}_{k} p(\mathbf{X} \mid \boldsymbol{\phi}) \\
& \propto \frac{1}{\prod_{k=1}^{K} Z(\gamma)_{k}} \exp \left\{-\frac{1}{2} \mathbf{x}_{k}^{\top} \mathbf{C}_{\phi_{k}} \mathbf{x}_{k}-\frac{1}{2} \sum_{k=1}^{K}\left(\mathbf{f}_{k}-\mathbf{m}_{k}\right)^{T}\left(\mathbf{C}_{\dot{x}_{k} \mid x_{k}}+\gamma_{k}^{2} \mathbf{I}\right)^{-1}\left(\mathbf{f}_{k}-\mathbf{m}_{k}\right)\right\} \tag{3.10}
\end{align*}
$$

where $Z(\gamma)_{k}=\left|2 \pi\left(\mathbf{C}_{\dot{x}_{k} \mid x_{k}}+\gamma_{k}^{2} \mathbf{I}\right)\right|^{1 / 2}$. This is now sufficient to give a joint density over the state variables and model parameters.

The process of introducing two different conditional densities, one from the prior and one from the ODE model, and then collapsing them using a product of experts approach is displayed graphically in Figure 3.1. This approach to model building has a necessary dissonance between the two "experts", for example it is easy to consider model specifications where the trajectories will certainly not have a Euclidean support. This non-Euclidean support immediately violates the GP prior represented by the first
expert so that these two experts motivate beliefs that are not consistent with one another.

### 3.2.2 Parameter inference

Leaving aside questions concerning the accuracy of the product of experts approximations, and the philosophical implications surrounding it, we still need to consider how to use this approximation to carry out inference for the complete model. The full joint density of the model can be obtained by combining the gradient matching approximation with priors on the model parameters, $\boldsymbol{\theta}$, the GP hyperparameters $\boldsymbol{\phi}$, the gradient matching regularisation parameters $\gamma$, and finally the observation noise parameter, $\boldsymbol{\sigma}$. We write

$$
\begin{align*}
& p(\mathbf{Y}, \mathbf{X}, \boldsymbol{\theta}, \boldsymbol{\phi}, \boldsymbol{\sigma}, \boldsymbol{\gamma}) \\
& \quad=p(\mathbf{Y} \mid \mathbf{X}, \boldsymbol{\sigma}) p(\mathbf{X} \mid \boldsymbol{\theta}, \boldsymbol{\phi}, \boldsymbol{\gamma}) p(\boldsymbol{\sigma}) p(\boldsymbol{\theta}) p(\boldsymbol{\phi}) p(\boldsymbol{\gamma}) \tag{3.11}
\end{align*}
$$

where the conditional $p(\mathbf{X} \mid \boldsymbol{\theta}, \boldsymbol{\phi}, \gamma)$ is given by (3.10). However, because of the complex, and potentially nonlinear, dependence of the vectors in $\mathbf{f}_{k}$ on the state variables it will, in general, not be possible marginalise (3.11) and so provide a closed form conditional posterior.

An initial approach to handling the intractability of the joint density suggested by [Calderhead et al., 2009] was to use a collapsed Gibbs sampling procedure with the following partition of the complete set of models parameters

$$
\begin{align*}
& \boldsymbol{\phi}, \boldsymbol{\sigma} \sim p(\boldsymbol{\phi}, \boldsymbol{\sigma} \mid \mathbf{Y})  \tag{3.12a}\\
& \mathbf{X} \sim p(\mathbf{X} \mid \mathbf{Y}, \boldsymbol{\sigma}, \boldsymbol{\phi})  \tag{3.12b}\\
& \boldsymbol{\theta}, \boldsymbol{\gamma} \sim p(\boldsymbol{\theta}, \boldsymbol{\gamma} \mid \mathbf{X}, \boldsymbol{\phi}) . \tag{3.12c}
\end{align*}
$$

The first of these sampling steps, (3.12a), involves sampling from the distribution with density given, up to a normalisation constant, by a marginalisation of (3.11). In particular we have

$$
\begin{align*}
& p(\boldsymbol{\phi}, \boldsymbol{\sigma} \mid \mathbf{Y}) \propto p(\boldsymbol{\phi}) p(\boldsymbol{\sigma}) \\
& \quad \times \iiint p(\mathbf{Y} \mid \mathbf{X}, \boldsymbol{\sigma}) p(\mathbf{X} \mid \boldsymbol{\theta}, \boldsymbol{\phi}, \boldsymbol{\gamma}) p(\boldsymbol{\theta}) p(\boldsymbol{\gamma}) \mathrm{d} \boldsymbol{\theta} \mathrm{~d} \boldsymbol{\gamma} \mathrm{~d} \mathbf{X} \tag{3.13}
\end{align*}
$$

Similarly the density in (3.12b) is formally obtained by normalising the expression

$$
\begin{align*}
& p(\mathbf{X} \mid \mathbf{Y}, \boldsymbol{\sigma}) \propto \\
& \quad \iiint p(\mathbf{Y} \mid \mathbf{X}, \boldsymbol{\sigma}) p(\mathbf{X} \mid \boldsymbol{\theta}, \boldsymbol{\phi}, \boldsymbol{\gamma}) p(\boldsymbol{\gamma}) p(\boldsymbol{\phi}) p(\boldsymbol{\theta}) \mathrm{d} \boldsymbol{\theta} \mathrm{~d} \boldsymbol{\phi} \mathrm{~d} \boldsymbol{\gamma}, \tag{3.14}
\end{align*}
$$

and finally we have

$$
\begin{equation*}
p(\boldsymbol{\theta}, \boldsymbol{\gamma} \mid \mathbf{X}, \boldsymbol{\phi}) \propto p(\boldsymbol{\theta}) p(\boldsymbol{\gamma}) p(\mathbf{X} \mid \boldsymbol{\theta}, \boldsymbol{\gamma}, \boldsymbol{\phi}) \tag{3.15}
\end{equation*}
$$

We note that all of the above marginal conditionals make use of the product of experts approximation (3.10), and so in general the integrands in (3.13) and (3.14) will be intractable.

Given the intractability of the sampling scheme (3.12), [Calderhead et al., 2009]
proposed to instead sample from an approximation to this scheme given by

$$
\begin{align*}
& \boldsymbol{\phi}, \boldsymbol{\sigma} \sim p^{*}(\boldsymbol{\phi}, \boldsymbol{\sigma} \mid \mathbf{Y}) \propto \int p(\mathbf{Y} \mid \mathbf{X}) p_{G P}(\mathbf{X} \mid \boldsymbol{\phi})  \tag{3.16a}\\
& \mathbf{X} \sim p^{*}(\mathbf{X} \mid \mathbf{Y}, \boldsymbol{\sigma}) \propto p(\mathbf{Y} \mid \mathbf{X}, \boldsymbol{\sigma}) p_{G P}(\mathbf{X} \mid \boldsymbol{\phi})  \tag{3.16b}\\
& \boldsymbol{\theta}, \boldsymbol{\gamma} \sim p(\boldsymbol{\theta}) p(\boldsymbol{\gamma}) p(\mathbf{X} \mid \boldsymbol{\theta}, \boldsymbol{\gamma}, \boldsymbol{\phi}) \tag{3.16c}
\end{align*}
$$

where $p_{G P}(\mathbf{X} \mid \boldsymbol{\phi})$ is the prior GP regression model given by (3.3), and (3.16c) is again given by the product of experts approximation.

By sampling now from (3.16a) and (3.16b), one avoids the intractable integrals which are present in (3.12), infact (3.16b) is available in closed form using standard properties of conditional Gaussians given in Appendix A.2. Furthermore, while the full distribution (3.16a) is not typically available in closed form because of the the nonlinear dependence of the GP kernel function on the hyperparameters, the integral nevertheless is tractable allowing a more potentially more efficient sampling scheme by collapsing the state variable.

However, while the approximate scheme (3.16) is computationally much more efficient it possesses a significant conceptual flaw as noted by [Dondelinger et al., 2013]. In particular the collapsed approximation (3.16a) combined with the update of the state variable using (3.16b) means that the update of the state interpolating GP model is only ever done using information from the prior model. In effect, a GP is fitted to the data first, without knowledge of the system dynamics, and the parameters are subsequently inferred from this interpolant, leading to a two step process with no mechanism for the parameters to inform the interpolant. The motivation for this approximation goes that these variables, and particularly the kernel hyperparameters, are nuisance variables, and so we should prefer a cheaper update so long as this does not have a negative impact on our inference of the more critical variables. Numerical evidence for the possible poor performance of the scheme (3.16) was presented in [Dondelinger et al., 2013], who instead propose to estimate all the parameters by sampling from the full complete joint density (3.11) by using a Metropolis-Hastings (MH) [Hastings, 1970] update. They demonstrate that the computational complexity of this method with regards to run time is acceptable compared to the original gradient matching method, and more importantly that the method is able to provide accurate parameter inference in situations where the original method fails to converge. Because the hyperparameters are now coupled to both the system parameters and state variables through the complete joint, we can view the interpolant as now being regularised by the underlying dynamical system, consequently [Dondelinger et al., 2013] refer to the resulting method sampling from the full joint without marginalisation as adaptive gradient matching, to indicate the existence of the feedback mechanism between the interpolant hyperparameters, and the model parameters which encode the dynamical systems information. We shall see in the next section that in the case of linear ODEs we can both follow [Dondelinger et al., 2013] in sampling from the proper density (3.11), but that it is also possible to partition the variables in such a way the MH sampling may be replaced by Gibbs sampling.

At this point, it is worth considering sampling approaches that we might use if we were instead willing to solve the ODE directly. An important class of such generative simulation-based methods are the Approximate Bayesian Computation (ABC) approaches to solving this problem [Tavaré et al., 1997, Beaumont et al., 2002]. Directly solving the ODE using numerical methods necessitates introducing a step-size parameter and solving the ODE over a dense set of time points. Furthermore, in the
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Figure 3.1: Representation of the product of experts assumption in the adaptive gradient matching method of Calderhead et al. [2009]. The lefthand panel represents a conventional Gaussian process regression model, while the right hand encodes the conditional density of the state variables given the model parameters and the tuning parameter $\gamma$. These are combined as a multiplicative product by identifying the state variables connected by the ' - - ' line using the product of experts approximation (3.9).
setting of the MLFM, we must also consider a suitably dense realisation of the latent forcing functions for each simulation of the trajectory. Even if such an approach is feasible, there are still good reasons to prefer the approximate method discussed in this chapter. The first reason to prefer the sampling approach described in this section to an ABC-type approach concerns the practical implementation, the set of latent forces which solve the ODE through the set of observed data may occupy a very narrow region of the infinite dimensional function space leading to difficulties in constructing a suitable sampling scheme. At the very least it is likely to require a very well specified initial guess of the latent force. Compare this with the method in this chapter where a good initial guess of the latent states is much simpler to construct; indeed the GP prior is a reasonable choice and is the choice already discussed for the sampling scheme (3.16b). After combining with a reasonable initial guess for the finite dimensional connection coefficient parameters for we can begin drawing samples from the (approximate) posterior immediately. By comparison, it is much harder to propose a suitable initial value for ABC , an arbitrary sample from the prior is very unlikely to solve the ODE through, or even close to, the observed data. The second benefit is that by providing an analytic form for the conditional posteriors it will be much easier to construct deterministic approximations to the posterior as well as sampling-based methods, and we demonstrate this feature in Chapter 5.

In summary, the use of adaptive gradient matching methods will allow us to carry out approximate sampling from a very general class of nonlinear ODE models without ever explicitly solving the ODE, and we now turn to consider the explicit form this approximation takes for the MLFM.

### 3.3 Adaptive gradient matching for the MLFM

Having now described, in full generality, the Bayesian adaptive gradient matching method for carrying out parameter inference for nonlinear ODEs with random parameters, we now consider how to adapt this model so that it may be applied to the MLFM introduced in Chapter 2. The adaptive gradient matching methods were designed to be applied to nonlinear ODEs with a, typically small, set of parameters while we are interested in a linear ODE with an infinite dimensional parameter vector. Nevertheless, it seems reasonable to expect that if we view linear ODEs as a subclass of the family of nonlinear ODE models and an infinite dimensional parameter as just a very large, but finite, dimensional parameter that we could expect the methods introduced in the previous section to equally apply to the MLFM. Furthermore, we might expect that the original inference scheme will possess some attractive simplifications for the reduction to the linear case. In this section, we show that this desired simplification does indeed occur.

We first recall the state variable likelihood function (3.10), derived at the end of Section 3.2, which may be used to show that the joint density of the posterior distribution for the latent states, $\mathbf{x}$, and model parameters, $\boldsymbol{\theta}$, is given up to an unknown normalising constant, by

$$
\begin{align*}
p(\mathbf{X}, \boldsymbol{\theta} \mid \boldsymbol{\phi}, \boldsymbol{\gamma}) & \propto p(\mathbf{X} \mid \boldsymbol{\theta}, \boldsymbol{\gamma}) p(\mathbf{X} \mid \boldsymbol{\phi}) \\
& \propto \prod_{k=1}^{K} \exp \left\{-\frac{1}{2} \mathbf{x}_{k}^{T} \mathbf{C}_{\phi_{k}}^{-1} \mathbf{x}_{k}-\frac{1}{2}\left(\mathbf{f}_{k}-\mathbf{m}_{k}\right)^{T} \mathbf{S}_{\phi_{k}}^{-1}\left(\mathbf{f}_{k}-\mathbf{m}_{k}\right)\right\} p(\boldsymbol{\theta}) . \tag{3.17}
\end{align*}
$$

The ease with which we can sample from the posteriors corresponding to the joint density (3.17) is therefore directly related to the function $f(\mathbf{x}, \boldsymbol{\theta})$ governing the dynamics of the proposed ODE model. In fact on inspection we see that if the flow contains polynomial terms in the components $x_{i n}, i=1, \ldots, K$ and $n=1, \ldots, N$ of the $N$-vector $\mathrm{x}_{i}$ of maximum degree $P$ then the posterior conditional will consist of an exponential, with argument that is a degree $2 P$ polynomial in the state variables. Density functions of this form for $P \geq 2$ have received relatively little attention aside from the univariate case when the exponential contains a degree four polynomial in a single variable. This is sometimes referred to as the exponential quartic model and has been considered by [Fisher, 1922] in the context of frequency curves of Pearsonian type distribution, more detail concerning the calculation of the normalising constant and moments is provided in [O'Toole, 1933] and the maximum likelihood estimator has been considered by [Matz, 1978] in the context of constructing bimodal distributions.

The extension to the multivariate case is significantly hampered by the difficulty in deriving the normalising constant. Some progress has been made by considering the case where the multivariate polynomials are homogenous allowing expressions for the normalising constant in terms of certain invariants. This approach is analogous to the role played by the determinant in the quadratic case, and some progress has been made in [Morozov and Shakirov, 2009], however, at this point exact solutions are available only for relatively modest values of the dimension $N$. While our interest in the remainder of this thesis will be in the linear case, it is worth mentioning that given these comments it seems unlikely, even in the case where polynomials give the nonlinearities of the flow function, that it will be possible to derive closed-form expressions for the posteriors corresponding to the density (3.17). The same holds if we wished to consider polynomial transforms of the model parameters - for instance, to ensure
positivity or as Taylor series approximations to more general functions. Extensions of this kind would be a worthwhile area of future research since exact results, or accurate approximations would allow the MH sampling scheme at the end of the previous section to be replaced by a Gibbs update, even in the nonlinear polynomial setting.

Returning to the specific setting of the MLFM introduced in Section 2.3 our interest is in the case where the flow is linear in the state variables, that is a polynomial of degree one. It follows from the discussion above that the resulting posterior conditional will be an exponential quadratic, and so the state variables have a conditional Gaussian distribution given the remaining model parameters. This same reasoning applies to any additional parameters that enter the flow function in a linear manner so we may conclude that for any parameter, or state variable, entering the flow function linearly there will be a corresponding set of variables such that the act of conditioning upon this set will result in a conditional Gaussian distribution for this variable. This conclusion will also hold when the evolution equation is nonlinear in the state variables but linear in the model parameters in which case we will still get a Gaussian conditional for the parameters.

In this section we will provide further details of this claim for the MLFM introduced in Section 2.3 by adapting the method in the previous section to the case where the model parameter $\boldsymbol{\theta}$ represents the latent force variables and additional structural parameters of the model. The corresponding evolution equation is given by

$$
\begin{align*}
f(\mathbf{x}(t), \boldsymbol{\theta}) & =f(\mathbf{x}(t), \mathbf{g}, \mathbf{B}) \\
& =\left(\mathbf{A}_{0}+\sum_{r=1}^{R} \mathbf{A}_{r} g_{r}(t)\right) \mathbf{x}(t) \\
& =\left(\sum_{d=1}^{D} \beta_{0 d} \mathbf{L}_{d}+\sum_{r=1}^{D} g_{r}(t) \sum_{d=1}^{D} \beta_{r d} \mathbf{L}_{d}\right) \mathbf{x}(t) . \tag{3.18}
\end{align*}
$$

We shall see that both the latent states and the latent forces possess conditionally Gaussian posterior distributions, and we shall derive the explicit formulas for the mean and covariance of these conditional densities. Since we can solve for the conditional densities exactly, it will be possible to replace the MH scheme introduced at the end of the previous section with the corresponding Gibbs sampling scheme using the specific conditionals. However, the presence of exact conditionals also suggests the possibility of replacing the Monte Carlo sampling method with a variational approximation, [Bishop, 2006], where the tractable Gaussian form of the conditional distributions will make it possible to apply a mean-field factorisation for the approximating density. We defer the details of this procedure until Chapter 5 where we shall also introduce an expectation maximisation (EM) algorithm for carrying out maximum likelihood or maximum a posteriori inference to the model introduced in this chapter.

### 3.3.1 Posterior conditional distributions

Our first step in deriving the parameters of the conditional distributions for the latent state and model parameters is to rewrite (3.18) with equivalent representations each of which displays an emphasis on the latent states, latent forcing functions and connection coefficients respectively depending on which of these variables we wish to derive the conditional distribution of. As in Section 3.2 the vector $\mathbf{f}_{k}$ is taken to be $N$-dimensional with entries $\mathbf{f}_{k i}$ given by the $k$ th component of the $\mathbb{R}^{K}$ valued output $f\left(\mathbf{x}\left(t_{i}\right), \boldsymbol{\theta}\right)$ of the evolution equation, for convenience we state the components of the vector-valued
function (3.18) given above as

$$
f_{k}(t)=\sum_{j=1}^{K} A_{0 k j} x_{j}(t)+\sum_{r=1}^{R} g_{r}(t) \sum_{j=1}^{K} A_{r k j} x_{j}
$$

We also let $\mathbf{x}$ denote the full $(N \times K)$-vector of latent states given by vectorising the $N \times K$ array $X_{n i}=\left[\mathbf{x}\left(t_{n}\right)\right]_{i}$. We shall make use of the elementwise product of two vectors of the same size, $\mathbf{u}$ and $\mathbf{v}$, defined by $(\mathbf{u} \circ \mathbf{v})_{i}:=\mathbf{u}_{i} \mathbf{v}_{i}$. Using this notation we are able to give three equivalent representations of the vectors $\mathbf{f}_{k}$, in doing so it will be convenient to also define the auxillary vector $\mathbf{g}_{0}$ by $\mathbf{g}_{0 n}=1$ for $n=1, \ldots, T$. From the linearity of (3.18) we have

$$
\begin{align*}
\mathbf{f}_{k} & =\sum_{j=1}^{K} \sum_{r=0}^{R} A_{r k j} \mathbf{g}_{r} \circ \mathbf{x}_{j} \\
& =\sum_{j=1}^{K} \mathbf{u}_{k j} \circ \mathbf{x}_{j}  \tag{3.19a}\\
& =\mathbf{v}_{k 0}+\sum_{r=1}^{R} \mathbf{v}_{k r} \circ \mathbf{g}_{r}  \tag{3.19b}\\
& =\sum_{r=0}^{R} \sum_{d=1}^{D} \beta_{r d} \mathbf{w}_{k r d} \tag{3.19c}
\end{align*}
$$

where $A_{r k j}$ is the $k j$-th element of $\mathbf{A}_{r}=\sum_{d=1}^{D} \beta_{r d} \mathbf{L}_{d}$ and we have defined the $N K$ vectors

$$
\begin{align*}
\mathbf{u}_{k j} & =\sum_{r=0}^{R} A_{r k j} \mathbf{g}_{r}  \tag{3.20a}\\
\mathbf{v}_{k r} & =\sum_{j=1}^{K} A_{r k j} \mathbf{x}_{j},  \tag{3.20b}\\
\mathbf{w}_{k r d} & =\mathbf{g}_{r} \circ \sum_{j=1}^{K} L_{d k j} \cdot \mathbf{x}_{j}, \tag{3.20c}
\end{align*}
$$

and $L_{d k j}$ is the $(k, j)$-entry of the $d$ th basis matrix $\mathbf{L}_{d}$.

## Posterior conditionals for the latent state variables

We first use these representation (3.19a) to rewrite the argument of the exponential in (3.17) as an exponential quadratic in the state variables. By conditioning on the set of vectors $\left\{\mathbf{u}_{k j}\right\}$, and by extension the variables $\mathbf{g}_{r}, \mathbf{A}_{r}$ from which these vectors are composed, we observe that the argument of the exponential in (3.17) is a quadratic.

Explicitly we can rearrange the argument of the exponential in (3.17) to give

$$
\begin{align*}
-\frac{1}{2}\left(\left(\mathbf{f}_{k}-\mathbf{m}_{k}\right)^{T} \mathbf{S}_{\phi_{k}}^{-1}\left(\mathbf{f}_{k}-\mathbf{m}_{k}\right)\right)=-\frac{1}{2}( & \sum_{i=1}^{K} \sum_{j=1}^{K}\left(\mathbf{u}_{k i} \circ \mathbf{x}_{i}\right)^{T} \mathbf{S}_{\phi_{k}}^{-1}\left(\mathbf{u}_{k j} \circ \mathbf{x}_{j}\right. \\
& -\sum_{i=1}^{K}\left(\mathbf{u}_{k i} \circ \mathbf{x}_{i}\right)^{T} \mathbf{S}_{\phi_{k}}^{-1} \mathbf{M}_{k} \mathbf{x}_{k} \\
& -\sum_{i=1}^{K} \mathbf{x}_{k}^{T} \mathbf{M}_{k}^{T} \mathbf{S}_{\phi_{k}}^{-1}\left(\mathbf{u}_{k i} \circ \mathbf{x}_{i}\right) \\
& \left.+\sum_{i=1}^{K} \sum_{j=1}^{K} \mathbf{x}_{i}^{T} \mathbf{M}_{k}^{T} \mathbf{S}_{\phi_{k}}^{-1} \mathbf{M}_{k} \mathbf{x}\right), \tag{3.21}
\end{align*}
$$

which is equivalent to the quadratic form

$$
\begin{equation*}
-\frac{1}{2}\left(\left(\mathbf{f}_{k}-\mathbf{m}_{k}\right)^{T} \mathbf{S}_{\boldsymbol{\phi}_{k}}^{-1}\left(\mathbf{f}_{k}-\mathbf{m}_{k}\right)\right)=-\frac{1}{2} \mathbf{x}^{T} \boldsymbol{\Lambda}_{k} \mathbf{x} \tag{3.22}
\end{equation*}
$$

where $\boldsymbol{\Lambda}_{k}:=\boldsymbol{\Lambda}_{k}(\mathbf{g}, \mathbf{B}, \phi, \gamma)$ is the $N K \times N K$ block diagonal matrix with entries given by the matrices

$$
\begin{align*}
\boldsymbol{\Lambda}_{k i j}(\mathbf{g}, \mathbf{B}, \boldsymbol{\phi}, \gamma)= & \mathbf{u}_{k i} \mathbf{u}_{k j}^{T} \circ \mathbf{S}_{\boldsymbol{\phi}_{k}}^{-1} \\
& -\delta_{k i} \operatorname{diag}\left(\mathbf{u}_{k i}\right) \mathbf{S}_{\boldsymbol{\phi}_{k}}^{-1} \mathbf{M}_{k}-\delta_{k j} \mathbf{M}_{k}^{T} \mathbf{S}_{\boldsymbol{\phi}_{k}}^{-1} \operatorname{diag}\left(\mathbf{u}_{k j}\right) \\
& +\delta_{k i} \delta_{k j} \mathbf{M}_{k}^{T} \mathbf{S}_{\boldsymbol{\phi}_{k}}^{-1} \mathbf{M}_{k} \tag{3.23}
\end{align*}
$$

where for an $N$-vector $\mathbf{v}$ we define $\operatorname{diag}(\mathbf{v})$ to be the $N \times N$ diagonal matrix with the main diagonal given by $\mathbf{v}$ and zero elsewhere. Letting the arbitrary parameter $\boldsymbol{\theta}$ in (3.17) be replaced by the case where $\boldsymbol{\theta}$ is given by the $N \times R$ vector of latent forces, $\mathbf{g}$, and using 3.22 we may conclude that

$$
\begin{equation*}
p(\mathbf{x} \mid \mathbf{g}, \mathbf{B}, \phi, \gamma)=\mathcal{N}\left(\mathbf{x} \mid \mathbf{0},\left(\boldsymbol{\Lambda}_{o d e}+\mathbf{C}_{\phi}^{-1}\right)^{-1}\right) \tag{3.24}
\end{equation*}
$$

where $\mathbf{C}_{\phi}$ is the $N K \times N K$ block-diagonal matrix where the diagonal elements are the prior covariance matrices $\mathbf{C}_{\boldsymbol{\phi}_{k}}$ for each dimensional component which by assumption are independent. The matrix $\boldsymbol{\Lambda}_{\text {ode }}:=\boldsymbol{\Lambda}_{\text {ode }}(\mathbf{g}, \mathbf{B}, \phi, \gamma)$ is the contribution to the likelihood from the ODE model and is given by summing over the terms given in (3.23), that is

$$
\begin{equation*}
\boldsymbol{\Lambda}_{\text {ode }}(\mathbf{g}, \mathbf{B}, \boldsymbol{\phi}, \gamma)=\sum_{k=1}^{K} \boldsymbol{\Lambda}_{k}\left(\mathbf{g}, \phi_{k}, \gamma_{k}\right) \tag{3.25}
\end{equation*}
$$

and we shall also define the covariance matrix appearing in (3.24) by

$$
\begin{equation*}
\mathbf{K}_{x}(\mathbf{g}, \mathbf{B}, \boldsymbol{\phi}, \boldsymbol{\Gamma})=\left(\boldsymbol{\Lambda}_{o d e}(\mathbf{g}, \mathbf{B}, \boldsymbol{\phi}, \boldsymbol{\Gamma})+\mathbf{C}_{\phi}^{-1}\right)^{-1} \tag{3.26}
\end{equation*}
$$

Therefore, before considering the data, we have shown that the distribution of the trajectory variables is given by a mean zero Gaussian distribution, the covariance matrix of which depends on the GP hyperparameters, $\phi$, and the regularisation parameters $\gamma$, as well as the latent force and connection coefficient variables.

To complete the derivation of the posterior distribution we also need to include the observed data points. The conditional Gaussian structure of the trajectory variables combined with the additive Gaussian error model for the observed variables, and using standard properties of the Gaussian distribution provided in Appendix A.2, we have

$$
\begin{align*}
p(\mathbf{x} \mid \mathbf{y}, \boldsymbol{\tau}, \mathbf{g}, \boldsymbol{\phi}, \boldsymbol{\gamma}, \mathbf{B}) & \propto p(\mathbf{Y} \mid \mathbf{x}, \boldsymbol{\tau}) p(\mathbf{x} \mid \mathbf{g}, \mathbf{B}, \boldsymbol{\phi}, \boldsymbol{\gamma}) \\
& =\mathcal{N}\left(\mathbf{y} \mid \mathbf{x}, \operatorname{diag}(\boldsymbol{\sigma}) \otimes \mathbf{I}_{T}\right) \mathcal{N}\left(\mathbf{x} \mid \mathbf{0},\left(\boldsymbol{\Lambda}_{o d e}+\mathbf{C}_{\phi}^{-1}\right)^{-1}\right) \\
& =\mathcal{N}\left(\mathbf{x} \mid \boldsymbol{\Sigma}\left[\operatorname{diag}(\boldsymbol{\tau}) \otimes \mathbf{I}_{T}\right] \mathbf{y}, \boldsymbol{\Sigma}\right) \tag{3.27}
\end{align*}
$$

where we have defined the vector of precision parameters $\boldsymbol{\tau}$ by $[\boldsymbol{\tau}]_{k}=\sigma_{k}^{-2}$, for $k=$ $1, \ldots, K$, and the covariance matrix $\boldsymbol{\Sigma}=\boldsymbol{\Sigma}(\mathbf{g}, \boldsymbol{\beta}, \boldsymbol{\gamma}, \boldsymbol{\phi}, \boldsymbol{\tau})$ is defined by

$$
\begin{equation*}
\boldsymbol{\Sigma}^{-1}=\boldsymbol{\Lambda}_{\text {ode }}(\mathbf{g}, \mathbf{B}, \boldsymbol{\gamma}, \boldsymbol{\phi})+\mathbf{C}_{\phi}^{-1}+\operatorname{diag}(\boldsymbol{\tau}) \otimes \mathbf{I}_{T}, \tag{3.28}
\end{equation*}
$$

where $\boldsymbol{\Lambda}$ is given by (3.25).

## Posterior condtional for the latent force variables

We can apply the same methods as used in the previous section to construct the conditional distribution for the latent forces conditional on the latent states and additional model parameters, only this time we use the representation given by (3.19b). Because of the presence of the offset matrix, $\mathbf{A}_{0}$, and the fact that the predicted mean $\mathbf{m}_{k}$ has no functional dependence on the latent forces means that, unlike the case for the latent states, we can not directly expand the argument of the exponential in (3.17) as a homogenous quadratic form. Instead we have

$$
\mathbf{f}_{k}-\mathbf{m}_{k}=\sum_{r=1}^{R} \mathbf{v}_{k r} \circ \mathbf{g}_{r}-\left(\mathbf{m}_{k}-\mathbf{v}_{k 0}\right)
$$

and therefore

$$
\begin{align*}
\left(\mathbf{f}_{k}-\mathbf{m}_{k}\right)^{\top} \mathbf{S}_{k}^{-1}\left(\mathbf{f}_{k}-\mathbf{m}_{k}\right)= & \sum_{r=1}^{R} \sum_{s=1}^{R}\left(\mathbf{v}_{k r} \circ \mathbf{g}_{r}\right)^{\top} \mathbf{S}_{k}^{-1}\left(\mathbf{v}_{k r} \circ \mathbf{g}_{s}\right) \\
& -\sum_{r=1}^{R}\left(\mathbf{v}_{k r} \circ \mathbf{g}_{r}\right)^{\top} \mathbf{S}_{k}^{-1}\left(\mathbf{m}_{k}-\mathbf{v}_{k 0}\right) \\
& -\sum_{s=1}^{R}\left(\mathbf{m}_{k}-\mathbf{v}_{k 0}\right)^{\top} \mathbf{S}_{k}^{-1}\left(\mathbf{v}_{k s} \circ \mathbf{g}_{s}\right) \\
& +\left(\mathbf{m}_{k}-\mathbf{v}_{k 0}\right)^{\top} \mathbf{S}_{k}^{-1}\left(\mathbf{m}_{k}-\mathbf{v}_{k 0}\right) . \tag{3.29}
\end{align*}
$$

The final term does not depend on $\mathbf{g}$ and so we may ignore it in deriving the conditional density. Rearranging all those terms with an explicit dependance on the latent force variables we have the quadratic expression

$$
\begin{equation*}
\mathbf{g}^{\top} \mathbf{V}_{k}^{\top} \mathbf{S}_{k}^{-1} \mathbf{V}_{k} \mathbf{g}-2 \mathbf{g}^{\top} \mathbf{V}_{k}^{\top} \mathbf{S}_{k}^{-1}\left(\mathbf{m}_{k}-\mathbf{v}_{k 0}\right)+\text { const. } \tag{3.30}
\end{equation*}
$$

where we have defined the $N \times N R$ block matrix $\mathbf{V}_{k}$ by

$$
\mathbf{V}_{k}=\left[\operatorname{diag}\left(\mathbf{v}_{k 1}\right)|\cdots| \operatorname{diag}\left(\mathbf{v}_{k R}\right)\right]
$$

To derive the conditional distribution we must also add the quadratic contribution from the prior, $\mathbf{g}^{\top} \mathbf{C}_{\boldsymbol{\psi}}^{-1} \mathbf{g}$, and from that we can conclude by identifying terms that the posterior conditional of the latent force variable will be a Gaussian with density

$$
\begin{equation*}
p(\mathbf{g} \mid \mathbf{X}, \mathbf{B}, \boldsymbol{\phi}, \boldsymbol{\psi}, \boldsymbol{\gamma})=\mathcal{N}\left(\mathbf{g} \mid \mathbf{m}_{g}(\mathbf{X}, \mathbf{B}, \boldsymbol{\phi}), \mathbf{K}_{g}(\mathbf{X}, \mathbf{B}, \boldsymbol{\phi}, \boldsymbol{\psi})\right) \tag{3.31}
\end{equation*}
$$

where the mean and variance parameters dependent on the latent trajectory variables as well as the hyperparameters of the latent force and are given explicitly by

$$
\begin{align*}
& \mathbf{m}_{g}(\mathbf{X}, \mathbf{B}, \boldsymbol{\phi}, \boldsymbol{\psi}, \boldsymbol{\gamma})=\mathbf{K}_{g}(\mathbf{X}, \mathbf{B}, \boldsymbol{\phi}, \boldsymbol{\psi})^{-1} \sum_{k=1}^{K} \mathbf{V}_{k}^{\top} \mathbf{S}_{k}^{-1}\left(\mathbf{m}_{k}-\mathbf{v}_{k 0}\right)  \tag{3.32}\\
& \mathbf{K}_{g}(\mathbf{X}, \mathbf{B}, \boldsymbol{\phi}, \boldsymbol{\psi}, \boldsymbol{\gamma})=\left(\sum_{k=1}^{K} \mathbf{V}_{k}^{\top} \mathbf{S}_{k}^{-1} \mathbf{V}_{k}+\mathbf{C}_{\boldsymbol{\psi}}^{-1}\right)^{-1} \tag{3.33}
\end{align*}
$$

This allows us to perform accurate conditional sampling of the latent forces, but it is clear that the dependence of the moments of this distribution on the state variables and the hyperparameters will be nonlinear. Therefore it will not be possible to perform direct marginalisation over either the state or hyperparameter terms and we instead we must consider alternative methods, such as MCMC sampling if we wish to construct the marginal posteriors $p(\mathbf{g} \mid \mathbf{Y})$. We also note the appearance of the hyperparameter of the latent trajectory variables, $\boldsymbol{\phi}$, in the posterior conditional distribution of the latent force variable and the regularisation term $\gamma$. Gauging the dependence of the distribution on these parameters is challenging, and we shall discuss some of the implications of this feature later on in this chapter.

## Posterior conditional for $\beta_{r d}$

We now make use of the representation (3.19c), and then similar to the process above we can take the log-transform of the joint density to obtain the quadratic

$$
\begin{align*}
-\frac{1}{2} \sum_{k=1}^{K}\left(\mathbf{f}_{k}-\mathbf{m}_{k}\right)^{\top} \mathbf{S}_{k}^{-1}\left(\mathbf{f}_{k}-\mathbf{m}_{k}\right)=-\frac{1}{2} & \left(\boldsymbol{\beta}^{\top} \sum_{k=1}^{K} \mathbf{W}_{k}^{\top} \mathbf{S}^{-1} \mathbf{W}_{k} \boldsymbol{\beta}\right. \\
& \left.-2 \boldsymbol{\beta}^{\top} \sum_{k=1}^{K} \mathbf{W}_{k}^{\top} \mathbf{S}_{k}^{-1} \mathbf{m}_{k}\right) \\
& + \text { const., } \tag{3.34}
\end{align*}
$$

where $\mathbf{W}_{k}$ is the $(R+1) D \times N$ matrix where the $(r D+d)$ th row with indices $r=$ $0,1, \ldots, R$ and $d=1, \ldots, D$ corresponds to the vector $\mathbf{w}_{k r d}$. Up to this point we have not explicitly specified a prior for the connection coefficients, if we specify a Gaussian prior

$$
\begin{equation*}
p(\mathbf{B} \mid \boldsymbol{\zeta})=\mathcal{N}\left(\boldsymbol{\beta} \mid \mathbf{0}, \mathbf{C}_{\zeta}\right) \tag{3.35}
\end{equation*}
$$

for some vector of hyperparameters $\boldsymbol{\zeta}$. Then after identifying coefficients in (3.34) then we may conclude, see Section B. 2 in the appendix, that $\boldsymbol{\beta}$ has a Gaussian distribution
with mean denoted by $\mathbf{m}_{\beta}$ and covariance matrix denoted by $\mathbf{C}_{\beta}$. Compactly we write

$$
\begin{equation*}
p(\mathbf{B} \mid \mathbf{X}, \mathbf{g}, \boldsymbol{\phi}, \boldsymbol{\gamma}, \boldsymbol{\zeta})=\mathcal{N}\left(\boldsymbol{\beta} \mid \mathbf{m}_{\beta}, \mathbf{K}_{\beta}\right), \tag{3.36}
\end{equation*}
$$

with the parameters given explictly by

$$
\begin{align*}
& \mathbf{m}_{\beta}(\mathbf{X}, \mathbf{g}, \boldsymbol{\phi}, \boldsymbol{\gamma}, \boldsymbol{\zeta})=\mathbf{K}_{\beta} \sum_{k=1}^{K} \mathbf{W}_{k}^{\top} \mathbf{S}_{k}^{-1} \mathbf{m}_{k},  \tag{3.37a}\\
& \mathbf{K}_{\beta}(\mathbf{X}, \mathbf{g}, \boldsymbol{\phi}, \boldsymbol{\gamma}, \boldsymbol{\zeta})=\left(\sum_{k=1}^{K} \mathbf{W}_{k}^{\top} \mathbf{S}_{k}^{-1} \mathbf{W}_{k}+\mathbf{C}_{\zeta}^{-1}\right)^{-1} . \tag{3.37b}
\end{align*}
$$

## Posterior conditional distribution for the observation noise $\sigma$.

We recall from Section 3.2.1 that the distribution of the observations is assumed to be given by Gaussian independent error models with a different standard derivation $\sigma_{k}$ for each of the $k=1, \ldots, K$ dimensional components, although a more general Gaussian additive error models would not significantly complicate matters. In practice it will be easier to work with the vector of precisions $\boldsymbol{\tau}$ with $\tau_{k}=\sigma_{k}^{-2}$. If we give each $\tau_{k}$ an independent Gamma prior

$$
\begin{equation*}
\tau_{k} \sim \operatorname{Gamma}\left(a_{k 0}, b_{k 0}\right), \quad k=1, \ldots, K \tag{3.38}
\end{equation*}
$$

then conditional on the collection of the observed data $\mathbf{y}$ and the latent states $\mathbf{x}$ we have the conditional independence properties

$$
p(\boldsymbol{\tau} \mid \mathbf{Y}, \mathbf{X}, \mathbf{g}, \mathbf{B})=p(\boldsymbol{\tau} \mid \mathbf{Y}, \mathbf{X})=\prod_{k=1}^{K} p\left(\tau_{k} \mid \mathbf{y}_{k}, \mathbf{x}_{k}\right),
$$

since the observation noise model is centred on the latent state variables, and separated from the latent force variables after conditioning on the states. Using the observation noise model (3.2) we see that the chosen prior is the usual conjugate prior, and that the conditional posterior distribution is given by

$$
\begin{align*}
p\left(\tau_{k} \mid \mathbf{y}_{k}, \mathbf{x}_{k}\right) & =\prod_{i=1}^{T} \mathcal{N}\left(y_{k}\left(t_{i}\right) \mid x_{k}\left(t_{i}\right), \tau_{k}^{-1}\right) \\
& \propto \tau_{k}^{N / 2+a_{k 0}-1} \exp \left(-\tau_{k}\left(b_{k 0}+\left(\mathbf{x}_{k}-\mathbf{y}_{k}\right)^{\top}\left(\mathbf{x}_{k}-\mathbf{y}_{k}\right)\right)\right), \tag{3.39}
\end{align*}
$$

which is a Gamma distribution with parameters

$$
\begin{align*}
a_{k} & =a_{k 0}+T / 2  \tag{3.40}\\
b_{k} & =b_{k 0}+\left(\mathbf{x}_{k}-\mathbf{y}_{k}\right)^{\top}\left(\mathbf{x}_{k}-\mathbf{y}_{k}\right), \tag{3.41}
\end{align*}
$$

and this distribution is straightforward to sample from.

## Posterior conditional distributions for the latent state hyperparameters, $\phi, \gamma$

While the variables considered up to this point possessed tractable conditional posteriors this property will not in general be true for the hyperparameters of the latent state Gaussian processes interpolators. Instead it is typically only possible to derive
the unnormalised density

$$
\begin{equation*}
p(\phi, \gamma \mid \mathbf{Y}, \mathbf{X}, \mathbf{g}, \boldsymbol{\phi}, \boldsymbol{\gamma}) \propto p(\mathbf{X} \mid \mathbf{g}, \boldsymbol{\phi}, \boldsymbol{\gamma}) p(\boldsymbol{\phi}) p(\boldsymbol{\gamma}) \tag{3.42}
\end{equation*}
$$

where the conditional Gaussian density $p(\mathbf{X} \mid \mathbf{g}, \boldsymbol{\phi}, \boldsymbol{\gamma})$ is given by the ODE response model conditional Gaussian (3.24), the mean and covariance of which depend on $\gamma, \boldsymbol{\phi}$ through the inverse of the covariance matrices $\mathbf{S}_{k}$ and the conditional mean functions $\mathbf{m}_{\dot{x}_{k} \mid x_{k}}$. This is a complex, nonlinear transformation, and so does not lead to an analytically tractable conditional distribution for these variables. Instead sampling methods would need to be used to sample these variables from the posterior (3.42), for instance using MH methods as done in [Dondelinger et al., 2013] Unfortunately each evaluation of the probability density function is expensive requiring the $K$ inversions of the prior covariance matrices $\mathbf{C}_{\phi_{k}}$, and the $K$ inversions of the covariance matrices $\mathbf{S}_{\phi_{k}, \gamma_{k}}$.

The analytical intractability arises after marginalisation over the latent gradient variables, indeed we shall see below that the hyperparameters of the latent force GPs have relatively simple posteriors in comparison. The marginalisation over the gradients causes the latent state GP hyperparameters to become densely connected in the graph corresponding to the conditional independence properties of the adaptive gradient matching model, and this connectivity is represented in Figure 3.2 as well as being apparent from the inspection of the density (3.17).

As discussed at the end of the previous section this expensive update motivated the choice in [Calderhead et al., 2009] to update the Gaussian process hyperparameter terms using the Gaussian process prior model, rather than the full model, in effect this would allow us to ignore the terms arising from the gradient process $\mathbf{S}_{\phi_{k}}$ and $\mathbf{M}_{\phi_{k}}$ when updating these variables in some sampling scheme. In standard GP regression, the hyperparameters play a relatively unimportant role, in that the conditional distributions are relatively robust to minor changes in these variables [Rasmussen and Williams, 2006]. However for more complex models, and in particular for this model, where the role of the GP as an interpolant has an essential role in maintaining structural information the inference of these variables becomes more important, and we are less inclined to use this approximation. The problematic nature of these hyperparameters does complicate inference, not only for sampling methods but also for the deterministic variational methods we consider in Chapter 5 . We shall return to this subject frequently throughout this work, not only in the context of the adaptive gradient matching method but also discussing the similar problems in the method we introduce in the next chapter.

## Posterior conditional distributions for the latent force hyperparameters, $\psi$

In contrast to the hyperparameters for the latent state Gaussian process interpolators which were densely connected in the resulting conditional independence network, the hyperparameters of the latent Gaussian processes enjoy better conditional independence properties as is clear from their separations in Figure 3.2a. Therefore the posterior conditional density factors as

$$
\begin{align*}
p(\psi \mid \mathbf{y}, \mathbf{x}, \mathbf{g}, \gamma, \boldsymbol{\psi}) & =p(\psi \mid \mathbf{g}) \\
& \propto p(\mathbf{g} \mid \psi) p(\psi) \\
& \propto \prod_{r=1}^{R} p\left(\mathbf{g}_{r} \mid \psi_{r}\right) p\left(\psi_{r}\right) \tag{3.43}
\end{align*}
$$


(a) Pre-moralisation network graph.

(b) Post-moralisation network graph.

Figure 3.2: Graphical representation of the decomposition of the joint distribution $p(\mathbf{y}, \mathbf{X}, \mathbf{B}, \mathbf{g}, \boldsymbol{\phi}, \boldsymbol{\gamma})=p(\mathbf{y} \mid \mathbf{X}) p(\mathbf{X} \mid \mathbf{B}, \mathbf{g}, \boldsymbol{\phi}, \boldsymbol{\gamma}) p(\mathbf{B}) p(\mathbf{g}) p(\boldsymbol{\phi}) p(\gamma)$ of the variables in the adaptive gradient matching method. After moralisation the conditional distribution of the state interpolant hyperparameter $\phi$ and regularisation parameter $\gamma$ become densely connected with the variables $\mathbf{g}$ and $\mathbf{B}$ of principal interest.

The conditional density (3.43) is exactly the conditional density function of $R$ independent Gaussian process regression models. Therefore we can apply the usual methods, [Williams and Rasmussen, 1996], for hyperparameter inference in Gaussian process regression models for sampling from this distribution. Although in general this density is not available in closed form, because of the nonlinear dependence of the kernel function on the hyperparameters, it is a standard problem and as such has existing implementations in statistical software.

### 3.4 Marginalisation over the latent states

In proposing the MLFM our emphasis has been on learning the matrix valued process $\mathbf{A}(t)$ which specifies the dynamics, and this is done by inferring the distribution of the pair $\{\mathbf{g}, \mathbf{B}\}$. Since the latent states are not of immediate interest during the model training stage it is worth addressing the possibility of achieving a more efficient learning method by first marginalising over these variables. In this section we show that this marginalisation is possible, and discuss whether this step is beneficial for the resulting inferential process.

Since our interest is in marginalising over the latent states in order to infer the latent forces and connection parameters we will simplify our notation by suppressing the dependence of the conditional distributions on the set of parameters $\{\boldsymbol{\gamma}, \boldsymbol{\phi}, \boldsymbol{\psi}, \boldsymbol{\zeta}\}$, so that in what follows we have $p(\cdot):=p(\cdot \mid \boldsymbol{\gamma}, \boldsymbol{\phi}, \boldsymbol{\psi}, \boldsymbol{\zeta})$.

Combining the observation noise model (3.2) described in Section 3.2.1 with the conditional density of the latent state variables (3.27) we perform the marginalisation

$$
\begin{align*}
p(\mathbf{y} \mid \mathbf{g}, \mathbf{B}, \boldsymbol{\sigma}) & =\int p(\mathbf{y}, \mathbf{X} \mid \mathbf{g}, \mathbf{B}, \boldsymbol{\sigma}) \mathrm{d} \mathbf{X} \\
& =\int p(\mathbf{y} \mid \mathbf{X}, \boldsymbol{\sigma}) p(\mathbf{y} \mid \mathbf{g}, \mathbf{B}) \mathrm{d} \mathbf{X} \\
& =\int \mathcal{N}\left(\mathbf{y} \mid \mathbf{x}, \operatorname{diag}\left(\boldsymbol{\sigma}^{\circ 2}\right) \otimes \mathbf{I}_{N}\right) \mathcal{N}\left(\mathbf{x} \mid \mathbf{0}, \mathbf{K}_{x}(\mathbf{g}, \mathbf{B})\right) \mathrm{d} \mathbf{x} \tag{3.44}
\end{align*}
$$

where we have defined $\boldsymbol{\sigma}^{\circ 2}$ to be the elementwise squaring operation, similarly we define
$\boldsymbol{\tau}^{\circ-1}$ to be the elementwise inverse of a vector. This integral is tractable and leads to

$$
\begin{equation*}
p(\mathbf{y} \mid \mathbf{g}, \mathbf{B}, \boldsymbol{\sigma})=\mathcal{N}\left(\mathbf{y} \mid \mathbf{0}, \operatorname{diag}\left(\boldsymbol{\sigma}^{\circ 2}\right) \otimes \mathbf{I}_{N}+\mathbf{K}_{x}(\mathbf{g}, \mathbf{B})\right) \tag{3.45}
\end{equation*}
$$

While this marginalisation step was straight forward we would now like to use Bayes rule and then obtain MAP estimates, or samples of, the variables with posterior conditional given by

$$
\begin{equation*}
p(\mathbf{g}, \mathbf{B} \mid \mathbf{y}, \boldsymbol{\sigma}) \propto p(\mathbf{y} \mid \mathbf{g}, \mathbf{B}, \boldsymbol{\sigma}) p(\mathbf{B}) p(\mathbf{g}) \tag{3.46}
\end{equation*}
$$

Recalling from (3.26) that the entries of the inverse of the matrix $\mathbf{K}_{x}(\mathbf{g}, \mathbf{B})$ appearing in (3.45), are quadratic in the parameters $\mathbf{g}$ and $\mathbf{B}$ we can quickly conclude the conditional distribution $p(\mathbf{g}, \mathbf{B} \mid \mathbf{y})$ is likely in to be intractable. To sample from this distribution it would therefore be necessary to consider approximation methods, including MetropolisHasting methods as used in the general setting of the adaptive gradient matching methods as discussed earlier in this chapter, or gradient based sampling methods such as Langevin diffusion sampling [Besag, 1994] or hybrid Monte-Carlo methods [Duane et al., 1987]. The loss of the exact conditionals in more complex setting is likely to offset any efficiency gained by avoiding sampling of the latent states. This is certainly true in terms of numerical efficiency for each step of the chosen sampler although we do acknowledge that there is the potential for methods which update the complete set of parameters at each step to exhibit better mixing than the conditional Gibbs samplers in some applications.

If however we are only interested in constructing point estimates such as the maximum a posteriori (MAP) estimates of the model parameters then avoiding the optimisation of the $N K$ latent state variables will be more efficient. In this instance constructing the gradients of (3.45) with respect to the parameters $\mathbf{g}$ and $\mathbf{B}$ will require computing the gradient of $\boldsymbol{\Lambda}_{\text {ode }}$, which would also be necessary in an optimisation of the complete density

$$
\begin{equation*}
p(\mathbf{X}, \mathbf{g}, \mathbf{B} \mid \mathbf{y}) \propto p(\mathbf{y} \mid \mathbf{X}, \boldsymbol{\sigma}) p(\mathbf{X} \mid \mathbf{g}, \mathbf{B}) \tag{3.47}
\end{equation*}
$$

so that at least as much work is being done in optimising the complete model leading to efficiency gains for marginalised density (3.46). Although we do note that since

$$
\begin{equation*}
\frac{\partial \log p(\mathbf{X}, \mathbf{g}, \mathbf{B} \mid \mathbf{y}, \boldsymbol{\sigma})}{\partial \mathbf{x}}=-\left(\operatorname{diag}(\boldsymbol{\tau}) \otimes \mathbf{I}_{T}\right)(\mathbf{y}-\mathbf{x})-\mathbf{K}_{x}(\mathbf{g}, \mathbf{B})^{-1} \mathbf{x} \tag{3.48}
\end{equation*}
$$

the actual decrease in computation complexity of a particular gradient step using the marginal density is relatively modest so long as the dimension $K$ remains relatively small which is true for the examples we consider in this thesis. Instead the computational bottleneck will be in calculating the $(R+1) \cdot D+T \cdot R$ gradients of $\mathbf{K}_{x}$ with respect to the variables $\mathbf{B}$ and $\mathbf{g}$ respectively. With relatively little additional work needing to be done to compute the gradient (3.48) once $\mathbf{K}_{x}$ has been evaluated. Aside from the computational efficiency the more parsimonious parameterisation of (3.46) is also likely to lead to a better conditioned optimisation.

In summary for constructing point estimates of the model parameters it is more efficient to first marginalise over the state variables. This step is only possible because of the linear ODE setting and is not available in the more general setting. If however we wish to sample from the posterior then we find it preferable to sample from the complete model, and so better exploit the conditional independence structure discussed in Section
3.3.1. These observations are similar to those we shall experience in Chapter 5 when we introduce an EM method for constructing the MAP estimate for the adaptive gradient matching method, which provides no benefit over working with the marginalised density just discussed, but that when constructing a distributional estimate using a variational method it is useful to work with the full model, and so benefit from the conditional independence structure.

### 3.5 Discussion

In this chapter, we have presented our first method for carrying out approximate inference in the latent force model with multiplicative interactions introduced in Chapter 2. We have made use of the Bayesian adaptive gradient matching methods developed in [Calderhead et al., 2009, Dondelinger et al., 2013], which in turn built on the work of [Varah, 1982, Ramsay et al., 2007] for carrying out approximate likelihood inference for ODE models. In the remainder of this thesis we shall refer to the MLFM with approximate density given by the adaptive gradient matching approximation as the MLFM-AG method.

In the general setting of nonlinear ODEs with finite dimensional parameters, this class of methods motivates an approximate joint density up to an unknown normalising constant as given by (3.17). In this chapter, we have demonstrated that for the case of linear ODEs with infinite dimensional parameters this joint density possesses tractable conditional posteriors. In particular for the state variables, the latent forces, and the connection coefficients it is possible to construct the Gaussian conditional distributions presented in Section 3.3.1. This simplification over the general setting allows Metropolis-Hastings updates to be replaced with Gibbs sampling methods. Not only does the conditional independence structure lend itself well to a Gibbs sampling routine for these variables, but also naturally suggests a mean field variational sampling method which we will describe in Chapter 5 after introducing our second approximation to the model.

The approximation was made possible using the produce of experts approximation in [Calderhead et al., 2009] and represented graphically in Figure 3.1. A crucial ingredient is the GP prior over the state variable, which embeds smoothness properties and further specifies a prior on the gradient of the process. It is simple to see that even considering the simplest example of the MLFM that there is a certain amount of cognitive dissonance in the specification. The simplest example of the univariate MLFM is sufficient to ensure that in general the support of the MLFM will not be Gaussian. One could then argue that the GP prior is assigned before any knowledge of the ODE model, but at no point is there any belief update that encodes these hard constraints.

The validity, or othrwise, of the GP prior expert is not merely a philosophical point but is instead connected with an important potential shortcoming of this class of approximations. The structural information is embedded into the model by convolution with the gradient expert. As such while the gradient expert matches the model in the tangent space, the GP interpolator, and in particular its hyperparameters, retains an important role in determining this tangent space. When the data is densely observed this tangent space is well constrained, and so the GP expert has a reduced role and correspondingly the sensitivity of the model to different values of the hyperparameter $\phi$ is much reduced. However, when data is sparse relative to the model complexity there are a great many different possible interpolating functions, each of which will imply a different tangent space. As discussed in 3.2 .2 the original specification of the

Bayesian gradient matching procedure as introduced by [Calderhead et al., 2009] contained no mechanism by which the hyperparameters of the interpolating process, and so by extension the interpolating process itself, could be influenced by the dynamical system structure. The extension to the adaptive gradient matching model of [Dondelinger et al., 2013] made a significant step in correcting this defect, however the overall success of the method is still strongly linked with the accuracy of the interpolant, and even with the gradient of this interpolant now being better regularised by the model parameters the method is still limited to a first order local correction. As a consequence there remains the strong possibility of an increasing deterioration in the performance of the MLFM-AG method when the method is applied to datasets obtained at lower sampling frequencies, and indeed we observe this directly in Section 6.2 .4 when we investigate the performance of this approximation using simulation studies, and we provide some further remarks on this property in Section 8.2.1.

Ultimately, the class of gradient matching approaches do not lead to proper generative models, a phenomena we have already encountered when commenting on the dissonance between the specification of a GP prior and the strong structure preservation of certain dynamical systems. In an attempt to correct for this [Barber and Wang, 2014] introduced an alternative model which they demonstrated could be specified by a proper generative belief network, and they referred to their method as the GPODE model. However, the generative structure of the GPODE model is achieved only after the imposition of certain independence assumptions which, while not immediately obvious in the initial presentation, was made clearer in the presentation by [Macdonald et al., 2015], in particular they stressed that the simple structure of this model as been gained only at the expense of a false equivalence between the elimination of a variable inside a probabilistic model, and a marginalisation over that variable. Consequently, the state trajectories were entering the probabilistic model in two distinct locations, and therefore any satisfactory identification of these variables would destroy the appealing chain structure of this model. As a direct impact they note that this can lead to identifiability problems when data were systematically missing, while the gradient matching approaches do not suffer from this issue, and as such we do not consider the GPODE model further in this thesis. While it is philosophically disquieting that the product of experts assumption (3.9), which underlies the gradient matching paradigm, cannot be formulated in terms of a proper probabilistic generative model, this methodological limitation is well offset by the significant computational advantages provided by this class of models - particularly in the case of infinite dimensional latent parameters we are considering.

Given the comments above regarding the probabilistic structure of the MLFM-AG method our work in the next chapter may be viewed as a more principled attempt to construct a distribution of the latent force that respects the generative structure, i.e. that the latent force is a random variable formed from a certain transformation of a random initial condition and a set of random latent forces. While we must also turn to approximations and not exact solutions we will manage to avoid some of the difficulties of hyperparameter inference, but that additional regularisation and tuning parameters will need to be included.

Despite these caveats, the adaptive gradient matching approximation leads to an inference scheme which, while being more complex than the GP regression model for the LFM, is nevertheless tractable. The replacement of the exactly Gaussian structure by the greater complexity of the conditional Gaussian structure of the MLFM-AG approximation is well compensated for by the greater control of the model geometry. We observe from our simulation studies that these methods can give accurate results,
particularly to first order moments, when the sampling frequency is relatively high - as we might expect due to the reduced possibility for misspecification of the interpolating state variable as the distance between points decreases. It is tempting to conjecture that this conditional Gaussian structure is the best case scenario as we move past the LFM structure, and we shall see that the method introduced in the next chapter shares this feature.

## Chapter 4

## Approximate solution using the Neumann series expansion

### 4.1 Introduction

Our work in the previous chapter introduced an approximation to the MLFM which was able to avoid the need to ever explicitly solve the underlying ODE. This allowed us to derive a method for carrying out inference in which the GP framework of the LFM was replaced with a tractable conditional Gaussian structure. In order to circumvent the problem of solving the ODE the MLFM-AG method relied on the introduction of GP interpolants of the trajectory, and its gradient, which were then compared with the parameteric evolution equation. As a consequence of the use of interpolants we remarked that it would be reasonable to suppose that the performance of these methods will be influenced by the frequency with which we have collected observations, and we shall see in Chapter 6 that this is the case.

In this chapter we introduce an alternative method that more closely follows the construction of the distribution of the LFM in Section 2.2 .1 by expressing the trajectory as a transformation of the driving stochastic variables. The relevant transformation in the LFM was a simple linear integral equation, unfortunately such a simple transformation is no longer possible once we allow multiplicative interactions and instead we must consider more complex transformations, such as the series expansion discussed in Section 2.3.1. By truncating the series expansion after a finite number of terms we introduce an adjustable order parameter intended to allow for more accurate solutions over longer time intervals with relatively sparse data - precisely the scenario in which we have justifiable concerns about the appropriateness of the GP interpolant approximation underlying the MLFM-AG model.

To help motivate the method in this chapter we note that an important component in the development of the adaptive gradient matching methods is the use of the gradient expert to impose an approximate fixed point condition of the linear differential operator given by

$$
\mathcal{D} f(t) \triangleq \frac{\Delta \mathrm{d} f(t)}{\mathrm{d} t}-\mathbf{A}(t) f(t)
$$

where $\mathbf{A}(t)=\mathbf{A}\left(g_{1}(t), \ldots, g_{r}(t)\right)$ is a sample path realisation of the matrix-valued Gaussian processes specifying our MLFM, and where each of the component functions will be smooth. In Section 3.2 this fixed point condition was enforced on the conditional distribution through the introduction of the gradient expert with the temperature pa-
rameters, $\gamma$, governing the extent to which the triple $\{\boldsymbol{\theta}, \mathbf{X}, \dot{\mathbf{X}}\}$ was allowed to deviate from an exact solution to this linear operator equation at the observed time points. In this chapter we consider an analogous construction, but rather than consider the differential operator we proceed by first integrating the ODE and so consider the alternative linear transformation given by the integral operator

$$
\begin{equation*}
\mathcal{L} f(t) \triangleq f\left(t_{0}\right)+\int_{t_{0}}^{t} \mathbf{A}(\tau) f(\tau) \mathrm{d} \tau \tag{4.1}
\end{equation*}
$$

That an appropriate solution of the latent state trajectory should satisfy this integral equation will act as our motivation for introducing a novel alternative method to that considered in the previous chapter for producing approximate solutions to the MLFM.

Our approximation will attempt to concentrate the conditional distribution of the trajectory around a fixed point of the operator (4.1). Similar to the use of the gradient expert in the previous section we will be applying the relevant operator conditional on the coefficient matrix, and therefore treating the operator as a given deterministic operator. The choice to consider conditional fixed points the method of this, and the previous, chapter avoid the problem of discussing the existence of marginal solutions of random integral, or equivalently differential, equations, which in general is a hard problem as we discussed in Section 2.3.1. The downside of course is the relative inefficiency of conditional inference compared to inference after marginalisation over the latent forces as is possible for the LFM.

When applied to the trajectories of the MLFM the state variable appears on both sides of (4.1) defining the solution only implicity and so is not as immediately useful as the explicit fixed point of the gradient expert in the previous chapter. In Section 4.2 we discuss how a solution to this integral equation can be constructed by an iterative method leading to the series expansion first discussed in Section 2.3.1. While this does achieve our initial goal of deriving an explicit expression for the trajectory variables as a transformation of the latent variables this series expansion is still impractical for the purposes of calculating posterior conditional distributions.

To rectify this we demonstrate in Section 4.3 the idea in [Tait and Worton, 2018] to retain a truncated set of successive approximations to the expansion of the trajectory as a "complete data" model, leading to a tractable approximation realised by restricting the priors to the intersection of certain linear subspaces. This will allow us to demonstrate Gaussian approximations to the conditional distributions of the variables of interest in our model similar to that which was possible for the adaptive gradient matching method. Following the development in the previous chapter we shall consider in Section 4.4 the possibility of marginalising over the approximation to the trajectory we have introduced, this step is particularly important because the model completion process leads to a significant increase in the parameterisation of the problem. Unfortunately we note that the marginal distribution has a relatively complex form and we defer the construction of efficient variational methods for handling this density until the next chapter. The methods developed in this chapter provide local approximations to the solution, and so for longer time intervals will require an increasingly higher order of approximation to the trajectory with a corresponding increase in the numerical complexity of the method. We attempt to reduce this scaling problem in Section 4.5 by replacing the process of modelling the trajectory over the whole interval using a single higher order method with an approximation in terms of a mixture of several lower order approximations. We conclude this chapter with a discussion and compare this method with that developed in the previous chapter.

### 4.2 The Neumann series expansion

In order to derive a series expansion for the sample paths of the MLFM model we are going to first present a brief discussion on the general solution to time dependent linear ODEs in the deterministic setting. Our interest is in the broadly defined class of initial value problems (IVP) described by

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{x}(t)}{\mathrm{d} t}=A(t) \mathbf{x}(t), \quad t \geq 0, \quad \mathbf{x}(0)=\mathbf{x}_{0} \tag{4.2}
\end{equation*}
$$

where $A(t)$ is some linear operator, and $\mathbf{x}_{0}$ is some variable in the domain of $A(t)$. For the MLFM we will be interested in the case where $A$ is a $K \times K$ real valued matrix operator such that component functions $A_{i j}(t)$ are either constant or else linear combinations of smooth functions supported on the RKHS corresponding to each of the Gaussian processes latent forces. In this context we will denote the matrix operator by the bold font $\mathbf{A}(t)$, but the same formal solution will hold for much more general linear operators. Upon integrating (4.2) we may replace the differential equation with an equivalent integral equation which will be satisfied by a solution, $\mathbf{x}(t)$, to the IVP

$$
\begin{equation*}
\mathbf{x}(t)=\mathbf{x}(0)+\int_{0}^{t} A(\tau) \mathbf{x}(\tau) \mathrm{d} \tau . \tag{4.3}
\end{equation*}
$$

The integral equation (4.3) integrates out the unobserved gradient process, but replaces the explicit linear relationship between the state variables and any parameters of the operator $A(t)$ with an implicit identity for the state variable. As such we have lost the conditionally linear link between the parameters and the gradient that were the fundamental reason for the analytic tractability of the adaptive gradient matching methods considered in the previous chapter. Therefore, while integration of the IVP removes the nuisance gradient term there are two immediate complications in (4.3); the presence of the integral and the fact that the state variable is given only up to an implicit relationship. By replacing the integral with a numerical quadrature the former issue can be handled in a reasonably straightforward way and therefore it is arguably the latter problem which presents the most serious conceptual barrier.

It is worth emphasising that our interest is not in the problem of solving (4.3) on the basis of a given realisation of the operator $A(t)$, but in constructing efficient methods for inverting a, potentially noisy, discrete realisation of the state variables in such a way that it is possible to construct an approximation to the conditional distribution of the component functions of the matrix operator. In the limit considering a continuous realisation of the process with no noise then the problem becomes degenerate and so the point estimate solving the integral equation and the, degenerate, conditional distribution become equivalent. From our perspective we must balance the existence of the solution at the degenerate limit with the reality of finitely observed data, the necessity of completing the estimator of the trajectory and the computational demands of this refinement.

While we have discounted the possibility of propagating a given random variable through a numerical solution operator as a reasonable approach to constructing a posterior conditional distribution it is worth remarking that the situation would be different if we were able to obtain a marginal distribution for any finite dimensional distribution of the process $\mathbf{x}(t)$. If we partition any such sample as $\mathbf{X}=\left\{\mathbf{X}_{o}, \mathbf{X}_{c}\right\}$ where $\mathbf{X}_{o}$ corresponds to time indices at which we expect to have a set of observations, and which we further assume to temporally sparse. The completion, $\mathbf{X}_{c}$, is assumed to be generated
on a refinement of the interval which is dense enough to allow for accurate numerical quadrature.

Given a dense sample of the process then after replacing the integral in (4.3) with a quadrature we will realise a large system of linear equations which the trajectory satisfies, or equivalently a system of linear constraints on the the coefficient matrix. If we let a denote a vectorisation of the coefficient matrix, evaluated along the same partition, then this implies the existence of a system of linear equations

$$
\begin{equation*}
\mathbf{M}[\mathbf{X}] \mathbf{a}=\mathbf{b}[\mathbf{X}] \tag{4.4}
\end{equation*}
$$

for some matrix $\mathbf{M}$ and vector $\mathbf{b}$ depending on the complete sample and quadrature weights. If we knew the conditional distribution

$$
p\left(\mathbf{X}_{c} \mid \mathbf{X}_{o}\right)=\int p\left(\mathbf{X}_{c}, \mathbf{a} \mid \mathbf{X}_{o}\right) \mathrm{d} \mathbf{a}
$$

then, conditional on the observations $\mathbf{X}_{o}$, we could consider the following heuristic description of a generative model for samples from the coefficient matrix

$$
\begin{align*}
& \mathbf{X}_{c} \sim P\left(\mathbf{X}_{c} \mid \mathbf{X}_{o}\right)  \tag{4.5a}\\
& \mathbf{a} \mid \mathbf{X}_{c}, \mathbf{X}_{o} \sim \delta(\mathbf{a}-(\mathbf{M}[\mathbf{X}] \mathbf{a}-\mathbf{b}[\mathbf{X}])) \tag{4.5b}
\end{align*}
$$

where samples from the degenerate distribution (4.5b) correspond to solving the system of linear equations. The important conceptual difference of this scheme when compared with the forward generative methods discussed in Section 1.1.5 is the ability to carry out the simulation in the data space, rather than a simulation of the coefficient matrix which is then propagated forward.

Unfortunately, we do not have access to this marginalised conditional distribution, and therefore no way to form the dense samples of the process. It is interesting to note that an approach with the same emphasis on first completing the paths in the data space, and then inferring parameters has been successfully developed to allow exact sampling in SDEs in [Beskos et al., 2006].

If we cannot recover the unknown marginal distribution we might still consider replacing the unknown distribution with a Gaussian approximation, for example the Gaussian distribution which matches the marginal moments obtained using the methods referenced in Chapter 2. However, these methods require a finite correlation time and given our assumption of sparsely observed data this assumption is unlikely to be satisfied. Even if it were possible to realise this idea concretely we would still need to solve the numerically involved equations for the moments and so we do not pursue this approach further. Nevertheless the motivating idea of realising the distribution of the components of the operator as the solution to least squares problems will be an important part of our construction in this chapter.

Because of the issues discussed above rather than attempting to solve (4.3) directly we consider an iterative method of solution which is a standard element of the classical existence and uniqueness theorems for ODEs, see for instance [Arnold, 1973]. The method is often referred to as Picard iteration, or the method of successive approximations, and involves iterating an $m$ th order approximation, $\mathbf{x}^{(m)}(t)$, to the solution of (4.2) using the integral transform

$$
\begin{equation*}
\mathbf{x}^{(m)}(t) \mapsto \mathbf{x}^{(m+1)} \triangleq \mathbf{x}^{(m)}\left(t_{0}\right)+\int_{t_{0}}^{t} A(\tau) \mathbf{x}^{(m)}(\tau) \mathrm{d} \tau \tag{4.6}
\end{equation*}
$$

This method is applied starting from an initial approximation to the solution, $\mathbf{x}^{(0)}(t)$, which should be chosen to satisfy the IVP, i.e. $\mathbf{x}^{(0)}\left(t_{0}\right)=\mathbf{x}_{0}$. It is typical to take the initial approximation to be the constant valued function satisfying the initial value. We follow the presentation in [Iserles, 2004] and define the linear integral operator $\mathcal{K}$ acting on $\mathbb{R}^{K}$ valued functions, $f$, by

$$
\begin{equation*}
\mathcal{K}[f](t) \triangleq \int_{0}^{t} A(\tau) f(\tau) \mathrm{d} \tau \tag{4.7}
\end{equation*}
$$

then (4.3) may be rewritten as

$$
\begin{equation*}
(I-\mathcal{K}) \mathbf{x}(t)=\mathbf{x}_{0} \tag{4.8}
\end{equation*}
$$

where $I$ is the identity operator $I f=f$. A formal solution to (4.8) may be obtained, [Atkinson, 1997], by inverting the operator $(I-\mathcal{K})$ by way of the series expansion

$$
\begin{equation*}
\mathbf{x}(t)=(I-\mathcal{K})^{-1} Y_{0}=\sum_{m=0}^{\infty} \mathcal{K}^{m} \mathbf{x}_{0} \tag{4.9}
\end{equation*}
$$

where we have defined $K^{0}$ to be the identity transform and $K^{m}$ is defined by repeated applications of (4.7), that is

$$
\begin{equation*}
\mathcal{K}^{0} \mathbf{x}=\mathbf{x}(t), \quad \mathcal{K}^{m+1} \mathbf{x}=\int_{0}^{t} A(\tau) \mathcal{K}^{m} \mathbf{x}(\tau) \mathrm{d} \tau, \quad m \geq 0 \tag{4.10}
\end{equation*}
$$

so that the Picard iterates (4.6) are equivalent to $\mathbf{x}^{(n+1)}=\mathbf{x}_{0}+\mathcal{K} \mathbf{x}^{(n)}$. For given operator $A(t)$ the formal expansion (4.9) converges provided $\|\mathcal{K}\|<1$, which can always be guarantee by choosing $t$ sufficiently small since the operator (4.7) is easily seen to be $\mathcal{O}(t)$. We briefly remark that by preconditioning the ODE (4.2) it may be possible to increase the order of this approximation, for example [Iserles, 2004] use preconditioning to achieve an $\mathcal{O}\left(t^{2}\right)$ approximation, but it is not immediately clear how to adapt this observation into the probabilistic setting in a way that does not lead to the resulting inference problem becoming intractable.

If we expand (4.9) and then collect terms we can derive an expansion of the solution of the form

$$
\begin{align*}
\mathbf{x}(t)=(I & +\int_{t_{0}}^{t} A(\tau) \mathrm{d} \tau \\
& \left.+\int_{t_{0}}^{t} \int_{t_{0}}^{\tau_{1}} A\left(\tau_{1}\right) A\left(\tau_{2}\right) \mathrm{d} \tau_{1} \mathrm{~d} \tau_{2}+\cdots\right) \mathbf{x}_{0} \tag{4.11}
\end{align*}
$$

which we refer to as a Neumann series expansion, but is also known in matrix analysis as a Peano series expansion [Gantmacher, 1959], and in the physics literature as a FreemanDyson series [Dyson, 1949]. This is exactly the expansion introduced in Section 2.3.1 for motivating the approximation of [van Kampen, 1974] to the marginal moments of the MLFM.

The series expansion (4.11) gives our first explicit representation of the state variable as some transformation of the latent Gaussian process force variables. However in practice this is of limited use because of the complexity of the resulting expansion. Inspecting each of the nested integrals that constitute the terms of this expansion we see that the integrands are degree $m$ polynomials in the latent force variables, these
will therefore have complex product distributions to which we must then apply the linear integral transformations - constructing marginal moments would be challenging even with the aid of computer algebra systems, and the prospect of constructing a complete joint distribution for the state variables and the latent forces in this manner is daunting.

More useful is the appreciation that, for a known complete realisation of the operator $A(t)$, each successive iteration of (4.6) is a linear integral transformation of a current approximation, $\mathbf{x}^{(m)}(t)$, to a new approximation, $\mathbf{x}^{(m+1)}(t)$. This also implies that for known complete trajectories, $\mathbf{x}^{(m)}$ and $\mathbf{x}^{(m+1)}$, we can recover the matrix function $A(t)$ by applying linear operators. Combining these observations allows us to begin to realise the linear system of equations method discussed in the introduction to this chapter and in the next section we expand upon this approach.

### 4.2.1 The Magnus series expansion

We have focused on the Neumann series expansion (4.9), or equivalently (4.11), because it constructs a solution directly in the ambient data space $\mathbb{R}^{K}$, an alternative approach is the Magnus series expansion, [Magnus, 1954], which provides a series expansion of a matrix valued function $\Omega(t)$ such that

$$
\mathbf{x}(t)=e^{\Omega(t)} \mathbf{x}_{0}
$$

is a solution to the IVP (4.2), that is

$$
\frac{\mathrm{d}}{\mathrm{~d} t} e^{\Omega(t)} \mathbf{x}(t)=A(t) e^{\Omega(t)} \mathbf{x}_{0}
$$

It can be shown that an appropriate expansion of $\Omega(t)$ may be formed by integral transforms of $A(t)$ and its commutators and therefore resides in the same Lie algebra as $A(t)$. Since this element of the Lie algebra is then mapped in to the state space through the exponential mapping the trajectories are necessarily members of the associated Lie group and so the Magnus series method preserves the model geometry exactly. In comparison the Neumann series expansion does not have this property and instead only preserves the geometry in the limit. The two expansions are related and it can be shown, [Aparicio et al., 2005], that the Magnus series is the formal logarithm of the Neumann series expansion.

The exact geometry preservation combined with the possibility of constructing approximations in a vector space would seem to make the Magnus series an appealing choice for constructing our approximations. However this would require working with the nonlinear transformation between the latent space and the data space given by the matrix exponential. In general the matrix exponential does not have a unique inverse, nor can we guarantee the pre-image will be countable [Culver, 1966]. Therefore constructing an approximation based around the Magnus series expansion would involve approximating a nested integral expansion, which will be at least as hard as the method we are considering for the Neumann series, and then dealing with nonlinear matrix exponential transformation. By constructing our approximation directly in the ambient data space we avoid the need to consider this transformation, and so sacrifice exact geometry preservation for tractable inference.

### 4.3 Method of successive approximations

### 4.3.1 Model specification

Having introduced the underlying series approximation which we shall use to construct our method of approximate inference we now present the model specification similar to the presentation given in Section 3.2.1. Many of the variables that we shall introduce will have roles analogous to those in the adaptive gradient matching, and the choice of variable names will reflect the similar roles.

We shall be interested in carrying out inference for the evolution of a $K$-dimensional latent state variable $\mathbf{x}(t)$ on the basis of a collection of observations $\mathbf{Y}=\left(\mathbf{y}\left(t_{1}\right), \ldots, \mathbf{y}\left(t_{T}\right)\right)$ observed at a set of $T$ time points with $t_{1}<\ldots<t_{T}$. We shall take the observation distribution conditional on the latent state variables to be the same as that considered in the previous chapter. Restating here for convenience we assume that each $\mathbf{y}\left(t_{i}\right)$ is a noisy independent observation from a Gaussian distribution centred on the corresponding latent variable $\mathbf{x}\left(t_{i}\right)$ leading to the conditional distribution

$$
\begin{align*}
p(\mathbf{Y} \mid \mathbf{X}, \boldsymbol{\sigma}) & =\prod_{i=1}^{T} p_{o b s}\left(\mathbf{y}\left(t_{i}\right) \mid \mathbf{x}\left(t_{i}\right), \boldsymbol{\sigma}\right) \\
& =\prod_{i=1}^{T} \prod_{k=1}^{K} \mathcal{N}\left(\mathbf{y}_{k}\left(t_{i}\right) \mid x_{k}\left(t_{i}\right), \sigma_{k}^{2}\right) . \tag{4.12}
\end{align*}
$$

### 4.3.2 Discretisation of the integral operator

While we use the same choice of observation model as for the MLFM-AG method the approximation to the distribution of the latent states is significantly different. As previously we shall assume that $\mathbf{Y}$ is a noisy observation of the latent states, but that the latent state variable has been obtained by at least one iteration of the Picard transform (4.6). Therefore our proposal is to augment the set of model parameters with an additional set of variables which are to be interpreted as the preimages of the latent state variable under the successive applications of the Picard map.

Our first step is to replace the integral operator (4.7) with a numerical quadrature rule using some suitable discretisation. In order to carry out the process of quadrature accurately it may be necessary to augment the time set of observed variable times $\mathcal{T}=\left\{t_{1}, \ldots, t_{T}\right\}$ to an augmented set $\overline{\mathcal{T}}=\left\{\tau_{1}, \ldots, \tau_{N}\right\}$. The augmented set $\overline{\mathcal{T}}$ will be a finer partition of the interval $\left[t_{1}, t_{T}\right]$ so that $t_{1}=\tau_{1}<\ldots<\tau_{N}=t_{T}$ where $T<N$, and we further assume that for each time $t_{i}$ for which we have an observed data point there is a corresponding variable in the augmented set. We now apply a numerical quadrature rule to replace the integral operator (4.7) with the quadrature

$$
\begin{equation*}
\int_{\tau_{i-1}}^{\tau_{i}} A(\tau) \mathbf{x}(\tau) \mathrm{d} \tau \approx\left(\tau_{i}-\tau_{i-1}\right)\left(\theta A\left(\tau_{i-1}\right) \mathbf{x}\left(\tau_{i-1}\right)+(1-\theta)\right) A\left(\tau_{i}\right) \mathbf{x}\left(\tau_{i}\right) \tag{4.13}
\end{equation*}
$$

for $i=2, \ldots, N$ and for some parameter $\theta \in[0,1]$, [Baker, 2000]. In practice we typically choose the value $\theta=1 / 2$ which coincides with the trapezoidal rule. It would be tempting to consider higher order quadrature rules, and so minimise the extent to which we need to augment the variable set; however, the construction of higher order quadrature formulas is in general not straightforward, and in this work, we only consider the simple trapezoidal approximation.

For a linear ODE such as the MLFM, we can provide an explicit representation
of the operator so as make clear the dependence on random variables $\mathbf{g}$ and $\mathbf{B}$, and to efficiently provide gradients of the model with respect to these parameters. In this chapter we shall assume that the vector form of the state variable is arranged as $\mathbf{x}=\left(\mathbf{x}\left(\tau_{1}\right), \ldots, \mathbf{x}\left(\tau_{N}\right)\right)^{\top}$, which differs from the vectorisation in the previous chapter in that we now vectorise along the rows of $\mathbf{X}$.

We have assumed that there is some point which will correspond to the initial time for the IVP defining the MLFM, although we note that there is no requirement that this point corresponds to earliest point for which we have an observation. We denote the arbitrary initial time by $t_{\nu}$ where $\nu$ is some index in $\{1, \ldots, N\}$. Then applying the quadrature (4.13) to each subinterval of our refined partition we approximate the operator (4.7) by the quadrature

$$
\begin{align*}
\mathcal{K}_{\nu} \mathbf{x}\left(\tau_{n}\right) & =\int_{t_{\nu}}^{t_{n}} \mathbf{A}(\tau) \mathbf{x}(\tau) \mathrm{d} \tau \\
& \approx \sum_{i=0}^{n} \mathbf{A}\left(\tau_{i}\right) \mathbf{x}\left(\tau_{i}\right) w_{i n} \tag{4.14}
\end{align*}
$$

for some appropriate set of weights $\left\{w_{i n}\right\}$. We can append additional zeros for all $w_{i j}$ with $n+1 \leq j \leq N$, and then collect these variables in the $N \times N$ matrix, $\mathbf{W}$, which will depend on the choice of quadrature, the choice of initial time point and the partition of the time set. Therefore the quadrature approximation (4.14) may be rewritten as the matrix/vector product

$$
\mathcal{K}_{\nu} \mathbf{x}\left(\tau_{n}\right) \approx\left[\mathbf{K}_{\nu} \mathbf{x}\right]_{n}
$$

where $\left[\mathbf{K}_{\nu} \mathbf{x}\right]_{n}$ is the $n$th subvector of the $N K$ block vector. We also necessarily have that the weight $w_{\nu \nu}=0$. Alternatively we may write

$$
\begin{align*}
\mathbf{K}_{\nu}[\mathbf{g}, \boldsymbol{\beta}] & =\sum_{n=0}^{N} \mathbf{w}_{n} \mathbf{e}_{n}^{\top} \otimes \mathbf{A}\left(t_{n}\right) \\
& =\sum_{n=0}^{N} \mathbf{w}_{n} \mathbf{e}_{n} \otimes\left(\sum_{r=0}^{R} g_{r n} \mathbf{A}_{r}\right) \\
& =\sum_{n=0}^{N} \mathbf{w}_{n} \mathbf{e}_{n} \otimes \mathbf{A}_{0}+\sum_{r=1}^{R} \sum_{n=0}^{N} g_{r n} \cdot \mathbf{w}_{n} \mathbf{e}_{n} \otimes \mathbf{A}_{r} \\
& =\sum_{n=0}^{N}\left(\sum_{d=1}^{D}\left[\beta_{0 d}+\sum_{r=1}^{R} g_{r n} \beta_{r d}\right] \mathbf{w}_{n} \mathbf{e}_{n}^{\top} \otimes \mathbf{L}_{d}\right) . \tag{4.15}
\end{align*}
$$

While in practice we rarely would have been to form the full $N K \times N K$ matrix $\mathbf{K}$, this explicit expression makes it straightforward to realise the gradients

$$
\begin{align*}
\frac{\partial}{\partial g_{r n}} \mathbf{K}_{\nu}[\mathbf{g}, \boldsymbol{\beta}] & =\mathbf{w}_{n} \mathbf{e}_{n}^{\top} \otimes \sum_{d=1}^{D} \beta_{r d} \mathbf{L}_{d}  \tag{4.16}\\
\frac{\partial}{\partial \beta_{r d}} \mathbf{K}_{\nu}[\mathbf{g}, \boldsymbol{\beta}] & =\left(\sum_{n=1}^{N} g_{r n} \mathbf{w}_{n} \mathbf{e}_{n}^{\top}\right) \otimes \mathbf{L}_{d} \tag{4.17}
\end{align*}
$$

It follows that after vectorisation, and by linearity, we have the representations in terms
of the Jacobians

$$
\begin{align*}
\operatorname{vec}(\mathbf{K}) & =\tilde{\mathbf{v}}_{0}[\boldsymbol{\beta}]+\mathbf{V}[\boldsymbol{\beta}] \mathbf{g}  \tag{4.18a}\\
& =\mathbf{W}[\mathbf{g}] \boldsymbol{\beta} \tag{4.18b}
\end{align*}
$$

where $\tilde{\mathbf{v}}_{0}[\boldsymbol{\beta}]=\operatorname{vec}\left(\mathbf{K}_{\nu}[\mathbf{0}, \boldsymbol{\beta}]\right.$, and $\mathbf{V}$ is an $\left.(N K)^{2} \times N R\right)$ matrix where the columns are given by vectorising the gradient (4.16). Similarly $\mathbf{W}$ is the $(N K)^{2} \times(R+1) D$ matrix with columns given by the vectorisation of the gradient (4.17).

We can easily extend our discrete representation of the operator $\mathcal{K}_{\nu}$ to a discrete version of the Picard map (4.6). For an index $\nu \in\{1, \ldots, N\}$ we have the representation

$$
\begin{equation*}
\mathbf{x}\left(\tau_{\nu}\right)+\int_{\tau_{\nu}}^{t_{n}} \mathbf{A}(\tau) \mathbf{x}(\tau) \mathrm{d} \tau \approx\left[\mathbf{P}_{\nu} \mathbf{x}\right]_{n} \tag{4.19}
\end{equation*}
$$

where we have defined the matrix operator $\mathbf{P}_{\nu}$ given by

$$
\begin{equation*}
\mathbf{P}_{\nu} \mathbf{v}=\mathbf{v}_{\nu} \otimes \mathbf{1}_{N}+\mathbf{K}_{\nu}[\mathbf{g}, \boldsymbol{\beta}] \mathbf{v} \tag{4.20}
\end{equation*}
$$

which is defined to act on block-vectors of the form $\mathbf{v}=\left(\mathbf{v}_{1}, \ldots, \mathbf{v}_{N}\right)^{\top}$, with each subvector $\mathbf{v}_{i} \in \mathbb{R}^{K}$, for $i=1, \ldots, N$, such that $\left[\mathbf{K}_{\nu}[\mathbf{g}, \mathbf{B}] \mathbf{v}\right]_{\nu}=\mathbf{v}_{\nu}$. By construction this operator preserves the property of the Picard iteration of leaving the initial condition invariant. Of course the representations (4.18) can be used to give affine representations of $\operatorname{vec}\left(\mathbf{P}_{\nu}\right)$ in terms of the latent force or connection coefficient variables, in particular we have

$$
\begin{align*}
\operatorname{vec}\left(\mathbf{P}_{\nu}\right) & =\operatorname{vec}\left(\mathbf{E}_{\nu \nu}^{(N)} \otimes \mathbf{I}_{K}\right)+\operatorname{vec}(\mathbf{K}) \\
& =\mathbf{v}_{0}[\boldsymbol{\beta}]+\mathbf{V}[\boldsymbol{\beta}] \mathbf{g}  \tag{4.21a}\\
& =\mathbf{w}_{0}+\mathbf{W}[\mathbf{g}] \boldsymbol{\beta} \tag{4.21b}
\end{align*}
$$

where $\mathbf{E}_{i i}^{(N)}$ is the $N \times N$ matrix with entries $\left[\mathbf{E}_{i i}^{(N)}\right]_{n m}=\delta_{i n} \delta_{i m}$ and we have defined

$$
\begin{aligned}
\mathbf{v}_{0} & =\tilde{\mathbf{v}}_{0}[\boldsymbol{\beta}]+\operatorname{vec}\left(\mathbf{E}_{\nu \nu}^{(N)} \otimes \mathbf{I}_{K}\right) \\
\mathbf{w}_{0} & =\operatorname{vec}\left(\mathbf{E}_{\nu \nu}^{(N)} \otimes \mathbf{I}_{K}\right)
\end{aligned}
$$

The construction of these representations depends implicitly upon the fixed initial time, in what follows we shall suppress this dependence for notational convenience, apart from in Section 4.5 when we consider mixtures of different initial starting times.

The linear representations we have just introduced will act in a way analogous to those derived in Chapter 3 for the adaptive gradient matching approach. In particular, they will allow us to reconsider the motivating linear system of equations (4.4), but now between successive iterates of the Picard map. Anticipating the development in the next section consider a set of vectors $\mathbf{z}^{(m)}$, defined by the successive application of the Picard map

$$
\mathbf{z}^{(m)}=\mathbf{P}[\mathbf{g}, \boldsymbol{\beta}] \mathbf{z}^{(m-1)}, \quad m=1, \ldots, M
$$

which after vectorisation, and using the representations (4.18), are equivalent to the system of equations

$$
\begin{equation*}
\left(\mathbf{z}^{(m-1)} \otimes \mathbf{I}\right) \mathbf{V}[\boldsymbol{\beta}] \mathbf{g}=\left(\mathbf{z}^{(m-1)} \otimes \mathbf{I}\right)\left[\tilde{\mathbf{v}}_{0}+\mathbf{z}_{\nu} \otimes \mathbf{1}_{N}\right]-\mathbf{z}^{(m)} \tag{4.22}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\mathbf{z}^{(m-1)} \otimes \mathbf{I}\right) \mathbf{W}[\mathbf{g}] \boldsymbol{\beta}=\left(\mathbf{z}^{(m-1)} \otimes \mathbf{I}\right)\left[\mathbf{z}_{\nu} \otimes \mathbf{1}_{N}\right]-\mathbf{z}^{(m)} \tag{4.23}
\end{equation*}
$$

By conditioning on the set of latent variables, and then rearranging these expressions we can construct systems of linear equations which the variables $\mathbf{g}$ and $\mathbf{B}$ should satisfy. Because in practice we do not have access to this full set of successive observations, but instead only a noisy observation of the limiting trajectory $\lim _{m \rightarrow \infty} \mathbf{z}^{(m)}$ we will necessarily have to augment our variable set if we are going to utilise this motivating idea of exploiting the conditional linear system of equations structure. We view this as a missing data problem and the full set of successive approximations as the complete data for our model. In attempting to introduce these variables we will require their distribution, and so run into the same difficulty as discussed previously when trying to introduce the distribution of the trajectory. However by making certain assumptions regarding the conditional distribution of each of the successive approximates conditional on those previous it will be easier to motivate a distribution for the complete set, and so overcome the barriers in the heuristic scheme (4.5) and we present the details of this approach in the next section.

### 4.3.3 Conditional successive approximations

To use the linear representations obtained by discretising the integral transforms we will need to augment our model with a collection of variables representing the successive approximations, in practice we will also need to truncate the series expansion (4.9) after a finite number of terms. We will see that successfully doing this will allow us to consider the constraining system of linear equations discussed in the previous section, but to do so we need to first construct a suitable probabilistic model for these variables that will allow them to be incorporated into the inference procedure. This process is analogous to that considered in the previous chapter, where it was necessary to augment the dataset with a representation of the gradient process.

We therefore introduce the collection of latent variables $\left\{\mathbf{Z}_{0}, \mathbf{Z}_{1} \ldots, \mathbf{Z}_{M}\right\}$ with $\mathbf{Z}_{m}=$ $\left(\mathbf{z}\left(\tau_{1}\right), \ldots, \mathbf{z}\left(\tau_{T}\right)\right)$, for $m=0,1, \ldots, M$ and $\mathbf{Z}_{M}$ is identified with $\mathbf{X}$. We shall assume that any finite sample of the $\mathbf{z}^{(0)}$ of the process $\mathbf{Z}^{(0)}(t)$ is almost surely Gaussian distributed, and the sample paths are continuous with respect to the temporal argument, this includes GPs with appropriately defined kernel functions, but it also allows for the specification of regression type models for the distribution including constant initial approximations. We shall also typically assume independence across dimensions for the initial condition, as was done for the GP prior on the state variable in the previous chapter, that is we take the vectors $\mathbf{z}_{k}^{(0)}=\left(\mathbf{z}_{k}^{(0)}\left(\tau_{1}\right), \ldots, \mathbf{z}_{k}^{(0)}\left(\tau_{N}\right)\right)^{\top}$, to be independent for $k=1, \ldots, K$. In general we may write the distribution of the initial approximation $\mathbf{Z}^{(0)}=\left\{\mathbf{z}_{1}^{(0)}, \ldots, \mathbf{z}_{K}^{(0)}\right\}$ as

$$
\begin{align*}
p\left(\mathbf{z}^{(0)} \mid \boldsymbol{\phi}\right) & =\prod_{k=1}^{K} p\left(\mathbf{z}_{k}^{(0)}\right) \\
& =\prod_{k=1}^{K} \mathcal{N}\left(\mathbf{z}_{k}^{(0)} \mid \mathbf{0}, \mathbf{C}_{\phi_{k}}\right) \tag{4.24}
\end{align*}
$$

where each $\mathbf{C}_{\phi_{k}}$ is a postive-semi definite matrix, allowing for the possibility of the degenerate case with $\operatorname{rank}\left(\mathbf{C}_{\phi_{k}}\right)<N$. As with the introduction of the GP prior in the
adaptive gradient matching methods discussed in the previous chapter, the choice of covariance function will determine the smoothness properties of the initial approximation to the state. Where this method will differ is that because the initial approximation is further removed from the data, this will not translate as directly into smoothness assumptions on the observed trajectory itself. It is because of these similarities with the role of the GP interpolators in the MLFM-AG method that we use the same symbol, $\phi_{k}$, to parameterise the hyperparameters of the initial state interpolants.

There is much flexibility in the specification of this term, but the higher the order of the expansion the less it will depend on the initial value. With this in mind rather than specify a flexible, but hard to identify Gaussian processes, it may be simpler to consider finite basis regression models; indeed one choice is to fix the initial trajectory to be the constant model

$$
\begin{equation*}
\mathbf{z}^{(0)}\left(\tau_{n}\right)=\boldsymbol{\mu}_{0}, \quad \forall n=1, \ldots, N \tag{4.25}
\end{equation*}
$$

where $\boldsymbol{\mu}_{0}$ is an $\mathbb{R}^{K}$ valued random variable with distribution

$$
\begin{equation*}
p\left(\boldsymbol{\mu}_{0}\right)=\prod_{k=1}^{K} \mathcal{N}\left(\mu_{0 k} \mid 0, \phi_{k}^{-1}\right) \tag{4.26}
\end{equation*}
$$

and $\phi_{k}$ is a positive scalar. This allows us to specify the distribution of the constant initial value approximation of the variable, $\mathbf{z}^{(0)}$, as the product of the degenerate distributions

$$
\begin{equation*}
p\left(\mathbf{z}_{k}^{(0)} \mid \phi_{k}, \alpha_{k}\right)=\mathcal{N}\left(\mathbf{z}_{k}^{(0)} \mid \mathbf{0}, \phi_{k}^{-1} \mathbf{1}_{N} \mathbf{1}_{N}^{\top}\right), \tag{4.27}
\end{equation*}
$$

where $\mathbf{1}_{N}$ is the $N$-vector with each entry equal to unity. This choice mirrors the deterministic setting of the Neumann series expansion discussed in the previous section where the initial approximation was taken to be a constant valued function agreeing with the initial condition specifying the IVP. In practice when updating the hyperparameters $\phi$ we will work with the scalar random variables $\left[\mathbf{z}_{k}^{(0)}\right]_{\nu}$ corresponding to the fixed point indices, rather than the full $N$-vector.

## A linear dynamic system model for the successive approximations

Having specified the initial distribution, then the interpretation of the collection of variables $\left\{\mathbf{Z}^{(m)}\right\}_{m=0}^{M}$ should be clear; they are each intended to represent an $m$ th order approximation to the state variable $\mathbf{X}$ conditional on an observation of the latent force parameters and additional structural parameters. By analogy with the Picard map 4.6 we assume these variables are related by the linear mapping

$$
\begin{equation*}
\mathbf{z}^{(m)}=\mathbf{P}[\mathbf{g}, \mathbf{B}] \mathbf{z}^{(m-1)}+\mathbf{w}_{m}, \quad m=1, \ldots, M \tag{4.28}
\end{equation*}
$$

where $\mathbf{w}_{m}$ is some additional correction term, including the possibility of taking $\mathbf{w}_{m}=\mathbf{0}$ almost surely. A natural interpretation of this correction term is as the error introduced by replacing the random integral operator $\mathcal{K}$ with the discrete operator $\mathbf{K}$.

This interpretation is challenging; however, because as a random variable, we will have multiple sources of error. These errors include the error structure as a random variable, a deterministic error corresponding to the use of quadrature, and furthermore, these errors will be correlated with one another. However, since for suitably dense realisations of the trajectory, the quadrature error disappears we can construct a
suitable approximation by using the independent error model and concluding that the majority of the informational content is contained in the linear map. (4.28) is captured by applying the matrix operator (4.20), and therefore in the case of dense realisations of the trajectory where the error is small, there will be minimal loss of information if we replace the correlated error term with an independent additive Gaussian noise term leading to the proposed transition distribution

$$
\begin{equation*}
\mathbf{z}^{(i+1)} \mid \mathbf{z}^{(i)}, \mathbf{g}, \mathbf{B}, \boldsymbol{\Gamma} \sim \mathcal{N}\left(\mathbf{z}^{(i+1)} \mid \mathbf{P}[\mathbf{g}, \mathbf{B}] \mathbf{z}^{(i)}, \boldsymbol{\Gamma}\right) \tag{4.29}
\end{equation*}
$$

A similar use of quadrature is proposed in [Lawrence et al., 2006] applied to the integral operator (2.7) of the LFM considered in Section 2.2, however with a nonlinear transformation of the Gaussian process in the integrand. In that approach, no effort is made to proxy for the quadrature error, and so it effectively gets absorbed into the GP term.

This option is also open to us, corresponding to the choice of $\boldsymbol{\Gamma}=0$. However, we shall see in the next section that $\boldsymbol{\Gamma}$ acts as a regularising term for the conditional distribution of the latent force variables and connection coefficients. As such it may be preferable to retain it in which case it plays a role analogous to the parameter $\gamma$ introduced in the adaptive gradient matching method.

In this thesis this is the emphasis we stress; the transition density is to be viewed as a regularised approximation of a deterministic transformation. This specification acts to counterbalance the rigidity imposed on the model by working near the degenerate limit of almost complete sample paths, much as the introduction of the regularisation parameters in the previous chapter to counterbalance the hard constraint implied by the time-evolution equation. For this reason we denote this noise term by $\boldsymbol{\Gamma}$, and in application we shall typically assume this takes the simpler form

$$
\boldsymbol{\Gamma}=\operatorname{diag}(\gamma) \otimes \mathbf{I}_{N}
$$

rather than a fully specified covariance matrix.

## Joint distribution of the successive approximations

Under the additive independent error assumption (4.29) we can treat the collection of successive approximations as a Markov chain in the order parameter leading to a joint conditional distribution given by

$$
\begin{align*}
p\left(\mathbf{z}^{(0)}, \ldots, \mathbf{z}^{(m)} \mid \mathbf{g}, \mathbf{B}, \boldsymbol{\Gamma}\right) & =p\left(\mathbf{z}^{(0)}\right) \prod_{m=1}^{M} p\left(\mathbf{z}^{(m)} \mid \mathbf{z}^{(m-1)}, \mathbf{g}, \mathbf{B}, \boldsymbol{\Gamma}\right) \\
& =\mathcal{N}\left(\mathbf{z}^{(0)} \mid \mathbf{0}, \mathbf{C}_{\phi}\right) \prod_{m=1}^{M} \mathcal{N}\left(\mathbf{z}^{(m)} \mid \mathbf{P}[\mathbf{g}, \mathbf{B}] \mathbf{z}^{(m-1)}, \boldsymbol{\Gamma}\right) \tag{4.30}
\end{align*}
$$

To complete the model specification we now need to link the data and the approximations to the latent states. This must be done both for the initial state approximation and for the final state. The latter is achieved by directly identifying the highest order approximation $\mathbf{z}^{(M)}$ with the trajectory variable directly leading to the emission density
given by the observation noise distribution discussed above

$$
\begin{aligned}
p(\mathbf{Y} \mid \mathbf{Z}, \boldsymbol{\sigma}) & =p\left(\mathbf{Y} \mid \mathbf{Z}^{(M)}, \mathbf{g}, \mathbf{B}\right) \\
& =\prod_{k=1}^{K} \prod_{n=1}^{N} \mathcal{N}\left(\mathbf{y}_{k n} \mid \mathbf{z}_{k n}^{(M)}, \sigma_{k}^{2}\right)
\end{aligned}
$$

We remark that it is necessary to view the observation at the fixed initial time point in a manner distinct from the other trajectory variables. The distribution of state variables at the initial time will not depend on the parameters of $\mathbf{P}$ because of the fixed initial condition property. To elaborate on this point if $\nu \in\{1, \ldots, N\}$ is the index of the initial time then from the transition model (4.29) we have that $\mathbf{z}_{\nu}^{(m)}=\mathbf{z}_{\nu}^{(m-1)}+\mathbf{w}_{m \nu}$ so that the distribution of $\mathbf{z}_{\nu}^{(m)}$ has no direct dependence on the variables $\mathbf{G}$ and $\mathbf{b}$, and this is true for all $m=1, \ldots, M$. It follows from this property, and if the covariance matrix $\boldsymbol{\Gamma}$ has small diagonal entries, that the distribution of $\mathbf{Z}^{(0)}\left(t_{\nu}\right)$ will be well informed by the observations $\mathbf{Y}\left(t_{\nu}\right)$ and so we specify the joint distribution of the observation at the fixed initial time by

$$
\begin{equation*}
p\left(\mathbf{Y}\left(\tau_{\nu}\right), \mathbf{Z}^{(0)}\left(\tau_{\nu}\right) \mid \mathbf{g}, \mathbf{B}, \boldsymbol{\tau}, \boldsymbol{\mu}_{0}, \boldsymbol{\phi}\right)=p\left(\mathbf{Y}\left(\tau_{\nu}\right) \mid \mathbf{z}^{(0)}\left(\tau_{\nu}\right)\right) \tag{4.31}
\end{equation*}
$$

where the distribution of $\mathbf{Z}^{(0)}$ is given by either (4.24) or (4.27). The conditional independence structure of this model is represented in Figure 4.2. In which we can clearly observe the linear Gaussian dynamic model arising from the additive error approximation. The state variables will have a Markov structure, and in the conditional independence graph, Figure 4.1, will be connected to the data through an emission distribution connecting the final state and the full set of observations, and an emission distribution relating the approximation of the initial state and the observation $\mathbf{Y}\left(\tau_{\nu}\right)$. If we take the constant initial state approximation then we obtain the emission distribution

$$
\begin{align*}
p\left(\mathbf{Y} \mid \mathbf{Z}^{(0)}, \boldsymbol{\sigma}\right) & =\prod_{k=1}^{K} p\left(\mathbf{Y}^{(0)}\left(\tau_{\nu}\right) \mid \mathbf{Z}\left(\tau_{\nu}\right)^{(0)}, \boldsymbol{\sigma}\right) \\
& =\prod_{k=1}^{K} \mathcal{N}\left(Y_{k}\left(\tau_{\nu}\right) \mid Z_{k}^{(0)}\left(\tau_{\nu}\right), \sigma_{k}^{2}\right) \tag{4.32}
\end{align*}
$$

where $\mathbf{Z}^{(0)}\left(\tau_{\nu}\right)$ has a distribution given by (4.27).
If we then combine these two emission densities with the density of the state variables then we have the complete specification

$$
\begin{equation*}
p(\mathbf{Y}, \mathbf{Z} \mid \mathbf{g}, \mathbf{B}, \boldsymbol{\tau}, \boldsymbol{\Gamma})=p\left(\mathbf{Y}\left(\tau_{\nu}\right) \mid \mathbf{Z}^{(0)}, \boldsymbol{\tau}\right) p\left(\mathbf{Y}\left|\mathbf{Z}^{(M)}\right| \mathbf{g}, \mathbf{B}, \boldsymbol{\Gamma}\right) p(\mathbf{Z} \mid \mathbf{g}, \mathbf{B}, \boldsymbol{\Gamma}) \tag{4.33}
\end{equation*}
$$

the conditional Independence structure of this model is displayed in Figure 4.2, and takes the form a linear Gaussian dynamical system with emission densities connecting data to the first and final states.

## Posterior conditional of the latent force variables

Having introduced an approximate density for the set of successive approximations to the state variable we now follow the development of the previous chapter to construct the posterior conditionals for the model parameters.


Figure 4.1: Conditional indepdence structure of the emission distributions in the linear dynamical system structure of the MLFM-SA model


Figure 4.2: Graphical representation of the method of successive approximations model for the MLFM. The successive states $\mathbf{z}^{(m)}$ have the form of a simple linear Gaussian dynamic system. The data informs the distribution a two places; through the value of the initial approximation at time $t_{\nu}$ and the final output of the truncated successive approximations.

By considering the complete model with the set of latent states we shall be able to exploit the linear constraint conditions imposed by the Picard map. As a result we shall see that the log posteriors for the latent force and connection variables are defined by certain collections of quadratics leading to Gaussian conditionals analogous to the MLFM-AG approximation.

Using the conditional independence structure of the model, represented graphically in Figure 4.2, and the joint density function of the latent state variables (4.30) then

$$
\begin{align*}
p(\mathbf{g} \mid \mathbf{Y}, \mathbf{Z}, \mathbf{B}, \boldsymbol{\psi}, \boldsymbol{\Gamma}, \boldsymbol{\phi}) & =p(\mathbf{g} \mid \mathbf{Z}, \mathbf{B}, \boldsymbol{\Gamma}, \boldsymbol{\psi}) \\
& \propto p(\mathbf{Z} \mid \mathbf{g}, \mathbf{B}, \boldsymbol{\Gamma}) \prod_{r=1}^{R} p\left(\mathbf{g}_{r} \mid \psi_{r}\right) \\
& \propto \prod_{i=1}^{M} \mathcal{N}\left(\mathbf{z}^{(m)} \mid \mathbf{P}[\mathbf{g}, \mathbf{B}] \mathbf{z}^{(m-1)}, \boldsymbol{\Gamma}\right) \prod_{r=1}^{R} \mathcal{N}\left(\mathbf{g}_{r} \mid \mathbf{0}, \mathbf{C}_{\psi_{r}}\right), \tag{4.34}
\end{align*}
$$

which given that the entries of $\mathbf{P}[\mathbf{g}, \mathbf{B}]$ are linear in the forces will be a product of Gaussian densities, and so itself a Gaussian density. Before we provide an explicit representation of this density it is worth considering the interpretation discussed previous of $\boldsymbol{\Gamma}$ as a regularisation parameter and considering the limit $\boldsymbol{\Gamma} \rightarrow \mathbf{0}$, in which case we can, at least heuristicly, write the density (4.34) as

$$
\begin{equation*}
p(\mathbf{g} \mid \mathbf{Z}, \mathbf{B}, \boldsymbol{\phi}, \boldsymbol{\psi}) \propto \prod_{i=1}^{M} \delta\left(\mathbf{z}^{(m)}-\mathbf{P}[\mathbf{g}, \mathbf{B}] \mathbf{z}^{(m-1)}\right) p(\mathbf{g}) \tag{4.35}
\end{equation*}
$$

where $p(\mathbf{g})$ is the Gaussian prior of the latent forces. So that the posterior acts to constrain the Gaussian prior onto the intersection of $M$ linear subspaces determined by the solution constraints of the set of successive approximations. In this way the regularising term $\boldsymbol{\Gamma}$ inflates the posterior around this degenerate limit.

To derive the mean and covariance explicitly we first consider a given $m \in\{1, \ldots, M\}$, and for convenience letting $\mathbf{P}:=\mathbf{P}[\mathbf{g}, \mathbf{B}]$, then

$$
\begin{align*}
\log \mathcal{N}\left(\mathbf{z}^{(m)} \mid \mathbf{P z}^{(m-1)}, \boldsymbol{\Gamma}\right)= & -\frac{1}{2}\left(\mathbf{P z}^{(m-1)}-\mathbf{z}^{(m)}\right)^{\top} \boldsymbol{\Gamma}^{-1}\left(\mathbf{P} \mathbf{z}^{(m-1)}-\mathbf{z}^{(m)}\right)+\text { const. }, \\
= & -\frac{1}{2} \operatorname{Tr}\left(\left(\boldsymbol{\Gamma}^{-1} \mathbf{P} \mathbf{z}^{(m-1)}\right)^{\top} \mathbf{P} \mathbf{z}^{(m-1)}\right) \\
& +\operatorname{Tr}\left(\left(\boldsymbol{\Gamma}^{-1} \mathbf{z}^{(m)} \mathbf{z}^{(m-1) \top}\right)^{\top} \mathbf{P}\right)+\text { const. } \\
= & -\frac{1}{2} \operatorname{vec}(\mathbf{P})^{\top}\left(\mathbf{z}^{(m-1)} \mathbf{z}^{(m-1) \top} \otimes \boldsymbol{\Gamma}^{-1}\right) \operatorname{vec}(\mathbf{P}) \\
& +\operatorname{vec}\left(\boldsymbol{\Gamma}^{-1} \mathbf{z}^{(m)} \mathbf{z}^{(m-1) \top}\right)^{\top} \operatorname{vec}(\mathbf{P})+\operatorname{const} . \\
= & -\frac{1}{2} \mathbf{g}^{\top} \mathbf{V}\left(\mathbf{z}^{(m-1)} \mathbf{z}^{(m-1) \top} \otimes \boldsymbol{\Gamma}^{-1}\right) \mathbf{V g} \\
& +\left[\operatorname{vec}\left(\boldsymbol{\Gamma}^{-1} \mathbf{z}^{(m)} \mathbf{z}^{(m-1) \top}\right)^{\top}-\mathbf{v}_{0}^{\top}\left(\mathbf{z}^{(m-1)} \mathbf{z}^{(m-1) \top} \otimes \boldsymbol{\Gamma}^{-1}\right)\right] \mathbf{V g} \\
& +\operatorname{const.}, \tag{4.36}
\end{align*}
$$

where the pair $\left(\mathbf{V}, \mathbf{v}_{0}\right)$ such that $\mathbf{V g}+\mathbf{v}_{0}=\operatorname{vec}(\mathbf{P})$ was defined by (4.21). In what
follows it will be useful to define the statistics

$$
\begin{equation*}
\mathbf{\Psi}_{0}=\sum_{m=1}^{M} \mathbf{z}^{(m-1)} \mathbf{z}^{(m-1) \top}, \quad \mathbf{\Psi}_{1}=\sum_{m=1}^{M} \mathbf{z}^{(m-1)} \mathbf{z}^{(m) \top}, \tag{4.37}
\end{equation*}
$$

then taking the log transform of the density (4.34), using (4.36) and identifying coefficients then we may conclude that the conditional distribution of $\mathbf{g}$ is given by

$$
\begin{equation*}
p(\mathbf{g} \mid \mathbf{Z}, \mathbf{B}, \boldsymbol{\Gamma}, \boldsymbol{\psi})=\mathcal{N}\left(\mathbf{g} \mid \mathbf{m}_{g}, \mathbf{K}_{g}\right), \tag{4.38}
\end{equation*}
$$

where

$$
\begin{align*}
& \mathbf{m}_{g}(\mathbf{Z}, \mathbf{B}, \boldsymbol{\Gamma}, \boldsymbol{\psi})=\mathbf{K}_{g} \mathbf{V}^{\top}\left[\operatorname{vec}\left(\boldsymbol{\Gamma}^{-1} \mathbf{\Psi}_{1}\right)-\left(\mathbf{\Psi}_{0} \otimes \boldsymbol{\Gamma}^{-1}\right) \mathbf{v}_{0}\right]  \tag{4.39a}\\
& \mathbf{K}_{g}(\mathbf{Z}, \mathbf{B}, \boldsymbol{\Gamma}, \boldsymbol{\psi})=\left(\mathbf{V}^{\top}\left(\mathbf{\Psi}_{0} \otimes \boldsymbol{\Gamma}^{-1}\right) \mathbf{V}+\mathbf{C}_{\psi}^{-1}\right)^{-1} \tag{4.39b}
\end{align*}
$$

A direct interpretation of these moments is less clear than the heuristic density (4.35), but when we consider a parameterisation $\boldsymbol{\Gamma}^{-1}=\lambda \mathbf{I}_{N K}$ then the maximum of the conditioned posterior can be interpreted as the Tikhonov regularised solution.

## Posterior conditional for the connection coefficients

We derive the conditional distribution for the connection coefficients, B, using the same method as just considered for the latent forces. For the connection variables the conditional independence structure leads to the unnormalised posterior

$$
\begin{aligned}
p(\mathbf{B} \mid \mathbf{Y}, \mathbf{Z}, \mathbf{g}, \boldsymbol{\Gamma}, \boldsymbol{\phi}, \boldsymbol{\psi}, \boldsymbol{\zeta}) & =p(\mathbf{B} \mid \mathbf{Z}, \mathbf{g}, \boldsymbol{\Gamma}, \boldsymbol{\zeta}) \\
& \propto \prod_{m=1}^{M} \mathcal{N}\left(\mathbf{z}^{(m)} \mid \mathbf{P}[\mathbf{g}, \mathbf{B}] \mathbf{z}^{(m-1)}, \boldsymbol{\Gamma}\right) p(\mathbf{B} \mid \boldsymbol{\zeta})
\end{aligned}
$$

Again this density may be interpreted as concentrating the prior around the intersection of linear spaces defined by the linear constraints of the successive approximations.

The rearrangement analogous to (4.36) is given by

$$
\begin{align*}
& \log \mathcal{N}\left(\mathbf{z}^{(m)} \mid \mathbf{P z}^{(m-1)}, \boldsymbol{\Gamma}\right)=-\frac{1}{2} \operatorname{vec}(\mathbf{P})^{\top}\left(\mathbf{z}^{(m-1)} \mathbf{z}^{(m-1) \top} \otimes \boldsymbol{\Gamma}^{-1}\right) \operatorname{vec}(\mathbf{P}) \\
&+\operatorname{vec}\left(\boldsymbol{\Gamma}^{-1} \mathbf{z}^{(m)} \mathbf{z}^{(m-1)}\right)^{\top} \operatorname{vec}(\mathbf{P})+\operatorname{const} \\
&=-\frac{1}{2} \boldsymbol{\beta}^{\top} \mathbf{W}^{\top}\left(\mathbf{z}^{(m-1)} \mathbf{z}^{(m-1) \top} \otimes \boldsymbol{\Gamma}^{-1}\right) \mathbf{W} \boldsymbol{\beta} \\
&+\left[\operatorname{vec}\left(\boldsymbol{\Gamma}^{-1} \mathbf{z}^{(m)} \mathbf{z}^{(m-1) \top}\right)^{\top}-\mathbf{w}_{0}^{\top}\left(\mathbf{z}^{(m-1)} \mathbf{z}^{(m-1) \top} \otimes \boldsymbol{\Gamma}^{-1}\right)\right] \mathbf{W} \boldsymbol{\beta} \\
&+ \text { const., } \tag{4.40}
\end{align*}
$$

for $m=1, \ldots, M$. If we now use the representation of $\operatorname{vec}(\mathbf{P})$ in terms of its Jacobian, $\mathbf{W}$,taken with respect to the variables $\mathbf{g}$, and offset in the representation (4.21). Then using the Markov structure to sum over the contribution from each of the Gaussian transition densities we again realise a Gaussian conditional density of the form

$$
p(\mathbf{B} \mid \mathbf{Z}, \mathbf{g}, \boldsymbol{\Gamma}, \boldsymbol{\zeta})=\mathcal{N}\left(\boldsymbol{\beta} \mid \mathbf{m}_{\beta}, \mathbf{K}_{\beta}\right),
$$

where using the statistics (4.37) the moments are given by

$$
\begin{align*}
& \mathbf{m}_{\beta}(\mathbf{Z}, \mathbf{g}, \boldsymbol{\Gamma}, \boldsymbol{\zeta})=\mathbf{K}_{\beta} \mathbf{W}^{\top}\left[\operatorname{vec}\left(\boldsymbol{\Gamma}^{-1} \mathbf{\Psi}_{1}\right)-\left(\mathbf{\Psi}_{0} \otimes \boldsymbol{\Gamma}^{-1}\right) \mathbf{w}_{0}\right]  \tag{4.41a}\\
& \mathbf{K}_{\beta}(\mathbf{Z}, \mathbf{g}, \boldsymbol{\Gamma}, \boldsymbol{\zeta})=\left(\mathbf{\Psi}_{0} \otimes \boldsymbol{\Gamma}^{-1}+\mathbf{C}_{\zeta}^{-1}\right)^{-1} \tag{4.41b}
\end{align*}
$$

### 4.4 Marginalisation over the latent states

The introduction of the augmented latent variable set provides the model with the successive approximation structure which allowed for the construction of tractable conditions, but the state variables are of relatively little interest if our primary goal is to learn the coefficient matrix that governs this non-autonomous ODE. Furthermore, by including the latent state variables, we have a significant expansion in the size of the latent variable set. Indeed the $T \cdot K$ state variables in the MLFM-AG method have become $(M+1) \cdot N \cdot K$ variables with $N \geq T$, and possibly much larger if the data is sparse, but we desire a dense refinement of the interval over which we are solving the model.

Therefore in this section, we consider the possibility of alleviating this problem using the same marginalisation strategy as considered in Section 3.4. Indeed the strategy in the previous chapter may be summarised as introducing the gradient process to impose the model structure, marginalise over the gradient process, and then also use the linear structure to marginalise over the state process itself to lead to a parsimonious representation of the model ideal for forming point estimates. We follow a similar approach here where after having introduced the latent variables to approximate the series expansion solution to the trajectory, and so we now examine the possibility of marginalising out this augmented variable set leaving the residual model structure. In doing so we shall construct the marginal likelihood term $p(\mathbf{Y} \mid \mathbf{g}, \mathbf{B})=\int p(\mathbf{Y}, \mathbf{Z} \mid$ $\mathbf{g}, \mathbf{B}) \mathrm{d} \mathbf{Z}$, which will provide a more parsimonious parameterisation of the optimisation problems we are interested in.

The Markov structure of the conditional density of the latent variables $\left\{\mathbf{z}^{(m)}\right\}_{m=0}^{M}$ means that it is straightforward to construct the marginal density by integrating over (4.30) leading to

$$
\begin{align*}
p(\mathbf{Y} \mid \mathbf{g}, \mathbf{B}, \boldsymbol{\sigma}, \boldsymbol{\Gamma}, \boldsymbol{\phi})= & \int p\left(\mathbf{Y} \mid \mathbf{Z}^{(M)}, \boldsymbol{\sigma}\right) p(\mathbf{Z} \mid \mathbf{g}, \mathbf{B}, \boldsymbol{\phi}, \boldsymbol{\Gamma}) \mathrm{d} \mathbf{Z} \\
= & \int \cdots \mathcal{N}\left(\mathbf{y} \mid \mathbf{z}^{(M)}, \operatorname{diag}\left(\boldsymbol{\sigma}^{\circ 2}\right) \otimes \mathbf{I}_{N}\right) \prod_{m=2}^{M} \mathcal{N}\left(\mathbf{z}^{(m)} \mid \mathbf{P}[\mathbf{g}, \mathbf{B}] \mathbf{z}^{(m-1)}, \boldsymbol{\Gamma}\right) \\
& \left(\int \mathcal{N}\left(\mathbf{z}^{(1)} \mid \mathbf{P}[\mathbf{g}, \mathbf{B}] \mathbf{z}^{(0)}, \boldsymbol{\Gamma}\right) \mathcal{N}\left(\mathbf{z}^{(0)} \mid \mathbf{0}, \mathbf{C}_{0}\right) \mathrm{d} \mathbf{z}^{(0)}\right) \mathrm{d} \mathbf{z}^{(1)} \cdots \mathrm{d} \mathbf{z}^{(M)} \\
= & \int \cdots \int \mathcal{N}\left(\mathbf{y} \mid \mathbf{z}^{(M)}, \operatorname{diag}\left(\boldsymbol{\sigma}^{\circ 2}\right) \otimes \mathbf{I}_{N}\right) \prod_{m=2}^{M} \mathcal{N}\left(\mathbf{z}^{(m)} \mid \mathbf{P}[\mathbf{g}, \mathbf{B}] \mathbf{z}^{(m-1)}, \boldsymbol{\Gamma}\right) \\
& \times \mathcal{N}\left(\mathbf{z}^{(1)} \mid \mathbf{0}, \mathbf{P} \mathbf{C}_{0} \mathbf{P}^{\top}+\mathbf{\Gamma}\right) \mathrm{d} \mathbf{z}^{(1)} \cdots \mathrm{d} \mathbf{z}^{(M)} \\
= & \mathcal{N}\left(\mathbf{x} \mid \mathbf{0}, \mathbf{C}_{M}+\operatorname{diag}\left(\boldsymbol{\sigma}^{\circ 2}\right) \otimes \mathbf{I}_{N}\right), \tag{4.42}
\end{align*}
$$

where $\mathbf{C}_{M}=\mathbf{C}_{M}(\mathbf{g}, \mathbf{B}, \boldsymbol{\Gamma}, \boldsymbol{\phi})$ is defined recursively by

$$
\begin{equation*}
\mathbf{C}_{m}=\mathbf{P}[\mathbf{g}, \mathbf{B}] \mathbf{C}_{m-1} \mathbf{P}[\mathbf{g}, \mathbf{B}]^{\top}+\boldsymbol{\Gamma}, \tag{4.43}
\end{equation*}
$$

and the initial covariance matrix $\mathbf{C}_{0}$ is given by the covariance matrix of $\mathbf{Z}^{(0)}$.
To interpret this result, it is again useful to consider the deterministic limit. If we also consider the case where we are using a constant approximation to the initial state, then the initial covariance matrix is given by

$$
\begin{equation*}
\mathbf{C}_{0}=\sum_{k=1}^{K} \phi_{k}^{-1}\left(\mathbf{e}_{k} \otimes \mathbf{1}_{N}\right)\left(\mathbf{e}_{k} \otimes \mathbf{1}_{N}\right)^{\top}, \tag{4.44}
\end{equation*}
$$

where $\mathbf{e}_{k}$ is the standard basis vector in $\mathbb{R}^{K}$. Repeated application of (4.43) with $\boldsymbol{\Gamma}=0$ leads to

$$
\begin{equation*}
\mathbf{C}_{M}=\sum_{k=1}^{K} \phi_{k}^{-1}\left[\mathbf{P}^{M}\left(\mathbf{e}_{k} \otimes \mathbf{1}_{N}\right)\right]\left[\mathbf{P}^{M}\left(\mathbf{e}_{k} \otimes \mathbf{1}_{N}\right)\right]^{\top} . \tag{4.45}
\end{equation*}
$$

It follows that in the deterministic case the covariance matrix is singular with rank of at most $K$. In the limit $M \rightarrow \infty$ the vector $\mathbf{P}^{M}\left(\mathbf{e}_{k} \otimes \mathbf{1}_{N}\right)$ is a discrete approximation to the IVP

$$
\dot{\mathbf{x}}(t)=\mathbf{A}(t) \mathbf{x}(t), \quad \mathbf{x}\left(t_{0}\right)=\mathbf{e}_{k}
$$

for $k=1, \ldots, K$, so that we may directly relate the covariance matrix to the fundamental solution of the ODE problem. This reflects our attempts in this chapter to construct an approximation to the distribution which is more faithful to the ODE model as a transformation of the underlying latent forces analogous to that presented in Section 2.2.1 for the LFM, rather than the use of the interpolating processes in the MLFM-AG which sidesteps this feature. Unfortunately, unlike for the LFM in which the linear transformation acts on the latent forces we now have a situation in which the linear transformation depends directly on the latent forces and so integrating over the force variables is not possible.

Returning to the general case with nonzero regularisation matrix the result is the density of a mean zero Gaussian random variable where the covariance matrix is a degree $2 M$ polynomial in the latent force variables and coefficient variables, contrast this with the covariance matrix for the adaptive gradient matching model (3.45) in which the inverse covariance matrix was a quadratic in the latent force variables. Given this, potentially high degree, polynomial dependence of the covariance matrix and further compounded by the fact that representing the log-likelihood will require inverting this covariance matrix, then methods based on maximising the marginal-likelihood term (4.42) will necessarily be computationally more burdensome than the analogous methods discussed for the adaptive gradient matching methods, although it is, in principle, possible to construct the gradient of the covariance matrix, $\mathbf{C}_{M}$, with respect to the model parameters and so use gradient-based optimisation methods but the recursive structure of the covariance matrix makes this an expensive process. However, simulation studies presented in Chapter 6 demonstrate that there are situations where this increased computational burden is rewarded with more accurate solutions, and so in the next chapter we will discuss an expectation maximisation (EM) method for reducing some of the computational complexity, and importantly allow for gradient-free optimisation. In particular, the variational methods in the next chapter will reintroduce the "collection of quadratics" structure that made deriving the conditional distributions above possible, and so by making a more principled use of the linear dynamic systems form of the complete data likelihood, we will regain some of the computational
efficiency that is lost after marginalisation.
As well as the consideration of the point estimates by optimisation of the likelihood term (4.42) we will also be interested in obtaining estimates of the posterior distributions of our variables of interest. Doing so will necessarily involve using Bayes rule to invert the likelihood term (4.42), but the complex, nonlinear dependence of the covariance matrix is going to make performing this process infeasible, and again we shall see that the introduction of variational methods allow us to construct efficient approximations.

### 4.4.1 Feed-forward successive approximations

Before proceeding we discuss one further interpretation of the model in the deterministic setting with $\boldsymbol{\Gamma}=0$. In this instance we no longer have the problematic augmentation of our variable set - the variables $\left\{\mathbf{z}^{(m)}\right\}_{m=1}^{M}$ are the successive outputs formed by applying the Picard operator starting from some initial condition rather than free variables to be optimised.

If we consider the case with initial input given by the constant inital approximation $\mu \in \mathbb{R}^{K}$ then the conditional density of the outputs is given by

$$
\begin{equation*}
p(\mathbf{Y} \mid \mathbf{g}, \mathbf{B}, \boldsymbol{\mu})=\mathcal{N}\left(\mathbf{y} \mid \mathbf{P}^{M}\left(\mathbf{1}_{N} \otimes \boldsymbol{\mu}\right), \operatorname{diag}(\boldsymbol{\sigma}) \otimes \mathbf{I}_{N}\right) \tag{4.46}
\end{equation*}
$$

If we were to further marginalise over $\boldsymbol{\mu}$ then we would recover the intractable density (4.42) with $\boldsymbol{\Gamma}=\mathbf{0}$. Instead we retain these variables as additional parameters to be optimised.

Each set of the latent variables $\mathbf{z}^{(m)}, m=1, \ldots, M$ is formed as a linear combination of the preceding variables, and as such may be identified as a particular case of the feed-forward neural network architecture [Bishop, 1995, 2006]. For a general network, the transformation between layers is given by

$$
\mathbf{z}_{i}^{(m)}=f\left(\sum_{j} c_{i j} \mathbf{z}_{j}^{(m-1)}+b_{i}\right)
$$

for a collection of scalar weights $\left\{c_{i j}\right\}$, biases $b_{j}$, and some function, $f$, referred to as the activation function. In our case we have

$$
\mathbf{z}_{i}^{(m)}=\left[\mathbf{K}[\mathbf{g}, \mathbf{B}] \mathbf{z}^{(m-1)}\right]_{i}+\mathbf{z}_{0},
$$

where $\mathbf{K}[\mathbf{g}, \mathbf{B}]$ is the discretised operator (4.20). Therefore the activation function is given by the identity function, the biases set equal to the initial conditions, and the weights corresponding to the entries of the matrix $\mathbf{K}$, that is

$$
c_{i j}=(\mathbf{P}[\mathbf{g}, \mathbf{B}])_{i j} .
$$

The input of this neural network will be the random variables, $\mu_{k}$, representing the initial values as described in Section 4.3.3. These then get transformed to the first layer through the mapping

$$
\mathbf{z}_{k}^{(0)}=\mathbf{1}_{N} \cdot \mu_{k}, k=1, \ldots, K
$$

This allows us to view the deterministic case as a feed-forward neural network with weight parameters shared between layers. From a conceptual point of view, this adds


Figure 4.3: Feed forward structure of the deterministic transition MLFM-SA.
little to the interpretation of the model. However, the interpretation of the method of successive approximations as a neural network has at least two significant benefits. The first benefit of the neural network architecture is its prevalence in modern machine learning, and so this interpretation allows the MLFM-SA method to be easily incorporated into more complex inference architectures. Secondly, the use of backpropagation to evaluate the gradients of neural networks with respect to their model parameters. The current popularity of neural networks has to lead to the existence of many efficient implementations of this process such as in the TensorFlow [Abadi et al., 2015] software package, allow one to adapt existing implementations to allow for straightforward calculation of the gradients using automatic differentiation methods. Increasing, or decreasing, the approximation order could also be viewed as a problem of selecting the network topology allowing existing methods for handling this problem to be adapted to our setting.

One of the possible shortcomings of the MLFM-SA approximation is the fact that a given approximation is only locally accurate. The neural network interpretation of the MLFM-SA methods suggests the possibility of addressing this shortcoming by utilising existing network architectures designed to model this sort of locality, as an example we could consider using convolution layers [Le Cun et al., 1989, 1998] to model decay in the accuracy of the approximation as the time interval increases. We do not discuss this particular extension in this thesis; instead, we introduce a mixture modelling framework in the next section to address the same shortcoming, but it is suggestive of the possibilities of adapting the MLFM-SA method using the neural network architectures and a possible avenue for future research.

### 4.5 Mixtures of the successive approximation model

The construction of MLFM-SA model in this chapter involves fixing an arbitrary initial point, and while the actual value of the state at this fixed point may be integrated out, the effect of this is still embodied in the construction of the discretised Picard operator (4.20) which when acting on a vector leaves some $\mathbb{R}^{K}$ sub-vector fixed.

Since a single application of this operator, ignoring the quadrature error, is only accurate up to terms of $\mathcal{O}\left(\left|t-t_{0}\right|^{2}\right)$ it is reasonable to expect that for large sample
intervals we are going to need to take increasingly more iterations of the Picard map to get an accurate approximate over the whole interval. However, as we have discussed in Section 4.4, the process of carrying out joint inference over the augmented latent state variable set will quickly become infeasible as the order of approximation increases.

In this section we address this issue by first considering several local approximations to the trajectory, each of lower order and with a distinct initial time. These are then combined to produce an alternative to a single approximation of higher order. Because of the polynomial structure of the covariance matrix (4.43) the additive combination of several lower order methods will often have a lower computational complexity than a single higher order method.

To carry out this construction we consider a collection of, $Q$, distinct fixed indices with corresponding initial times $\left\{\tau_{\nu_{q}}\right\}_{q=1}^{Q}$. To each choice of initial time there will also be a corresponding initial value, and so we also introduce a collection of initial latent states, $\mathbf{Z}^{(q, 0)}$, and the family of successive approximations obtained by applying the operator $\mathbf{P}_{q}$ to each of these initial trajectories. We shall denote the complete collection of different versions of the successive approximations by $\mathbf{Z}^{(q)}=\left\{\mathbf{Z}^{(q, 0)}, \ldots \mathbf{Z}^{(q, M)}\right\}$, for $q=1, \ldots, Q$. In principle we could also consider allowing a different order, $M_{q}$, for each family of approximations although that is not a development we consider here.

Again recalling our remarks in the previous section we note that any concerns about the size of the parameter vector to be estimated in the case of a single component are going to be further compounded in the setting currently proposed. We ignore this issue for now, but will return to this point in Chapter 5 when we demonstrate the possibility of marginalising over the latent state approximations inside a variational scheme.

Each set of approximations will be accurate around its local initial value, and increasingly accurate over the whole interval as the approximation order increases. Intuitively we view each collection of variables as having been generated by a 'local expert' and these local estimators are then to be combined in order to produce an accurate global model. A representation of this construction is given in Figure 4.4 for two such local experts centred at $\tau_{1}$ and $\tau_{2}$, represented in Figure 4.4a and Figure 4.4b respectively. Around their initial conditions these experts are well centred at the true trajectory, but the accuracy decays as the time interval increases, we stress that there is no reason to expect this decay to be monotone. In Figure 4.4c we represent graphically the process of combining these local estimators to form a single estimator with a superior performance over the whole interval.

Conditional on the parameters each local model will have exactly the form of the Markov chain density constructed in Section 4.3.3, and so each local expert is represented by a conditional density given by

$$
\begin{align*}
p_{q}\left(\mathbf{Y}, \mathbf{Z}^{(q)} \mid \mathbf{g}, \mathbf{B}, \boldsymbol{\sigma}, \boldsymbol{\Gamma}, \boldsymbol{\phi}\right) & =p\left(\mathbf{y} \mid \mathbf{z}^{(q, M)}, \boldsymbol{\sigma}\right) p\left(\mathbf{z}^{(q, 0)} \mid \boldsymbol{\phi}\right) p\left(\mathbf{z}^{(q, 1)}, \ldots, \mathbf{z}^{(q, M)} \mid \mathbf{z}^{(q, 0)}, \mathbf{g}, \mathbf{B}, \boldsymbol{\Gamma}\right) \\
& =\mathcal{N}\left(\mathbf{y} \mid \mathbf{z}^{(q, 0)}\right) \mathcal{N}\left(\mathbf{z}^{(q, 0)} \mid \mathbf{0}, \mathbf{C}_{\boldsymbol{\phi}}\right) \prod_{m=1}^{M} \mathcal{N}\left(\mathbf{z}^{(q, m)} \mid \mathbf{P}_{q}[\mathbf{g}, \boldsymbol{\beta}] \mathbf{z}^{(q, m-1)}, \boldsymbol{\Gamma}\right), \tag{4.47}
\end{align*}
$$

for $q=1, \ldots, Q$. Similarly the corresponding marginalised version of each expert is obtained following the process described in Section 4.4 and so will have a conditional
density given by

$$
\begin{align*}
p_{\nu}\left(\mathbf{Y} \mid \mathbf{z}^{(\nu, 0)}, \mathbf{g}, \mathbf{B}, \boldsymbol{\Gamma}\right) & =\int p_{\nu}\left(\mathbf{Y}, \mathbf{Z}^{(\nu)} \mid \mathbf{z}^{(\nu, 0)}, \mathbf{g}, \mathbf{B}, \boldsymbol{\Gamma}\right) \mathrm{d} \mathbf{Z}^{(\nu)} \\
& =\mathcal{N}\left(\mathbf{y} \mid \mathbf{0}, \mathbf{C}_{\nu, M}+\operatorname{diag}\left(\boldsymbol{\sigma}^{\circ 2}\right) \otimes \mathbf{I}_{N}\right) \tag{4.48}
\end{align*}
$$

where the covariance matrix $\mathbf{C}_{\nu, M}$ is again given by the recursive construction

$$
\mathbf{C}_{\nu, m}=\mathbf{P}_{\nu} \mathbf{C}_{\nu, m-1} \mathbf{P}_{\nu}^{\top}+\boldsymbol{\Gamma}, \quad m=1, \ldots, M
$$

and $\mathbf{C}_{\nu, 0}=\mathbf{C}_{0}$, in principal we could further allow expert specific initial covariance matrices, but this increases the number of model parameters for no obvious benefit. Note that each of the operators, $\mathbf{P}_{\nu}$, shares the common set of model parameters $\{\mathbf{g}, \mathbf{B}\}$ and so differs only in the specification of the quadrature weight matrix in (4.14), and the index of the point to be left fixed.

To complete the model we would like to combine each different version of the approximating process to construct a single approximation to the density of the trajectory by combining the local expert models. A natural way of doing this is to combine them as a Gaussian process mixture model. Therefore we specify a $D$-vector, $\boldsymbol{\pi}$, of mixture component probabilities with $\sum_{\nu=1}^{D} \pi_{\nu}=1$ and $\pi_{\nu} \geq 0$ for $\nu=1, \ldots, D$. The resulting approximation to the density is given by

$$
\begin{equation*}
p(\mathbf{y} \mid \mathbf{g}, \mathbf{B}, \boldsymbol{\phi}, \boldsymbol{\Gamma})=\sum_{\nu=1}^{D} \pi_{\nu} p_{\nu}(\mathbf{Y} \mid \mathbf{g}, \mathbf{B}, \boldsymbol{\Gamma}, \boldsymbol{\sigma}) \tag{4.49}
\end{equation*}
$$

with each mixture component density given by (4.48). The graphical representation of this model is given in Figure 4.4d, where we have used the plate notation [Buntine, 1994] to represent the conditional independence assumption

$$
p\left(\mathbf{Z}^{(1)}, \ldots, \mathbf{Z}^{(\nu)} \mid \mathbf{g}, \mathbf{B}, \boldsymbol{\phi}, \boldsymbol{\Gamma}\right)=\prod_{\nu=1}^{D} p\left(\mathbf{Z}^{(\nu)} \mid \mathbf{g}, \mathbf{B}, \boldsymbol{\phi}, \boldsymbol{\Gamma}\right)
$$

Combining the local models as a mixture distribution constant mixing coefficients $\boldsymbol{\pi}$ leads to a tractable Gaussian mixture model. However, it is perhaps an overly simplistic form of model combination, and it may be possible to consider more elaborate methods of combining these local approximations to the density. One possible alternative might be to consider allowing the mixture coefficients to depend on the input time leading to a hierarchical mixture of experts [Jordan and Jacobs, 1994].

A simple example of a model with the mixture probability depending on the input time is given by combining local versions of the deterministic density function (4.46) discussed in Section 4.4.1. Leading to a mixture density

$$
\begin{equation*}
p\left(\mathbf{y}_{i} \mid \mathbf{g}, \mathbf{B}, \boldsymbol{\mu}\right)=\sum_{\nu=1}^{D} \pi_{\nu}\left(t_{i}\right) \mathcal{N}\left(\mathbf{y} \mid\left(\mathbf{P}_{\nu}[\mathbf{g}, \mathbf{M}]^{M}\left(\mathbf{1}_{N} \otimes \boldsymbol{\mu}_{\nu}\right)_{i}, \sigma^{2}\right)\right. \tag{4.50}
\end{equation*}
$$

with the mixing coefficients given by softmax functions of the form

$$
\begin{equation*}
\pi_{\nu}(t)=\frac{e^{h\left(t-t_{\nu}\right)}}{\sum_{\nu^{\prime}=1}^{Q} e^{h\left(t-t_{\nu^{\prime}}\right)}} \tag{4.51}
\end{equation*}
$$



Figure 4.4: Representation of the construction of the MLFM-MixSA model. The true trajectory is represented in (a), (b) and (c) by '-'. The conditional independence structure of the model is represented in (d).
for some choice of basis functions $h$. This would then allow us to directly model the local nature of the MLFM successive approximations, by for instance choosing the basis functions so that the probability of belonging to a given mixture decays away from the corresponding initial time.

It is not immediately clear whether the increased modelling complexity will provide any additional benefits, but an examination of this issue, perhaps in conjuction with the idea of, temporal, convolution neural networks as mentioned at the end of the preceeding section may be a worthwhile area of study.

### 4.6 Discussion

In this chapter, we have introduced the method of successive approximations to the solutions of ODEs and used it to motivate an approximate solution for the MLFM. For the remainder of this work, we refer to this as the MLFM successive approximation method (MLFM-SA). The model is necessarily an approximation, as was MLFM-AG method of the previous chapter, and balances the tractability of the linear dynamic system approximation to the set of successive approximations, with the computational complexity of increasing the resolution of the trajectory. It is an important area of future work to establish more rigorous mathematical results concerning this approximation, and we discuss this issue again in our final chapter.

Our method works by treating the set of successive approximations as the "complete data" for our model, and conditioning on these variables we can present tractable conditional distributions in Section 4.3.3. A given pair of successive approximations
act to constrain the parameters to certain linear subspaces of the full parameter space, and the resulting conditionals of the coefficient matrix take the form of Gaussians concentrated around the intersection of these hyperplanes.

Unfortunately, this process of model completion vastly expands the size of the variable set, making joint optimisation implausible. Moreover, while we demonstrated in Section 4.4 that it is possible to marginalise over the complete data model the resulting distribution is no longer tractable. The sum of $M$ quadratics gets replaced by a covariance matrix, the entries of which are degree $2 M$ polynomials in the latent forces. This distribution is not only intractable for calculating an analytic posterior but also computationally expensive and numerically unstable when calculating gradients as part of an optimisation procedure. In the next chapter, we demonstrate that by using variational methods we can realise techniques that manage to combine both the marginalisation step with the more appealing structure of the full data model.

While we have produced conditional distributions for all of the model parameters we have consistently stressed that the covariance matrix in the transition distribution of the LDS model for the successive approximations should be viewed as regularisation term. This parameter is likely to be very small which makes updating the conditional distribution of the state variables inside an MCMC routine harder. The efficiency of the LDS comes from the Kalman filtering and smoothing equations which avoids us ever having to construct the full moments of this distribution. Instead, we only need specific statistics involving the marginal and pairwise distributions. Unfortunately, because of the very small covariance term between approximations, any form of update using only adjacent approximations will be very small. As such we do not recommend using the model introduced in this chapter as part of an MCMC routine, and instead, find it more appropriate as part of the variational approximation which we introduce in the next chapter. When we set this regularisation term to be the zero matrix so that the transitions are deterministic, we arrive at the feed-forward structure discussed in Section 4.4.1.

Both the MLFM-AG method of the previous chapter and the MLFM-SA method introduced in this chapter have required the introduction of hyperparameters and regularising parameters. In this chapter, we introduced the parameters $\phi$ to control the scale of the initial approximation to the solution, and the parameter $\boldsymbol{\Gamma}$ to control the transition between successive approximations. Unlike for the MLFM-AG method, these parameters have much better conditional independence structures, and importantly they do not get transformed inside the conditional densities by complex nonlinear kernel function or matrix inverse operations.

A feature of our use of the integral transform (4.6) to construct solutions to the model is that the transformation between approximations fixes a point and that the accuracy of the approximation decays with the distance from the initial time. To address this, we discussed in Section 4.5 of combining multiple local estimators of the model to construct a better global approximation. In this chapter we have considered using a mixture model to carry out this task, we discuss an alternative approach based on the idea of local polynomial regression in Section 8.2.2.

We have now introduced two approximations to our MLFM, both of which attempt to use certain fixed point conditions and regularisation parameters to embed the ODE model structure into a more general approximation. For the MLFM-AG model this was by convolving a regression model for the time-evolution equation with a GP prior on the state variables, and for the MLFM-SA model, this was achieved by approximating a series expansion to the solution of the model in integral form as an LDS. In their current form the MLFM-AG model is a much more parsimonious parameterisation of
the problem, and so in the next chapter we discuss variational methods that allow for practical fitting of the MLFM-SA method, and in Chapter 6 we demonstrate that the MLFM-SA method can perform well in situations that the MLFM-AG method fails.

## Chapter 5

## Variational inference for the multiplicative latent force model

### 5.1 Introduction

Our work in the previous chapters has introduced two different approaches to motivating a joint density for the variables in our MLFM. An important feature of both methods is the presence of an augmented variable set such that for the complete set of variables we can take advantage of a tractable conditional Gaussian structure, but that upon marginalisation over the augmented variables this structure is lost.

In each case, the relevant augmented variables were the latent trajectory variables, or more accurately in the case of the successive approximation method a truncated set of approximations to this variable. If our interest is in deriving point estimates of the coefficient matrix of the MLFM, which governs the dynamics, then any joint optimisation with respect to this much larger augmented variable set would be inefficient. We therefore also considered the marginal likelihood terms in Section 3.4 and Section 4.4 obtained after marginalisation over the trajectory variables, this then leaves a smaller set of variables for which the joint density is be optimised with respect to. In both cases the tractable posterior conditionals for the variables $\mathbf{g}$ and $\mathbf{B}$ are replaced with a Gaussian likelihood term of the form $p(\mathbf{Y} \mid \mathbf{g}, \mathbf{B})$ for the observations conditional on these parameters, but in both cases a likelihood in which the covariance matrix has a nonlinear dependence on these parameters. This complex nonlinear dependence was particularly pronounced for the MLFM-SA model in which the covariance matrix became a, potentially high degree, polynomial in the latent force and coefficient variables, and so for this model, we do not regard the direct optimisation of the likelihood as being a viable strategy for this class of models. The presence of an augmented latent variable set that allows for a tractable conditional independence structure suggests seeking alternative methods of inference which better respect this model structure, rather than performing the marginalisation step which obscures this structure. Once such example is the expectation maximisation (EM) algorithm which is an iterative procedure which replaces the single marginalisation over the state variables with an iterative procedure involving marginalisation of the state variables in the joint likelihood with respect to an updated version of the posterior conditional of the latent variables. For the MLFM-AG method, this process does not lead to a significant improvement over direct maximisation of the likelihood, but we shall see in this chapter that it leads to a significantly simplified optimisation routine for the MLFM-SA method.

As well as point estimates we will also be interested in deriving distributional es-
timates for which the same general point holds - for the full variable set we have the tractable conditional distributions presented in Section 3.3.1 and Section 4.3.3, but an intractable marginalised posterior conditional. While properly implemented Monte Carlo methods have the benefit of guaranteeing an eventual convergence towards sampling from the sought after posterior this rate of convergence may be slow, and as such it may be of interest to consider deterministic methods for approximating the unknown distribution. Variational inference, of which the EM algorithm can be regarded as a special case, is one such class of deterministic approximations introduced by minimising a functional involving the true density and members of a, simpler, approximating class using variational methods. We shall be particularly interested in the mean-field variational approach, which attempts to approximate the true distribution with the optimal product of independent factors. This method is closely connected to Gibbs sampling, and in those cases that the model possesses a straightforward Gibbs sampling routine, it will often have an easy to implement mean-field approximation, where each tractable conditional in the Gibbs sampling routine is closely related to a factor of the mean field approximation.

In this chapter, we first present the EM approach to finding optimal estimates of the parameters in the latent force model. We shall discuss the case of both the MLFMAG and the MLFM-SA model, although it is in the latter case which required a more extensive augmenting variable set that the most significant benefit is observed. We then briefly discuss the more general variational inference framework with a focus on mean field methods and derive the resulting mean field variational approximations to both the MLFM-AG and the MLFM-SA methods introduced in this thesis.

### 5.2 Expectation maximisation

The expectation maximisation, or EM, algorithm [Dempster et al., 1977, McLachlan and Krishnan, 1997] provides a practical framework for carrying out either maximum likelihood or maximum a posteriori inference for probabilistic models with latent variables, as well as providing an important conceptual step in the extension to the more general variational inference framework which we will demonstrate in the next section. For the case of the MLFM model, we are principally interested in performing MAP estimation of the coefficient matrix $\mathbf{A}(t)$ which is comprised of the latent forcing functions and connection coefficient parameters. In some situations, we shall also be interested in providing an estimate of the latent state itself, and the scale of the observation noise. The remaining hyperparameters which define the kernel function of the introduced GPs, either the latent forces common to both methods or the state interpolants in the case of the MLFM-AG matching method, we shall regard as nuisance parameters.

In the approximate models introduced in Chapter 3 and Chapter 4 we demonstrated that for both instances it was possible to marginalise over the latent state variables entirely, but in doing so, we produce likelihood functions that are complex functions of the latent force variables. This complexity was particularly pronounced for the MLFM-SA model described in Section 4.3 where the covariance matrix of the marginal likelihood (4.30) was a degree $2 M$ polynomial in the latent forces. If instead of marginalising we retained the latent states as a set of complete data then the resulting conditional distribution structure was much more amenable to inference, and the EM algorithm will provide us with the tools to carry out inference by making use of this appealing conditional structure. We first present a brief discussion of the general EM algorithm following [Bishop, 2006] before going on to show we can apply the algorithm to the
adaptive gradient matching and successive approximations methods respectively.
In general, we shall be concerned with carrying out inference on some set of parameters $\boldsymbol{\theta}$ from a parameterised statistical model on the basis of having observed data $\mathbf{Y}$. We also assume there is some additional set of latent variables which we denote by $\mathbf{Z}$, and that these variables contribute non-trivial information to the complete joint likelihood term $p(\mathbf{X}, \mathbf{Y} \mid \boldsymbol{\theta})$. By marginalisation over the latent variables we have that the log-likelihood satisfies the inequality

$$
\begin{align*}
\log p(\mathbf{Y} \mid \boldsymbol{\theta}) & =\log \left(\int_{\mathcal{Z}} p(\mathbf{Y}, \mathbf{Z} \mid \boldsymbol{\theta}) \mathrm{d} \mathbf{Z}\right) \\
& \geq \int_{\mathcal{Z}} q(\mathbf{Z}) \log \left(\frac{p(\mathbf{Y}, \mathbf{Z} \mid \boldsymbol{\theta})}{q(\mathbf{Z})}\right) \mathrm{d} \mathbf{Z} \tag{5.1}
\end{align*}
$$

for any choice of approximating distribution $q(\mathbf{Z})$ with support $\mathcal{Z}$. The EM algorithm works by taking the choice $q(\mathbf{Z})=p\left(\mathbf{Z} \mid \mathbf{Y}, \boldsymbol{\theta}_{\text {old }}\right)$ for some current value of the model parameters, $\boldsymbol{\theta}_{\text {old }}$, and iteratively updates the parameters by maximising the bound (5.1).

In general the EM algorithm is going to be useful in cases, such as those encountered in the previous chapters, where the joint distribution $p(\mathbf{Y}, \mathbf{Z} \mid \boldsymbol{\theta})$ is tractable, but the marginalised distribution $p(\mathbf{Y} \mid \boldsymbol{\theta})$ is not. We refer to the pair $\{\mathbf{Y}, \mathbf{Z}\}$ as the complete data set and $\log p(\mathbf{Y}, \mathbf{Z} \mid \boldsymbol{\theta})$ as the complete data log likelihood and we shall assume that the form of this is straightforward to work with. It is natural to then refer to $\log p(\mathbf{Y} \mid \boldsymbol{\theta})$ as the incomplete data log likelihood, and this we have assumed to be intractable. The EM algorithm then proposes an iterative procedure for maximising the incomplete data log likelihood by first defining the cost function

$$
\begin{equation*}
\mathcal{Q}\left(\boldsymbol{\theta}, \boldsymbol{\theta}_{\text {old }}\right)=\int_{\mathcal{Z}} p\left(\mathbf{Z} \mid \mathbf{Y}, \boldsymbol{\theta}_{\text {old }}\right) \log p(\mathbf{Y}, \mathbf{Z} \mid \boldsymbol{\theta}) \mathrm{d} \mathbf{Z} \tag{5.2}
\end{equation*}
$$

this is the expectation of the complete data log likelihood as a function of the parameter where the expectation is taken with respect to the conditional distribution of the latent variables for some fixed parameter $\boldsymbol{\theta}_{\text {old }}$ and the data $\mathbf{Y}$. A new parameter is then obtained by maximising (5.2) - this is referred to as the $M$-step. We then reevaluate the posterior conditional of the latent variables at this new parameter value and then retake the expectation in (5.2), and this is the E-step. This process is repeated until convergence of the likelihood function (5.1).

For our purposes, we shall be interested in MAP estimation, rather than maximum likelihood estimation, and we need to include the contribution from the prior, which is assumed to be independent of the latent variables, to the (5.2) leading the objective function for the MAP problem given by

$$
\begin{equation*}
\mathcal{Q}_{\text {map }}\left(\boldsymbol{\theta} ; \boldsymbol{\theta}_{\text {old }}\right)=\int_{\mathcal{Z}} \log p(\mathbf{Y}, \mathbf{Z} \mid \boldsymbol{\theta}) p\left(\mathbf{Z} \mid \mathbf{Y}, \boldsymbol{\theta}_{\text {old }}\right) \mathrm{d} \mathbf{Z}+\log p(\boldsymbol{\theta}) \tag{5.3}
\end{equation*}
$$

the general form of the EM-algorithm for MAP estimation is given by Algorithm 1.
For the rest of this chapter we shall make use of the angle-bracket notation for the expectation operator which for a random variable $\mathbf{Z}$ with density $q(\mathbf{Z})$, and a function
$h$ depending on $\mathbf{Z}$, we write as

$$
\langle h(\mathbf{Z})\rangle_{q(\mathbf{Z})} \triangleq \int_{\mathcal{Z}} q(\mathbf{Z}) h(\mathbf{Z}) \mathrm{d} \mathbf{Z}
$$

```
Data: Observations Y
Result: MAP Parameters \(\hat{\boldsymbol{\theta}}\)
while Parameters not converged do
    begin E-step
        Evaluate \(p\left(\mathbf{Z} \mid \mathbf{Y}, \boldsymbol{\theta}_{\text {old }}\right)\)
    end
    begin M-step
            Evaluate \(\boldsymbol{\theta}_{\text {new }}\) given by
                        \(\boldsymbol{s y m b o l}_{\text {new }}=\underset{\boldsymbol{\theta}}{\arg \max } \mathcal{Q}_{\text {map }}\left(\boldsymbol{\theta} ; \boldsymbol{\theta}_{\text {old }}\right)\)
            where
\[
\mathcal{Q}_{\text {map }}\left(\boldsymbol{\theta} ; \boldsymbol{\theta}_{\text {old }}\right)=\langle\log p(\mathbf{Y}, \mathbf{Z} \mid \boldsymbol{\theta})\rangle_{p\left(\mathbf{Z} \mid \mathbf{Y}, \boldsymbol{\theta}_{\text {old }}\right)}+\log p(\boldsymbol{\theta}) .
\]
        end
end
```

Algorithm 1: The EM algorithm for MAP estimation

### 5.2.1 EM algorithm for the MLFM-AG method

Having summarised the general EM algorithm, we now present the details for the specific implementation in the case of the adaptive gradient matching method considered in Chapter 3. We shall see that the optimisation problem is not significantly different to that given by optimising the marginal density presented in Section 3.4, but we include it here for completeness and in anticipation of the variational method developed in the next section.

For the MLFM-AG method, our parameter vector is taken to correspond to the latent forces and the connection coefficients $\{\mathbf{g}, \mathbf{B}\}$, and the nuisance parameters corresponding to the hyperparameters of the state interpolants and the constraint of the gradient expert $\{\phi, \gamma\}$. We will also consider the parameters of the noise distribution $\{\boldsymbol{\sigma}\}$, and for the construction of the MAP estimators we will need to consider, at the very least, the hyperparameters $\{\boldsymbol{\psi}\}$, of the latent forces. In practice we will usually want to assign hyperparameters on the connection coefficients $\mathbf{B}$ and so denote these hyperparameters by $\boldsymbol{\zeta}$. We, therefore, have the complete set of parameters for the adaptive gradient matching method

$$
\boldsymbol{\theta}=\{\mathbf{g}, \mathbf{B}, \boldsymbol{\psi}, \boldsymbol{\phi}, \boldsymbol{\gamma}, \boldsymbol{\sigma}, \boldsymbol{\zeta}\} .
$$

The set of latent variables which complete this model will be the trajectory variables $\mathbf{x}=\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{K}\right)^{\top}$, we chose to denote these variables by $\mathbf{X}$ rather than $\mathbf{Z}$ to remain consistent with the notation used in Chapter 3. We recall that the conditional distri-
bution of the latent states was given by

$$
\begin{equation*}
p(\mathbf{x} \mid \mathbf{y}, \boldsymbol{\theta})=\mathcal{N}(\mathbf{x} \mid \boldsymbol{\Sigma}[\operatorname{diag}(\boldsymbol{\tau}) \otimes \mathbf{I}] \mathbf{y}, \boldsymbol{\Sigma}) \tag{5.4}
\end{equation*}
$$

where $\boldsymbol{\Sigma}=\boldsymbol{\Sigma}(\mathbf{g}, \mathbf{B}, \boldsymbol{\tau}, \boldsymbol{\gamma}, \boldsymbol{\phi})$ is defined by (3.28), as in the previous chapters it will be more convenient to work with the vector of precisions, $\tau$, rather than the vector of scale parameters, $\boldsymbol{\sigma}$. The density (5.4) determines the distribution with which the expectation is taken with respect to in the E-step of the EM algorithm as described above.

To construct the objective function for the M-step, we use the additive property of the error model to decompose the complete data log-likelihood term as

$$
\begin{align*}
\log p(\mathbf{X}, \mathbf{Y} \mid \boldsymbol{\theta}) & =\log p(\mathbf{Y} \mid \mathbf{X}, \boldsymbol{\tau})+\log p(\mathbf{X} \mid \mathbf{g}, \mathbf{B}, \boldsymbol{\phi}, \boldsymbol{\gamma}) \\
& =\log \mathcal{N}\left(\mathbf{y} \mid \mathbf{x}, \operatorname{diag}\left(\boldsymbol{\tau}^{\circ-1}\right) \otimes \mathbf{I}_{N}\right)+\log \mathcal{N}\left(\mathbf{x} \mid \mathbf{0},\left(\boldsymbol{\Lambda}_{o d e}+\mathbf{C}_{\phi}^{-1}\right)^{-1}\right) \tag{5.5}
\end{align*}
$$

where $\boldsymbol{\Lambda}_{\text {ode }}=\boldsymbol{\Lambda}_{\text {ode }}(\boldsymbol{\theta})$ is given by (3.25), and $\mathbf{C}_{\phi}$ is the block diagonal inverse covariance matrix from the GP prior of the state interpolants. The complete data likelihood term (5.5) factors into the sum of two terms, one arising from the observation distribution and one from the ODE model and these two components are independent conditional on the trajectory variables as can be observed by the separation in the model factor graph, Figure 3.2a. It follows that we may write the total objective function for the MAP estimation problem as

$$
\begin{equation*}
Q_{\text {map }}\left(\boldsymbol{\theta} ; \boldsymbol{\theta}_{\text {old }}\right)=Q_{o b s}\left(\tau \boldsymbol{\theta}_{\text {old }}\right)+Q_{\text {ode }}\left(\mathbf{g}, \mathbf{B}, \boldsymbol{\phi}, \boldsymbol{\gamma} ; \boldsymbol{\theta}_{\text {old }}\right)+Q_{\text {prior }}\left(\mathbf{g}, \mathbf{B}, \boldsymbol{\psi} ; \boldsymbol{\theta}_{\text {old }}\right) \tag{5.6}
\end{equation*}
$$

where the components are given by

$$
\begin{align*}
& \mathcal{Q}_{\text {obs }}\left(\boldsymbol{\tau}, \boldsymbol{\theta}_{\text {old }}\right)=\langle\log p(\mathbf{Y} \mid \mathbf{X}, \boldsymbol{\tau})\rangle_{p\left(\mathbf{X} \mid \mathbf{Y}, \boldsymbol{\theta}_{o l d}\right)}  \tag{5.7a}\\
& \mathcal{Q}_{\text {ode }}\left(\mathbf{g}, \mathbf{B}, \boldsymbol{\phi}, \boldsymbol{\gamma} ; \boldsymbol{\theta}_{\text {old }}\right)=\langle\log p(\mathbf{X} \mid \mathbf{g}, \mathbf{B}, \boldsymbol{\phi}, \boldsymbol{\gamma})\rangle_{p\left(\mathbf{X} \mid \mathbf{Y}, \boldsymbol{\theta}_{o l d}\right)}  \tag{5.7b}\\
& \mathcal{Q}_{\text {prior }}\left(\mathbf{g}, \mathbf{B}, \boldsymbol{\psi}, \boldsymbol{\zeta} ; \boldsymbol{\theta}_{\text {old }}\right)=\log p(\mathbf{g} \mid \boldsymbol{\psi})+\log p(\mathbf{B} \mid \boldsymbol{\zeta}) \tag{5.7c}
\end{align*}
$$

We now consider using the objective functions (5.7) to carry out the iterative EM scheme described above to estimate the model parameters. Because of the model's conditional independence structure, the vector of precision variable enters the objective function only through the observation noise model, and so to estimate these variables we need to consider only optimisation of the function

$$
\begin{align*}
\mathcal{Q}_{o b s}\left(\boldsymbol{\tau} ; \boldsymbol{\theta}_{\text {old }}\right) & =\int_{\mathcal{X}} \log p(\mathbf{Y}|\mathbf{X}| \boldsymbol{\tau}) p\left(\mathbf{X} \mid \mathbf{Y}, \boldsymbol{\theta}_{\text {old }}\right) \mathrm{d} \mathbf{X} \\
& =\int_{\mathcal{X}_{k}} \prod_{k=1}^{K} \mathcal{N}\left(\mathbf{y}_{k} \mid \mathbf{x}_{k}, \tau_{k}^{-1}\right) p\left(\mathbf{x}_{k} \mid \mathbf{Y}, \boldsymbol{\theta}_{\text {old }}\right) \mathrm{d} \mathbf{x}_{k} \\
& =-\frac{1}{2}\left(\sum_{k=1}^{K} \tau_{k}\left\langle\left(\mathbf{y}_{k}-\mathbf{x}_{k}\right)^{\top}\left(\mathbf{y}_{k}-\mathbf{x}_{k}\right)\right\rangle_{p\left(\mathbf{X} \mid \mathbf{Y}, \boldsymbol{\theta}_{o l d}\right)}-N \log \tau_{k}\right)+\text { const.. } \tag{5.8}
\end{align*}
$$

The optimisation of (5.8) leading to an update for the precision of the observations
which will be given by

$$
\begin{equation*}
\tau_{k}^{-1}=N^{-1}\left\langle\left(\mathbf{y}_{k}-\mathbf{x}_{k}\right)^{\top}\left(\mathbf{y}_{k}-\mathbf{x}_{k}\right)\right\rangle_{p\left(\mathbf{x}_{k} \mid \mathbf{Y}, \boldsymbol{\theta}_{o l d}\right)} . \tag{5.9}
\end{equation*}
$$

It may also be desirable to include a prior on $\boldsymbol{\tau}$, for example, the gamma distribution was considered in Chapter 3, however, it is easy to do this by adding the contribution from the prior to the objective function (5.8) and we omit the details.

If we now consider the component of the full objective function (5.6) then the contribution, $\mathcal{Q}_{\text {ode }}$, arising the from the model specification is given by taking the expectation of the conditional log-likelihood of the trajectory variable, $p(\mathbf{x} \mid \mathbf{g}, \mathbf{B}, \phi, \gamma)$ with respect to the posterior conditional distribution (3.24) evaluated at the old parameters and is given explicitly by

$$
\begin{align*}
\mathcal{Q}_{\text {ode }}\left(\mathbf{g}, \mathbf{B}, \boldsymbol{\phi}, \boldsymbol{\gamma} ; \boldsymbol{\theta}_{\text {old }}\right)= & \langle\log p(\mathbf{X} \mid \mathbf{g}, \mathbf{B}, \boldsymbol{\phi}, \boldsymbol{\gamma})\rangle_{p\left(\mathbf{X} \mid \mathbf{Y}, \boldsymbol{\theta}_{o l d}\right)} \\
= & \left\langle\log \mathcal{N}\left(\mathbf{x} \mid \mathbf{0},\left(\mathbf{C}_{\boldsymbol{\phi}}+\boldsymbol{\Lambda}_{o d e}(\boldsymbol{\theta})\right)^{-1}\right)\right\rangle_{p\left(\mathbf{X} \mid \mathbf{Y}, \boldsymbol{\theta}_{o l d}\right)} \\
= & -\frac{1}{2} \operatorname{Tr}\left(\left\langle\mathbf{x} \mathbf{x}^{\top}\right\rangle_{p\left(\mathbf{X} \mid \mathbf{Y}, \boldsymbol{\theta}_{o l d}\right)}\left\{\mathbf{C}_{\boldsymbol{\phi}}^{-1}+\sum_{k=1}^{K} \Lambda_{k}\left(\mathbf{g}, \mathbf{B}, \boldsymbol{\phi}_{k}, \boldsymbol{\gamma}_{k}\right)\right\}\right) \\
& +\frac{1}{2} \log \operatorname{det}\left(\mathbf{C}_{\boldsymbol{\phi}}^{-1}+\sum_{k=1}^{K} \Lambda_{k}\left(\mathbf{g}, \mathbf{B}, \boldsymbol{\phi}_{k}, \boldsymbol{\gamma}_{k}\right)\right) \tag{5.10}
\end{align*}
$$

where each of the matrices $\boldsymbol{\Lambda}_{k}$ is given by (3.23). This combined with the contribution of the prior determines the objective function for the latent force variables, the connection coefficients and the remaining nuisance parameters.

Recalling from (3.22) that the entries of the matrix $\Lambda_{o d e}(\mathbf{g}, \boldsymbol{\phi}, \gamma)$ are quadratic in the latent forces and connection coefficients then the first term of (5.10) is also a quadratic in these variables. Unfortunately, it is not possible to construct a closed form solution to the optimisation problem because of the relatively complex second term involving the determinant of the covariance matrix. While an explicit update equation is not available, it is still possible to calculate the gradient of the inverse covariance matrix with respect to the model parameters, and so use gradient-based optimisation methods. For the parameters, $\mathbf{g}$ and $\mathbf{B}$ the linear dependence of $\Lambda_{\text {ode }}$ on these variables makes the gradient calculation relatively straightforward, although for datasets of larger dimensions this may become problematic.

In summary, there is relatively little to be gained by using the EM algorithm to estimate the MLFM-AG model, functionally (5.10) is very similar in form to the marginal likelihood (3.45). It follows that the optimisation of all the model parameters, apart from the observation precisions, must be done using gradient-based methods on an objective function that, in terms of computational complexity, is equivalent to maximising the marginalised conditional posterior presented in Section 3.4. Use of the EM algorithm, in this case, will provide at most a principled way to estimate the parameters governing the observation distribution separately from the remaining variables. In this instance the observation distribution is relatively simplistic involving only the $K$ parameters $\tau_{k}, k=1, \ldots, K$, however this observation would be more useful if, for example, we were to consider more complex observation models in which case the fact that the EM algorithm better respects the model conditional independence structure is likely to lead to an optimisation routine with better performance.

### 5.2.2 EM algorithm for the MLFM-SA method

While the EM algorithm for the MLFM-AG method was not significantly different to the process of direct maximisation of the marginal likelihood term we shall show there is a more significant benefit to be found using the EM algorithm to estimate the MLFM-SA method.

For the case of the MLFM-SA method our parameter vector will again include the latent forces and their hyperparameters, as well as the connection coefficients, however now rather than the hyperparameters of the GP state interpolants we must now consider the hyperparameters of the initial state approximation. For the development in this chapter we shall consider the case where the initial distribution is given by the constant model discussed in Section 4.3.3 which we recall has a degenerate distribution of the form

$$
p\left(\mathbf{z}^{(0)} \mid \boldsymbol{\phi}\right)=\prod_{k=1}^{K} \mathcal{N}\left(\mathbf{z}^{(0)} \mid \mathbf{0}, \phi_{k}^{-1} \mathbf{1}_{N} \mathbf{1}_{N}^{\top}\right)
$$

which constrains each dimension of the initial distribution to be constant valued. We also need to introduce the covariance matrix parameterising the noise of the transition distribution, $\boldsymbol{\Gamma}$, however in accordance with our discussion in 4.3 .3 we prefer to regard this parameter as a regularisation parameter rather than as a model parameter. Because of this remark we will not look to optimise the transition covariance concurrently with the remaining parameters, and therefore for notational convenience we will suppress the dependence on $\boldsymbol{\Gamma}$ of the density functions considered in this section. Disregarding the transition covariance matrix our complete parameter set for this model is given by

$$
\begin{equation*}
\boldsymbol{\theta}=\{\mathbf{g}, \mathbf{B}, \boldsymbol{\psi}, \boldsymbol{\phi}, \boldsymbol{\sigma}, \boldsymbol{\zeta}\} . \tag{5.11}
\end{equation*}
$$

To completely specify the MLFM-SA model we must also fix an initial approximation order, $M$, and an arbitrary fixed initial condition, $\tau_{\nu}$. We shall assume this is done beforehand and treat these variables as fixed during the optimisation process.

As was the case previously it shall be useful to consider the decomposition of the complete objective function into the components for different parameters. Just as for the adaptive gradient matching method we have the decomposition into the ODE model term and the observation noise term, but now the distribution of the model trajectory is given by the linear Gaussian dynamical system introduced in Section 4.3.3 which, owing to the Markov structure, admits the further decomposition

$$
\begin{align*}
\log p(\mathbf{Z} \mid \boldsymbol{\theta}) & =\log p\left(\mathbf{z}^{(0)} \mid \boldsymbol{\theta}\right)+\sum_{m=1}^{M} \log p\left(\mathbf{z}^{(m)} \mid \mathbf{z}^{(m-1)}, \boldsymbol{\theta}\right) \\
& =\log p\left(\mathbf{z}^{(0)} \mid \boldsymbol{\phi}\right)+\sum_{m=1}^{M} \log p\left(\mathbf{z}^{(m)} \mid \mathbf{z}^{(m-1)}, \mathbf{g}, \mathbf{B}\right) \tag{5.12}
\end{align*}
$$

thereby enabling us to separate the variables $\phi$ from the additional model parameters and therefore leading to the full decomposition

$$
\begin{equation*}
\mathcal{Q}_{\text {map }}\left(\boldsymbol{\theta} ; \boldsymbol{\theta}_{\text {old }}\right)=\mathcal{Q}_{\text {obs }}(\boldsymbol{\tau})+\mathcal{Q}_{\text {ode }}(\mathbf{g}, \mathbf{B}, \boldsymbol{\Gamma})+\mathcal{Q}_{\text {init }}(\boldsymbol{\phi})+\mathcal{Q}_{\text {prior }}(\mathbf{g}, \mathbf{B}, \boldsymbol{\psi}, \boldsymbol{\zeta}) \tag{5.13}
\end{equation*}
$$

where we have defined

$$
\begin{align*}
& \mathcal{Q}_{\text {obs }}=\left\langle\log p\left(\mathbf{Y} \mid \mathbf{Z}^{(M)}, \boldsymbol{\tau}\right)\right\rangle_{p\left(\mathbf{Z} \mid \mathbf{Y}, \boldsymbol{\theta}_{\text {old }}\right)}  \tag{5.14a}\\
& \mathcal{Q}_{\text {init }}\left(\boldsymbol{\phi}, \boldsymbol{\theta}_{\text {old }}\right)=\left\langle\log p\left(\mathbf{z}^{(0)} \mid \boldsymbol{\phi}\right)\right\rangle_{p\left(\mathbf{Z} \mid \mathbf{Y}, \boldsymbol{\theta}_{\text {old }}\right)}  \tag{5.14b}\\
& \mathcal{Q}_{\text {ode }}\left(\mathbf{g}, \mathbf{B} ; \boldsymbol{\theta}_{\text {old }}\right)=\left\langle\operatorname { l o g } p \left(\mathbf{Z}|\mathbf{g}, \mathbf{B},\rangle_{p\left(\mathbf{Z} \mid \mathbf{Y}, \boldsymbol{\theta}_{\text {old }}\right)}\right.\right.  \tag{5.14c}\\
& \mathcal{Q}_{\text {prior }}(\mathbf{g}, \mathbf{B}, \boldsymbol{\psi}, \boldsymbol{\zeta})=\log p(\mathbf{g} \mid \boldsymbol{\psi})+\log p(\mathbf{B} \mid \zeta) . \tag{5.14d}
\end{align*}
$$

Compared with the corresponding functions for the adaptive gradient model we note that the parameter of the initial Gaussian state approximation, $\phi$, has been partitioned off to it's own function. This further isolation is possible because of the ideal conditional dependence structure allowed by the Markov chain structure of the trajectory distribution.

To provide a simpler closed form for (5.14c) we first consider an arbitrary density $q\left(\mathbf{z}^{(m-1)}, \mathbf{z}^{(m)}\right)$ then for a single component $\log p\left(\mathbf{z}^{(m)} \mid \mathbf{z}^{(m-1)}, \boldsymbol{\theta}\right)$ in (5.12) we can compute the following expectation

$$
\begin{align*}
\left\langle\log \mathcal{N}\left(\mathbf{z}^{(m)} \mid \mathbf{P} \mathbf{z}^{(m-1)}\right)\right\rangle_{q\left(\mathbf{z}^{(m-1)}, \mathbf{z}^{(m)}\right)}= & -\frac{1}{2}\left\langle\left(\mathbf{z}_{m}-\mathbf{P} \mathbf{z}_{m-1}\right) \boldsymbol{\Gamma}^{-1}\left(\mathbf{z}_{m}-\mathbf{P} \mathbf{z}_{m-1}\right)\right\rangle_{q}\left(\mathbf{z}^{(m-1)}, \mathbf{z}_{m}\right) \\
& -\frac{1}{2} \log \operatorname{det} \boldsymbol{\Gamma}+\mathrm{const} . \\
= & -\frac{1}{2} \operatorname{Tr}\left(\left\langle\mathbf{z}^{(m-1)} \mathbf{z}^{(m-1) \top}\right\rangle_{q\left(\mathbf{z}_{m}\right)} \mathbf{P}^{\top} \boldsymbol{\Gamma}^{-1} \mathbf{P}\right) \\
& +\operatorname{Tr}\left(\left\langle\mathbf{z}^{(m-1)} \mathbf{z}^{(m)}\right\rangle_{q\left(\mathbf{z}^{(m-1)}, \mathbf{z}^{(m)}\right)} \boldsymbol{\Gamma}^{-1} \mathbf{P}\right) \\
& -\frac{1}{2} \log \operatorname{det} \mathbf{\Gamma}+\text { const., } \tag{5.15}
\end{align*}
$$

where the constant term does not depend on $\mathbf{g}$ or $\mathbf{B}$, but does depend on $\boldsymbol{\Gamma}$. Depending on whether a representation is desired in terms of $\mathbf{g}$ or $\mathbf{B}$, can then be further rewritten by vectorising the operator $\mathbf{P}$ and then rearranging. To construct closed form expressions for the update equations of the model parameters it will be useful to again define the statistics

$$
\begin{equation*}
\mathbf{\Psi}_{0}=\sum_{m=1} \mathbf{z}^{(i)} \mathbf{z}^{(i) \top}, \quad \mathbf{\Psi}_{1}=\sum_{m=1}^{M} \mathbf{z}^{(i-1)} \mathbf{z}^{(i) \top} \tag{5.16}
\end{equation*}
$$

then we may write the contribution to the objective function arising from the ODE
model as

$$
\begin{align*}
\mathcal{Q}_{\text {ode }}(\mathbf{g}, \mathbf{B})= & \left.\sum_{m=1}^{M}\left\langle\log \mathcal{N}\left(\mathbf{z}^{(m)} \mid \mathbf{P z}^{(m-1}\right), \boldsymbol{\Gamma}\right)\right\rangle_{p\left(\mathbf{Z} \mid \mathbf{Y}, \boldsymbol{\theta}_{o l d}\right)} \\
= & -\frac{1}{2} \operatorname{Tr}\left(\left\langle\mathbf{\Psi}_{0}\right\rangle_{p\left(\mathbf{Z} \mid \mathbf{Y}, \boldsymbol{\theta}_{o l d}\right)} \mathbf{P}^{\top} \boldsymbol{\Gamma}^{-1} \mathbf{P}\right) \\
& +\operatorname{Tr}\left(\left\langle\mathbf{\Psi}_{1}\right\rangle_{p\left(\mathbf{Z} \mid \mathbf{Y}, \boldsymbol{\theta}_{\text {old }}\right)} \boldsymbol{\Gamma}^{-1} \mathbf{P}\right) \\
& -\frac{1}{2} \log \operatorname{det} \boldsymbol{\Gamma}+\operatorname{const} . \\
= & -\frac{1}{2} \operatorname{vec}(\mathbf{P})^{\top}\left(\left\langle\mathbf{\Psi}_{0}\right\rangle_{p\left(\mathbf{Z} \mid \mathbf{Y}, \boldsymbol{\theta}_{o l d}\right)} \otimes \boldsymbol{\Gamma}^{-1}\right) \operatorname{vec}(\mathbf{P}) \\
& +\operatorname{vec}\left(\boldsymbol{\Gamma}^{-1}\left\langle\mathbf{\Psi}_{1}^{\top}\right\rangle_{p\left(\mathbf{Z} \mid \mathbf{Y}, \boldsymbol{\theta}_{\text {old }}\right)}\right)^{\top} \operatorname{vec}(\mathbf{P}) \\
& -\frac{1}{2} \log \operatorname{det} \boldsymbol{\Gamma}+\operatorname{const.} \tag{5.17}
\end{align*}
$$

The expression (5.17) is quadratic in the entries of the vectorisation of $\mathbf{P}$, and therefore after conditioning on $\mathbf{B}$, respectively $\mathbf{g}$, we will obtain a quadratic in $\mathbf{g}$, respectively B. For the update of the latent force variableswe use the representation $\mathbf{P}=\mathbf{V g}+\mathbf{v}_{0}$, where $\mathbf{V}$ and $\mathbf{v}_{0}$ are defined by (4.21). Then using the expression (5.17) along with the prior on $\mathbf{g}$ we can construct the quadratic

$$
\begin{align*}
Q_{\text {ode }}+\ln p(\mathbf{g} \mid \boldsymbol{\psi})= & -\frac{1}{2} \operatorname{vec}(\mathbf{P})^{\top}\left(\left\langle\mathbf{\Psi}_{0}\right\rangle_{p\left(\mathbf{Z} \mid \mathbf{Y}, \boldsymbol{\theta}_{\text {old }}\right)} \otimes \boldsymbol{\Gamma}^{-1}\right) \operatorname{vec}(\mathbf{P})-\frac{1}{2} \mathbf{g}^{\top} \mathbf{C}_{\psi}^{-1} \mathbf{g}+\text { const. } \\
& +\operatorname{vec}\left(\boldsymbol{\Gamma}^{-1}\left\langle\mathbf{\Phi}_{1}\right\rangle_{p\left(\mathbf{Z} \mid \mathbf{Y}, \boldsymbol{\theta}_{\text {old }}\right)}\right)^{\top} \operatorname{vec}(\mathbf{P}) \\
= & -\frac{1}{2} \mathbf{g}^{\top}\left(\mathbf{V}^{\top}\left(\left\langle\mathbf{\Psi}_{0}\right\rangle_{p\left(\mathbf{Z} \mid \mathbf{Y}, \boldsymbol{\theta}_{\text {old }}\right)} \otimes \boldsymbol{\Gamma}^{-1}\right) \mathbf{V}+\mathbf{C}_{\boldsymbol{\psi}}^{-1}\right) \mathbf{g} \\
& +\left[\operatorname{vec}\left(\boldsymbol{\Gamma}^{-1}\left\langle\mathbf{\Psi}_{1}^{\top}\right\rangle_{p\left(\mathbf{Z} \mid \mathbf{Y}, \boldsymbol{\theta}_{\text {old }}\right)}\right)\right. \\
& \left.\left.-\mathbf{v}_{0}^{\top}\left(\left\langle\mathbf{\Psi}_{0}\right\rangle_{p\left(\mathbf{Z} \mid \mathbf{Y}, \boldsymbol{\theta}_{\text {old }}\right)}\right) \otimes \boldsymbol{\Gamma}^{-1}\right)\right] \mathbf{V g}+\text { const., } \tag{5.18}
\end{align*}
$$

and therefore, for given values of $\mathbf{B}$ and $\boldsymbol{\Gamma}$, the optimum, $\hat{\mathbf{g}}$, of (5.18) is given by the solution to the linear system of equations

$$
\begin{align*}
{\left[\mathbf{V}^{\top}\left(\left\langle\mathbf{\Psi}_{0}\right\rangle_{p\left(\mathbf{Z} \mid \mathbf{Y}, \boldsymbol{\theta}_{o l d}\right)} \otimes \boldsymbol{\Gamma}^{-1}\right) \mathbf{V}+\mathbf{C}_{\psi}^{-1}\right] \hat{\mathrm{g}}=} & {\left[\operatorname{vec}\left(\boldsymbol{\Gamma}^{-1}\left\langle\mathbf{\Psi}_{1}^{\top}\right\rangle_{p\left(\mathbf{Z} \mid \mathbf{Y}, \boldsymbol{\theta}_{o l d}\right.}\right)\right.} \\
& \left.\left.-\mathbf{v}_{0}^{\top}\left(\left\langle\boldsymbol{\Psi}_{0}\right\rangle_{p\left(\mathbf{Z} \mid \mathbf{Y}, \boldsymbol{\theta}_{o l d}\right)}\right) \otimes \boldsymbol{\Gamma}^{-1}\right)\right] \mathbf{V} . \tag{5.19}
\end{align*}
$$

Similarly if we assume that the prior on $\mathbf{B}$ is given by a mean zero Gaussian distribution $p(\mathbf{B} \mid \boldsymbol{\zeta})$ with covariance matrix $\mathbf{C}_{\boldsymbol{\zeta}}$ then the optimal value, $\hat{\mathbf{b}}$, now for known values of the latent forces and transition covariance matrix, is given by

$$
\begin{align*}
{\left[\mathbf{W}^{\top}\left(\left\langle\boldsymbol{\Phi}_{0}\right\rangle_{p\left(\mathbf{Z} \mid \mathbf{Y}, \boldsymbol{\theta}_{o l d}\right)} \otimes \boldsymbol{\Gamma}^{-1}\right) \mathbf{W}+\mathbf{C}_{\zeta}^{-1}\right] \hat{\mathbf{b}}=} & {\left[\operatorname{vec}\left(\boldsymbol{\Gamma}^{-1}\left\langle\boldsymbol{\Phi}_{1}\right\rangle_{p\left(\mathbf{Z} \mid \mathbf{Y}, \boldsymbol{\theta}_{o l d}\right)}\right)\right.} \\
& \left.-\mathbf{w}_{0}^{\top}\left(\left\langle\boldsymbol{\Phi}_{0}\right\rangle_{p\left(\mathbf{Z} \mid \mathbf{Y}, \boldsymbol{\theta}_{o l d}\right)} \otimes \boldsymbol{\Gamma}^{-1}\right)\right] \mathbf{W} . \tag{5.20}
\end{align*}
$$

We can also derive closed form estimates for the transition covariance matrix follow-
ing the same process, however as discussed in Section 4.3.3 these parameters were introduced primarily as regularisation parameters, much like the parameters $\gamma$ in the adaptive gradient matching method, and as such these variables are arguably better held fixed and the dependence of the resulting inference for the remaining parameters determined by doing a sensitivity analysis after model fitting.

Finally we also need to consider the initial contributions to the model

$$
\begin{align*}
\mathcal{Q}_{\text {init }}\left(\boldsymbol{\phi} ; \boldsymbol{\theta}_{\text {old }}\right) & =\sum_{k=1}^{K}\left\langle\log \mathcal{N}\left(\mathbf{z}_{k}^{(0)} \mid \mathbf{0}, \phi_{k} \mathbf{1 1} \mathbf{1}^{\top}\right)\right\rangle_{p\left(\mathbf{z}_{k}^{(0)} \mid \mathbf{Y}, \boldsymbol{\theta}_{\text {old }}\right)}+\log p(\boldsymbol{\phi}) \\
& =-\frac{1}{2} \sum_{k=1}^{K} \phi_{k}\left\langle\left(z_{k \nu}^{(0)}\right)^{2}\right\rangle_{p\left(\mathbf{z}_{k}^{(0)} \mid \mathbf{Y}, \boldsymbol{\theta}_{\text {old })}\right.}+\log p(\boldsymbol{\phi}) . \tag{5.21}
\end{align*}
$$

Note the connection with (5.21) and the singular problem of estimating the MLE of the standard deviation of a Gaussian random variable from a single data point, therefore the solution of this problem is dependent on the prior, and poorly informed by the latent trajectory and therefore it is more appropriate to also consider this variable as an additional regularising hyperparameter.

```
Data: Observations Y
Result: MAP Parameters \(\hat{\boldsymbol{\theta}}=\{\hat{\mathbf{g}}, \hat{\mathbf{B}}, \hat{\phi}\}\)
while Parameters not converged do
    begin E-Step
        for \(m=1, \ldots, M\) do
            Calculate
                \(\left\langle\mathbf{z}^{(m-1)} \mathbf{z}^{(m-1) \top}\right\rangle_{p\left(\mathbf{z}^{m} \mid \mathbf{Y}, \boldsymbol{\theta}_{o l d}\right)}, \quad\left\langle\mathbf{z}^{(m-1)} \mathbf{z}^{(m)^{\top}}\right\rangle_{p\left(\mathbf{z}^{m} \mid \mathbf{Y}, \boldsymbol{\theta}_{\text {old }}\right)}\),
                using the Kalman filter smoothing updates.
        end
    end
    begin M-Step
        \(\hat{\mathbf{g}} \leftarrow g_{\text {new }}\) where \(g_{\text {new }}\) solves (5.19);
        \(\hat{\boldsymbol{\beta}} \leftarrow \boldsymbol{\beta}_{\text {new }}\) where \(\beta_{\text {new }}\) solves (5.20);
    end
end
```

Algorithm 2: EM algorithm for MAP estimation in the MLFM-SA model using coordinate updates for the M-step

If we use a coordinate descent method that respects the conditional independence structure we are able to construct an optimisation procedure for the MLFM-SA model that is completely gradient free. Not only does this achieve our goal of avoiding expensive calculations of the gradient of the covariance matrix which was polynomial in the latent forces, but the nuisance parameters $\phi$ and $\gamma$ that have been introduced to the model to motivate our approximation also possess closed form updates. This is in contrast to the situation observed for the MLFM-AG model in which, using either the direct maximisation of the marginal likelihood or the EM approach, there were no immediately useful gradient based optimisation methods. While this feature is attractive it does not therefore follow that the MLFM-SA method will be numerically more
efficient to optimise than the MLFM-AG method. While the linear dynamic system structure allows for an E-step that is computationally efficient it will still be relatively expensive for higher orders of approximation, but a more serious concern is the local character of the MLFM-SA method which automatically leads to a discounting in the likelihood function of points away from the fixed time. In principal it should be possible to address this issue using the mixture model introduced in Section 4.5 by adapting the approach in section, but we do not provide the details here.

### 5.3 Mean field variational inference

As discussed in the introduction to this chapter we shall be interested in deriving estimates of the distribution of the parameters in our MLFM. The intractable nature of the marginal likelihood terms prevents us from finding a simple analytic form for the conditional distributions, and so a natural alternative is to use Monte Carlo methods instead to obtain samples from these distributions. While such approaches are appealing in that, they provide guarantees on when we will be sampling from the correct distribution they may not be practical, and there are situations in which we may prefer faster deterministic approaches.

A particularly important class of deterministic approximations are the variational Bayesian methods [Bishop, 2006] which seek to replace the intractable distribution with an approximation chosen by optimising a function of the actual distribution. An instance in which this optimisation problem may be solved explicitly is the mean field approximation. The general setup involves the determination of an approximation to a distribution with conditional density function $p(\mathbf{Z} \mid \mathbf{Y})$ where $\mathbf{Z}$ is an arbitrary vectorvalued random variable, and $\mathbf{Y}$ is a vector of observed values. In this instance, we are making no distinction between the model parameters and the latent variables unlike in the development of the EM algorithm. The mean field approximation attempts to find a representation of the distribution of $\mathbf{Z}$ by constructing a product distribution over a partition of this variable

$$
\begin{equation*}
p(\mathbf{Z} \mid \mathbf{Y}) \approx q(\mathbf{Z}) \triangleq \prod_{j=1}^{N} q_{j}\left(\mathbf{Z}_{j}\right) \tag{5.22}
\end{equation*}
$$

where $\mathbf{Z}$ has been partitioned as $\mathbf{Z}=\left\{\mathbf{Z}_{1}, \ldots, \mathbf{Z}_{N}\right\}$. To construct an approximation that is in some sense optimal we need to introduce some suitable cost function, an important choice is a Kulback-Leiber divergence, which for two distributions with density $q(\cdot)$ and $p(\cdot)$ respectively is defined as [Kullback, 1968]

$$
\begin{equation*}
D_{K L}(q \| p)=-\int q(\mathbf{z}) \log \frac{q(\mathbf{z})}{p(\mathbf{z} \mid \mathbf{y})} \mathrm{d} \mathbf{Z} \tag{5.23}
\end{equation*}
$$

The goal is to find the optimal distribution $q^{*}(\mathbf{Z})$ that minimises this cost function subject to the given product structure - often the choice of the partition of the variable $\mathbf{Z}$ will be made in such a way as to make deriving the optimal choice feasible. It is easily seen using the calculus of variations [Jost and Li-Jost, 1998] that the optimal choice is given by $q^{*}(\mathbf{Z})=\prod_{j=1}^{M} q\left(\mathbf{Z}_{j}^{*}\right)$, where each of the optimal factors are determined by

$$
\begin{equation*}
\log q_{j}^{*}\left(\mathbf{Z}_{j}\right)=\left\langle\log p\left(\mathbf{z}_{j}, \mathbf{z}_{-j}, \mathbf{y}\right)\right\rangle_{q_{-j}^{*}}\left(\mathbf{Z}_{-j}\right) \tag{5.24}
\end{equation*}
$$

where $\mathbf{z}_{j}$ denotes the vector $\mathbf{z}$ with $\mathbf{z}_{j}$ removed and the expectation is taken with respect
to the distribution

$$
q_{-j}^{*}\left(\mathbf{z}_{-j}\right)=\prod_{i=1, i \neq j}^{M} q_{i}^{*}\left(\mathbf{z}_{i}\right)
$$

The ease with which this method may be applied depends on the tractability of the expectation in (5.24) and furthermore how easy it is to normalise the resulting expression. This, in turn, is often dependent on the conditional independence structure of the model; indeed the method is closely related to Gibbs sampling. It is often the case that if it is straightforward to carry out Gibbs sampling it is also easy to construct the mean field variational approximation the same factorisation and this is the direction we shall pursue now where we shall show that for the latent states, $\mathbf{X}$, latent forces $\mathbf{g}$ and noise parameters $\boldsymbol{\sigma}$ it is straight forward to construct the approximation.

$$
\begin{equation*}
p(\mathbf{x}, \mathbf{g}, \boldsymbol{\sigma} \mid \boldsymbol{\gamma}, \boldsymbol{\phi}) \approx q_{x}(\mathbf{x}) q_{g}(\mathbf{g}) q_{\sigma}(\boldsymbol{\sigma}) \tag{5.25}
\end{equation*}
$$

however as we remarked for the Gibbs sampling algorithm, there is no straight forward variational distribution for the state Gaussian process hyper-parameters $\phi$ and the temperature parameter of the gradient expert $\gamma$.

### 5.3.1 Mean field approximation of the MLFM-AG method

While the EM algorithm contributed relatively little to the problem of constructing point estimates for the MLFM-AG method, variational methods will prove much more useful for the problem of constructing distributional estimates. Indeed we shall see that because the optimal factors in mean field gradient matching method are obtained by integrating over the, logarithm of the, joint density $p(\mathbf{Y}, \mathbf{X}, \mathbf{g}, \mathbf{B})$, rather than the conditional density $p(\mathbf{X} \mid \mathbf{Y}, \mathbf{g}, \mathbf{B})$ used for the EM method, we will be able to obtain closed-form expressions. Our strategy will be to make use of the equivalent linear representations of the evolution equation before they get absorbed into the construction of the model (inverse) covariance matrix, as was done successfully for the calculation of the conditional distributions in Chapter 3.

We will construct the mean field approximation in a way that respects the natural conditional independence structure of the model as represented in Figure 3.2 which allowed for the tractable conditional distributions presented in Chapter 3. This implies an approximation to the distribution with a density which factors as

$$
\begin{equation*}
q(\mathbf{X}, \mathbf{g}, \mathbf{B}, \boldsymbol{\tau})=q_{x}(\mathbf{X}) q_{g}(\mathbf{g}) q_{\beta}(\mathbf{B}) q_{\tau}(\boldsymbol{\tau}) \tag{5.26}
\end{equation*}
$$

where the factors are defined jointly by

$$
\begin{align*}
& q_{x}(\mathbf{X}) \propto \exp \left\{\langle\log p(\mathbf{X}, \mathbf{g}, \mathbf{B}, \mathbf{Y}, \boldsymbol{\tau})\rangle_{q_{g}(\mathbf{g}) q_{B}(\mathbf{B}) q_{\tau}(\boldsymbol{\tau})}\right\}  \tag{5.27a}\\
& q_{g}(\mathbf{g}) \propto \exp \left\{\langle\log p(\mathbf{X}, \mathbf{g}, \mathbf{B}, \mathbf{Y}, \boldsymbol{\tau})\rangle_{q_{x}(\mathbf{X}) q_{B}(\mathbf{B}) q_{\tau}(\boldsymbol{\tau})}\right\}  \tag{5.27b}\\
& q_{B}(\mathbf{B}) \propto \exp \left\{\langle\log p(\mathbf{X}, \mathbf{g}, \mathbf{B}, \mathbf{Y}, \boldsymbol{\tau})\rangle_{q_{x}(\mathbf{X}) q_{g}(\mathbf{g}) q_{\tau}(\boldsymbol{\tau})}\right\}  \tag{5.27c}\\
& q_{\tau}(\boldsymbol{\tau}) \propto \exp \left\{\langle\log p(\mathbf{X}, \mathbf{g}, \mathbf{B}, \mathbf{Y}, \boldsymbol{\tau})\rangle_{q_{x}(\mathbf{X}) q_{g}(\mathbf{g}) q_{\beta}(\mathbf{B})}\right\} \tag{5.27~d}
\end{align*}
$$

Given that we were unable to derive tractable conditional distributions for the hyperparameters of the state interpolating GPs or the latent force GPs it is unsurprising that these variables do not admit a tractable variational approximation either, and the
same is true of the gradient expert parameter. As such we shall only consider the construction of an approximation to the distribution

$$
q(\mathbf{X}, \mathbf{g}, \mathbf{B}, \boldsymbol{\tau}) \approx p(\mathbf{X}, \mathbf{g}, \mathbf{B}, \boldsymbol{\tau} \mid \mathbf{Y}, \boldsymbol{\phi}, \boldsymbol{\gamma}, \boldsymbol{\psi}),
$$

with $\{\phi, \gamma, \boldsymbol{\psi}\}$ held fixed at some constant value - a natural choice would be the MAP estimates determined in Section 5.2.1. Alternatively they could be chosen using some appropriate model selection method.

Since the construction of the approximating distributions will follow a process similar to undertaken in Chapter 3 to construct the conditional distribution of the Gibbs sampling process we again require the various decomposition's of the flow function

$$
\mathbf{f}_{k}=\sum_{j=1}^{K} \mathbf{u}_{k j} \circ \mathbf{x}_{j}=\sum_{r=1}^{R} \mathbf{v}_{k r} \circ \mathbf{g}_{r}=\sum_{r=1}^{R} \sum_{d=1}^{D} \mathbf{w}_{k r d} \beta_{r d}
$$

which were defined in (3.20). These representations all involve products of the three variables in which we are interested, but the independence assumption of the factorised distribution ensures that it will be each to calculate the mean and covariance of the vectors, $\mathbf{f}_{k}$, with respect to the approximate densities (5.27). We now present closed form expressions for each factor the variational Bayes approximation using the mean field approximation.

## Mean field update of the latent states' distribution

Using the, by now, familiar decomposition of the joint density into the observation model and the ODE model we have

$$
\begin{align*}
\log q_{x}(\mathbf{X}) & =\langle\log p(\mathbf{Y}, \mathbf{X}, \mathbf{g}, \mathbf{B}, \boldsymbol{\tau}|\boldsymbol{\psi}, \boldsymbol{\gamma}\rangle+\text { const. } \\
& =\langle\log p(\mathbf{Y} \mid \mathbf{X}, \boldsymbol{\tau})\rangle_{q_{\tau}(\boldsymbol{\tau})}+\langle\log p(\mathbf{X}, \mathbf{g}, \mathbf{B} \mid \boldsymbol{\psi}, \boldsymbol{\gamma})\rangle_{q_{g}(\mathbf{g}) q_{B}(\mathbf{B})} \\
& =-\frac{1}{2} \operatorname{diag}(\langle\boldsymbol{\tau}\rangle) \otimes \mathbf{I}_{N}-\frac{1}{2} \sum_{k=1}^{K}\left(\left\langle\left(\mathbf{f}_{k}-\mathbf{m}_{k}\right)^{\top} \mathbf{S}_{k}^{-1}\left(\mathbf{f}_{k}-\mathbf{m}_{k}\right)\right\rangle_{q(\mathbf{g}) q(\mathbf{B})}+\mathbf{x}_{k}^{\top} \mathbf{C}_{\phi_{k}}^{-1} \mathbf{x}_{k}\right)+\text { const. } \\
& =-\frac{1}{2} \operatorname{diag}(\langle\boldsymbol{\tau}\rangle) \otimes \mathbf{I}_{N}-\frac{1}{2} \mathbf{x}^{\top}\left(\sum_{k=1}^{K}\left\langle\Lambda_{k}\right\rangle_{q_{g}(\mathbf{g}) q_{B}(\mathbf{B})}+\mathbf{C}_{\phi}^{-1}\right) \mathbf{x}+\text { const., } \tag{5.28}
\end{align*}
$$

where $\boldsymbol{\Lambda}_{\boldsymbol{k}}$ was defined by (3.23). To calculate the expected value of the quadratic form in (3.23) it will be useful to first define the $N \times N$ matrices

$$
\begin{align*}
\mathcal{U}_{k i j} & \stackrel{\Delta}{ }
\end{aligned} \begin{aligned}
& \left.\mathbf{u}_{k i} \mathbf{u}_{k j}^{\top}\right\rangle_{q_{g}(\mathbf{g}) g_{B}(\mathbf{B})} \\
& \\
&  \tag{5.29}\\
& =\sum_{r, r^{\prime}=1}^{R}\left\langle A_{r k i} A_{r^{\prime} k j} \mathbf{g}_{r} \mathbf{g}_{s}^{\top}\right\rangle_{q_{g}(\mathbf{g}) q_{B}(\mathbf{B})} \\
& \\
&
\end{align*}=\sum_{r, r^{\prime}=1}^{R} \sum_{d, d^{\prime}}\left\langle\beta_{r d} \beta_{r^{\prime} d^{\prime}}\right\rangle_{q_{B}(\mathbf{B})} L_{d k i} L_{d^{\prime} k j}\left\langle\mathbf{g}_{r} \mathbf{g}_{s}^{\top}\right\rangle_{q_{g}(\mathbf{g})}, ~ l
$$

for $i, j=1, \ldots, K$. As previously we have defined $\mathbf{g}_{0}$ to be a constant vector with all entries equal to unity, and so independent of the other variables. Then using (3.23) we
have

$$
\begin{equation*}
q_{x}(\mathbf{X}) \propto \mathcal{N}\left(\mathbf{y} \mid \mathbf{x}, \operatorname{diag}\left(\langle\boldsymbol{\tau}\rangle_{q_{\tau}(\boldsymbol{\tau})}^{0-1}\right) \otimes \mathbf{I}_{N}\right) \times \mathcal{N}\left(\mathbf{x} \mid \mathbf{0},\left(\mathbf{C}_{\phi}^{-1}+\boldsymbol{\Lambda}_{\text {ode }}^{V B}\right)^{-1}\right) \tag{5.30}
\end{equation*}
$$

where $\boldsymbol{\Lambda}_{\text {ode }}^{V B}$ is the mean field variational Bayes equivalent of the matrix (3.25). That is to say

$$
\boldsymbol{\Lambda}_{o d e}^{V B}=\sum_{k=1}^{K} \boldsymbol{\Lambda}_{o d e, k}^{V B},
$$

where each $\boldsymbol{\Lambda}_{\text {ode,k }}^{V B}$ is $K \times K$ block matrix, and each block is the $N \times N$ matrix given by

$$
\begin{align*}
\left\langle\boldsymbol{\Lambda}_{k i j}\right\rangle_{q(\mathbf{g}, \mathbf{B})}= & \mathcal{U}_{k i j} \circ \mathbf{S}_{\phi_{k}}^{-1} \\
& -\delta_{k i} \operatorname{diag}\left(\left\langle\mathbf{u}_{k i}\right\rangle_{q(\mathbf{g}) q(\mathbf{B})}\right) \mathbf{S}_{\phi_{k}}^{-1} \mathbf{M}_{k} \\
& -\delta_{k j} \mathbf{M}_{k}^{\top} \mathbf{S}_{\phi_{k}}^{-1} \operatorname{diag}\left(\left\langle\mathbf{u}_{k j}\right\rangle_{q(\mathbf{g}) q(\mathbf{B})}\right) \\
& +\mathbf{M}_{k}^{\top} \mathbf{S}_{\phi_{k}}^{-1} \mathbf{M}_{k}, \tag{5.31}
\end{align*}
$$

for $i, j=1, \ldots, K$. Normalising the product (5.30) we can conclude the optimal variational mean field factor for the state variable is given by

$$
\begin{equation*}
q^{*}(\mathbf{x})=\mathcal{N}\left(\mathbf{x} \mid \mathbf{m}_{x}^{V B}, \mathbf{K}_{x}^{V B}\right), \tag{5.32}
\end{equation*}
$$

where the parameters of this Gaussian distribution are given by

$$
\begin{align*}
& \mathbf{K}_{x}^{V B}=\left(\operatorname{diag}\left(\langle\boldsymbol{\tau}\rangle_{q^{*}(\boldsymbol{\tau})}\right) \otimes \mathbf{I}_{N}+\left\langle\Lambda_{o d e}\right\rangle_{q^{*}(\mathbf{g}) q^{*}(\mathbf{B})}+\mathbf{C}_{\phi}^{-1}\right)^{-1},  \tag{5.33a}\\
& \mathbf{m}_{x}^{V B}=\mathbf{K}_{x}^{V B}\left[\operatorname{diag}\left(\langle\boldsymbol{\tau}\rangle_{q(\tau)}\right) \otimes \mathbf{I}_{N}\right] \mathbf{y} . \tag{5.33b}
\end{align*}
$$

This is the variational equivalent of the Gibbs conditional distributions introduced in Chapter 3.

## Mean field update of the latent forces' distribution

The mean field distribution of the latent force variables, $\mathbf{g}$, is calculated in a manner similar to that of the latent states, but unlike in the case above we cannot rearrange the general quadratic form arising from the ODE model into a homogeneous quadratic form. Instead we have an additional term arising from the offset matrix, $\mathbf{A}_{0}$, in the specification of the MLFM. As in the update for the latent states we will need to calculate the expectation of the quadratic form $\left(\mathbf{f}_{k}-\mathbf{m}_{k}\right) \mathbf{S}_{k}^{-1}\left(\mathbf{f}_{k}-\mathbf{m}_{k}\right)$, and so with this in mind it will be useful to now define the collection of $N \times N$ matrices

$$
\begin{align*}
\mathcal{V}_{k r}^{(0)} \triangleq & \left\langle\left(\mathbf{m}_{k}-\mathbf{v}_{k 0}\right) \mathbf{v}_{k r}^{\top}\right\rangle_{q_{x}(\mathbf{X}) g_{B}(\mathbf{B})} \\
= & \mathbf{M}_{k} \sum_{i=1}^{K}\left\langle\mathbf{x}_{k} \mathbf{x}_{i}^{\top}\right\rangle_{q(\mathbf{X})} \sum_{d=1}^{D}\left\langle\beta_{r d} L_{d k i}\right\rangle_{q(\mathbf{B})} \\
& -\sum_{i, j=1}^{K} \sum_{d, d^{\prime}=1}^{D} L_{d k i} L_{d k j}\left\langle\beta_{r d} \beta_{r d^{\prime}}\right\rangle_{q(\mathbf{B})}\left\langle\mathbf{x}_{i} \mathbf{x}_{j}^{\top}\right\rangle_{q(\mathbf{X})} \tag{5.34}
\end{align*}
$$

where $\mathbf{m}_{k}=\mathbf{M}_{k} \mathbf{x}_{k}$ was defined by (3.6a), and

$$
\begin{align*}
\mathcal{V}_{k r r^{\prime}}^{(1)} & \triangleq\left\langle\mathbf{v}_{k r} \mathbf{v}_{k r^{\prime}}^{\top}\right\rangle_{q(\mathbf{x}) q(\mathbf{B})} \\
& =\sum_{i, j=1}^{K} \sum_{d, d^{\prime}=1}^{K} L_{d k i} L_{d k j}\left\langle\beta_{r d} \beta_{r d^{\prime}}\right\rangle_{q(\mathbf{B})}\left\langle\mathbf{x}_{i} \mathbf{x}_{j}^{\top}\right\rangle_{q(\mathbf{x})} . \tag{5.35}
\end{align*}
$$

Then on taking the expectation we have

$$
\begin{align*}
\left\langle\left(\mathbf{f}_{k}-\mathbf{m}_{k}\right)^{\top} \mathbf{S}_{k}^{-1}\left(\mathbf{f}_{k}-\mathbf{m}_{k}\right)\right\rangle_{q(\mathbf{x}) q(\mathbf{B})}= & \sum_{r=1}^{R} \sum_{r^{\prime}=1}^{R} \mathbf{g}_{r}^{\top} \mathcal{V}_{k r r^{\prime}}^{(1)} \circ \mathbf{S}_{\phi_{k}, \gamma_{k}}^{-1} \mathbf{g}_{r}^{\prime} \\
& -2 \sum_{r=1}^{R} \mathcal{V}_{k r}^{(0)} \circ \mathbf{S}_{\phi_{k}, \gamma_{k}}^{-1} \mathbf{1}_{N} \tag{5.36}
\end{align*}
$$

Combining these results, and including the contribution from the prior we have that

$$
\begin{align*}
\log q(\mathbf{g})= & \langle\log p(\mathbf{x} \mid \mathbf{g}, \mathbf{B})\rangle_{q(\mathbf{x}) q(\mathbf{B})}+\log p(\mathbf{g})+\text { const. } \\
= & -\frac{1}{2} \sum_{k=1}^{K}\left\langle\left(\mathbf{f}_{k}-\mathbf{m}_{k}\right)^{\top} \mathbf{S}_{\phi_{k}}^{-1}\left(\mathbf{f}_{k}-\mathbf{m}_{k}\right)\right\rangle+\text { const. } \\
= & -\frac{1}{2} \sum_{r, r^{\prime}=1}^{R} \mathbf{g}_{r}^{\top}\left(\sum_{k=1}^{K} \mathcal{V}_{k r r^{\prime}}^{(1)} \circ \mathbf{S}_{\phi_{k}}^{-1}+\delta_{r r^{\prime}} \mathbf{C}_{\psi_{r}}^{-1}\right) \mathbf{g}_{r^{\prime}}  \tag{5.37}\\
& +\sum_{r=1}^{R} \mathbf{g}_{r}^{\top}\left(\sum_{k=1}^{K} \mathcal{V}_{k r}^{(0)} \circ \mathbf{S}_{k}^{-1}\right) \mathbf{1}_{N}+\text { const. } \tag{5.38}
\end{align*}
$$

This implies that the optimal log-likelihood for the latent forces in the mean field variational Bayes approximations to the MLFM-AG model will be a quadratic, and therefore we can conclude

$$
\begin{equation*}
q^{*}(\mathbf{g})=\mathcal{N}\left(\mathbf{g} \mid \mathbf{m}_{g}^{V B}, \mathbf{K}_{g}^{V B}\right) \tag{5.39}
\end{equation*}
$$

The covariance matrix, $\mathbf{K}_{g}^{V B}$, is constructed by inverting the the $R \times R$ matrix with blocks

$$
\begin{equation*}
\sum_{k=1}^{K} \mathcal{V}_{k r r^{\prime}}^{(1)} \circ \mathbf{S}_{k}^{-1}+\delta_{r r^{\prime}} \mathbf{C}_{\psi_{r}}^{-1} \tag{5.40}
\end{equation*}
$$

and the mean is given by

$$
\mathbf{m}_{g}^{V B}=\mathbf{K}_{g}^{V B} \sum_{k=1}^{K}\left[\begin{array}{c}
\mathcal{V}_{k 1}^{(0)} \circ \mathbf{S}_{k}^{-1} \mathbf{1}_{N}  \tag{5.41}\\
\vdots \\
\mathcal{V}_{k R}^{(0)} \circ \mathbf{S}_{k}^{-1} \mathbf{1}_{N}
\end{array}\right]
$$

## Mean field distribution for the connection coefficients

The construction of the variational distribution of the connection coefficients proceeds in a similar way to that already considered for the latent state, and latent forces. We
first define the $N \times N$ matrices

$$
\begin{aligned}
\mathcal{W}_{k r d}^{(0)} & \triangleq\left\langle\mathbf{m}_{k} \mathbf{w}_{k r d}^{\top}\right\rangle_{q(\mathbf{X}) q(\mathbf{g})} \\
& =\mathbf{M}_{k} \sum_{j=1}^{K} L_{d j k}\left\langle\mathbf{x}_{k} \mathbf{x}_{j}^{\top}\right\rangle_{q(\mathbf{X})} \operatorname{diag}\left(\left\langle\mathbf{g}_{r}\right\rangle_{q(\mathbf{g})}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\mathcal{W}_{k r d r^{\prime} d^{\prime}}^{(1)} & \triangleq\left\langle\mathbf{w}_{k r^{\prime} d^{\prime}} \mathbf{w}_{k r d}^{\top}\right\rangle_{q(\mathbf{g}) q(\mathbf{X})} \\
& =\left\langle\mathbf{g}_{r^{\prime}} \mathbf{g}_{r}^{\top}\right\rangle_{q(\mathbf{g})} \circ \sum_{i, j=1}^{K} L_{d k i} L_{d^{\prime} k j}\left\langle\mathbf{x}_{i} \mathbf{x}_{j}^{\top}\right\rangle_{q(\mathbf{X})}
\end{aligned}
$$

for $r, r^{\prime}=0,1 \ldots, R$ and $d, d^{\prime}=1, \ldots, D$. We then have

$$
\begin{align*}
\log q(\mathbf{B})= & \langle\log p(\mathbf{X} \mid \mathbf{g}, \mathbf{B})\rangle_{q(\mathbf{X}) q(\mathbf{B})}+\log p(\mathbf{B} \mid \boldsymbol{\zeta}) \\
= & -\frac{1}{2}\left\langle\left(\mathbf{f}_{k}-\mathbf{m}_{k}\right)^{\top} \mathbf{S}_{\phi_{k}}^{-1}\left(\mathbf{f}_{k}-\mathbf{m}_{k}\right)^{\top}\right\rangle_{q(\mathbf{X}) q(\mathbf{g})}-\frac{1}{2} \boldsymbol{\beta}^{\top} \mathbf{C}_{\zeta}^{-1} \boldsymbol{\beta}+\text { const. }  \tag{5.42}\\
= & -\frac{1}{2} \sum_{r, r^{\prime}=0}^{R} \sum_{d, d^{\prime}=1}^{D} \beta_{r d} \beta_{r^{\prime} d^{\prime}} \sum_{k=1}^{K} \operatorname{Tr}\left(\mathcal{W}_{k r d r^{\prime} d^{\prime}}^{(1)} \mathbf{S}_{\phi_{k}}^{-1}\right) \\
& +\sum_{r=0}^{R} \sum_{d=1}^{D} \beta_{r d} \sum_{k=1}^{K} \operatorname{Tr}\left(\mathcal{W}_{k r d}^{(0)} \mathbf{S}_{\phi_{k}}^{-1}\right)-\frac{1}{2} \boldsymbol{\beta}^{\top} \mathbf{C}_{\zeta}^{-1} \boldsymbol{\beta}+\text { const. }, \tag{5.43}
\end{align*}
$$

which is once more a quadratic, this time in the variables $\beta_{r d}$.

## Mean field distribution for the observation precisions

Finally we consider the variational approximation to the parameters of the observation error scale. As in Section 3.3 .1 we shall place a Gamma prior with shape parameter, $a_{k 0}$, and rate parameter $b_{k 0}$ on each of the components $\tau_{k}, k=1, \ldots, K$ of the observation distribution precisions. As for the Gibbs distribution this will lead to a congugate distribution with independent Gamma posteriors having parameters

$$
\begin{equation*}
\tau_{k} \sim \operatorname{Gamma}\left(a_{k}^{V B}, b_{k}^{V B}\right), \tag{5.44}
\end{equation*}
$$

where the parameters are given by

$$
\begin{align*}
a_{k}^{V B} & =a_{k 0}+N / 2  \tag{5.45a}\\
b_{k}^{V B} & =b_{k 0}+\left\langle\left(\mathbf{y}_{k}-\mathbf{x}_{k}\right)^{\top}\left(\mathbf{y}_{k}-\mathbf{x}_{k}\right)\right\rangle_{q(\mathbf{X})} . \tag{5.45b}
\end{align*}
$$

### 5.3.2 Mean field approximation of the MLFM-SA model

The EM method for the MLFM-SA allowed us to introduce a parameter estimation method consisting entirely of closed form updates during the optimisation procedure. The analytic tractability of the EM method was a direct result of the linear Gaussian dynamic system structure of the successive latent states approximations, this structure allowed us to condition on the states and so write the objective function for the remaining variables as a sum of quadratics. In this section we demonstrate that the same structure carries over to the mean field variational Bayes methods, and so leads
to tractable estimation of the approximate distributional estimates.
The conditional independence structure of the MLFM-SA model, as represented in Figure 4.2, naturally suggests using the factorisation

$$
q(\mathbf{Z}, \mathbf{g}, \mathbf{B}, \boldsymbol{\tau}, \boldsymbol{\phi})=q_{Z}(\mathbf{Z}) q_{g}(\mathbf{g}) q_{B}(\mathbf{B}) q_{\tau}(\boldsymbol{\tau}) q_{\phi}(\boldsymbol{\phi})
$$

for the approximating distribution. We note that, unlike for the MLFM-AG method, we are able to include a factor for the variable $\phi$. In general there will be no closed form posteriors for the hyperparameters of the latent forces and connection coefficients, and so in this instance we are lead to considering the approximation to the posterior conditional

$$
q(\mathbf{Z}, \mathbf{g}, \mathbf{B}, \boldsymbol{\tau}, \boldsymbol{\phi}) \approx p(\mathbf{Z}, \mathbf{g}, \mathbf{B}, \boldsymbol{\tau}, \boldsymbol{\phi} \mid \mathbf{Y}, \boldsymbol{\psi}, \boldsymbol{\zeta})
$$

In what follows we shall suppress the dependence of all density functions on the hyperparameters $\boldsymbol{\psi}$ and $\boldsymbol{\zeta}$ for notational convenience.

The factors of the variational distribution for this model will be given, up to the normalising constants, by the expressions

$$
\begin{align*}
& q_{Z}(\mathbf{Z}) \propto \exp \left\{\langle\log p(\mathbf{Y}, \mathbf{Z}, \mathbf{g}, \mathbf{B}, \boldsymbol{\tau}, \boldsymbol{\phi})\rangle_{q_{g}(\mathbf{g}) q_{B}(\mathbf{B}) q_{\tau}(\boldsymbol{\tau}) q_{\phi}(\boldsymbol{\phi})}\right\}  \tag{5.46a}\\
& q_{g}(\mathbf{g}) \propto \exp \left\{\langle\log p(\mathbf{Y}, \mathbf{Z}, \mathbf{g}, \mathbf{B}, \boldsymbol{\tau}, \boldsymbol{\phi})\rangle_{q_{Z}(\mathbf{Z}) q_{B}(\mathbf{B}) q_{\tau}(\boldsymbol{\tau})}\right\}  \tag{5.46b}\\
& q_{B}(\mathbf{B}) \propto \exp \left\{\langle\log p(\mathbf{Z}, \mathbf{g}, \mathbf{B}, \boldsymbol{\tau}, \boldsymbol{\phi})\rangle_{\left.q_{Z}(\mathbf{Z}) q_{g}(\mathbf{g}) q_{\tau}(\boldsymbol{\tau}) q_{\phi}(\boldsymbol{\phi})\right\}}\right.  \tag{5.46c}\\
& q_{\tau}(\boldsymbol{\tau}) \propto \exp \left\{\langle\log p(\mathbf{Z}, \mathbf{g}, \mathbf{B}, \mathbf{Y}, \boldsymbol{\tau})\rangle_{\left.q_{Z}(\mathbf{Z}) q_{g}(\mathbf{g}) q_{\beta}(\mathbf{B})\right\}}\right.  \tag{5.46~d}\\
& q_{\phi}(\boldsymbol{\phi}) \propto \exp \left\{\langle\log p(\mathbf{Y}, \mathbf{g}, \mathbf{B}, \boldsymbol{\tau}, \boldsymbol{\phi})\rangle_{\left.q_{Z}(\mathbf{Z}) q_{g}(\mathbf{g}) q_{\beta}(\mathbf{B}) q_{\tau}(\boldsymbol{\tau})\right\}}\right. \tag{5.46e}
\end{align*}
$$

For the variational distribution, (5.46d), of the observation precision parameters the form of the optimisation problem is exactly the same as that just discussed for the MLFM-AG method because of the decomposition into an observation model and a structural model. The only difference in this case is that the expectation in will now be taken with respect to the distribution of the variable $\mathbf{Z}^{(M)}$, rather than $\mathbf{X}$, and because of the very close similarities to the result in the previous section we do not provide the full details here.

## Mean field update of the latent states' distribution

By using the conditional independence structure of the approximation to the joint density given by MLFM-SA method we have the decomposition

$$
\begin{align*}
\log q_{Z}(\mathbf{Z}) & =\langle\log p(\mathbf{Y}, \mathbf{Z}, \mathbf{g}, \mathbf{B}, \boldsymbol{\tau}, \boldsymbol{\phi})\rangle_{q(\mathbf{g}) q(\mathbf{B}) q(\boldsymbol{\tau}) q(\boldsymbol{\phi})}+\text { const. } \\
= & \langle\log p(\mathbf{Y} \mid \mathbf{Z}, \boldsymbol{\tau})\rangle_{q(\boldsymbol{\tau})}+\left\langle\log p(\mathbf{Z} \mid \mathbf{g}, \mathbf{B}, \boldsymbol{\Gamma})_{q(\mathbf{g}) q(\mathbf{B})}\right\rangle+\text { const.. } \\
= & \left\langle\log p\left(\mathbf{Y} \mid \mathbf{Z}^{(M)}, \boldsymbol{\tau}\right)+\log p\left(\mathbf{Y}_{\nu} \mid \mathbf{Z}_{\nu}^{(0)}, \boldsymbol{\tau}\right)\right\rangle_{q_{\tau}(\boldsymbol{\tau})} \\
& +\sum_{m=1}^{M}\left\langle\log p\left(\mathbf{Z}^{(m)} \mid \mathbf{Z}^{(m-1)}, \mathbf{g}, \mathbf{B}\right)\right\rangle_{q_{g}(\mathbf{g}) q_{\beta}(\boldsymbol{\beta})} \\
& +\left\langle p\left(\mathbf{Z}^{(0)} \mid \boldsymbol{\phi}\right)\right\rangle_{q_{\phi}(\boldsymbol{\phi})}+\text { const.. } \tag{5.47}
\end{align*}
$$

As was the case when constructing the conditional distributions for the MLFM-SA in Section 4.3, the Markov property of the set of successive approximations leads to a
summation over terms

$$
\begin{aligned}
\left\langle\log \mathcal{N}\left(\mathbf{z}^{(m)} \mid \mathbf{z}^{(m-1)}, \boldsymbol{\Gamma}\right)\right\rangle_{q_{g}(\mathbf{g}) q_{B}(\mathbf{B})}= & -\frac{1}{2}\left\langle\left(\mathbf{z}^{(m)}-\mathbf{P z}^{(m-1)}\right)^{\top} \boldsymbol{\Gamma}^{-1}\left(\mathbf{z}^{(m)}-\mathbf{P z}^{(m-1)}\right)\right\rangle_{q(\mathbf{g}) q(\mathbf{B})} \\
& + \text { const. },
\end{aligned}
$$

for $m=1, \ldots, M$. Ignoring the constant term each of these can be arranged as a quadratic form for the augmented vector $\left[\begin{array}{lll}\mathbf{z}^{(m-1) \top} & \left.\mathbf{z}^{(m) \top}\right]^{\top} \text { given by }\end{array}\right.$

$$
\left[\begin{array}{ll}
\mathbf{z}^{(m-1) \top} & \mathbf{z}^{(m) \top}
\end{array}\right]\left[\begin{array}{cc}
\left\langle\mathbf{P}^{\top} \boldsymbol{\Gamma}^{-1} \mathbf{P}\right\rangle_{q(\mathbf{g}) q(\mathbf{B})} & -\left\langle\mathbf{P}^{\top}\right\rangle_{q(\mathbf{g}) q(\mathbf{B})} \boldsymbol{\Gamma}^{-1}  \tag{5.48}\\
-\boldsymbol{\Gamma}^{-1}\langle\mathbf{P}\rangle_{q(\mathbf{g}) q(\mathbf{B})} & \left\langle\boldsymbol{\Gamma}^{-1}\right\rangle_{q(\mathbf{g}) q(\mathbf{B})}
\end{array}\right]\left[\begin{array}{c}
\mathbf{z}^{(m-1)} \\
\mathbf{z}^{(m)}
\end{array}\right] .
$$

Therefore, the linear dynamical system structure is preserved after taking expectations, and we can determine the parameters of the new transition distribution by identifying (5.48) with the general quadratic form of a linear transition distribution, $\mathcal{N}\left(\mathbf{z}^{(m)} \mid\right.$ $\left.\mathbf{A} \mathbf{z}^{(m-1)}, \boldsymbol{\Lambda}^{-1}\right)$, which in general takes the form

$$
\left[\begin{array}{ll}
\mathbf{z}^{(m-1) \top} & \mathbf{z}^{(m) \top}
\end{array}\right]\left[\begin{array}{cc}
\mathbf{A}^{\top} \boldsymbol{\Lambda} \mathbf{A} & -\mathbf{A}^{\top} \boldsymbol{\Lambda}  \tag{5.49}\\
-\boldsymbol{\Lambda} \mathbf{A} & \boldsymbol{\Lambda}
\end{array}\right]\left[\begin{array}{c}
\mathbf{z}^{(m-1)} \\
\mathbf{z}^{(m)}
\end{array}\right]
$$

Identifying the entries of the symmetric matrices in the expressions (5.48) and (5.49) we see that the mean and covariance of the transition densities are solutions to the linear matrix equations

$$
\begin{align*}
& \mathbf{A}^{\top} \boldsymbol{\Lambda} \mathbf{A}=\left\langle\mathbf{P}^{\top} \boldsymbol{\Gamma} \mathbf{P}\right\rangle_{q_{g}(\mathbf{g}) q_{B}(\mathbf{B})},  \tag{5.50a}\\
& \mathbf{A}^{\top} \boldsymbol{\Lambda}=\langle\mathbf{P}\rangle_{q_{g}(\mathbf{g}) q_{B}(\mathbf{B})}^{\top} \boldsymbol{\Gamma}^{-1} \tag{5.50b}
\end{align*}
$$

where $\left\langle\mathbf{P} \Gamma^{-1} \mathbf{P}\right\rangle_{q_{g}(\mathbf{g}) q_{B}(\mathbf{B})}$ and $\langle\mathbf{P}\rangle_{q(\mathbf{g}) q_{B}(\mathbf{B})}$ are known quantities. Therefore substituting (5.50b) into (5.50a) the matrix $\mathbf{A}$ is given by any solution to

$$
\left\langle\mathbf{P}^{\top}\right\rangle_{q_{g}(\mathbf{g}) q_{B}(\mathbf{B})} \boldsymbol{\Gamma}^{-1} \mathbf{A}=\left\langle\mathbf{P}^{\top} \boldsymbol{\Gamma}^{-1} \mathbf{P}\right\rangle_{q_{g}(\mathbf{g}) q_{B}(\mathbf{B})}
$$

and the, inverse of, the transition covariance matrix is then determined by any solution to

$$
\mathbf{A}^{\top} \boldsymbol{\Lambda}=\left\langle\mathbf{P}^{\top}\right\rangle_{q_{g}(\mathbf{g}) q_{B}(\mathbf{B})} \boldsymbol{\Gamma}^{-1}
$$

and the, inverse of, the transition covariance matrix is then determined by any solution to

$$
\mathbf{A}^{\top} \boldsymbol{\Lambda}=\left\langle\mathbf{P}^{\top}\right\rangle_{q_{g}(\mathbf{g}) q_{B}(\mathbf{B})} \boldsymbol{\Gamma}^{-1}
$$

From this we conclude that, after noting the decomposition into a model dependent component and a data dependent component, the same Markov chain distribution structure.

For the data dependent component we need to take the expectations with respect to the approximating distribution for the observation noise and the initial state precision
respectively. Using this linear dynamic system structure we have

$$
\begin{align*}
& q_{Z}(\mathbf{z}) \propto \prod_{k=1}^{K} \mathcal{N}\left(\mathbf{Z}_{\nu k}^{(0)} \mid 0, \phi_{k}^{-1}\right) \prod_{m=1}^{M} \mathcal{N}\left(\mathbf{z}^{(m)} \mid \mathbf{A} \mathbf{z}^{(m-1)}, \mathbf{\Lambda}^{-1}\right) \\
\times & \prod_{k=1}^{K} \mathcal{N}\left(\mathbf{Y}_{\nu k} \mid \mathbf{Z}_{\nu k}^{(0)},\left\langle\tau_{k}\right\rangle_{q(\boldsymbol{\tau})}^{-1}\right) \mathcal{N}\left(\mathbf{y} \mid \mathbf{z}^{(M)}, \operatorname{diag}\left(\langle\boldsymbol{\tau}\rangle_{q(\boldsymbol{\tau})}^{\circ-1}\right) \otimes \mathbf{I}_{N}\right) . \tag{5.51}
\end{align*}
$$

This distribution is clearly Gaussian, but we will rarely have a need to normalise it and so recover the full parameters of the joint distribution. Rather than the parameters of the joint distribution we shall be interested in the evaluation of the expectations

$$
\left\langle\mathbf{\Psi}_{0}\right\rangle_{q(\mathbf{Z})}, \quad\left\langle\mathbf{\Psi}_{1}\right\rangle_{q(\mathbf{Z})}
$$

where $\boldsymbol{\Psi}_{0}$ and $\boldsymbol{\Psi}_{1}$ were previously defined by (5.16), and these expectations are most efficiently calculated using Kalman filter methods.

## Mean field update of the latent forces' distributions

The update of the latent forces can now proceed in the same manner as the EM algorithm, indeed we shall see that the construction leads to a quadratic similar to that given by (5.18). Using the conditional independence structure the log-density of the variational distribution of the latent forces will be given by

$$
\begin{align*}
\log q_{g}(\mathbf{g}) & =\left\langle\log p(\mathbf{Y}, \mathbf{Z}, \mathbf{g}, \mathbf{B}, \boldsymbol{\tau}, \boldsymbol{\psi}\rangle_{q_{Z}(\mathbf{Z}) q_{B}(\mathbf{B}) q_{\phi}(\boldsymbol{\phi}) q_{\tau}(\boldsymbol{\tau})}+\right.\text { const } \\
& =\langle\log p(\mathbf{Z} \mid \mathbf{g}, \mathbf{B}, \boldsymbol{\tau}, \boldsymbol{\phi})\rangle_{q}+\log p(\mathbf{g}) \\
& =\left\langle\log p\left(\mathbf{z}^{(1)}, \ldots, \mathbf{z}^{(M)} \mid \mathbf{z}^{(0)}, \mathbf{g}, \mathbf{B}\right)\right\rangle_{q(\mathbf{Z})}+\text { const. } \tag{5.52}
\end{align*}
$$

Using the Markov structure of the successive approximations we can rewrite the first term as the sum of quadratics

$$
\begin{align*}
\langle\log p(\mathbf{Z} \mid \mathbf{g}, \mathbf{B}, \boldsymbol{\phi})\rangle_{q(\mathbf{Z})} & =\sum_{m=1}^{M}\left\langle\log p\left(\mathbf{z}^{(m)} \mid \mathbf{z}^{(m-1)}, \mathbf{g}, \mathbf{B}\right)\right\rangle_{q(\mathbf{Z})}+\text { const. } \\
& =\sum_{m=1}^{M}\left\langle\log \mathcal{N}\left(\mathbf{z}^{(m)} \mid \mathbf{P z}^{(m-1)}, \boldsymbol{\Gamma}\right)\right\rangle_{q(\mathbf{Z})}+\text { const. } \\
& =-\frac{1}{2} \sum_{m=1}^{M}\left\langle\left(\mathbf{z}^{(m)}-\mathbf{P} \mathbf{z}^{(m-1)}\right)^{\top} \boldsymbol{\Gamma}^{-1}\left(\mathbf{z}^{(m)}-\mathbf{P} \mathbf{z}^{(m-1)}\right)\right\rangle_{q(\mathbf{Z})}+\text { const. } \tag{5.53}
\end{align*}
$$

and so the log-likelihood will have the same basic form as the objective function $\mathcal{Q}_{\text {ode }}$ given by (5.17) in Section 5.2.2 where we discussed the EM algorithm, but now not only are we taking the expectation with respect to the variational distribution $q(\mathbf{Z})$, rather than the posterior $p(\mathbf{Z} \mid \mathbf{Y}, \boldsymbol{\theta})$, but we must also take the expectation with respect to the distribution $q(\mathbf{B})$. After including the contribution from the prior the log-likelihood will be a quadratic equivalent to (5.18), and so we may immediately conclude that

$$
\begin{equation*}
q_{g}(\mathbf{g})=\mathcal{N}\left(\mathbf{g} \mid \mathbf{m}_{g}^{V B}, \mathbf{K}_{g}^{V B}\right) \tag{5.54}
\end{equation*}
$$

where the parameters of this Gaussian distribution are given by

$$
\begin{align*}
& \mathbf{K}_{g}^{V B}=\left(\left\langle\mathbf{V}^{\top}\left(\left\langle\mathbf{\Psi}_{0}\right\rangle_{q(\mathbf{Z})} \otimes \boldsymbol{\Gamma}^{-1}\right) \mathbf{V}\right\rangle_{q(\mathbf{B})}+\mathbf{C}_{\psi}^{-1}\right)^{-1}  \tag{5.55a}\\
& \mathbf{m}_{g}^{V B}=\mathbf{K}_{g}^{V B}\left[\operatorname{vec}\left(\boldsymbol{\Gamma}^{-1}\left\langle\mathbf{\Psi}_{1}^{\top}\right\rangle\right)^{\top}\langle\mathbf{V}\rangle_{q(\mathbf{B})}-\left\langle\mathbf{v}_{0}^{\top}\left(\left\langle\mathbf{\Psi}_{0}\right\rangle_{q(\mathbf{Z})} \otimes \boldsymbol{\Gamma}^{-1}\right) \mathbf{V}\right\rangle_{q(\mathbf{B})}\right] \tag{5.55b}
\end{align*}
$$

## Mean field update of the connection coefficients' distribution

The construction of the mean field update for the connection coefficients is given by choosing the alternative representation of the vectorisation of the matrix $\mathbf{P}$, and then using the Markov structure of the state approximations.

As for the latent forces just considered the derivation is largely similar to that already considered for the EM algorithm for the MLFM-SA model, but for completeness we present the full derivation

$$
\begin{align*}
\log q_{B}(\mathbf{B})= & \langle\log p(\mathbf{Z} \mid \mathbf{g}, \mathbf{B})+\log p(\mathbf{B})\rangle_{q(\mathbf{Z}) q(\mathbf{g})}+\text { const., } \\
= & \sum_{m=1}^{M}\left\langle\log \mathcal{N}\left(\mathbf{z}^{(m)} \mid \mathbf{z}^{(m-1)}, \boldsymbol{\Gamma}\right)\right\rangle_{q(\mathbf{Z}) q(\mathbf{g})} \\
& -\frac{1}{2} \boldsymbol{\beta}^{\top} \mathbf{C}_{\zeta}^{-1} \boldsymbol{\beta}+\text { const. } \\
= & -\frac{1}{2} \operatorname{Tr}\left(\left\langle\mathbf{\Psi}_{0}\right\rangle_{q(\mathbf{Z})}\left\langle\mathbf{P}^{\top} \boldsymbol{\Gamma}^{-1} \mathbf{P}\right\rangle_{q(\mathbf{g})}\right)+\operatorname{Tr}\left(\left\langle\mathbf{\Psi}_{1}\right\rangle_{q(\mathbf{Z})} \boldsymbol{\Gamma}^{-1}\langle\mathbf{P}\rangle_{q(\mathbf{g})}\right)  \tag{5.56}\\
& -\frac{1}{2} \boldsymbol{\beta}^{\top} \mathbf{C}_{\zeta}^{-1} \boldsymbol{\beta}+\text { const. } \\
= & -\frac{1}{2}\left\langle\operatorname{vec}(\mathbf{P})^{\top}\left\langle\mathbf{\Psi}_{0}\right\rangle_{q(\mathbf{Z})} \otimes \boldsymbol{\Gamma}^{-1} \operatorname{vec}(\mathbf{P})\right\rangle_{q(\mathbf{g})} \\
& +\operatorname{vec}\left(\boldsymbol{\Gamma}^{-1}\left\langle\mathbf{\Psi}_{1}\right\rangle_{q(\mathbf{Z})}\right)^{\top} \operatorname{vec}\left(\langle\mathbf{P}\rangle_{q(\mathbf{B})}\right)-\frac{1}{2} \boldsymbol{\beta}^{\top} \mathbf{C}_{\zeta}^{-1} \boldsymbol{\beta}+\text { const. } \\
= & -\frac{1}{2} \boldsymbol{\beta}^{\top}\left(\left\langle\mathbf{W}^{\top}\left(\left\langle\mathbf{\Psi}_{0}\right\rangle_{q(\mathbf{Z})} \otimes \boldsymbol{\Gamma}^{-1}\right) \mathbf{W}\right\rangle_{q(\mathbf{g})}+\mathbf{C}_{\zeta}^{-1}\right) \boldsymbol{\beta} \\
& +\operatorname{vec}\left(\boldsymbol{\Gamma}^{-1}\left\langle\mathbf{\Psi}_{1}\right\rangle_{q(\mathbf{Z})}\right)^{\top} \mathbf{W} \boldsymbol{\beta}+\operatorname{const} . . \tag{5.57}
\end{align*}
$$

From this we may identify coefficients and once more conclude that the connection coefficients will have a Gaussian distribution given by

$$
\begin{equation*}
q(\mathbf{B})=\mathcal{N}\left(\boldsymbol{\beta} \mid \mathbf{m}_{\beta}^{V B}, \mathbf{K}_{\beta}^{V B}\right) \tag{5.58}
\end{equation*}
$$

where the conditional parameters are given explicitly by the expressions analogous to those for the latent forces

$$
\begin{align*}
\mathbf{K}_{\beta}^{V B} & =\left(\left\langle\mathbf{W}^{\top}\left(\left\langle\mathbf{\Psi}_{0}\right\rangle_{q(\mathbf{Z})} \otimes \boldsymbol{\Gamma}^{-1}\right) \mathbf{W}\right\rangle_{q(\mathbf{g})}+\mathbf{C}_{\zeta}^{-1}\right)^{-1}  \tag{5.59a}\\
\mathbf{m}_{\beta}^{V B} & =\mathbf{K}_{\beta}^{V B}\left[\operatorname{vec}\left(\boldsymbol{\Gamma}^{-1}\left\langle\mathbf{\Psi}_{1}^{\top}\right\rangle\right)^{\top}\langle\mathbf{W}\rangle_{q(\mathbf{B})}-\left\langle\mathbf{w}_{0}^{\top}\left(\left\langle\mathbf{\Psi}_{0}\right\rangle_{q(\mathbf{Z})} \otimes \boldsymbol{\Gamma}^{-1}\right) \mathbf{W}\right\rangle_{q(\mathbf{g})}\right] \tag{5.59b}
\end{align*}
$$

## Mean field update of the initial state precisions

The variational distribution of the initial state approximation are given by

$$
\begin{equation*}
\log q(\phi)=\sum_{k=1}^{K}\left\langle\log p\left(\mathbf{Z}_{k}^{(0)}\left(\tau_{\nu}\right) \mid \phi_{k}\right)\right\rangle_{q(\mathbf{Z})}+\log p(\boldsymbol{\phi}) \tag{5.60}
\end{equation*}
$$

As we discussed when presenting the update for the EM algorithm these parameters were introduced to allow for the approximate inference procedure of Chapter 4 , rather than being parameters immediately related to the ODE model. As such they are not well informed by the data using only the observations at a time single point, and so they are better viewed as regularisation parameters because there distribution will be heavily dependent on the choice of prior.

The difference with the parameters $\phi$ in the case of the adaptive gradient matching process is that these parameters now possess a very simple update, by choosing a Gamma prior we will have a conjugate posterior. The simplicity of the log-density (5.60) would allow for much easier sensitivity analysis of the dependence of the inference on these hyperparameters, in contrast the parameters $\phi$ in the MLFM-AG method have no simple posterior unless we place a linear kernel on the interpolating states.

### 5.4 Discussion

In this chapter, we have used variational methods which better exploit the conditional independence structure of the MLFM to provide efficient methods for obtaining point and distributional estimates. We first offered a demonstration of the EM algorithm for MAP estimation of the parameters in the MLFM using both of the approximations to the posterior distribution of the MLFM we have introduced in this thesis.

For the MLFM-AG method, the relatively simple form of the marginal likelihood first discussed in Section 3.4 means that relatively little benefit is gained from the use of the EM method. We do however note that it would be possible to construct a coordinate based method similar to that considered for the MLFM-SA method, and also very similar to the mean field updates in Section 5.3.1, though in practice there seems to be relatively little benefit to this.

However, the benefit of the EM algorithm for the MLFM-SA method is much more apparent. As discussed in Chapter 4 our approach of completing the model through the use of the set of successive approximations leads to a substantial augmentation of the number of variables, and so optimising the complete likelihood is unfeasible, at the same time the marginal likelihood loses the attractive quadratic structure of the full data model. The EM algorithm allows us to both exploit this quadratic structure and perform a marginalisation step, and because the E-step can be done using Kalman filter methods, it can be done efficiently with a chain that is linear in the order of the approximation.

We then discussed the use of variational Bayesian methods to approximate the intractable posterior of the model. We considered the use of mean fields which factor the posterior as a product of independent components. By choosing a factorisation that naturally respected the conditional independence structures of the model we were able to present Gaussian approximations to the latent force and connection coefficient variables which define the coefficient matrix which we are attempting to learn.

Much of our discussion in Chapter 3 focused on both the interpretation of the parameters state hyperparameters $\phi$ and the regularising parameters $\gamma$ of the gradient
expert. Our discussion was mainly focused on both the importance of these parameters on the resulting inference and the fact these parameters have intractable and computationally expensive, conditional posteriors in the MLFM-AG method. This feature is again evident in both the EM and mean field results for the MLFM-AG method where we cannot provide closed-form updates, or mean field factors, for these variables.

In contrast, the hyperparameters of the MLFM-SA model enter the model in a much simpler way, while we have not presented the results in this Chapter both of these parameters can be given a closed form update in the coordinate EM method for the MLFM-SA method and a closed form update for the variational factor. We chose not to present these distributions because of their weak dependence on the data, in general, we believe the role of these regularisation parameters is better assessed as part of a model validation rather than updated as part of the parameter inference process.

As a final remark, we have used the mean field factorisation in Section 5.3.1 and so constructed approximations to the distribution that give (the optimal) independent factors for the latent forces connection coefficients. These variables will not be independent, and so there will be some information loss in this approximation. Our simulation studies in the next chapter suggest that this factorisation still leads to a good estimation of the first moment so that the loss is in the higher-order properties of the model. The mean-field factorisation is not the only way one can construct a variational approximation to the posterior and investigating the possibility of constructing estimates which do not make this full independence assumption may be of interest.

## Chapter 6

## Simulation studies

### 6.1 Introduction

In this thesis, we have introduced the MLFM, a flexible model of dynamical systems driven by latent GPs. Unfortunately, parameter inference is complicated by the lack of closed-form expression for the parameter dependent likelihood term. To overcome this, we have introduced the MLFM-AG and MLFM-SA approximations, in Chapter 3 and Chapter 4 respectively, which now provides us with two alternative methods of performing approximate inference for the MLFM. Our introduction of these methods has been accompanied by a discussion of conditions under which we would expect these methods to perform well and in this chapter, we further assess the performance of these methods by evaluating them on synthetic datasets.

In general calculating the exact density is complicated by the lack of an explicit pathwise solution for these models; however, for some simple models, it is possible to approximate the unknown density. This will typically be the case when the Lie algebra supporting the coefficient matrix is trivial, and therefore the matrix exponential in (2.16) is easily inverted. An example of this combination is provided by the Kubo oscillator, a prototypical example of a random harmonic oscillator allowing us to model a dynamical system evolving on the unit circle. This is perhaps the simplest example of the MLFM on a group with nontrivial manifold structure, but still allowing for a simple closed-form expression for the pathwise trajectories. Inverting the pathwise solution allows us to approximate the posterior conditional distribution of the MLFM and we carry out this process in Section 6.2.1. Our analysis in this section allows us to examine the distance between our approximations of the posterior in the space of distributions and in Section 6.2.4 we discuss how this is influenced by geometric properties of the manifold on which the data is constrained to lie. To further aid interpretability we also discuss in Section 6.2.5 how the loss of accuracy in the space of distributions can be translated into more easily interpreted prediction errors in the data space.

The simple example on the circle was made solvable because of the trivial structure of the Lie algebra, in general, we will be interested in higher dimensional models with more complex geometries and so in Section 6.3 we consider fitting the MLFM on rotation valued data. In the absence of a solvable ground truth it becomes hard to evaluate the performance of our methods, and so we consider three performance criteria. The first analysed in Section 6.3 .1 is the ability of these methods to reconstruct the observed trajectory, so that the point estimators obtained using our methods display similar properties to the ideal least squares estimators.

The second measure of performance which we examine in Section 6.3.3 is a com-
parison of the distance of distributional estimates obtained using either the mean field variational approximation to the MLFM-AG model or the MLFM-SA model. Rather than a comparison against a ground truth distribution, which is unknown, this is instead a direct assessment of the consistency of the two different mean field approximations we have introduced in Chapter 5 with one another.

Our final performance measure is an assessment of the difference between the use of Gibbs sampling and the mean field variational approximation which we perform for the MLFM-AG method in Section 6.3.3. Again this is a measure of the consistency of the mean field variational approximation and the MCMC, method and not a measure of closeness to the actual posterior distribution. Nevertheless, knowledge of this consistency combine with the other measures of performance is instructive for when it comes to choosing which particular sampling method to use in a given situation, and we conclude the chapter with a discussion of this and related issues. To futher guide this choice for the practitioner we also provide an extended discussion of the computational complexity of each of these methods in Section 6.3.4. This information concerning the computational complexity, when combined with our results on the loss of accuracy for each of these methods, will allow practitioners to make an informed choice between the methods we have introduced given experimental constraints.

### 6.2 Simulated dynamic systems on the circle

In this section we consider the class of dynamical systems on the unit circle, these models provide an important test case being both trivially pathwise solvable while at the same time possessing a non-trivial manifold structure. The property of being pathwise solvable will, in turn, allow for a comparison between the ground truth distribution and the approximation methods we are introducing which will be unavailable as we subsequently consider more complex geometries in the remainder of this chapter.

In Section 6.2 .1 we shall introduce a prototypical example of an MLFM on the circle, the Kubo oscillator, a model of a random harmonic oscillator which has been of classical interest to physicists. We will present both the pathwise solution of this model and use this to demonstrate an accurate approximation to the conditional distribution of the latent force variables on the basis of a set of observable state variables. Having obtained a suitable approximation to the ground truth distribution we then demonstrate in Section 6.2.3 the accuracy of the approximate inference techniques introduced in Chapter 3 and Chapter 4 using the variational methods introduced in Chapter 5 to recover this true distribution and in particular how the accuracy of this approximation varies under different sampling regimes. In particular, we investigate how the frequency at which samples are collected, and the total time interval we are observing influence the accuracy of the methods which we have introduced.

### 6.2.1 The Kubo Oscillator

The class of dynamic systems which we will study in this section can be represented by either of two equivalent forms; in the first of

$$
\begin{equation*}
\frac{\mathrm{d} z(t)}{\mathrm{d} t}=i\left[a_{0}+g(t)\right] z(t), \tag{6.1}
\end{equation*}
$$

with $z_{0}=z\left(t_{0}\right)$ a point in the complex plane $\mathbb{C}$, typically chosen such that $\left\|z_{0}\right\|=1, a_{0}$ is some real valued scalar and $g(t)$ is a smooth real valued Gaussian process. While we
introduced the MLFM in Chapter 3 to be real valued the complex form (6.1) makes it immediately clear that a pathwise solution is given formally by

$$
\begin{equation*}
z(t)=e^{i a\left(t-t_{0}\right)+i \int_{t_{0}}^{t} g(\tau) \mathrm{d} \tau} z\left(t_{0}\right) \tag{6.2}
\end{equation*}
$$

We can recast (6.1) as a real-valued ODE by identifying $\mathbb{C}$ with the plane $\mathbb{R}^{2}$ which leads us to consider the equivalent system of real-valued ODEs

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\left[\begin{array}{l}
x(t)  \tag{6.3}\\
y(t)
\end{array}\right]=\left[\begin{array}{cc}
0 & -\left(a_{0}+g(t)\right) \\
a_{0}+g(t) & 0
\end{array}\right] \mathbf{x}(t)
$$

Models of the form (6.1) and (6.3) are typical examples of a random harmonic oscillator sometimes referred to as the Kubo oscillator, [Kubo, 2007]. Random harmonic oscillators have been of classic interest [Zoller et al., 1981] where they have been applied to investigate the time-dependent behaviour of the moments of an atomic system under excitation by a laser. As we have discussed in Section 2.3.1 the principal interest in the physics literature has been in deriving qualitative properties of the distribution of the trajectories by marginalising out the latent forces, [van Kampen, 1974], which are typically integrals of a white noise perturbative force. Whereas for the applications we have in mind the force often plays a more interesting role as an exogenous guiding force, and we are then interested in carrying out conditional inference for this unobserved latent force rather than the marginal moments of the trajectory variable.

The expression (6.1) makes it clear that this model is essentially one dimensional, mathematically the Lie algebra is a trivial one-dimensional vector space given by the span of the skew-symmetric matrix in (6.3) and therefore the possibility of noncommutativity does not occur, it, therefore, is straightforward to derive formal solutions for the corresponding MLFM. At this point we shall also absorb the unknown constant $a_{0}$ in (6.3) into the Gaussian process term then for the $\mathbb{R}^{2}$ valued state variable $\mathbf{x}(t)=(x(t), y(t))^{\top}$ we can represent the solution by identifying the complex plane and the real plane and then rewriting (6.2) as the matrix-vector product

$$
\begin{equation*}
\mathbf{x}(t)=R\left(\int_{0}^{t} g(\tau) \mathrm{d} \tau\right) \mathbf{x}_{0} \tag{6.4}
\end{equation*}
$$

where $R(\theta)$ is the $2 \times 2$ real valued matrix which rotates a vector in $\mathbb{R}^{2}$ by $\theta$-radians anticlockwise around the origin

$$
R(\theta)=\left[\begin{array}{cc}
\cos \theta & -\sin \theta  \tag{6.5}\\
\sin \theta & \cos \theta
\end{array}\right]
$$

Because of the closure property of Gaussian processes under linear transformations it follows that the integrated variables $G(t a, t):=\int_{t_{a}}^{t} g(\tau) \mathrm{d} \tau$ will themselves be Gaussian random variables with cross covariance

$$
\begin{equation*}
\mathbb{E}\left[g(t) G\left(t_{a}, t^{\prime}\right)\right]=\int_{t_{a}}^{t} k(t, \tau) \mathrm{d} \tau \tag{6.6}
\end{equation*}
$$

We now consider the process of carrying out posterior inference for the latent force variable on the basis of a set of observations which we shall assume to be measured with zero noise which have been ordered sequentially with $t_{0}<t_{1}<\cdots t_{N}$ which we shall denote by $\mathbf{Y}=\left(\mathbf{x}\left(t_{0}\right), \mathbf{x}\left(t_{1}\right), \ldots, \mathbf{x}\left(t_{N}\right)\right)$. It then follows from (6.4) that the values of the integrated latent force variables on the successive intervals $G_{i}:=G\left(t_{i-1}, t_{i}\right)$ are
constrained by the recursively defined set of solution conditions

$$
\begin{equation*}
\mathbf{x}\left(t_{i}\right)=R\left(G_{i}\right) \mathbf{x}\left(t_{i-1}\right), \quad i=1, \ldots, N \tag{6.7}
\end{equation*}
$$

Because the one parameter family of matrices (6.5) is periodic in the argument $\theta$, the condition (6.7) will suffice to constrain the vector $\mathbf{G}=\left(G_{1}, \ldots, G_{N}\right)^{\top}$ only up to translation of each of the components by $2 \pi$. If we define the vector $\gamma \in[-\pi, \pi]^{N}$ of principal values defined as

$$
\gamma=\left\{\gamma_{i} \in[-\pi, \pi]: \mathbf{x}\left(t_{i}\right)=R\left(\gamma_{i}\right) \mathbf{x}\left(t_{i-1}\right), \quad i=1, \ldots, N\right\}
$$

then $p(\mathbf{G} \mid \mathbf{Y})$ has a discrete distribution supported on the infinite lattice

$$
\begin{equation*}
\gamma+2 \pi \boldsymbol{\nu}, \quad \boldsymbol{\nu} \in \mathbb{Z}^{N} \tag{6.8}
\end{equation*}
$$

That is to say the posterior of the integrated variables $G_{i}$ given the data $\mathbf{Y}$ is obtained by constraining the prior of these variables to the disjoint collection of affine spaces defined by the $2 \pi$ translations. In principle, this would lead to a conditional distribution for the latent force terms which would be an infinite mixture distribution

$$
\begin{equation*}
p(\mathbf{g} \mid \mathbf{Y}) \propto \sum_{\nu \in \mathbb{Z}^{N}} p(\mathbf{g} \mid \mathbf{G}=\gamma+\nu) \tag{6.9}
\end{equation*}
$$

however for reasonably high sampling density and Gaussian process prior with modest variance the Gaussian process $\int_{t_{i}}^{t} g(\tau) \tau$ is going to be almost entirely supported within the interval $[-\pi, \pi]$, this is so because we have the trivial inequality

$$
\begin{aligned}
\operatorname{Var}\left\{G_{i}\right\} & =\int_{t_{i-1}}^{t_{i}} \int_{t_{i-1}}^{t_{i}} k\left(\tau, \tau^{\prime}\right) \mathrm{d} \tau \mathrm{~d} \tau^{\prime} \\
& \leq \sup _{(s, t) \in\left[t_{i-1}, t_{i}\right]^{2}}|k(s, t)|\left(t_{i}-t_{i-1}\right)^{2}, \quad i=1, \ldots, N
\end{aligned}
$$

so that $\operatorname{Var}\left\{G_{i}\right\}$ is $\mathcal{O}\left(\left|t_{i}-t_{i-1}\right|^{2}\right)$. It follows from this that for reasonably high sampling densities so that the between observation distance $\left|t_{i}-t_{i-1}\right|$ is small for all $i=1, \ldots, N$ we can for all practical purposes consider the approximation obtained by considering only the principal contribution defined by restricting ourselves to conditioning only on the single component of the lattice mixture centered on $\gamma$

$$
\begin{equation*}
p(\mathbf{g} \mid \mathbf{Y}) \approx p(\mathbf{g} \mid \mathbf{G}=\gamma) \tag{6.10}
\end{equation*}
$$

Doing so will allow us to consider the conditional distribution as being given by just the single component multivariate Gaussian distribution and since the mean field method of Chapter 5 will lead to multivariate Gaussian distributions, and this allows us to make use of closed-form expressions for the distance between multivariate Gaussian distributions. In the following section, we shall consider the Wasserstein, or KantorovichRubinstein, distance which is a proper metric on the space of probability distributions. For two distributions $P$ and $Q$ the Wasserstein $p$-distance is defined by

$$
\begin{equation*}
d_{W_{p}}(P, Q)=\inf _{\gamma \in \Gamma(P, Q)} \mathbb{E}_{\gamma}\left[|\mathbf{x}-\mathbf{y}|^{p}\right]^{1 / p} \tag{6.11}
\end{equation*}
$$

where for multivariate distributions, $P, Q$, defined on a common space $V$ this expectation is taken with respect to a "coupling" $\gamma \in \Gamma(P, Q)$ - the space of all distributions on
$V \times V$ such that the marginals are given by $P$ and $Q$ respectively, that is the joint vector $(\mathbf{x}, \mathbf{y})^{\top}$ has distribution given by $\gamma$, while the components $\mathbf{x}$ and $\mathbf{y}$ are distributed according to $P$ and $Q$ respectively, for further details see [Villani, 2008].

A trivial example of such a coupling is the product distribution with independent factors $P$ and $Q$, however in general the full set of couplings will contain non-trivial joint distributions making the calculation of the expectation in (6.11) challenging. However, for the case of multivariate Gaussian distributions, it can be shown, [Dowson and Landau, 1982], that this is given explicitly by

$$
\begin{equation*}
d_{W_{2}}(P, Q)=\left\|\boldsymbol{\mu}_{1}-\boldsymbol{\mu}_{2}\right\|_{2}^{2}+\operatorname{Tr}\left(\boldsymbol{\Sigma}_{1}+\boldsymbol{\Sigma}_{2}-2\left(\boldsymbol{\Sigma}_{1}^{1 / 2} \boldsymbol{\Sigma}_{2} \boldsymbol{\Sigma}_{1}^{1 / 2}\right)^{1 / 2}\right), \tag{6.12}
\end{equation*}
$$

where $\boldsymbol{\mu}_{1}, \boldsymbol{\Sigma}_{1}$ represent the mean and covariance matrix determining the distribution $P$ and likewise $\boldsymbol{\mu}_{2}, \boldsymbol{\Sigma}_{2}$ denote the mean and covariance matrix of $Q$, and the norm $\|\cdot\|_{2}$ is the usual Euclidean 2-norm.

### 6.2.2 Experimental setup

Having introduced an exactly solvable model we are now in a position to investigate the performance of the two methods we have introduced in this thesis at recovering distributional estimates of the latent force variables using simulated data experiments. As we discussed in Chapter 3 the adaptive gradient matching is based on the use of interpolating processes, and so we might expect it to perform increasingly well as the time span between successive observations decreases because the distribution of the interpolating process becomes better determined and so there is negligible information loss introducing the product of experts assumption.

The successive approximation method of Chapter 4 on the other hand is local. The accuracy of the approximations will likely decrease as we move either forward or backwards in time from the arbitrary initial condition, and as such we might expect the total length of the time interval to be an essential determinant of the method's success, rather than the sampling density. In consideration of these points, we, therefore, chose to carry out our simulation experiments under the two regimes of decreasing sample density and decreasing total sample time range.

For both regimes of interest we simulate the Kubo oscillator (6.3) on an interval $[0, T]$ with $N$ equally spaced observations with temporal distance $\Delta t$. We can carry out exact simulation by simulating the integrated variables $\mathbf{G}=\left(G_{2}, \ldots, G_{N}\right)^{\top}$, and then form a dataset $\mathbf{Y}$ using the recursive solution given by (6.7). At the same time we may form the vector $\gamma$ in $[-\pi, \pi]^{N}$ and use this to construct the mean and variance of the approximating Gaussian $p(\mathbf{g} \mid \mathbf{G}=\gamma)$ when $\mathbf{g}$ is the $N$ vector of latent forces variables evenly spaced on the interval $[0, T]$. For all experiments we fix the initial value to be $\mathbf{x}_{0}=(1,0)^{\top}$.

Since our interest is in examining the ability of each method to recover the true latent force we are going to treat the kernel function, and the hyperparameters, as being fixed known quantities. Throughout the following, we will set the kernel function of the single latent force to be the radial basis function kernel with unit parameters given by

$$
k_{R B F}\left(t, t^{\prime}\right)=\exp \left(-\frac{\left(t-t^{\prime}\right)^{2}}{2}\right) .
$$

We will also be focusing on the zero noise limit, and so as an approximation, we take the
observation noise parameters to be fixed at $\sigma_{k}^{2}=1 e^{-4}$, for $k=1,2$. For the remaining hyperparameters and regularising parameters in each method which cannot be directly optimised in the variational framework, we chose to hold these values fixed at their MAP estimates determined by an initial model fit.

The experiments are then carried out by applying both the adaptive gradient method of Chapter 3 and the successive approximation method of Chapter 4 to the simulated dataset using the mean field variational Bayesian method described in Chapter 5 . Since by construction the mean field factor, $q(\mathbf{g})$ approximating the conditional distribution $p(\mathbf{g} \mid \mathbf{Y})$ is a Gaussian we will be able to compute exact quantities for the Wasserstein distance using (6.12).

### 6.2.3 Experimental results

The results for the adaptive gradient matching and successive approximation method are displayed jointly in Table 6.1. Inspecting the column for the MLFM-AG method we see very strong evidence in favour of our hypothesis that it is the gap $\Delta t$ between observations that have the most significant impact on the performance of this method. The results strongly suggest that the accuracy of the approximation decreases as the space between observations increases. Furthermore, since for fixed $\Delta t$ the magnitude of the entries in this column is of a similar magnitude for each value of $T$ we conclude that the accuracy of the adaptive gradient matching method is mostly independent of the total size of the interval, and by extension then the number of data points.

The remaining entries of this table report the results for the MLFM-SA model, inspecting each row of these entries we may observe that across all sampling regimes obtained either by varying $T$, or $\Delta t$, that increasing the order of approximation leads to increasingly accurate estimates of the true distribution. Inspecting the columns, we observe that for each order a decrease in the size of the sample window leads to a general increase in the accuracy of the approximation with some local variations within each block of fixed $T$.

The fact that within most blocks of fixed sample window size that the observed metrics are of a similar magnitude strongly suggests that it is the interval length that is the most critical determinant of the accuracy of the method, rather than the number of sample points or the frequency at which observations are taken. Instead, we observe the phenomena that dense samples can even lead to a slower convergence of the method over longer intervals. This effect is particularly pronounced for the row with $T=9$ and $\Delta t=0.50$ which seemingly does an inferior job of approximating the actual distribution at lower orders compared to the sparser samples of the MLFM-SA model, or indeed the MLFM-AG method. It is only after increasing the method to a much higher order that the model begins to perform at a level similar to the other experiments with $T=9$.

With regards to a direct comparison between the methods we can draw some reasonably general conclusions; at all combinations of the truncation order $M$ we consider the MLFM-AG outperforms the MLFM-SA model when the sampling frequency, $\Delta t=0.50$, is at its highest. Combined with the analytic and computational efficiency of this method this presents a strong argument for using the MLFM-AG for data observed at a high frequency.

However, as the sampling frequency decreases the additional tuning parameter of the MLFM-SA, and its greater similarity to a numerical solution of the ODE eventually leads to this method outperforming the MLFM-AG method. However, to achieve this superior performance the order of the MLFM-SA method must increase as the total interval length increases.

|  |  | MLFM-AG |  |  | MLFM-SA |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $T$ | $\Delta t$ |  | $M=3$ | $M=5$ | $M=10$ |  |  |
| 3 | 0.50 | $0.179(0.055)$ | $0.421(0.190)$ | $0.395(0.289)$ | $0.191(0.051)$ |  |  |
|  | 0.75 | $0.328(0.259)$ | $0.407(0.411)$ | $0.272(0.440)$ | $0.076(0.064)$ |  |  |
|  | 1.00 | $0.727(0.400)$ | $0.374(0.311)$ | $0.294(0.384)$ | $0.185(0.211)$ |  |  |
| 6 | 0.50 | $0.187(0.075)$ | $0.901(0.326)$ | $0.557(0.210)$ | $0.386(0.209)$ |  |  |
|  | 0.75 | $0.341(0.247)$ | $0.738(0.392)$ | $0.629(0.463)$ | $0.328(0.325)$ |  |  |
|  | 1.00 | $0.686(0.662)$ | $0.865(0.606)$ | $0.619(0.503)$ | $0.319(0.412)$ |  |  |
| 9 | 0.50 | $0.201(0.243)$ | $1.517(0.556)$ | $1.068(0.450)$ | $0.517(0.225)$ |  |  |
|  | 0.75 | $0.343(0.433)$ | $0.983(0.315)$ | $0.874(0.407)$ | $0.584(0.415)$ |  |  |
|  | 1.00 | $0.701(0.643)$ | $1.051(0.512)$ | $0.813(0.522)$ | $0.457(0.601)$ |  |  |

Table 6.1: Results of the simulation study using the mean field variational Bayesian methods to estimate the posterior distribution of the latent forces from the dynamic system (6.3) on the sphere using the MLFM-AG method and the MLFM-SA method of order $M$. The results display the Wasserstein distance between the true distribution and the mean field approximation. The results display the estimated distance for each setting based on 100 simulations along with an estimate of the standard error.

In summary, the results reported in Table 6.1 suggest that if we have a dense realisation of the trajectory then ideally we would use the adaptive gradient matching method of Chapter 3. Unfortunately this condition is not possible to guarantee, and the MLFM-SA method of Chapter 4 provides the option to overcome a sparsity of sample data at the expense of increased computational costs. While the MLFM-SA performed well with only a low truncation order over small sample intervals, the performance does deteriorate as the interval length increases. It may, therefore, be of interest to replace a single, high order, approximation with a collection of lower order local approximations and combining these local models in a principled manner and we examine the potential of this approach in Section 6.2.6.

### 6.2.4 Structure loss in the MLFM-AG method

As we have discussed in Chapter 3 gradient matching approaches rely on the interpolating Gaussian process providing a good approximation to the distribution of the true processes, and while as discussed in Section 3.2 the adaptive gradient matching method of [Dondelinger et al., 2013] allows for the system dynamics to better inform this interpolation, it still seems reasonable to expect that the performance deteriorates with the distance between points as ultimately gradient based approaches can only provide local regularisation. Furthermore, it is clear that any breakdown in performance is unlikely to be due to the increasing time between points, but rather the increasing likelihood of a point to drift further away within that time period. Naive interpolation of the process treating them as points in $\mathbb{R}^{2}$ will not respect the manifold structure and therefore the implied distribution of the trajectory, and by extension its gradient, has the potential to provide a poor approximation when the distance between points is large, where we assume the distance is one that naturally respects the manifold structure, for example the geodesic distance. A graphical representation of this loss in accuracy is displayed in Figure 6.1a. In Figure 6.1b we plot the (logarithm of) the Wasserstein distance of the MLFM-AG approximation from the ground truth distribution as a function of the
average arc-length distance between the sample points displaying the deterioration in the approximation as this distance increases.


Figure 6.1: (a) Representation of naive Gaussian process interpolation for a process with true support $S^{1}$. (b) Monte Carlo estimates of the Wasserstein distance for adaptive gradient matching approximation reported in Table 6.1 as a function of the average arclength between points in the sample

### 6.2.5 Comparisons of absolute performance

While the Wassterstein distances reported in Table Our results for the Kubo oscillator in Section 6.2.3 enabled us to discuss the relative performances of both the MLFM-AG and the MLFM-SA method as a function of the experimental constraints and order parameters. However, the reported metrics do not provide an intuitive understand of how distance in the approximations to the posterior distribution of the latent force variable will impact the learned representation of our dynamical system, which is ultimately the object we are interested in recovering, and in this section we provide the practitioner with some further diagnostics to better guide this choice.

For a given, finite dimensional, sample of the latent force, $\mathbf{g}$ obtained on uniformly with temporal distance $\Delta t$, we denote the solutions obtained by numerically solving the Kubo oscillator ODE (6.3) using a numerical method as $\mathbf{x}(t ; \mathbf{g})$ for $t \in$ $\{0, \Delta t, 2 \Delta t, \ldots, T\}$. The act of numerically solving the ODE then gives a forward map from samples of the latent force variable to the trajectory space. Since the trajectory space is the one most directly observed by the practioner errors in this space provide a more intuitive diagnostic of how well this method recovers the proper dynamical system. We therefore consider the following measure of forward error

$$
\begin{equation*}
\operatorname{RMSE}_{\mathrm{f}}^{2}=\frac{1}{D T} \sum_{d=1}^{D} \sum_{n=1}^{T} \mathbb{E}_{P, Q}\left[\left|x_{d}\left(t_{n}, \mathbf{g}\right)-x_{d}\left(t_{n}, \mathbf{g}^{\prime}\right)\right|^{2}\right] \tag{6.13}
\end{equation*}
$$

where $\mathbf{g} \sim P$ and $\mathbf{g}^{\prime} \sim Q$ and these samples from the respective distributions are assumed independent. In particular we shall be interested in the case where $P$ is the ,


Figure 6.2: Representation of the dependence of the RMSE error (6.13) in data space as a function of the Wasserstein distance between an approximation to the latent force distribution and the true distribution. Results are presented for 100 distinct realisations of the Kubo oscillator on the interval $[0,9]$ with $\Delta t=0.75$, and the error (6.13) is estimated using ten samples from the true and approximating distributions respectively.
approximation, to the true distribution described in Section 6.2.1, and $Q$ is one of the variational distributions we have introduce in Chapter 5.

In Figure 6.2 we display results of using Monte-Carlo estimation of (6.13) for a total of 100 different simulations of the Kubo oscillator model on the interval $[0,9]$ with $\Delta t=0.75$, the algorithms of the variational approximation were stopped early so that in general the Wasserstein distances are greater than those displayed in Table 6.1 for the same experimental setting, however this wider range in the accuracy of the approximations allows us to gain a broader overview of the relationship between the Wasserstein metric and the RMSE (6.13). The results show that in general as the Wassertstein distance between an approximation of the latent force posterior and the true distribution increases, we see a corresponding increase in the error of the forward map. Furthermore this relationship is approximately linear, with increasing dispersion as the Wasserstein distance increases.

To add further context to the general trends represented in Figure 6.2 we also include visualisations of particular instances of the above experiment, these three particular instances of increasing Wasserstein distance are represented by the ' $\bullet$ ', ' $\mathbf{}$ ' and ' $\mathbf{~}$ ' markers respectively. In Figure 6.3 we display the results for a low value of the Wasserstein distance, $d_{W_{2}}=0.12$, in Figure 6.3a we compare samples from the variational distribution with a visualisation of the marginal moments of the true distribution. Even in this case with good agreement of the marginal moments the error in the data space can grow quite quickly, as we see observing Figure 6.3b with 6.3c. Given the accuracy of the mean function most of the reported Wasserstein distance is accounted for by errors in the covariance matrix, since the marginal standard deviation also seems to agreed well with the true distribution this is indicative of the important role of the off-diagonal terms; both in leading to higher values of the Wasserstein distance between multivariate Gaussian distribution, and importantly the entire structure of the latent


Figure 6.3: (a) $N=10$ samples from the variational approximation, $Q$, of the true posterior distribution, $P$ of the latent force variable for the Kubo oscillator, samples are denoted by ' + ', also included are the marginal moments of the true distribution $P$. Comparison of the observations $\square$ forward solution to the ODE using simulated(b) Comparison of forward solutions to the ODE, and the observed data, when the latent force is drawn from the true distribution $P$. (C) Comparison of forward solutions to the ODE, and the observed data, when the latent force is drawn from the variational approximation $Q$.
force distribution is when attempting to accurately recover the system dynamics.
As the Wasserstein distance increases to $d_{W_{2}}=0.41$ in Figure 6.4 we observe a continuing deterioration in performance, which has become particularly pronounced by Figure 6.5 with $d_{W_{2}}=1.47$. For the more modest error in Figure 6.4 a we observe that despite the initial over-dispersion the estimated latent force distribution has done a relatively good job at recovering the marginal moments of the distribution, and we see that this initial miss-placed uncertainty leads to higher initial predictive errors in Figure 6.4 c , but overall the error is still modest with the forward propagated trajectories still displaying some fidelity to the true dynamics. By way of contrast the results in Figure 6.5a have failed to approximate the true distribution, and the forward propagated samples in Figure 6.5c show little relationship with the true system dynamics.


Figure 6.4: (a) $N=10$ samples from the variational approximation, $Q$, of the true posterior distribution, $P$ of the latent force variable for the Kubo oscillator, samples are denoted by ' + ', also included are the marginal moments of the true distribution $P$. Comparison of the observations $\square$ forward solution to the ODE using simulated(b) Comparison of forward solutions to the ODE, and the observed data, when the latent force is drawn from the true distribution $P$. (C) Comparison of forward solutions to the ODE, and the observed data, when the latent force is drawn from the variational approximation $Q$.


Figure 6.5: (a) Comparison of $N=10$ samples from the variational approximation, $Q$, with the marginal moments of the true posterior distribution, $P$ of the latent force variable for the Kubo oscillator experiment, samples are denoted by ' + '. (b) Comparison of the observations '■', to the forward solution to the ODE using simulations of the latent force drawn from the true distribution $P$. (c) Comparison of the observations ' $\square$ ', to the forward solution to the ODE using simulations of the latent force drawn from the variational approximation, $Q$.

### 6.2.6 MAP estimates of the MLFM-MixSA model

In Section 4.5 we considered the possibility of combining several local models of a lower order, rather than a single model of a possibly higher order. The hope being that by introducing local experts to the solution we can alleviate the deteriorating performance observed in Table 6.1 for the MLFM-SA model as the total length of the sampling interval increases. In doing so, we will now have two adjustable integer tuning parameters; the number of mixture centres, $Q$, and the order of the approximation, $M$.

In this section, we shall repeat the experimental setup used described in Section 6.2.2. Rather than investigating the distance in distribution, we compare the ability of the MLFM-MixSA model to recover the MAP point estimates of the latent forces as implied by the Gaussian approximation (6.10). We consider up to three mixture components. For the case $Q=1$ we place a single element centred at the midpoint of the interval, for $Q=2$ we set one component at the initial value and one at the end of the range. Finally, for $Q=3$ we place a mixture centred at the beginning and end of the interval, along with one centred on the midpoint of the interval. Finally we use softmax functions of the form (4.51) to model the mixture probabilities.

To investigate the model, we shall fix the order of the approximation at $M=5$, and examine the accuracy of the MLFM-MixSA method as we vary both the experiment settings and the number of mixture components. Referring back to the results in Table 6.1 the results for $M=5$ in the single component case where accurate for short interval lengths, but quickly became inaccurate for the longer intervals.

The results are displayed in Table 6.2. If we consider first when the number of mixture components is set at $Q=1$, i.e. we are considering the regular MLFM-SA model, then the results show a similar pattern to those in Table 6.1 with decreasing performance as the total interval length increases. While the pattern is similar, in general, the results for the MAP estimates in this study will be lower because we are only examining the accuracy of the point estimates rather than the properties of the full distribution.

If we examine the shortest interval length, $T=3$, then increasing the number of mixture components shows no apparent benefit in the performance in the model. Our results show a slight increase in the estimated distance from the real value, although this is accompanied with a higher estimated error, possibly due to the more complicated optimisation of the mixture model with the increases parameterisation of the higher component model.

As the entire sampling interval increases the benefit of the mixture modelling approach becomes more evident, and this is particularly noticeable for the most prolonged time interval considered, with the change from the single model to the two-component involving a significantly improved performance, and this being true for all the considered sampling frequencies.

The results reported in this section are suggestive of the potential for improving the performance of the MLFM-SA method if we account for the inherently local structure of the approximation. However, we still view the problem of doing this in the most appropriate way as an open problem and return to discussing it in Section 8.2.2.

### 6.3 Simulated dynamic systems on $S O(3)$

An important feature of the MLFM framework we have introduced is the ability to both model and learn, the action of a group on a vector space. Important to this process will be the ability to learn the coefficient matrix of the IVP corresponding to

|  |  | No. of mixtures |  |  |
| :---: | :---: | :---: | :---: | :---: |
| T | $\Delta t$ | $Q=1$ | $Q=2$ | $Q=3$ |
| 3 | 0.50 | $0.184(0.177)$ | $0.207(0.216)$ | $0.255(0.231)$ |
|  | 0.75 | $0.163(0.175)$ | $0.231(0.243)$ | $0.252(0.280)$ |
|  | 1.00 | $0.207(0.214)$ | $0.193(0.265)$ | $0.291(0.315)$ |
| 6 | 0.50 | $0.232(0.281)$ | $0.187(0.217)$ | $0.211(0.322)$ |
|  | 0.75 | $0.276(0.255)$ | $0.158(0.178)$ | $0.133(0.228)$ |
|  | 1.00 | $0.410(0.381)$ | $0.104(0.210)$ | $0.153(0.244)$ |
| 9 | 0.50 | $1.109(0.400)$ | $0.247(0.272)$ | $0.209(0.366)$ |
|  | 0.75 | $0.751(0.501)$ | $0.388(0.261)$ | $0.133(0.241)$ |
|  | 1.00 | $0.981(1.133)$ | $0.440(0.393)$ | $0.164(0.322)$ |

Table 6.2: Results of the simulation study using the MLFM-MixSA model with $Q$ mixtures to recover the MAP estimate of the latent forces from the dynamic system (6.3) on the sphere. The results display the mean and standard error of the euclidean distance between the true MAP value of the latent forces, and those obtained optimising the MLFM-MixSA model using 100 simulations of $N=T / \Delta t+1$ observations from the model on $[0, T]$.
the fundamental solution

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{x}(t)}{\mathrm{d} t}=\mathbf{A}(t) \mathbf{x}(t), \quad \mathbf{x}\left(t_{0}\right)=\mathbf{I}_{K} \tag{6.14}
\end{equation*}
$$

This differs slightly from the introduction of the MLFM earlier in this thesis as the state variable will now be matrix valued, we can optionally vectorise the state variable leading to the vectorised variant of the time-evolution law

$$
\operatorname{vec}(\mathbf{A}(t) \mathbf{x}(t))=\left(\mathbf{I}_{K} \otimes \mathbf{A}(t)\right) \operatorname{vec}(\mathbf{x}(t))
$$

which is now in the usual form of our MLFM with coefficient matrix $\mathbf{I}_{K} \otimes \mathbf{A}(t)$. This construction, however, leads to redundant zero entries in the new coefficient matrix, and an unnecessary increase in the dimension of the state variable. More efficient is to model the system as $K$ independent observations from the IVP

$$
\dot{\mathbf{x}}=\mathbf{A}(t) \mathbf{x}(t), \quad \mathbf{x}_{0}=\mathbf{e}_{k},
$$

where $\mathbf{e}_{k}$ is the canonical basis vector of $\mathbb{R}^{K}$, for $k=1, \ldots, K$. Specifying the model to include multiple independent outputs in this way requires only minor adaptations of the expressions presented in the previous chapters.

In this section we shall consider the case where the group in question is given by the collection of proper, i.e. orientation preserving, rotations of vectors in $\mathbb{R}^{3}$, this group is typically denoted by $S O(3)$. To construct a random trajectory on this group we constrain $\mathbf{A}(t)$ in (6.14) to be supported on the Lie algebra so(3) of $3 \times 3$ skewsymmetric matrices with trace zero. This is a three dimensional vector space with the
canonical choice of basis $\left\{\mathbf{L}_{d}\right\}_{d=1}^{3}$ given by

$$
\mathbf{L}_{1}=\left[\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & -1 \\
0 & 1 & 0
\end{array}\right], \quad \mathbf{L}_{2}=\left[\begin{array}{ccc}
0 & 0 & 1 \\
0 & 0 & 0 \\
-1 & 0 & 0
\end{array}\right], \quad \mathbf{L}_{3}=\left[\begin{array}{ccc}
0 & -1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right]
$$

The example on the circle considered in the previous section may be identified with the group $S O(2)$ and so the model in this section may be considered as the higher dimensional analogue to the Kubo oscillator model analysed above. However, since the Lie algebra is non-trivial, it will not be possible to present a pathwise solution to this model analogous to (6.7). Therefore a comparison between our introduced approximations and some ground truth summary statistic is no longer possible, and this greatly complicates the validation of the approximate methods we have introduced.

In the absence of known ground truth summaries of either point estimates or distributional summaries, we propose the following indirect measures of performance for the methods we have introduced

The first of these reflects the ideal scenario we would observe if we were able to use a nonlinear least squares and numerical integration of the ODE to obtain the model parameters. By minimising the squared error the estimates obtained using numerical integration will closely interpolate the observed data, and as such it is desirable that when the estimates obtained using the methods we have introduced are used as inputs to a numerical integration that the resulting trajectory has a small squared error. We refer to this measure as the reconstruction error and discuss it in more detail in Section 6.3.1.

While the first measure is intended to assess the accuracy of our approximations in recovering the ground truth dynamics, the criteria (B) and (C) are not intended to represent comparisons with any ground truth values, and instead are measures of internal consistency of our approximations to the MLFM.

Criteria (B) is a measure of whether the approximations return similar estimates of the posterior distributions of the model variables. Since both the MLFM-AG and the MLFM-SA method return variational approximations with Gaussian factors so we can report the Wasserstein distance between the two approximations. When these distances are small, we can conclude that these approaches produce similar estimates, and so favour the more efficient method. On the other hand when this distance is larger the use of one method will give more accurate results than the other, and we can carry out this selection with reference to the reconstruction error and our results for the Kubo oscillator.

Our final criteria assess whether the estimates obtained using Gibbs sampling are similar to those obtained using the mean field variational methods. In particular, the mean field variational approximation involves simplifying independence assumptions for the posterior which are not necessary for the MCMC methods. However, the deterministic approximations are much more efficient, and so the analysis in this section will enable us to understand better what we must sacrifice in accuracy for this efficiency. We only carry out this assessment for the MLFM-AG model because, as discussed in more detail in Section 4.6 the structure of the MLFM-SA model is less well suited to Gibbs sampling.
(A) Accuracy of the trajectory implied by obtained point estimates.
(B) Between method consistency of distributional estimates obtained using either the MLFM-AG or the MLFM-SA methods.
(C) Consistency of summary statistics obtained using MCMC methods and those obtained using variational methods.

## Experimental setup

For all of the experiments reported in this section we treat the observations as noisefree, and so in what follows we approximate this by taking the parameters $\sigma_{k}^{2}$ to be fixed at $1 e^{-4}$ for $k=1, \ldots, K$. As for the simulation study of the Kubo oscillator, we will only consider a single latent force, $R=1$, but now allow the coefficients $\beta_{r d}$ to vary freely. For the connection coefficients, we assign the i.i.d. priors of the form

$$
\beta_{r d} \sim \mathcal{N}(0,1)
$$

for $r=0,1$ and $d=1,2,3$. For the single latent force, we again use an RBF kernel with unit hyperparameter, and this is assumed known during the modelling process. We further note that as long as $\left[\mathbf{A}_{0}, \mathbf{A}_{1}\right] \neq \mathbf{0}$ then these pair of matrices generate the complete Lie algebra $\mathfrak{s o}(3)$, so that even with a single latent force this model is still controllable, see Example 8.1 in [Jurdjevic and Sussmann, 1972].

For each experimental setting defined by the pair $(T, \Delta t)$ we simulate 100 observations from the prior and report the mean and standard deviation of our given summary measure. Unlike in the previous section we cannot construct the pathwise solution for this model, and so it will not be possible to perform exact simulation of the observations. We, therefore, propose to simulate from the model using a densely simulated path of the latent GP, solving the ODE using numerical methods evaluated at these dense points, and then downsampling the dense time series. By a dense sample path realisation of a GP, we mean a suitably fine realisation so that there is negligible conditional variance between the partition nodes. As for our previous experiment, we will assign each GP with an RBF kernel with unit length scale parameter, and we chose a uniform partition of the interval with spacing $1 e^{-3}$.

### 6.3.1 Reconstruction error

In models with a non-trivial Lie algebra when we can no longer provide, even an approximation to, the ground truth MAP estimates then model assessment becomes much more challenging. Even though we have access to the actual functions used to simulate these processes, there is no good reason to believe that even the true, but unavailable, MAP estimates should be close to the generating function in a pointwise sense for sparsely sampled data.

With this in mind, we consider an alternative point estimate which we refer to as the reconstruction error at the MAP estimate. The motivation being that more critical than any pointwise estimate of the function is the ability of our procedure to return an estimate of the coefficient matrix that does a good job of interpolating through the observed data.

This measure is also appealing because of its similarity to properties which would be observed for estimates obtained by using least squares methods as discussed in Section 1.1.1. While owing to the infinite dimensional GP parameters, we have discounted the possibility of obtaining parameter estimates by using numerical integration if it were possible for parameter estimates to be obtained using this method, and a global minimum achieved then for a well-specified model the implied trajectories obtained by numerically solving the ODE should closely interpolate the observed data. Our
reconstruction error is designed to measure how closely the implied trajectory at the MAP estimate using our approximation fits the observed data.

We construct this estimate by first fitting the model using the methods discussed in Chapter 3 or Chapter 4 to jointly obtain a pair of MAP estimates $(\hat{\mathbf{g}}, \hat{\mathbf{B}})$ from which we then form an estimate of the component functions of the matrix $\mathbf{A}(t)$. As discussed above we treat the parameters of the observation noise and the GP hyperparameters as fixed, and we do not report the estimates of these or any remaining model specific parameters. We then numerically solve the MLFM system using the estimated function and report the pointwise distance of the solution and the estimated values

$$
\hat{R E}=\frac{1}{N K} \sum_{i=1}^{N} \sum_{k=1}^{K}\left(\mathbf{Y}_{i k}-\hat{x}_{k}\left(t_{i}\right)\right)^{2}
$$

where $\mathbf{x}\left(t_{i}\right)=\mathbf{x}\left(t_{i} ; \hat{\theta}\right)$, is the trajectory obtained by numerically solving the model with the MAP estimates of the parameters and the known initial conditions. The reconstruction error is, therefore, the mean squared error obtained solving the model using the MAP estimates. By reporting pointwise distances of the implied solution, rather than pointwise distances in the function space, we construct a measure which better reflects the fidelity with which either method has learned a good estimate of the coefficient matrix, and therefore the driving dynamics.

The synthetic data is generated using the general approach outlined above. We construct the MAP estimates for the MLFM-AG method using the direct optimisation of the marginalised density as in Section 3.4, and for the MLFM-SA method we use the EM algorithm described in Section 5.2.2.

The results are displayed in Table 6.3. The conclusions are broadly similar to those obtained for the similar experiment we performed using the Kubo oscillator. The MLFM-AG method appears to demonstrate accurate parameter estimates which interpolate the observed data well for high sampling frequencies, but this performance begins to deteriorate as the distance between observations increases. Once more this phenomena is likely related to information loss in the interpolating process.

For the MLFM-SA method, we again observe the requirement of increasingly higher orders of the expansion to achieve accurate results as the total length of the sampling interval increases. However, with sufficiently high order this method does perform equivalently to the MLFM-AG method for small values of $\Delta t$ and has the benefit of being adjustable so that it can be used in regions where the MLFM-AG method performs poorly.

For both methods there is a more pronounced dependence in total sampling interval length, this is expected to the MLFM-SA method, but the results for the MLFMAG method in Table 6.1 were mostly independent of dimension, and so this is more surprising for this method. Whether this is a genuine feature of the model in higher dimensions or an artefact of the chosen measure of fit is hard to say definitively in the absence of a ground truth value. However, it is highly plausible that this is an artefact of the reconstruction error, which by solving the ODE from a given initial condition is likely to display more obvious drift away from the accurate trajectories over longer time intervals, rather than a systematic feature of the MLFM-AG approximation.

|  | MLFM-AG |  |  |  | MLFM-SA |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $T$ | $\Delta t$ |  | $M=3$ | $M=5$ | $M=10$ |  |  |
| 3 | 0.50 | $0.015(0.105)$ | $0.341(0.132)$ | $0.098(0.101)$ | $0.021(0.113)$ |  |  |
|  | 0.75 | $0.012(0.161)$ | $0.442(0.281)$ | $0.023(0.181)$ | $0.017(0.109)$ |  |  |
|  | 1.00 | $0.221(0.191)$ | $0.790(0.619)$ | $0.231(0.230)$ | $0.098(0.113)$ |  |  |
| 6 | 0.50 | $0.031(0.131)$ | $0.983(0.410)$ | $0.499(0.324)$ | $0.024(0.107)$ |  |  |
|  | 0.75 | $0.125(0.174)$ | $1.319(0.723)$ | $0.393(0.289)$ | $0.103(0.156)$ |  |  |
|  | 1.00 | $0.319(0.253)$ | $1.101(0.612)$ | $0.632(0.312)$ | $0.143(0.132)$ |  |  |
| 9 | 0.50 | $0.061(0.138)$ | $0.881(0.415)$ | $0.321(0.261)$ | $0.093(0.146)$ |  |  |
|  | 0.75 | $0.214(0.213)$ | $1.005(0.489)$ | $0.466(0.235)$ | $0.191(0.273)$ |  |  |
|  | 1.00 | $0.361(0.268)$ | $1.181(0.521)$ | $0.761(0.419)$ | $0.399(0.284)$ |  |  |

Table 6.3: Reconstruction error after solving the ODE (6.14) on the interval $[0, T]$ using the MAP estimates conditioned on $N=T / \Delta t+1$ equally spaced observations. The MAP estimates were obtained via the MLFM-AG method and the MLFM-SA method with truncation order $M$.

### 6.3.2 Comparison of the mean field estimates

In this thesis, we have introduced two methods for approximating the distribution of the model parameters, and in Chapter 5 we, described the mean field variational approximation for the MLFM-AG and the MLFM-SA method respectively.

Our discussion of both of these methods has indicated there are specific scenarios under which we would expect one method to perform well relative to the other. In this section, we compare the variational distributions estimated by both of these methods under the different experimental settings. Once again we must emphasise that in the absence of a ground truth approximation to the distribution this test only represents a test of whether these two approaches lead to similar, potentially incorrect, inference. This will still provide useful information for choosing an approximation in a given situation when combined with our results for the Kubo oscillator and the reconstruction error in the previous section.

We carried out the experiment using the approach described in Section 6.3, and the results are displayed in Table 6.4. If we first consider the regions of low $\Delta t$, but high values for the order parameter $M$, then we observe that the distance between the two approximations is comparatively small. This suggests that both methods are consistent with one another, and given our previous results it is reasonable to hope that they are both also close to the exact unknown distribution. On the other hand, if we consider the case where $\Delta t$ is large, and $M$ is small or vice versa we observe the distance between the estimated distributions are large. This, combined with our previous results, would support the claim that under these experimental settings one method is displaying reasonably accurate results while the other is performing poorly.

The interpretation of our results is less clear for the remaining experimental settings; under these regimes, our results from the Kubo oscillator experiment would suggest both methods are likely to perform only moderately well. However, what the results in this experiment further indicate is that these methods do not deteriorate consistently with respect to one another. That is they estimate distributions which are unlikely to be close to the actual distribution but also are not close to one another. Under these scenarios, the MLFM-SA method has the advantage of being able to increase the order
of the approximation and so perhaps better recover the actual distribution, but at a higher computational cost.

In summary, the results suggest that when we have access to data observed at a high sampling frequency, we will get similar results if we use the MLFM-AG or the MLFM-SA method with a high enough approximation order relative to the length of the sample interval. In those circumstances when we have less control of the frequency with which data is observed the option of increasing the order parameter in the MLFM-SA method may be preferable, however, this comes with an increase in the computational complexity. Of course, these results only indicated the consistency of the variational approximation, and not whether this approximation is similar to the true distribution or that which would be realised by sampling from the posterior using MCMC methods and so we consider this aspect of the problem in the next section.

| $T$ | $\Delta t$ | $M=3$ | $M=5$ | $M=10$ |
| :---: | :---: | :---: | :---: | :---: |
| 3 | 0.50 | $1.368(0.415)$ | $0.955(0.347)$ | $0.231(0.151)$ |
|  | 0.75 | $1.076(0.394)$ | $1.110(0.315)$ | $0.974(0.331)$ |
|  | 1.00 | $1.051(0.359)$ | $1.221(0.370)$ | $1.117(0.415)$ |
| 6 | 0.50 | $1.259(0.320)$ | $0.874(0.387)$ | $0.187(0.113)$ |
|  | 0.75 | $1.423(0.585)$ | $0.691(0.511)$ | $0.477(0.411)$ |
|  | 1.00 | $1.113(0.383)$ | $1.042(0.402)$ | $1.131(0.608)$ |
| 9 | 0.50 | $1.430(0.465)$ | $1.334(0.401)$ | $0.318(0.287)$ |
|  | 0.75 | $1.317(0.501)$ | $1.256(0.487)$ | $0.828(0.511)$ |
|  | 1.00 | $1.719(0.612)$ | $1.827(0.431)$ | $1.242(0.429)$ |

Table 6.4: Wasserstein distance between the mean field distribution of the variable $(\mathbf{g}, \boldsymbol{\beta})^{\top}$ calculated using either the mean field factorisation of the MLFM-AG method, or the mean field factorisation of the MLFM-SA model with order M. Reported are the mean and standard deviation of the distance obtained from 100 simulations of $N=T / \Delta t+1$ equally spaced observations of the process on $[0, T]$.

### 6.3.3 Consistency of the MLFM-AG method

We now turn to an examination of point (C) in Section 6.3. This study will allow us to assess under what conditions the estimated distribution using the MLFM-AG approximation is mostly independent of the method used to estimate it. Given the advantages that deterministic methods such as the mean field variational Bayes methods often have in terms of computational efficiency compared to sampling methods, it would be useful to know under what conditions these methods give equivalent results to that obtained using MCMC methods, which have the advantage of more readily available guarantees of simulating from the proper posterior.

As discussed in the introduction to this section we will only consider the performance for the MLFM-AG method. For each experiment we obtain 100 observations of the pair ( $\mathbf{g}, \mathbf{B}$ ) from the posterior using Gibbs sampling from the conditional distributions presented in Chapter 3. Before collecting samples, we run the sampler with a burn-in period of 500 iterations of the chain. These values are chosen to balance the length of time taken to run these experiments while allowing the chain to converge to the posterior. The variational estimates are obtained by updating the optimal mean field factors as described in Chapter 5. For both methods, the hyperparameters and
regularisation parameters are held fixed at initial values determined by running the MAP estimation routine.

While the conditional distribution of the latent force and connection coefficient variables are Gaussian, there is no reason to believe the marginal posteriors will be, and therefore we cannot report a proper estimate of the distance between a distributional estimate from the MCMC observations, and the variational factors. Instead, we chose to take as an approximation the Gaussian distribution with moments matching those observed in the MCMC sample and then report the Wasserstein distance, while this is necessarily an approximation it is still an illuminating one. To further clarify the difference between the two approximations we decompose the Wasserstein 2-distance (6.12) between two normal distributions, $P_{1}$ and $P_{2}$, as

$$
d_{W_{2}}\left(P_{1}, P_{2}\right)=d_{\mu}\left(P_{1}, P_{2}\right)+d_{\Sigma}\left(P_{1}, P_{2}\right)
$$

where

$$
\begin{aligned}
d_{\mu}\left(P_{1}, P_{2}\right) & =\left\|\boldsymbol{\mu}_{1}-\boldsymbol{\mu}_{2}\right\|_{2}^{2} \\
d_{\Sigma}\left(P_{1}, P_{2}\right) & =\operatorname{Tr}\left(\boldsymbol{\Sigma}_{1}+\boldsymbol{\Sigma}_{2}-2\left(\boldsymbol{\Sigma}_{1}^{1 / 2} \boldsymbol{\Sigma}_{2} \boldsymbol{\Sigma}_{1}^{1 / 2}\right)^{1 / 2}\right)
\end{aligned}
$$

This further decomposition into a mean dependent term and a covariance matrix dependent term will allow us to assess to what degree the difference in the estimated distribution arises from errors in the location of the point estimates, or if errors in the second moment primarily drive it.

One immediate implication of our choice to approximate the distribution of the MCMC sample using its sample moments is the fully connected covariance matrix for the forces and connection coefficients, in comparison, the distribution of these variables under the mean field approximation is necessarily independent. Therefore the results presented in this section will allow us to quantify the information loss arising from the independence assumption.

The results are displayed in Table 6.5. If we again first inspect the regions in which we expect both methods to perform well then we observe they are also producing estimates of the distribution which are close to one another. This is especially true when inspecting the difference between the estimated means, and it seems reasonable to suppose these methods are close to recovering the true mean function.

For those regions in which our previous results suggest that in general the MLFMAG method is likely to give inaccurate results, we also see a disagreement in the variational and MCMC distributions, and this is particularly true of the second order moments. When the distance between the observed data points is larger, there is a corresponding increase in the volume of possible forces and connection coefficients which would interpolate a given set of points, and these parameters are naturally correlated with one another. With this in mind, the additional information loss in the second order structure above that already experienced in the location estimate is not surprising. However, since in general, we would be reluctant to suggest this method under these settings it is questionable how important this lack of consistency is.

In general, and even for those methods in which we would expect the method to be performing well, our distance measure for the second-order moments, $d_{\Sigma}$, seems to offer some evidence to suggest that these methods lead to different approximations of the posterior distribution and a more pronounced accuracy loss for the higher order moments. However, this distance is slight for frequently observed data, and given the significant advantages in computational efficiency, there are good reasons to prefer the
mean field methods. A deeper understanding of the relative performance of these two methods is therefore an appropriate direction for future research.

| $T$ | $\Delta t$ | $d_{\mu}$ | $d_{\Sigma}$ |
| :---: | :---: | :---: | :---: |
| 3 | 0.50 | $0.091(0.069)$ | $0.114(0.126)$ |
|  | 0.75 | $0.208(0.193)$ | $0.576(0.278)$ |
|  | 1.00 | $0.272(0.433)$ | $0.839(0.877)$ |
| 6 | 0.50 | $0.103(0.077)$ | $0.137(0.185)$ |
|  | 0.75 | $0.189(0.211)$ | $0.613(0.355)$ |
|  | 1.00 | $0.281(0.244)$ | $0.881(0.701)$ |
| 9 | 0.50 | $0.087(0.081)$ | $0.126(0.199)$ |
|  | 0.75 | $0.221(0.255)$ | $0.628(0.401)$ |
|  | 1.00 | $0.331(0.411)$ | $0.771(0.774)$ |

Table 6.5: Results of the simulation study of the mean and covariance of the distributions obtained using the MCMC approximation and the variational approximation of the MLFM-AG model. Reported are the mean and standard error of the distance between the estimated mean and covariance functions for the pair $(\mathbf{g}, \boldsymbol{\beta})^{\top}$ obtained using 100 simulations of $N=T / \Delta t+1$ observations from the model on $[0, T]$.

### 6.3.4 Computational complexity

The principle motivation for introducing the variational approximations for both the MLFM-AG and MLFM-SA method in Chapter 5 was the claim that deterministic methods are able to achieve much greater computational efficiency than the corresponding sampling based methods, and we now provide some supporting evidence for this claim.

If we first consider the computational complexity of the variational methods, then from Section 5.3 .1 we see that the principal computational complexity per-iterate for the MLFM-AG method is in computing the inversions $\mathbf{C}_{\boldsymbol{\phi}_{k}}^{-1}$ and $\mathbf{S}_{\boldsymbol{\phi}_{k}}^{-1}$ which correspond to the prior GP model on the states and the marginalisation over the gradient process respectively. The dimension of each of these matrices is given by the number of data points, $N$, and therefore we can conclude that the computational complexity per-iterate for the MLFM-AG method behaves like $\mathcal{O}\left(N^{3}\right)$ with $N$ the number of data points.

However, for the MLFM-SA method there are two additional points which must be considered; first is the path augmentation setup described in Section 4.3, which means we must consider the inversion of $\tilde{N}$, matrices with $\tilde{N}>N$. For the computational complexity we then also have to consider the computational complexity of the Kalman filter approximation to the successive approximations when calculating the mean field updates for the latent states' distribution as described in Section 5.3.1. This is linear in the chain length, but each step is cubic in the state dimension [Säarkä, 2013], as such that computational complexity of the MLFM-SA method which has been augmented to $\tilde{N}$ states, and with the approximation taken to the order of $M$ has a per-iterate complexity of $\mathcal{O}\left(\tilde{N}^{3} M\right)$, with $M \ll \tilde{N}$. We can conclude that the MLFM-SA method with just a single order of approximation will have a higher per-iteration time than thee MLFM-AG method for the same number of datapoints, and that the time taken to use this method will further scale linearly when increasing the approximation order. We demonstrate this theoretical complexity empirically by simulating 100 trajectories of the model constrained to $\mathrm{SO}(3)$ on the interval $[0, T]$ with $T \in\{6,9\}$, and then performing


Figure 6.6: Computational efficiency of the variational approximation for each of the different methods. Results show the typical time taken for 100 iterations of the variational inference algorithms described in Chapter 5 for the MLFM-AG and the MLFMSA method with order $M \in\{3,5,10\}$ on $S^{2}$ with a single latent force. Left: Time taken for 100 iterations when the MLFM is simulated on the interval $[0,6]$. Right: time taken for 100 iterations when the MLFM is simulated on the interval $[0,9]$.

100 iterates of the mean field variational inference algorithm for the MLFM-AG method and the MLFM-SA method with order $M \in\{3,5,10\}$. The results displayed in Figure 6.6 concur with the discussion above, with the MLFM-SA-3 method typically taking over three times longer than the MLFM-AG method on the length of interval, and then increasing at an approximately linear rate as the order increases after than.

Whether the increased time taken for the MLFM-SA method over the MLFM-AG is acceptable must be compared with the breakdown in relative performance already presented in Table 6.4, and the absolute performance as discussed in Section 6.2.5. When data is collected at a high sampling rate then the accuracy of the MLFM-AG method in this setting, combined with the superior computational efficiency would naturally suggest this method is to be preferred. However, in situations with much sparser data then accepting the increased computational burden of the MLFM-SA method with a high order may become unavoidable.

The above discussion quantifies the time taken for the variational methods. To complete our discussion we will also be interested in the time taken when using the Gibbs sampling approach to the MLFM-AG method as discussed in Chapter 3, compared to the variational methods introduced in Chapter 5. We consider the same experimental setup as in Section 6.3.3 for the case $T=6$, that is we generated 100 datasets by simulating the MLFM on the interval $[0,6]$ with a single latent force, we then sampled from each of these continuous trajectories with frequency $\Delta t \in\{0.5,0.75,1.0\}$. Convergence was monitored by use of the potential scale reduction factor (PSRF) [Gelman and Rubin, 1992]. A PSRF $<1.1$ for values of the learned finite dimensional representation of the latent force was taken as an indication of sufficient convergence having been achieved. We used a Metropolis-Hastings scheme to sample from the joint density (3.46) as discussed in Section 3.4. Figure 6.7a displays the absolute time taken to achieve a sufficiently low PSRF to declare convergence. Since as the sampling frequency decreases the size of our dataset decreases then our discussion above of the theoretical complexity that the total time taken should decrease, and we observe results consistent with this in Figure 6.7a. Arguably of more relevance than the absolute time taken, is the total number of steps needed to achieve convergence. This is displayed in Figure 6.7 b , while for this experiment we also observe the general decrease in the number of steps necessary to achieve convergence this is somewhat offset by the high variance observed for $\Delta t=1.0$, this is likely caused by interpolant being poorly determined


Figure 6.7: Computational efficiency when using MCMC sampling for the MLFM-AG method on the interval $[0,6]$ with varying sample frequencies $\Delta t \in\{0.5,0.75,1$.$\} . (a)$ Time taken for $15 \times 10^{4}$ MCMC iterations. (b) Number of MCMC iterations to achieve convergence, (PSRF $\leq 1.1$ ). The horizontal bars with each of the boxplots represent the median, the box margins show the 25th and 7 th percentiles, finally the whiskers indicate data within twice the interquartile range, and the diamonds indicate outliers.
when there is a large temporal gap between successive observations, and in turn this leads to poor determination, and so convergence, of the values of the expected value of latent force.

### 6.4 Discussion

In this chapter we have presented a simulation study of the methods introduced in Chapter 3 and Chapter 4 of this thesis. Our investigation has been primarily concerned with the ability of these approximations to return reliable point, and distributional, estimates of the component functions in the coefficient matrix of the MLFM.

While for the most general cases of the MLFM it is not possible to obtain a reliable model of the true distributional structure the examination of the Kubo oscillator in Section 6.2.1 allowed us to compare the performance of our methods with an exactly solvable model. The results presented here have shown that for datasets with low temporal spacing between observations that the adaptive gradient matching method displays superior performance to the successive approximation method, with the additional benefit of possessing a simpler computational structure.

However, as the data becomes sparser the flexibility to tune the successive approximation method by increasing the truncation order leads to the potential for this method to demonstrate superior performance. This improved performance, in turn, is offset by an increase in the total interval size so that both methods perform poorly across long periods with large spaces between observations, a conclusion which is to be expected if one wishes to model long running time series with sparse data.

In an attempt to rectify this information loss over longer time intervals we considered a combination of local experts in Section 6.2.6. The results displayed in Figure 6.2 suggest that this method has the potential to alleviate some of the deteriorating performance of the MLFM-SA method over longer time intervals, and we advocate further research in this direction in Section 8.2.2.

For more complex geometries it is no longer straightforward to derive a suitable ground truth summary against which to assess our methods. In Section 6.3 we proposed three criteria by which we proposed to evaluate the methods we have introduced. The first of these was an approximation to how well the model recovers the parameters
learned by minimising the parameters using least squares in the data space, and so acts as an approximation to the ground truth point estimate of the parameter. The results reported in Section 6.3 .1 suggested that the MLFM-AG method performed very well at a high sample frequency, but deteriorates when applied to sparser data. Similarly, the MLFM-SA required increasingly high orders as the length of the interval increased. These conclusions were consistent with the results of the solvable model.

Our second criteria was a comparison of the mean field approximations obtained using the MLFM-AG method and the MLFM-SA method. Reassuringly the results presented in Section 6.3.2 are consistent with the observations from our previous experiments. In those regions where we would expect both methods to perform well against the unknown true distribution, they are also consistent with one another. When both methods are performing equally we would, all else being equal, prefer to use the MLFM-AG method. For the remaining entries in Table 6.4 there is a typically a substantial disagreement between our two methods of approximations, in this scenarios our previous experiments would best guide our choice of method. In particular if the sampling density is high we would prefer the MLFM-AG method; conversely, if the samples are relatively sparse, we would prefer the MLFM-SA method with a suitable high approximation order.

Our final assessment was applied only to the MLFM-AG method where we compared the sample moments of an MCMC sample from the posterior distribution with the results from the mean field factorisation. These results show that when we have access to a dense sample, the results are mostly equivalent, and so the increased efficiency of the deterministic variational methods makes them very attractive. For the other experimental settings the two approaches disagree substantially, but at the same time the totality of the results in this chapter suggest that in these regions the MLFM-AG method is not performing well, and this is true regardless of whether we are using MCMC or variational Bayes sampling.

In summary, the results of this chapter lend substantial evidence to the concerns we have raised about the information loss in the MLFM-AG on relatively sparse data, and it was this concern which motivated us to introduce the MLFM-SA method in Chapter 4. Our simulation studies suggest that the MLFM-SA method, by having an additional tunable order parameter, can eventually recover a good approximation to the posterior in regions where there is no current mechanism for the MLFM-AG method to retrieve this data. The studies in this chapter provide supporting evidence to justify using these methods in specific scenarios, but clearly, both methods require a deeper understanding of their theoretical properties, and we repeat this point in our final chapter.

## Chapter 7

## Application to human MOCAP data

### 7.1 Introduction

In this thesis, we have introduced a class of dynamic systems models for carrying out statistical inference for models with non-Gaussian trajectories. Many notable examples of such systems are realised either as the action of a rotation group or as a dynamic system on the rotation group itself. This is particularly true for complex, rigid structures that may be viewed as the composition of several segments of fixed length. The global position of such a body may then be represented by the position of a single point along with the relative orientations of the fixed length components. In this way, each segment may be viewed as an orientation in a local reference frame, and the motion of the whole collection can be described by the relative rotations of each orientation vector.

The human skeleton gives an important example of this sort of rigid system; the study of human motion data has been of significant interest in fields ranging from bio-mechanics and physiology to robotics and computer vision. Broadly speaking existing approaches to this problem can be categorised by the desired trade-off between constructing realistic mechanistic models of human motion versus the desire to obtain smooth, plausible animations of human motion, again this categorisation mirrors the mechanistic versus data-driven paradigm we have discussed in this thesis.

If a fully specified mechanistic model is desired then existing modelling approaches may include the specification of physically plausible models for the kinematics of human motion, perhaps with reference to toy physical control systems such as the inverted pendulum [Kuo et al., 2005, Kwon and Hodgins, 2017, An, 1984, Hall, 2015]. On the other hand, if the desire is only to attempt to fit smooth paths to existing data, perhaps for use in animation or prediction, then approaches based on smoothing and interpolation of more massive datasets may be used. A review of human motion with an emphasis on providing computer animation and fitting smooth paths to motion capture time courses is given in [Multon et al., 1999]

Between these two extremes, we have the LFM framework and [Alvarez et al., 2009] presents a successful application of the linear LFM to human motion data. In this section, we extend that work by using our MLFM to attempt to construct simple dynamic systems models which respect the geometric structure. In this chapter, our goal is to demonstrate the feasibility of the MLFM model for modelling the dynamics of data generated by observations. The fixed length of the human skeleton naturally
suggests describing the motions of each segment as a relative rotation, and we aim to demonstrate the efficacy of the product manifold latent variable modelling approach we described in Section 2.3.2.

The process of representing the dynamics of these systems is referred to as (human) motion capture (mocap). The goal of motion capture systems is to measure a dynamical system of human body poses and to provide an effective representation of these motions allowing for further analysis. In Section 7.2 we discuss our data which is typically represented in as time series of rotation valued data. This allows us to consider modelling each segment as being an instance of the MLFM on the rotation group $S O(3)$, or a proper subgroup, and the whole skeleton as representing an instance of our product manifold construction.

We will demonstrate that it is possible to individually model each component of the skeleton using an instance of the MLFM with a distinct set of latent forces, but under the latent variable philosophy, it should be possible to construct an adequate description of the motion with a much smaller set of shared latent forces. In this chapter we shall show that this is indeed the case, we first carry out the modelling of the marginal trajectories for each joint independently in Section 7.3 for a fixed number of latent forces, and then in Section 7.4 we demonstrate the joint segment model fit using a shared set of latent forces. By way of cross-validation, we are able to demonstrate that the fit of the shared variables compares favourably with the independent fits. Therefore allowing for a much smaller representation of the complete dataset, and demonstrating the model's ability to capture information shared between the joints. We conclude with a discussion of the results presented in the chapter, comparing our approach with existing latent variable techniques for modelling human motion.

### 7.2 Motion capture data

Motion capture devices allow the recording of real-time motion by tracking the position of a collection of marker points over time. The time series of each marker may then be stored as a three-dimensional digital representation in some global coordinate system. The captured subject can be anything that exists in the real world with the critical points on the object positioned such that they best represent the orientations of the moving parts of the object, for example, the joint or pivot points in articulated objects. In order to accurately triangulate the marker positions more than one camera must be used with typically at least four required for accurate results.

Rather than record the position of the markers in a global coordinate system it has proved more useful to record this data in the form of relative positions. A representative 'skeleton' is constructed from a set of 'bone segments' of fixed length connecting the markers. The connection of these segments is given by specifying a hierarchical ordering such that each marker is connected to a single parent, apart from a designated root node. Each segment will then have a position in a local coordinate frame, the origin corresponding to the point of its parent in the hierarchy, as well as having coordinates in a global frame obtained by traversing the skeleton's hierarchy. Under this specification the motion can be described using only the local rotation of each bone segment and therefore any, not necessarily human, motion capture time series may be considered as a dynamic system on a collection of time-dependent rotations along with a global translation of the root node. In general the structure of the system will not allow arbitrary configurations of the connecting segments, and so most joints are also specified with a maximum allowable rotation (although we ignore this constraint) as well as the
possibility of restricting the allowed rotations to a single 'degree of freedom channel', i.e. to only allow rotation around a subset of axes.

The dataset we use is from the Carnegie Mellon University (CMU) motion capture database which stores data in the ASF/AMC file format developed by video game company Acclaim. Two files describe a particular motion in the database; the Acclaim Skeleton File (ASF) which defines the base pose and skeleton hierarchy, and an Acclaim Motion Capture (AMC) file which describes the time series of motions. An example of part of a .asf file is displayed in Figure 7.1a. This file gives the base pose by specifying direction vectors relative to their parent as well as any of the constraints we have just discussed. Inspecting the line beginning 'dof,' we can read off the axes around which the lfemur segment is allowed to rotate; in this case it has the full three degrees of freedom. A second file, the .amc file, provides the data for each frame of motion capture. Part of a typical .amc file is displayed in Figure 7.1 b where we see the data for frame one.

When we previously considered modelling rotation-valued data in Section 6.3 we considered the representation of a given rotation, $\mathcal{R}$, acting on $\mathbb{R}^{3}$ as being represented by a $3 \times 3$ real-valued matrix with orthonormal columns. Any such rotation matrix in $\mathbb{R}^{3 \times 3}$ can be given an equivalent representation as the composition of three elementary rotation matrices, one around each axis. That is there is a representation of $\mathcal{R}$ in the form

$$
\mathcal{R}=\mathcal{R}_{y}\left(\theta_{y}\right) \mathcal{R}_{z}\left(\theta_{z}\right) \mathcal{R}_{x}\left(\theta_{x}\right),
$$

where $\mathcal{R}_{x}\left(\theta_{x}\right)$ represents a rotation around the $x$-axis of $\theta_{x}$ degrees, with similar interpretations for $\mathcal{R}_{y}$ and $\mathcal{R}_{z}$. These are referred to the Euler angle, or Tait-Bryan angles depending on the convention used [Whittaker and McCrae, 1947], representations of the rotation. As a three dimensional summary of the rotation group, they are convenient for storage, and it is these values that are reported in the .amc file. Because these matrices do not commute the order in which we take the combination of elementary rotation matters when attempting to reconstruct the global position of the skeleton. The ordering used for a motion represented by a particular .asf file is given on the line beginning with 'axis', for example in Figure 7.1a we see that the rotation is given by an initial rotation around the $x$-axis, followed by a rotation around the new $y$-axis, and finally a rotation around the $z$-axis.

For the experiments reported in this chapter we use motions $1-5$ from subject 64 in the CMU mocap database. Each of the motions records a single golf swing by the same subject. The data is recorded at 120 frames per second (fps) which we downsample to just over 6 fps . Because of the relatively high sampling frequency of the data, even after the downsampling step, we use the MLFM-AG method to carry out the modelling in this chapter.

### 7.3 Single segment modelling

Since each joint in our dataset can be represented as a rotation valued time series, and each joint represents the minimum unit for which we have prior geometric knowledge, we could consider modelling the whole skeleton by learning an instance of the MLFM independently for each segment in our dataset. This specification allows for no interactions between the joints, this is an unrealistic assumption, and we address the shortcomings of this assumption when considering the product manifold construction in the next section.

Our results in this section will demonstrate the estimates obtained when we fit each

```
:root
    order TX TY TZ RX RY RZ
    axis XYZ
    position 0 0 0
    orientation 0 0 0
:bonedata
    begin
        id 1
        name lhipjoint
            direction 0.62366 -0.717238
            length 2.53602
            axis 0 0 0 XYZ
    end
    begin
        id 2
        name lfemur
        direction 0.34202
        length 7.40817
        axis 0 0 20 XYZ
        dof rx ry rz
        limits (-160.0 20.)
                (-70.0 70.0)
                (-60.0 70.0)
end
```

(a) .asf file excerpt

```
1
root -5.82914 17.8741 1.78981 -78
lowerback 4.63582 1.57939 -1.4274
upperback 3.12177 2.18521 4.71147
thorax 0.382976 1.09183 5.58562
lowerneck -17.1013 -1.80218 2.337
upperneck 41.0205 0.947713 -5.860
head 18.3012 0.515299 -2.80985
rclavicle 6.7586e-015 3.8167e-014
rhumerus -4.17579 -3.52373 -100.9
rradius 19.9659
rwrist -31.1458
rhand -12.7873 -5.2607
rfingers 7.12502
rthumb 13.2982 -34.8164
lclavicle 6.7587e-015 3.8167e-014
lhumerus -11.0588-43.7265 111.40
lradius 28.081
lwrist 45.5912
lhand -14.6248 69.8143
lfingers 7.12502
lthumb -168.473 80.5226
rfemur -29.9513 0.27183 12.9419
rtibia 29.1269
```

(b) .amc file excerpt

Figure 7.1: Examples of motion capture data recorded using the acclaim file format. The asf file in Figure (a) records the hierarchical structure of the skeleton and specifies the data type of each channel, along with any degrees of freedom constraints. The width of both files has been cropped.
segment with $R=2$ latent forces, this is convenient for visualisation purposes but will also be justified by our model selection analysis in the following section. We report the results for four different joints, the left/right humerus and the left/right femur. We chose a reduced set of joints to facilitate the presentation of our results; however, these joints still represent some of the most complex and variable motions for our golf swing data. Moreover, we shall see in examining this reduced set of segments that they possess a high signal-to-noise ratio allowing for interesting results and a compelling demonstration of our MLFM framework.

### 7.3.1 MLFM for quaternion valued data

As discussed in section 7.2 the data has been recorded as a time series of Euler angles, and as such we could consider mapping these to the corresponding rotation matrices and fitting a model similar to that considered in Section 6.3 on $S O(3)$. However, constructing a model in this way will lead to a nine-dimensional state variable. Rather than try to construct a model in the nine-dimensional space it will be more convenient to use the representation of $S O(3)$ as a subspace of the set of unit quaternions [Whittaker and McCrae, 1947].

Following [Moran, 1975, Prentice, 1987] a rotation matrix, $R$, may be identified with a unit quaternion $\left(q_{0}, q_{1}, q_{2}, q_{3}\right)^{\top} \in S^{3} \subset \mathbb{R}^{4}$, where the coordinates are related by

$$
R=\left(\begin{array}{ccc}
q_{0}^{2}+q_{1}^{2}-p_{2}^{2}-q_{3}^{2} & 2\left(q_{1} q_{2}-q_{0} q_{3}\right) & 2\left(q_{0} q_{2}+q_{1} q_{3}\right) \\
2\left(q_{1} q_{2}+q_{0} q_{3}\right) & \left(p_{0}^{2}+q_{2}^{2}-q_{1}^{2}-q_{3}^{2}\right) & 2\left(q_{2} q_{3}-q_{0} q_{1}\right) \\
2\left(q_{1} q_{3}-q_{0} q_{2}\right) & 2\left(q_{2} q_{3}+q_{0} q_{1}\right) & \left(q_{0}^{2}+q_{3}^{2}-q_{1}^{2}-q_{2}^{2}\right)
\end{array}\right)
$$

Instead of trying to model the trajectory on a group, we are now considering our data to be $\mathbb{R}^{4}$-valued and we wish to construct our model to leave $S^{3}$ invariant. Therefore we wish to consider the higher dimensional rotation group $S O(4)$ and model our observed data as having been generated by an action of this group on an initial unit quaternion. Compared to constructing the model directly on $S O(3)$ this leads to a higher dimensional Lie algebra, but a lower dimensional state variable and so we benefit from being able to avoid the numerical cost incurred by the need in the MLFM-AG method to place a GP prior on each dimension of the state variable.

The Lie algebra $\mathfrak{s o}(4)$ of $S O(4)$ is given by the space of skew-symmetric $4 \times 4$ realvalued matrices with trace zero. This is a six-dimensional vector space. In the next section, we discuss the construction of the MLFM with the coefficient matrix supported on this vector space, and we chose our basis to be the canonical basis

$$
\begin{aligned}
& \mathbf{L}_{1}=\left[\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & -1 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right], \\
& \mathbf{L}_{2}=\left[\begin{array}{cccc}
0 & 0 & -1 & 0 \\
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right], \\
& \mathbf{L}_{3}=\left[\begin{array}{cccc}
0 & -1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right], \\
& \mathbf{L}_{4}=\left[\begin{array}{cccc}
0 & 0 & 0 & -1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0
\end{array}\right] \\
& \mathbf{L}_{5}=\left[\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 \\
0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{array}\right], \\
& \mathbf{L}_{6}=\left[\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 \\
0 & 0 & -1 & 0
\end{array}\right] .
\end{aligned}
$$

### 7.3.2 Model setup

In this section, we present the version of the MLFM which we will use to describe the motion of a particular bone segment. As discussed above we are focusing on only four
segments from the upper and lower body, which will allow us a more thorough discussion of the results. For a given segment seg $\in\{$ lhumerus, rhumerus, lfemur, rfemur $\}$ we specify the segment-specific model

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{x}^{s e g}(t)}{\mathrm{d} t}=\left(\mathbf{A}_{0}^{s e g}+\sum_{r=1}^{R} g_{r}^{s e g}(t) \cdot \mathbf{A}_{r}^{s e g}\right) \mathbf{x}^{s e g}(t) \tag{7.1}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathbf{A}_{r}^{s e g}=\sum_{d=1}^{6} \beta_{r d}^{s e g} \cdot \mathbf{L}_{d} \tag{7.2}
\end{equation*}
$$

For each of the segments we place independent, identical prior distributions on the model parameters. For the connection coefficient parameters we assign the vague prior

$$
\beta_{r d}^{s e g} \sim \mathcal{N}(0,10)
$$

and these are assumed independent for $r=0,1, \ldots, R, d=1, \ldots, 6$. Each of the latent force variables is assumed to have a Gaussian process prior with RBF kernel

$$
\operatorname{Cov}\left\{g_{r}^{s e g}(t), g_{r^{\prime}}^{s e g}\left(t^{\prime}\right)\right\}=\delta_{r r^{\prime}} \exp \left(-\frac{\left(t-t^{\prime}\right)^{2}}{2 \psi_{r}^{s e g}}\right)
$$

where the length-scale parameter is given a generalised inverse Gaussian (GIG) distribution. This prior for the length scale parameters is recommended by the [Stan Development Team, 2018] to penalise both very large and very small length scales. This distribution is parameterised by three parameters, ( $a, b, p$ ) [Johnson et al., 1994] and we write $\operatorname{GIG}(a, b, p)$. For this experiment we take the values

$$
\psi_{r}^{s e g} \sim \operatorname{GIG}(5,5,-1)
$$

and again these are independent for each $r=1, \ldots, R$.

For the observation noise parameters we take relatively tight parameters

$$
\sigma_{k}^{s e g} \sim \mathcal{N}(0,0.1)
$$

independently for each $k=1, \ldots, 4$. This choice is justified by the high precision and controlled environment of the mocap experiment.

Finally for the interpolating state variables we use a RBF kernel with both an absolute scale and a length scale parameter

$$
\operatorname{Cov}\left\{x_{k}(t) x_{k}\left(t^{\prime}\right)\right\}=\phi_{0 k}^{s e g} \exp \left(-\frac{\left(t-t^{\prime}\right)}{2 \phi_{1 k}^{s e g}}\right)
$$

for $k=1, \ldots, 4$.. We do not specify further priors for the hyperparameters $\boldsymbol{\phi}^{\text {seg }}$, in terms of the software we are implementing our model fitting on this is equivalent to the assumption of a vague uniform prior with large range on the log-transformed values of these variables. Note also that we do not include an absolute scale parameter for the latent force prior because the absolute value of these parameters is modulated by the coefficients $\beta_{r d}^{s e g}$.

$$
\operatorname{Cov}\left\{x_{k}(t) x_{k}\left(t^{\prime}\right)\right\}=\phi_{0 k}^{s e g} \exp \left(-\frac{\left(t-t^{\prime}\right)}{2 \phi_{1 k}^{s e g}}\right)
$$

for $k=1, \ldots, 4$.. We do not specify further priors for the hyperparameters $\phi^{\text {seg }}$, in terms of the software we are implementing our model fitting on this is equivalent to the assumption of a vague uniform prior with large range on the log-transformed values of these variables. Note also that we do not include an absolute scale parameter for the latent force prior because the absolute value of these parameters is modulated by the coefficients $\beta_{r d}^{s e g}$.

### 7.3.3 Experimental results

We now consider the results obtained after applying the model just described to the golf swing data. For all of the experiments, our reported summary statistics are based on 1000 samples from the posterior distribution using Gibbs sampling with a burnin of 10000 observations. To reduce sample autocorrelation, we recorded every 100th sample until the desired sample size had been achieved. The burn-in and total sample size was chosen so that for the reported experiments we achieved a PSRF of less than 1.2 as suggested in [Brooks and Gelman, 1998], this is of course problem dependent however our results appear relatively robust with similar conclusions drawn from an initial experiment with a substantially shorter Markov chain.

In Figure 7.2 we display the results obtained after fitting the model (7.1) to the lhumerus quaternion data. Figure $7.2 \mathrm{a}-7.2 \mathrm{~d}$ display the estimated predictive distribution of the trajectory in state space, along with the estimated $\pm 2$ standard deviation from the MCMC sample. Each output is of a similar absolute magnitude, and with largely similar frequencies of their variations. This conclusion is reflected in the MAP estimates of the kernel hyperparameters of the interpolating state processes which are

$$
\begin{aligned}
\log \phi_{0}^{\text {lhumerus }} & =(4.736,4.593,4.294,4.180)^{\top} \\
\log \phi_{1}^{\text {lhumerus }} & =(0.081,0.019,0.089,-0.527)^{\top}
\end{aligned}
$$

The lower value of the length scale $\phi_{14}^{\text {lhumerus }}$ is visible in a slight, low magnitude fluctuation during the early portion of the movement in Figure 7.2d, in comparison to the more regular motions for the remaining dimensions. While the effect is slight, it nevertheless does seem to be a genuine feature of this component of the trajectory, and this is indicative of both the importance and the challenges in currently tuning the hyperparameters of the state interpolating process.

Inspecting the learned latent force for the lhumerus data we observe an approximately sinusoidal force in Figure 7.2a reflecting the recurrence of positions in a golf swing, along with a second aperiodic force in Figure 7.2 f reflecting a seeming change in the qualitative behaviour during the final part of the motion, roughly corresponding to the portion of the stroke after the ball strike.

The results for the rhumerus data are displayed in Figure 7.3. In comparison to the previous results, there is now a much greater degree of between motion variability, especially during the latter half of the motion and this is particularly evident in Figure 7.3c and Figure 7.3d. The greater irregularity of the rhumerus is further reflected in the latent forces displayed in Figure 7.3 e and Figure 7.3 f which display no obvious periodic behaviour, and seem to be more irregular than those observed for the left humerus. Taken together the greater variability of the predictive distribution and the increased
irregularity of the latent forces would suggest inefficiencies in the right arm movement of this subject which would be worthy of further study.

The joints we have analysed so far are constituent parts of the left, and right arms, which go through an extensive range of motion during a golf swing, moreover smaller more complex joints are often hard to stabilise. On the other hand, lower body movement during a golf swing is much less dramatic. This can be observed in the more modest range of motions for the lfemur data in Figure 7.4, in particular, we note the scale of the right axis in Figure 7.4a. However, while the range of motion is relatively modest, there is still a relatively large degree of between motion variability. This, in turn, is likely to reduce the ability of the MLFM to learn an adequate representation of the dynamics, and we see that the latent forces displayed in Figure 7.4e and Figure 7.4 f are much more regular over the full range of motion. Given that the left leg acts as a stable pivot point during a golf swing these results are mostly as we would expect.

Generally, for the four joints, we have examined in this section we observe more irregular forces for the left and right humerus segments than for the femur data. The greater complexity would seem to suggest that the controls required when performing a golf swing are more involved for the arm segments. These results fit with our intuition for the golf swing, with the comparatively larger leg joints being naturally stabilised during the pendulum motion of a golf swing. The upper body, and in particular the arms, which display a much higher degree of flexion during a given swing and so require more complex controls to achieve this motion.

For the rfemur displayed in Figure 7.5 the predictive distributions seem very well determined. With these trajectories largely consistent between motions. Compared to the left femur data the latent forces have a more complex structure; in particular, we see an approximately sinusoidal control in Figure 7.5f.

To summarise the results of fitting the MLFM with two latent forces to the single segments has lead to models that have reasonably well informed predictive distributions. The most important aspect of the MLFM is learning the latent forcing functions from which the rest of the dynamic structure of a particular motion is recovered. In this section, we have seen that structure and regularity of the learned controls are consistent with our prior intuition about the relative complexity of each joint during a given golf swing suggesting that the model is accurately learning pertinent information. Indeed as a diagnostic tool, the model offers the potential to assess the relative efficiency of a particular motion by assessing the complexity of the latent forcing functions required to produce this motion. This process of discovery is ultimately what distinguishes the framework underlying the latent force model from optimal control theory.

Finally, we note that the learned forces seem significantly different between the segments, and it is not at all evident that any subset of these forces should be able to reconstruct this motion for the whole set accurately. Nevertheless, in the next section, we will show that it is, in fact, possible to jointly model the collection of bone segments with a common set of forces.

### 7.4 Joint modelling of multiple segments

In the previous section, we considered the possibility of modelling the rotation of a single joint of a motion capture human skeleton by identifying the rotation time series with a time series on the quaternion group. We were able to discover segment specific latent forces, and so learn dynamic systems which would recover the range of motion of individual joints during a golf swing. Our results in the previous section used a set of


Figure 7.2: (a)-(d) Left humerus quaternion orientation for the set of motions 1-5 represented in increasing order by the symbols $\{\bullet, \mathbf{\nabla}, \times,+$,$\} . Also displayed are the$ marginal moments of the state variables represent by the mean value ' --- ', as well as the $\pm 2$ standard derivation intervals, shaded region, based on 1000 samples of the state variables, latent force variables and the parameters $\beta_{r d}$ from the posterior with the remaining parameter held fixed at their MAP estimates. The marginal moments of the latent force variables are displayed in Figures (e) - (f).


Figure 7.3: (a)-(d) Right humerus quaternion orientation for the set of motions 1-5 represented in increasing order by the symbols $\{\bullet, \mathbf{\nabla}, \times,+$,$\} . Also displayed are the$ marginal moments of the state variables represent by the mean value ' --- ', as well as the $\pm 2$ standard derivation intervals, shaded region, based on 1000 samples of the state variables, latent force variables and the parameters $\beta_{r d}$ from the posterior with the remaining parameter held fixed at their MAP estimates. The marginal moments of the latent force variables are displayed in Figures (e) - (f).


Figure 7.4: (a)-(d) Left femur quaternion orientation for the set of motions 1-5 represented in increasing order by the symbols $\{\bullet, \mathbf{\nabla}, \times,+$,$\} . Also displayed are the marginal$ moments of the state variables represent by the mean value ' $--^{-}$', as well as the $\pm 2$ standard derivation intervals, shaded region, based on 1000 samples of the state variables, latent force variables and the parameters $\beta_{r d}$ from the posterior with the remaining parameter held fixed at their MAP estimates. The marginal moments of the latent force variables are displayed in Figures (e) - (f).
independent latent forces for each joint, and so each joint in the skeleton was treated as an independent dynamical system. The assumption of independence between segments for a particular motion is not only an unrealistic assumption but a restriction on the


Figure 7.5: (a)-(d) Right femur quaternion orientation for the set of motions 1-5 represented in increasing order by the symbols $\{\bullet, \mathbf{\nabla}, \times,+$,$\} . Also displayed are the marginal$ moments of the state variables represent by the mean value ' - - $^{-}$', as well as the $\pm 2$ standard derivation intervals, shaded region, based on 1000 samples of the state variables, latent force variables and the parameters $\beta_{r d}$ from the posterior with the remaining parameter held fixed at their MAP estimates. The marginal moments of the latent force variables are displayed in Figures (e) - (f).
dimensionality reduction we can achieve, and so we would like to now couple each component of the dynamic system to allow information to be shared between segments and to achieve more substantial dimension reduction.

To achieve this goal we will make use of the product manifold version of the MLFM described in Section 2.3.2. With regards to the mathematical specification very little is changed with the new model taking the form

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{x}^{s e g}(t)}{\mathrm{d} t}=\left(\mathbf{A}_{0}^{s e g}+\sum_{r=1}^{R} g_{r}(t) \cdot \mathbf{A}_{r}^{s e g}\right) \mathbf{x}^{s e g}(t) \tag{7.3}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathbf{A}_{r}^{s e g}=\sum_{d=1}^{6} \beta_{r d}^{s e g} \cdot \mathbf{L}_{d} \tag{7.4}
\end{equation*}
$$

for seg $\in\{$ lhumerus, rhumerus, lfemur, rfemur $\}$. Which is exactly the same as the single segment model (7.1) only the latent forces are now shared between segments. We shall use the same prior specification as described in Section 7.3.2. It remains to chose the total number of forces and in the next section we describe how to use crossvalidation to make a principled choice of these forces, as well as justifying our decision to display the single segment fits with $R=2$.

### 7.4.1 Experimental results and cross-validation

In the previous section, we presented the results for the single segment models with $R=2$ forces. We now provide some more details about how this value was chosen for the single joints and compare the predictive performance of the single joint with results obtained using the multiple segment model. Since we have five replicates of the motion, we will determine the number of latent forces to be included by using leave-one-out cross validation [Hastie et al., 2009].

For each motion $m \in\{1, \ldots, 5\}$ we train the model using all of those motions apart from the $m t h$ one. The predictions from the trained model are then compared with the actual observed outcome of the $m$ th motion. We record the mean squared error of our prediction, and this is then averaged over the five possible configurations of the training and test sets. To make our prediction we use the sampling distribution obtained by MCMC sampling of the posterior, conditioned on the training data, for either the single segment or full collection models. As above we shall use a total of 1000 samples from the posterior distribution with a burn-in of 1000 observations.

The full results are displayed in Figure 7.6 which presents the point estimates for the mean squared error under both the single and complete segment models, as well as the plus-or-minus one standard deviation error bars for the single segment models only.

If we first interpret the results for the single segment models, then as a general comment we observe that in terms of the scale of error the values for the left and right humerus are more extensive than those for the femur segments. This is in line with our analysis of the plots in the previous section, as well as a reflection of the relative complexity of the arm motion during a golf swing compared to the lower body movement.

For all of the fits obtained, we observe that the model with only a single latent force displays the worst performance, and in all cases increasing the number of forces to $R=2$ leads to an improvement. Beyond that, we may, in fact, experience an increase in the prediction error. This is likely due to the increase number of forces leading to overfitting of the model, with the latent forces accounting for dynamics which are better
potentially better explained by state interactions and leading to a reduced predictive power of the model. This is most readily observed for the relatively more complicated left humerus data in Figure 7.6a and right humerus in Figure 7.6b. In general, the point estimate obtained for $R=2$ in the single joint models is within one standard deviation of the minimum error, and this motivated our choice to display these results in the previous section.

With regards to the marginal improvement offered by increasing the number of latent forces from a single force to two forces we notice that the most significant benefits are observed for the left humerus, Figure 7.6a, and the right femur, Figure 7.6d. Recalling our analysis from Section 7.3.3 these were the forces which displayed both a single higher frequency sinusoidal force and a slower varying force. Being able to account for both of these dynamics lends significant predictive power to the learned dynamics, and it would seem that a single force is insufficient to capture both of these features of the driving forces. Our comments in the previous section regarding the complexity of the learned forces are evident in the number of forces needed to allow for accurate inferences, this is particularly evident for the left femur 7.6c, which as we noted when analysis Figure 7.4 has relatively uninteresting latent forces when $R=2$, and from the cross-validation results we see a single latent force could equally well model the dynamics of this segment.

## Learned latent forces in the full model

To further analyse the model, and add some context to the increasing predictive performance observed in Figure 7.6 as we increase the number of latent forces we plot, and comment on, the forces learned during the full segment fits.

We begin by considering the latent forces learned when $R=2$, the results are displayed in Figure 7.7. The first latent force in Figure 7.7a displays relatively regular motion, with a more irregular force in Figure 7.7b. Both the learned forces have a turning point at roughly the two second mark, in this region the first force is close to zero so that the final phase of the golf swing dynamics in the $R=2$ model are largely accounted for the by the second force, which displays a steep trend over this interval.

To carry out further analysis we now compare the qualitative properties of these forces to those obtained when we increase the number of latent GPs to $R=4$. The results for the complete segment model with four forces is displayed in Figure 7.8. The forces recovered in 7.8 b and 7.8 c display fairly regular motions, with the magnitude of their variations largely consistent along the whole duration of the motion. We recall that all of the latent forces were assigned infinitely smooth, stationary priors and it would seem that on the passage to the posterior for these particular forces we preserve that qualitative behaviour. The third force, Figure 7.8c, has a turning point at roughly the halfway point of the interval, and at this value is close to zero, suggesting the input of this force reverses around the halfway mark, coinciding with the end of the back-swing and the beginning for the forward swing.

The fourth force displayed in Figure 7.8d, and certainly the force displayed in 7.8a seem qualitatively different to the other two forces. Both of these forces display relatively quiescent behaviour with slow oscillations for the majority of the interval, before dramatic final motions with almost constant velocity. Again this first period of the motion coincides with the controlled back-lift of the swing, and the second with the forward motion. This more dramatic range of final motion is also observed for the tightening of the posterior distribution for the latent force in 7.8 b , even if not as directly obvious from the magnitude of the motion.


Figure 7.6: Estimates of the prediction error obtained using leave-one-out cross validation with $R$ latent forces for the asf bone segment. The error bars represent the estimated mean squared error for the single segment models along with plus-or-minus one standard deviation limits. We also display each of the joint prediction error for the Multiple manifold decomposition of the MLFM (MMLFM) with $R \in\{2,3,4\}$ latent forces when each of the joint share a common set of latent forces.

Comparing the two models we note that while the results in Figure 7.6 demonstrate that the model with four latent forces out performs that with only two, the improvements are still relatively modest in magnitude. And remarkably the results for $R=2$ in the full segment fit were within one standard deviation of the best results obtained for the marginal moments. Suggesting not only that there is a high degree of information shared between the segments, but that the latent forces are able to capture this information sharing. In general the dynamics seem to be well accounted for by a slow varying force during the back and forward swing, with an additional degree of freedom needed to account for the final phase following the ball strike, and these components are captured by only two latent forces. Increasing the number of forces to four does lead to improved prediction, but not necessarily any increase in interpretability or understanding of the dynamics. Instead the model with more forces allows for effects already observed in the more parsimonious model to be further deconstructed, for example this specification has the luxury of specifying a force in Figure 7.8a that is almost entirely dedicated to controlling the final phase of motion.


Figure 7.7: The two latent forces learned using the product manifold MLFM for the complete set of segments with $R=2$. The estimated mean value of these forces obtained using 1000 samples of the posterior using MCMC sampling is given by the '- - -' line. The shaded region represents the $\pm 2$ standard deviation intervals around the mean for the marginal moments of the sample

### 7.4.2 Comparison with the LFM

As a final examination of the model we compare the performance of the MLFM with the first order LFM described in Section 2.2. We use the same cross-validation procedure described above. That is we train our LFM and MLFM model on the complete data for four of the motions and use this to predict the outcome of the final motion. We let $q_{k}^{\text {seg }}(t)$ denote the $k$ th component of the quaternion representation of the data for a given segment, then the LFM specifies a time-evolution equation

$$
\begin{equation*}
\frac{\mathrm{d} q_{k}^{\text {seg }}(t)}{\mathrm{d} t}=D_{\iota(s e g, k)} \cdot q_{k}^{\operatorname{seg}}(t)+\sum_{r=1}^{R} S_{\iota(s e g, k) r} g_{r}(t) \tag{7.5}
\end{equation*}
$$

for $k=1, \ldots, 4$ and seg $\in\{$ lfemur, rfemur, lhumerus, rhumerus $\}$. The sensitivity matrix is of shape $16 \times R$ and we denote by $\iota(\operatorname{seg}, k) \in\{1, \ldots 16\}$ an enumeration of the segment and dimensional component. We use the same prior for the latent forces on the LFM, and the choice of RBF kernel allows us to use the closed form expression for the covariance given in [Alvarez et al., 2009].

The results are displayed in Table 7.1 and we see that for all values of the latent force variable the MLFM outperforms the LFM. Strongly suggesting that for complex, nonlinear time series such as those occuring for human motion data we can gain increased predictive performance by specifying a model is able to encode our prior knowledge of the geometric constraints, and to allow for nontrivial, but still linear, combinations of the state variable in the time-evolution equation rather than the restrictive diagonal structure of the LFM.

Given the relative complexity of human motion it is not surprising that the first order model (7.5) failed to appropriate describe the motion, and arguably a fairer test would include the second-order model considered in [Alvarez et al., 2009]. However, to our knowledge there is no readily available software for fitting this model and the second-order model is significantly more complicated to implement than the first-order model. Nevertheless, we do agree that a comparison with the second-order model would


Figure 7.8: The four latent forces learned using the product manifold MLFM for the complete set of segments with $R=4$. The estimated mean value of these forces obtained using 1000 samples of the posterior using MCMC sampling is given by the '- - -' line. The shaded region represents the $\pm 2$ standard deviation intervals around the mean for the marginal moments of the sample
be an important area for future study.

|  | $R$ |  |  |
| :--- | :---: | :---: | :---: |
|  | 2 | 3 | 4 |
| LFM | $0.699 \pm 0.411$ | $0.441 \pm 0.392$ | $0.337 \pm 0.301$ |
| MLFM | $0.285 \pm 0.198$ | $0.288 \pm 0.160$ | $0.241 \pm 0.167$ |

Table 7.1: Comparison of the mean squared prediction error for the LFM and MLFM using leave-one-out cross-validation on the complete set of segments. We report the point estimated of the prediction error along with the estimated standard deviation

### 7.5 Discussion

In this chapter, we have carried out the process of fitting the MLFM to time series of rotation valued data describing a complex human motion. There are at least three
essential advantages our approach has over previous approaches to fitting smooth paths to rotation valued data as in [Prentice, 1987]. First, our methods do not require the use of a local linear approximation to the manifold. Secondly we do not just fit a smooth path, but also a dynamic system, and finally, we can jointly model a collection of rotation valued time series and so model a large complex system by a smaller number of free forcing functions.

Because our methods learn dynamic systems, and in particular ODEs, they allow for the straightforward generation of new motions, including the simple process of speeding up/slowing down these motions by using time changes of the driving forces. Furthermore, because the dynamics are driven by a small number of latent forces they provide an easy to interpret representation of the learned motions compared to datadriven approaches such as the use of recurrent neural networks in [Du et al., 2015, Fragkiadaki et al., 2015]. We have demonstrated this interpretive step in our analysis of the learned latent forces for the single segment model in Section 7.3, and the joint model in Section 7.4. In both cases, we were able to plot and examine qualitative features of the learned forces, something that would be entirely out of reach using alternative approaches such as recurrent neural networks in [Du et al., 2015, Fragkiadaki et al., 2015].

Our results have demonstrated the effectiveness of combining a small number of latent forces with a natural decomposition of the data space, in particular, our estimates of the prediction error in Figure 7.6 demonstrate that there is successful information sharing between the different manifold-valued processes using our MLFM framework. Alternative latent variable modelling approaches to human motion data have often tried to first achieve a more significant dimensionality reduction of the data space. Early approaches considered the use of PCA [Ormoneit et al., 2000, Sidenbladh et al., 2000, Yacoob and Black, 1998] assuming that the latent variable model could be well expressed by the projection of the data on to a lower dimensional linear subspace. Unfortunately, there are good reasons to believe that the latent variable manifold for human motion is nonlinear [Bissacco, 2005], and this can be observed in the improved performance of our geometrically constrained MLFM compared to the linear LFM discussed in Section 7.4.2. However, because our method involves a decomposition of the data space, we do not achieve the same scale of dimensionality reduction as alternative methods in the machine learning literature. In the next chapter, we begin to consider how best to combine our approach with some of these alternative methods to achieve both the rich topological structure we can exhibit with the MLFM and a more significant dimension reduction.

Motion capture systems such as the dataset we have been considering in this chapter have proved very useful for those involved in creating live-action cinema, but they have proved less popular for animated features. Typically animation requires a much more stylised representation of motion than that observed in real-world movements, and it is not necessarily intuitive for animators to jointly alter high dimensional time series of rotation valued data to realise a "stylized" transformation of natural motions. We believe the latent force modelling approach allows for a much more intuitive process of realising new transformations by allowing animators to manipulate the small number of latent forces we have learned in order to realise original motions.

While we have successfully demonstrated the potential of the hybrid modelling approach, we have only embedded geometric constraints into the model, and so there is still scope to add more physical realism to the type of models we are considering. For instance, the biological efficiency of the human body, and the natural stabilisation and spring-like properties of joint and limb segments should be viewed as having a
mechanistic structure that complements the exogenous, guided controls that we have focused on modelling. Work remains to be done on adding further physical realism into hybrid models that allow these two important features to be included in such a way that they best complement one another.

## Chapter 8

## Discussion and future work

Our principal aim in this thesis has been on introducing a flexible class of models for performing predictive inference in complex dynamic systems without having to specify complete mechanistic models, and we have provided two methods of approximating the conditional distributions of this class of models. In this chapter, we first present a discussion of the work presented in this thesis and discuss several important directions for future work.

### 8.1 Review

### 8.1.1 A latent force model with multiplicative interactions

In this thesis, we have extended the latent force modelling framework introduced by [Lawrence et al., 2006, Alvarez et al., 2009] to allow for multiplicative interactions between the latent control variables and the state variables. While initially introduced as a mechanistic model it was quickly realised that such models were an effective way of embedding dynamic systems properties into a GP model by way of a nonstationary kernel function. This procedure allowed for the construction of hybrid methods combining an overly simplistic mechanistic model with the flexibility of GP regression methods. The ability to construct a dynamical systems model, but remain within the GP regression setting readily allows for existing inferential techniques used in the general regression setting to be immediately applied to the LFM, or for the LFM to be used in more complex models constructed around GPs.

While the fact that the LFM is a special case of the GP regression model leads to the analytic tractability of this model, it is also indicative of one of the most restrictive assumptions, namely the assumption of Gaussian trajectories. Directly related to the Gaussian trajectories property is the fact that such trajectories are necessarily supported on a vector space. A desire to move beyond this restrictive assumption has been a primary motivation in our introduction of the MLFM in this thesis, and so allowing for the modelling of trajectories with a richer geometric structure. At the same time we have endeavoured to remain faithful to the ingredients that allowed for the tractability of the LFM; that is to say a linear ODE for which the time dependent behaviour of the evolution equation arises from the fluctuations of a set of independent GPs.

The geometric constraints of the MLFM are achieved by constraining the timedependent coefficient matrix to be an element of the Lie algebra associated with some matrix Lie group for all $t$ in some interval. This is achieved by restricting the coefficient matrices to linear combinations of a set of basis matrices of a particular Lie algebra. This is sufficient, [Iserles, 2004], to ensure that the fundamental solution of the ODE
is then an element of the matrix Lie group, and from this, it is then possible to either construct models constrained to the matrix Lie group or formed by the action of this group on a vector space.

An important feature of our MLFM is the ease with which we may build models with a rich topological structure. Such structure frequently appears in nature, for example, many physical processes are bounded and display periodic, or quasi-periodic motions, and this suggests that much of the dynamics of this motion are well explained by trajectories taking the form of quasi-periodic orbits on a compact manifold. The framework introduced in this thesis makes the process of constructing such a latent space straightforward; exactly periodic motion on a compact manifold can be achieved by the Kubo oscillator discussed in Section 6.2.1. The model can then be made more flexible, while still ensuring that the motions are compact, by considering the larger space $S^{2}$, which contains the Kubo oscillator $S^{1}$ as a nested submodel.

The necessity of considering the topology of the latent space has been well appreciated in the machine learning literature. The GP latent variable model with back constraints (BC-GP-LVM) [Lawrence and Quiñonero Candela, 2006] is an attempt to combine the flexibility of GP methods of dimensionality reduction with the use of back constraints to preserve local distances in the dimensionality reduction process. In applying the BC-GP-LVM to periodic human motion data [Lawrence and Quiñonero Candela, 2006] conclude that a circular structure will be necessary, but that a two-dimensional latent space is overly constrained and so unable to demonstrate the required structure adequately. Their solution is to increase the dimension of the latent variable space, but they also remark that the introduction of a cylindrical topology is also likely to resolve the issue. This conjecture is supported in [Urtasun et al., 2008] where the use of such a topology is demonstrated, and so it is instructive to consider how we might impose a cylinder topology using our MLFM framework. One possibility, using a single latent force, would be to consider a three dimensional state variable $\mathbf{x}(t)=\left[\begin{array}{lll}x(t) & y(t) & z(t)\end{array}\right]^{\top}$ governed by the differential equations

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\left[\begin{array}{l}
x(t) \\
y(t)
\end{array}\right]=\left(\beta_{01}^{(1)}+\beta_{11}^{(1)} g_{1}(t)\right)\left[\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right]\left[\begin{array}{l}
x(t) \\
y(t)
\end{array}\right],
$$

and

$$
\frac{\mathrm{d} z(t)}{d t}=\beta_{01}^{(2)} z(t)+\beta_{11}^{(2)} g_{1}(t)
$$

which is an example of the Kubo oscillator model on $S^{1}$, and a univariate LFM on $\mathbb{R}$, combined using the product manifold construction from Section 2.3.2. This model then has the flexibility to wrap around the cylinder $S^{1} \times \mathbb{R}$, with the non-autonomous dynamics allowed by the GP control functions allowing the trajectories to self-intersect in phase space giving the model more expressive flexibility, while the topological construction ensures that the trajectories are constrained to a cylinder. By moving beyond the GP model, we are free from the constraint of embedding topological properties entirely through the choice of the kernel as would be necessary for the GP setting. This avoids the problem of trying to construct the topological property invariance through the choice of the kernel itself, which in general is not easy, and naturally suggests ways of building more complex models. Indeed the construction in [Urtasun et al., 2008] is possible within the GP regression framework because of the relative ease with which we can construct periodic kernels, but it is not clear how to construct kernels which could reflect more general topological features, note for instance that the cylinder $S^{1} \times \mathbb{R}^{1}$ is
not compact unlike the topology of $S^{2}$ discussed above.
Of course what our model lacks relative to the BC-GP-LVM, and similar methods of dimensionality reduction is an operation to map a higher dimensional data space to this cylinder, and more generally our model achieves only a modest dimensionality reduction because of our focus on embedding known geometric constraints. Instead, our model reduction is better viewed as the ability to construct flexible and parsimonious evolution equations in the data space, the parsimony being achieved by the number of latent forces $R$. It would be desirable to combine this more directly with a dimension reduction, and we discuss the addition of this feature later on in this chapter when we discuss future work.

While we do not achieve a dimension reduction in the data space an important aspect of the product manifold modelling approach as described in Section 2.3.2 is the ability to jointly model multiple systems each constrained to some submanifold, and therefore we are able to achieve a great deal of control, and ability to encode relevant prior knowledge, when specifying this decomposition. We demonstrate the potential of this system for predictive inference in dynamic systems in Chapter 7 where we show that the joint modelling of several connected joints leads to superior predictive performance over the marginal joining with only a modest increase in the number of latent forces required.

In summary, the latent force model with multiplicative interactions between the state and controlling GP variables that we have introduced in this thesis enables the embedding of geometric constraints into models of dynamic systems. Our construction allows the specification of models with a higher degree of physical realism while still being flexible enough to be broadly applicable, even in those cases where a complete system specification is hard to motivate. Unfortunately, the ability to model trajectories on non-linear manifolds comes at the expense of the tractable inference of the LFM. This arises because the mapping from the latent Gaussian processes is no longer a linear map, and in general is given by the time ordered integrals discussed in Section 2.3.1. Because of the intractability of the transformation, we need to consider methods of approximate inference, and we now review the two methods introduced in this thesis.

### 8.1.2 Adaptive gradient matching

Our first attempt at deriving an approximate probability density function for the MLFM used the Bayesian adaptive gradient matching methods developed in [Calderhead et al., 2009, Dondelinger et al., 2013]. The simple observation motivating this construction is that the time-evolution equation provides an explicit, and in the case of the MLFM linear, relationship between the parameters of the model and the trajectory through its gradient, so that inference can be guided by the combination of parameters and the latent states that 'match' the gradient. In practice the gradient is unobserved, and so the method works by completing the model with the gradient using an approximation to the conditional distribution $p(\dot{\mathbf{X}} \mid \mathbf{X}, \boldsymbol{\theta})$ and then marginalising out the gradient.

In general the adaptive gradient matching method is only able to produce a conditional density up to an unknown normalising constant, however, for every variable appearing linearly in the time-evolution equation, it is possible to rearrange this unnormalised density as an exponential quadratic in this variable. As an immediate result for all those variables which have a Gaussian prior, we can realise a Gaussian posterior conditional distribution. For a particular variable, the conditioning must be done on all those variables which interact multiplicatively with it in the time-evolution equation,
along with the hyperparameters of the latent state interpolants and the regularisation parameter of the gradient expert. In Section 3.3.1 we carried out this process and presented the Gaussian posteriors for the latent states, latent forces and connection coefficients.

The existence of tractable posteriors for an important subset of the model parameters makes it straightforward to carry out a Gibbs sampling routine using the tractable conditional distributions. This same structure also lends itself well to mean field variational approximations of the posterior distribution, and we presented these in Section 5.3.1. We also discussed MAP estimate of the model parameters noting that because it is possible to marginalise out the state variable, there is little to be gained using the EM algorithm for MAP estimation.

The approximation to the conditional distribution $p(\dot{\mathbf{X}} \mid \mathbf{X}, \boldsymbol{\theta})$ introduced in [Calderhead et al., 2009] takes the form of a multiplicative product of experts. The first expert corresponds to a smooth GP prior on the state and its gradient, and the second takes the form of a regression model introducing a regularisation parameter controlling how strictly the functional constraint implied by the time-evolution equation is imposed. While intuitively appealing and demonstrated in Chapter 6 to work well in scenarios with a high frequency of sampling there are as yet no rigorous guarantees for the accuracy of this approximation. A justifiable concern is the performance of the method as the distance between samples increases, and therefore the likelihood of the interpolating gradient properly belonging to the tangent space of the true manifold. Graphically this deteriorating performance is indicated in Figure 6.1 and the conjectured deterioration in performance borne out by our simulation studies.

In the finite dimensional case, some work has been done establishing the consistency of parameter inference when the estimator of the trajectory is given using a kernel density estimator. For the setting we are interested in it should be relatively straightforward to adopt such methods to the case where the plug-in estimator for the trajectory is a Gaussian process. However, the dependence of the results on the bandwidth or more general properties of the trajectory is still poorly understood, and this will also be the case for the role of the hyperparameters of the GP interpolant. Establishing more rigorous guarantees of this method is an important topic of future research, and we discuss this further in Section 8.2.1.

Despite the caveats just mentioned when we have access to data observed with sufficient frequency the MLFM-AG method provides an effective and efficient means of constructing point estimates and distributional estimates for the MLFM. This also makes it an attractive candidate for approximate inference in more complex models which feature the MLFM as a particular subsystem, for example, the latent space manifold exploration problem which we shall discuss in Section 8.2.3.

### 8.1.3 Method of successive approximations

By introducing an interpolant of the trajectory the MLFM-AG method avoided the need to ever explicitly solve the ODE, and instead, it was possible to introduce an approximation to the trajectory. As we have discussed in Section 6.2.4 the main drawback is the potentially limited ability of gradient matching approaches to accurately recover structural properties of the trajectory away from the training points, although as discussed in Chapter 3 the adaptive gradient matching method of [Dondelinger et al., 2013] does allow for local parameter dependent regularisation of the interpolants. Methods based on solving the ODE do not have this problem because each realisation of the solution is a valid trajectory from this model, conditional on the parameters, and
so accurately recovers the structural information. This has motivated our attempt in Chapter 4 to introduce a method which is more faithful to the idea of solving the ODE, but avoids the propagation of the latent variables through the solution of a numerical ODE.

The first step was to rewrite the ODE as an equivalent integral equation. We could then approximate this integral using some numerical quadrature rule and so for a linear ODE, such the MLFM, realise a system of linear equations. The result is a set of linear constraints which must be satisfied by the model parameters, and so after rearrangement leads to a method of estimating the parameters as the solution of a system of linear equations. However, as we discussed at the start of Section 4.3, the construction of an accurate quadrature rule will require completion of the trajectory. In the absence of a suitable approximation to the trajectory it is not clear how this completion can be achieved and leads to a similar problem as experience in the MLFMAG method; how do we approximate the distribution of the trajectory away from the observed time points.

The problems we have just discussed arise because we are attempting to approximate the marginal distribution of a trajectory which is given only implicitly. Therefore, rather than attempting to approximate this marginal distribution, we consider using a generative method to build an approximation using explicit transformations of a quantity with known initial distribution. A key component in our construction is the method of successive approximations; a standard tool in the classical existence and uniqueness theorems for ODEs. This allowed for the introduction of a truncated series expansion of the trajectory, with each term in the expansion given as an integral transformation of the preceding term.

In general, it will be necessary to consider the completion of each of the successive approximations to allow for accurate quadrature. However, since each term in the expansion is an explicit transform of the preceding term, and the distribution of the first term is known for arbitrarily fine realisations, we do not experience the same problem when approximating the distribution of the completion. Having generated a set of successive approximations with known distribution we are now back in a situation where we can utilise the implied linear constraints to estimate the parameters, only now we will have multiple linear systems with the solution given by the intersection of these hyperplanes.

Of course, the immediate downside of this method is the vast increase in the variable set by retaining the complete set of approximations, one option is to marginalise over this larger variable set, but the resulting likelihood term for the trajectory conditional on the parameters has a complex nonlinear dependence on the parameters. As an alternative we discussed in Chapter 5 we discussed the possibility of using variational methods that combine the ability to exploit the conditional structure of the full model, with a marginalisation step to allow for efficiency. The linear dynamical systems structure of the successive approximations allowed the use of Kalman filtering so that we avoided the need ever to retain the joint distribution of the successive approximations, and instead only need to store statistics involving the pairwise expectations during each step.

A further downside of this method, and one which is not improved by the use of variational methods, is the fact that this construction is local, with the accuracy decaying as we move away from an initial condition. To attempt to alleviate this problem we have considered the possibility of combining several local approximations of a lower order through a mixture modelling approach. Our simulation studies in Section 6.2.6 demonstrate that increasing the number of mixture components can lead
to a successful approximation of the density by a mixture of lower order approximations.
However, there are caveats to the mixture modelling approach. Crucially this approach will reintroduce a bandwidth type parameter controlling how we combine these mixtures, although potentially at a level removed from the use of a kernel density estimator directly on the trajectory as used in the collocation/smoothing approaches. The Gaussian mixture modelling approaching leads to a 'soft assignment' of the variables to their respective classes, and so requires the evaluation of each mixture density for the whole sample, this is potentially computationally efficient and also numerically unstable for points far away from a given initial condition due to the polynomial structure of the approximation. In discussing the connection between the deterministic form the MLFM-SA and feed-forward neural networks with linear activation functions we discussed the possibility of using temporal convolution layers and one advantage these methods would have over the mixture assignment is the use of fixed window lengths, and so a hard assignment. Of course, the advantage of the soft assignment in the Gaussian mixture models is the relatively simple probabilistic structure which we may lose if we consider alternative approaches.

The MLFM-SA model represents an attempt to construct a conditional distribution of the MLFM model which respects the structure as a transformation of the underlying random variables, and so avoids the introduction of a spurious approximation to the trajectory. Our simulation study results presented in Chapter 6 suggest that the method can perform well in the sparser sampling regions where the performance of the MLFMAG method deteriorates. However, as we have demonstrated in 6.3.4, the MLFMAG method is much less computationally intensive. Further work needs to be done to establish both theoretical guarantees for the consistency of this method, and the possibility of achieving greater numerical efficiency and we discuss some ideas in this direction below.

### 8.2 Future work

In this section we describe several directions in which we believe progress would be significant, broadly speaking these fall into either an increased theoretical understanding of the class of latent force models or increasing the range of modelling scenarios to which these methods may be applied.

### 8.2.1 Theoretical properties of the introduced approximations

In this thesis, we have introduced two approximate methods for fitting the latent force model with multiplicative interactions between the state and Gaussian process control functions. In Chapter 3 we used the adaptive gradient matching approximation, and in Chapter 4 we used an approximation derived from the method of successive approximations for Volterra integral equations. An important direction of future study for both of these methods would be to establish rigorous theoretical estimates of the performance in these estimators both for deriving an approximation of the distribution in state space and in carrying out a Bayesian inversion for the evolution equation. In this section, we discuss some current results and the future research directions these results suggest.

## Asymptotic properties of the adaptive gradient matching approximation

We can consider the adaptive gradient matching approximation used in this work as two steps removed from the most straightforward early class of collocation methods as introduced in [Himmelblau et al., 1967, Varah, 1982]. First is the extension introduced in [Calderhead et al., 2009] which adapts these methods to the Bayesian setting, and second the approximation in [Dondelinger et al., 2013] which alters the original two-step approach, in which the trajectories are estimated with no reference to the ODE model parameters, to an adaptive approach which allows feedback between the parameter and trajectory estimates. [McGoff et al., 2015] note that even the simplest case of the two-step methods there is still relatively little known about the theoretical properties of these methods, and so it is not surprising that even less is known about the Bayesian setting and seemingly nothing about the adaptive approach. The absence of theory for the adaptive gradient matching method is related to the fact that only asymptotic consistency has been established, and once we have convergence in probability of the nonparametric estimator to the exact trajectory, the parameter based trajectory update of the adaptive gradient matching method becomes mostly redundant.

We recall from Section 1.1.1 that in general the existing theoretical guarantees are concerned with estimating the parameter vector on the basis of $n$ observations using an objective function of the form

$$
\begin{equation*}
\hat{\theta}_{n}=\underset{\theta}{\arg \min } \int_{0}^{1}\left\|\frac{\mathrm{~d}}{\mathrm{~d} \tau} \hat{\mathbf{x}}(\tau)-f(\tau, \hat{\mathbf{x}}(\tau) ; \boldsymbol{\theta})\right\|^{2} w(\tau) \mathrm{d} \tau, \tag{8.1}
\end{equation*}
$$

for some weight function $w(\cdot)$, and where the trajectory estimate, $\hat{\mathbf{x}}$, is obtained using a plug-in kernel estimator of the function applied to the data, [Silverman, 1986]. Then under the "in-fill" asymptotic regime, that is the case in which the spacing between observations gets infinitely small as the sample size increase, this [Gugushvili and Klaassen, 2012] show that this estimator is consistent with $\sqrt{n}$-rate. While the use of estimator of the trajectory is different in this work, and the results are only established in the finite dimensional parameter setting, the general conclusion that inference is consistent as the trajectory tends towards its degenerate limit is in accordance with the results of our simulation study in Chapter 3.

Nevertheless, the efficiency of estimators of this kind are still not well understood and require a choice of the smoothing and regularisation parameters $\phi$ and $\gamma$ that is in general non-trivial. Given our focus on the structure preservation of the MLFM, and the relationship between the loss of accuracy of the MLFM-AG model with the average geodesic distance on the circle displayed in Figure 6.1. We have suggested that better preservation of the geometric structure, and in particular the tangent space would likely be desirable for these methods, and it may be of interest to examine the possibility of using estimates of the trajectory that preserve this geometric structure so that in (8.1) we take the integral only over trajectories on the manifold. A related idea is the concept of geometric numerical integrators [Hairer et al., 2008] for solving ODEs, and it would be useful to investigate the possibility of combining these techniques, especially if these lead to estimators with better efficiency or improved small sample asymptotics.

With regards to extending these results to the infinite dimensional setting the LFM discussed in Chapter 2 is an obvious starting point for more involved studies. The construction of the adaptive gradient matching approximation required specifying a prior Gaussian process for the trajectories. In the case of the LFM, the trajectories have a GP conditional on structural parameters. Therefore it is not hard to show that
the adaptive gradient matching approximation to the density (3.11) is exact at a point $\theta_{0}=\{\mathbf{D}, \mathbf{S}\}$ for the LFM.

Of course, the idea of the adaptive gradient matching process, and collocation methods more generally, is to specify a parameter independent prior. It would be interesting to establish consistency of the adaptive gradient matching methods when the GP prior on the state variables is taken from the class of LFMs with parameter different from the actual parameter and to investigate how the rate of the convergence to the true posterior is affected by this distance. With a particular focus in this investigation on the role of the spectrum of the coefficient matrix of the LFM (2.2) as this could have important connections with more general hyperbolic dynamical systems [Katok and Hasselblatt, 1995]. If it was possible to establish the results for the linear case, then a natural extension would then be to consider nonlinear models which, upon linearisation, can be described by the LFM, and to consider the use of the linearised LFM as the prior on the state when using the collocation methods to carry out inference for the nonlinear model.

## Asymptotic properties of the successive approximation method

Our results in Chapter 4 began by considering the integral equation representation of the solution of a linear ODE It is therefore interesting to note that there has been some attention in the literature given to parameter estimation using this representation, rather than by matching the gradient. [Dattner and Klaassen, 2015] consider parameter inference by minimising the cost function

$$
\hat{\boldsymbol{\theta}}_{n}=\underset{\boldsymbol{\theta}}{\arg \min }\left\|\hat{\mathbf{x}}_{n}(t)-\mathbf{x}_{0}-\int_{0}^{t} f\left(\tau, \boldsymbol{\theta}, \hat{\mathbf{x}}_{n}\right) \mathrm{d} \tau\right\|^{2},
$$

where once again $\hat{\mathbf{x}}_{n}(t)$ is some plug-in estimator of the trajectory which will depend on the data.

They consider the case where the equation is linear in the parameters, that is the time-evolution equation has a representation

$$
\begin{equation*}
f(\mathbf{x}(t), \boldsymbol{\theta})=\eta(\boldsymbol{\theta}) h(\mathbf{x}(t)) \tag{8.2}
\end{equation*}
$$

for some functions $\eta$ and $h$. In this case $\eta$ is referred to as the natural parameter of the model, and they are able to prove parameter identifiability and consistency for the natural parameter as the plug-in estimator tends in probability towards its constant limit.

By considering in-fill asymptotics one is able to establish consistency as the trajectories tend towards the degenerate limit. We mentioned this same underlying idea when discussing the existence of a conditional distribution tended towards a degenerate least squares problem. However we discussed in Chapter 4 that this naturally requires completeing the trajectory in someway, and in the case when the parameter is infinite dimensional this is not straightforward.

As such our method was constructed on an assumption that this limit was unavailable, and instead we introduced the successive approximation method. Which avoided the need to introduce an ambiguous smooth parameter, although still required a regularising parameter. It would seem to us to be of immediate interest to switch to the simpler finite dimensional parameter setting and then establish in-fill consistency of the successive approximations method, in particular the realisation of the solution as a generalised least squares problem. It would also be of interest to investigate these
issues from a Bayesian perspective, and to also investigate small sample asymptotics for the estimates.

Not only would this program improve our understanding of the method in general and so prepare the way for a deeper understanding of the infinite dimensional setting, but it would also allow us to investigate the extension of the successive approximation method to the case where the integral transform defining the Picard map is nonlinear. In this particular case will have the operator

$$
\mathcal{K}[f](t)=\eta(\boldsymbol{\theta}) \int_{t_{0}}^{t} h(f(\tau)) \mathrm{d} \tau
$$

where in general $h$ is nonlinear. As such we would lose the linear dynamical system structure, and instead would have a nonlinear transformation of each approximation, however it may still be feasible to consider the extended and unscented Kalman filter, [Kalman and Bucy, 1961, Julier and Uhlmann, 2004], approximations to this nonlinear system.

### 8.2.2 Local experts for the method of successive approximations

In Section 4.5 we introduced the MLFM-MixSA model, which combined local versions of the MLFM-SA model to counteract the decay in the accuracy of the approximation over longer intervals. The result was a Gaussian process mixture model, and our simulation study in Section 6.2 .6 suggests that this approach has the potential to lead to more accurate inference.

However, it is clear that more work needs to be done in understanding this method. Previously, we remarked on the possibility of using convolution layers in the neural network setup of Section 4.4 .1 to achieve the desired local approximations. An alternative, but likely related, construction is given by local polynomial regression, [Stone, 1977, Cleveland, 1979]. These models are designed to learn the non-parameteric mean function $\mu(\cdot)$ in the regression model

$$
\begin{equation*}
Y\left(t_{i}\right)=\mu\left(t_{i}\right)+\boldsymbol{\epsilon}_{i} \tag{8.3}
\end{equation*}
$$

for independent i.i.d errors $\boldsymbol{\epsilon}_{i}$. The idea is to expand the mean function by its $M$ th order Taylor series

$$
\mu\left(t_{i}\right)=\sum_{m=0}^{M} \frac{\left(t-t_{0}\right)^{m}}{m!} \mu^{(m)}\left(t_{0}\right)
$$

where $\mu^{(m)}\left(t_{0}\right)$ is the $m t h$ order derivative of $\mu$ evaluated at $t_{0}$. Since the Taylor series provides only a local approximation the idea is to approximate this expansion by finding the vector $\hat{\boldsymbol{\beta}} \in \mathbb{R}^{M+1}$ which minimises the objective function

$$
\begin{equation*}
\sum_{i=1}^{N}\left(Y_{i}-\sum_{m=0}^{M} \beta_{m}\left(t-t_{0}\right)^{m}\right)^{2} K\left(t_{i}-t_{0}\right) \tag{8.4}
\end{equation*}
$$

for some appropriate choice of kernel function $K(\cdot)$. Under certain assumptions it can be shown that

$$
\hat{\beta}_{m} \xrightarrow{\mathbb{P}} \frac{\mu^{(m)}\left(t_{0}\right)}{m!},
$$

where the convergence is taken to be convergence in probability.
In the case of linear ODEs with finite dimensional parameters then one may easily show that the approximation obtained by repeated iteration of the Picard map agrees with the Taylor series expansion of the solution. This naturally suggests the use of a local polynomial estimator to carry out inference. Indeed we could derive a local polynomial estimator for each component of the trajectory, $x_{k}(t), k=1, \ldots, K$, ariving at a collection of coefficients $\hat{\beta}_{k m}$, for $k=1, \ldots, K$ and $m=0,1, \ldots, M$. We could then attempt to recover the true parameters by matching these coefficients with the polynomial expansion given by the truncated Neumann series. Whether the parameter is identifiable will then depend on a system of polynomials which can be checked, although in practice this may be complicated to do, nevertheless this is equally true for many other conditions for parameter identification in dynamic systems models.

After carrying out the full derivation for the finite dimensional linear case, and using existence results for local polynomial regression to establish consistency and distributional properties, then a natural extension would be to consider the possiblity of applying this method to systems which are linear in parameters as discussed in the previous section, and the infinite dimensional setting. Knowledge of small sample asymptotics and optimal selection of the bandwidth in the linear case would likely lead to a much improved understanding of the linear infinite dimensional case, and how we might go about constructing a mixture of the MLFM-SA model.

### 8.2.3 Latent manifold exploration

The ultimate purpose of our extension of the LFM framework in Chapter 2 to now include multiplicative interactions between the latent force and state variables was to enable the embedding of known geometric constraints into the model building process while continuing to avoid the need to provide a complete mechanistic specification of the dynamic system. This point of view guided our choice of application in Chapter 7 to human motion data for which the fixed length of joint segments, and the recording of motion as relative rotations, naturally suggested an appropriate decomposition of the data space.

As we consider future applications and seek to expand the list of modelling scenarios in which our proposed method could be utilised, we would like to relax this assumption of a known geometric constraint. Instead, we would want to allow for the topological structure of the latent variable space to be learned automatically, and for the possibility of this step being combined with a more substantial dimensionality reduction. As such there are two challenges which must be addressed, the first is the process of manifold exploration in either the data space or latent variable space, and the second is combining this exploration with a dimensionality reduction technique.

If we first consider the process of manifold exploration in a given space, then one option open to us would be to fit the model using the methods developed in this thesis for a wide range of different manifold structure and then use some form of model validation process to select the model. Rather than perform model selection after fitting the model a more satisfying method would allow for the construction on an inferential process with the ability to move between different manifolds during the learning process, and so marginalise over the various possible choices of geometric structure.

In general moving between manifolds during the learning process is a hard problem because transformations between manifolds are typically nonlinear. Furthermore if we want to allow for interesting moves we must need consider non-invertible maps; otherwise we would be exploring manifolds that are equivalent up to a continuous
bijection, that is to say, manifolds which are homeomorphic.
So for the model to be attractive, it must move between manifolds which are not homeomorphic and therefore we must consider transformations that are not continuous bijections. As a result, we cannot make immediate use of the Jacobian as a means of weighting the change of the probability with the transformation.

However, while the transformations between the manifolds are necessarily complex an attractive feature of the MLFM framework which we have introduced is that the manifold constraints are encoded in the model by the Lie algebra determining the support of the matrix-valued process $\mathbf{A}(t)$ so that differing Lie algebras represent different geometries. In contrast to the transformation between different manifolds the move between Lie algebras is a move from one finite-dimensional vector space to a new (finite dimensional) vector space, and therefore it is simpler to understand how the model transforms.

If we would like to consider different dimensions of the latent variable space, then the transformations between the different Lie algebra structures will typically not be invertible, but the vector space setting makes it simpler to place the different possible model configurations inside a single space and so better understand how we might move between models.

To make this explicit we first fix a dimension of the space $n$, then for a given model the matrix $\mathbf{A}(t) \in \mathbb{R}^{n \times n}$ will be a member of the Lie-algebra $\mathfrak{g l}_{n}$, which is the $n^{2}$ dimensional Lie algebra generating the group of invertible linear transformations on $\mathbb{R}^{n}$, usually referred to as the general linear group. This Lie algebra has a basis

$$
\mathbf{E}_{i j}^{(n)}=\left\{\mathbf{M} \in \mathbb{R}^{n \times n}:\left[\mathbf{E}_{i j}^{(n)}\right]_{k l}=\delta_{i k} \delta_{j l}\right\}
$$

Therefore every possible specification of the MLFM for a fixed dimension is expressable with respect to this basis, and so using the notation of Section 2.3 we would have $D=n^{2}$, and a set of basis matrices $\left\{\mathbf{L}_{d}\right\}_{d=1}^{D}$ by choosing an enumeration of the set of matrices $\mathbf{E}_{i j}$ for $i, j=1, \ldots, n$. So that the methods introduced in this thesis already allow for the integration over all such possible specifications if we pick a suitably large set of basis matrices. The quadratic scaling of the size of basis matrices, and so the number of connection parameters $\beta_{r d}$ with the dimension of the state variable is, of course, a possible cause for concern, however our objective at this stage is to work towards a significant dimension reduction, so this is not necessarily prohibitive.

A somewhat more subtle issue is whether it is best to optimise over the complete set of basis matrices freely, or whether a more controlled search of the model space might be preferred. This issue deserves some attention, for instance, we could imagine a Monte-Carlo search of the model space proceeding by adding and removing basis matrices, but also with more structured changes such as proposing the addition of asymmetric, or skew-symmetric pairs of basis matrices.

If we now allow the dimension of the state space to vary, typically we would want to achieve a dimension reduction and so if $K$ continues to denote the dimension of the dataspace then we can consider the case of all possible specifications of the coefficient matrix on the space

$$
\begin{equation*}
\mathcal{M}=\left\{\mathfrak{g l}_{n}\right\}_{n=1}^{K} . \tag{8.5}
\end{equation*}
$$

In terms of moving from $\mathfrak{g l}_{n}$ to $\mathfrak{g l}_{n+1}$ a natural choice would be to consider the mapping of each basis matrix $\mathbf{E}_{i j}^{(n)} \mapsto \mathbf{E}_{i j}^{(n+1)}$, which corresponds to nesting each of the $n \times n$ matrices as a block in the larger $(n+1) \times(n+1)$, with a similar idea for
moving down in dimension. A full description of this process is the subject of future research, but a graphical representation of the idea is given in Figure 8.1. Since the problem reduces to moving between finite dimensional vector spaces a promising choice of learning algorithm is given by reversible MCMC techniques [Green, 1995].

We must now consider how to carry out the transformation from the latent variable space and the data space. In the case that this relationship is linear, then the inference is likely to remain relatively straightforward. Because we would like to retain a probabilistic structure to our approximations, then a natural place to start is the use of the GP latent variable model [Lawrence, 2003].

Existing approaches to dimensionality reduction that have used the GP-LVM, or similar frameworks, includes the BC-GP-LVM which we mentioned in the previous section, the GPDM described in Section 1.1.6 and the topologically constrained latent variable model TC-LVM [Urtasun et al., 2008] and the GPDM [Wang et al., 2006].

In general, these methods have the property that the data conditional on the latent states, is a GP, but that the kernel of this conditional GP depends in a nonlinear way on the state variables. This is very similar to the situation encountered for the conditional distribution of the state variable in the MLFM-AG and MLFM-SA approximations; however, the difference in these situations is that each entry of the covariance function typically depends on the full set of latent states. In comparison, the entries of the covariance matrix in the GP-LVM depend only on the latent states at two distinct points.

While this makes model somewhat more complex, it does not seem completely prohibative. Furthermore the variational methods developed for the GP-LVM in [Titsias and Lawrence, 2010] only require the ability to take the expectation of certain statistics of the covariance function, and so while they would be more complex in the fully dependent specifcation of the covariance function they do not seem beyond the realms of possibility.

More generally for the methods discussed above it is not immediately obvious what any of the global geometric or topological structure of the resulting latent space might be. In contrast for the MLFM framework which we have introduced the topology is well understood being composed of products of well studied matrix Lie groups. Therefore if we can combine the Gaussian conditional structure of our approximations to the MLFM with a signficiant dimensionality reductions then we will be able to carry out learning of highly structured low dimensional latent spaces, which in contrast to the TC-LVM do not attempt to embed topological constraints through the covariance function, but rather the much more flexible choice of the coefficient matrix.

### 8.2.4 Parameter-driven models

For dynamical systems models with time-varying parameters [Cox et al., 1981] makes a distinction between those which may be regarded as observation driven, and those which are parameter driven. In both cases one assumes that the output, $\mathbf{y}_{s}$, of the process at a discrete, ordered, set of index times $s \in\{0,1, \ldots, T\}$ is the output of an, ideally exponential family, distribution governed by the time-dependent parameter $\phi_{s}$.

In the case of the observation-driven model, the current parameter estimates are assumed to be given by deterministic functions of the output dependent variables, as well any additional covariates available up to, and including, time $s$. Let $\mathbf{Y}^{(s-1)}=$ $\left(\mathbf{y}_{s-1}, \mathbf{y}_{s-2}, \ldots\right)$ denote the history of the process up to index $s$ then we write $p\left(y_{s} \mid\right.$
$\left.\mathbf{Y}^{(s-1)}\right):=p\left(\mathbf{y}_{s} \mid \phi_{s}\right)$ with a parameter of the form

$$
\begin{equation*}
\phi_{s}=\phi\left(\mathbf{Y}^{(s-1)}, w_{s}\right) \tag{8.6}
\end{equation*}
$$

where $w_{s}$ is the output of some random Markovian innovation process at time $s$, and the function $\phi(\cdot)$ is a known deterministic function. Under this paradigm the parameters evolve randomly over time, but are perfectly predictable one-step-ahead given the past information.

Alternatively, within the parameter-driven, paradigm one instead models the parameter as

$$
\begin{equation*}
\phi_{s}=\phi^{\dagger}\left(\phi^{(s-1)}, w_{s}^{\dagger}\right) \tag{8.7}
\end{equation*}
$$

for some function $\phi^{\dagger}(\cdot)$, and where again $w_{s}^{\dagger}$ is a pure noise innovation process. Important special instances of such models include the stochastic volatility models [Tauchen and Pitts, 1983] which have seen widespread use in finance and economics. Under this setting the parameters themselves are allowed to vary over time as a stochastic processes, and for this reason [Cox et al., 1981] referred to them as latent structure models and we now consider the connection between these models and the latent force models considered in this thesis.

## Linear latent force models

We first consider the linear latent force model discussed in Section 2.2, and for simplicity we shall illustrate our discussion with the simplest example of a univariate LLFM with a single driving force

$$
\begin{equation*}
\frac{\mathrm{d} x(t)}{\mathrm{d} t}=-D x(t)+S g(t) \tag{8.8}
\end{equation*}
$$

We further assume that the driving force, $g(t)$, has a representation as a stochastic differential equation, this is true for many popular GPs with stationary kernel functions [Säarkä and Solin, 2019], then we may write a state space representation of this GP as

$$
\begin{align*}
& g(t)=\mathbf{H z}  \tag{8.9a}\\
& \mathrm{d} \mathbf{z}=\mathbf{F} \mathbf{z} d+\mathbf{L} d \mathbf{w}(t) \tag{8.9b}
\end{align*}
$$

for some observation matrix $\mathbf{H}$, drift matrix $\mathbf{F}$ and diffusion matrix $\mathbf{L}$, where $\mathbf{w}(t)$ is a vector-valued, but possibly degenerate, white noise process.

It follows that the augmented process $\tilde{\mathbf{z}}(t)=(x(t), \mathbf{z}(t))^{\top}$ will also have a linear state space representation, and in particular after discretisation we can write the process as a linear Gaussian dynamical system, with a Gaussian emission density and a latent Markov structure. From this we can easily relate parameter driven models and the LFM by identifying the time varying parameter with the state space process $\tilde{\mathbf{z}}$ at discrete times, and then choosing an emission density, in particular if this emission density is Guassian we can fit these models using standard Kalman filtering methods.

## Multiplicative latent force models

The discussion in [Cox et al., 1981] makes it clear than the distinction between the parameter and observation driven setup becomes more interesting in the case of nonGaussian time series, and we now consider how we would have to adapt the above setup
if we wish to add multiplicative interactions.
We shall again assume that the driving GP has a state space representation (8.9), and if we consider a simple example of the MLFM with a single latent force, then we obtain a system of stochastic differential equations

$$
\begin{align*}
\mathrm{d} \mathbf{x}(t) & =\left[\mathbf{A}_{0}+(\mathbf{H z}(t)) \cdot \mathbf{A}_{1}\right] \mathbf{x}(t) \mathrm{d} t  \tag{8.10a}\\
\mathrm{~d} \mathbf{z}(t) & =\mathbf{F} \mathbf{z} \mathrm{d} t+\mathbf{L} \mathrm{d} \mathbf{w}(t) \tag{8.10b}
\end{align*}
$$

After discretisation this becomes a nonlinear state space model, with non-Gaussian trajectories which is one of the most general methods of constructing parameter driven models, [Koopman et al., 2016]. As such the MLFM may be regarded as a particular instance of a parameter driven model. However, as made clear from our discussion of the Lie algebra/group structure in Section 2.3 there is important invariant structure that should be taken into account when performing the discretisation to construct the corresponding discrete time parameter-driven model. In particular we recall that after discretisation the MLFM can be written as a sequence of sequential transformations

$$
\begin{equation*}
\mathbf{x}_{s}=\mathcal{R}\left(\left\{g(t): t \in\left[t_{s-1}, t_{s}\right]\right\}\right) \mathbf{x}_{s-1} \tag{8.11}
\end{equation*}
$$

where $\mathcal{R}$ is an element of some Lie group $G$. This element depends only on the latent force over the interval $\left[t_{s-1}, t_{s}\right]$, and formally we can write

$$
\begin{equation*}
R\left(\left\{g(t): t \in\left[t_{s-1}, t_{s}\right]\right\}\right)=\mathcal{T} \exp \left(\int_{t_{s-1}}^{t_{s}} g(\tau) \mathrm{d} \tau\right) \tag{8.12}
\end{equation*}
$$

where $\mathcal{T}$ is the "time-ordering" operation [van Kampen, 2007] which rewrites (8.12) as the formal solution (4.9) to the MLFM given in Section 4.2. This is now a nonlinear, non-Gaussian state space model and it not necessarily clear how one might perform inference in this model. The representation (8.12) is only a formal one, and some approximation be done such the one we have developed in Chapter 4. One possibility would be to consider using extended Kalman filtering ideas for the nonlinear continuous time state space model (8.10) such as in [Hartikainen et al., 2012], but a naive application of these ideas would ignore the special nature of the Lie group structure.

An interesting alternative would be to attempt to construct a Markov process in the Lie algebra itself, rather than the specification in (8.10) which constructs the state space model on the group itself - a similar idea is contained in the specification of the function $\Omega(t)$ in the Magnus series solution discussed in Section 4.2.1 and further exploration of this deserves attention. Once a suitable time-varying system has been constructed in the Lie algebra one can then consider emissions which take the form of exponential family distributions which are supported on the relevant Lie group, in simple examples such as the circle such emission distributions would coincide with the wrapped distributions used in circular statistics and their higher dimensional analogues [Mardia and Jupp, 2000]. On a potentially related note [Bather, 1965] provided some conditions for the existence of convenient summarising statistic for the parameter chain $\left\{\phi_{s}\right\}_{s=0}^{T}$, so that inference may be done efficiently, without growing in dimension as the number of time-steps increases. These conditions however require solving a certain integral equation which in general is likely to be prohibitively challenging. However, it may be possible that invariant solutions to this integral equation can be obtained for the special case of the MLFM by using symmetry properties of the Lie groups themselves,
and we leave this investigation to future work.

### 8.2.5 Partial differential equations

An important extension of the models introduced in this thesis, which have been constructed around ODEs, would be to systems described by partial differential equations (PDEs) which model an output $\mathbf{y}(t, \mathbf{x})$, depending on both a temporal argument and an $M$-dimensional spatial argument, x, using an evolution equation of the form

$$
\begin{equation*}
\frac{\partial \mathbf{y}(t, \mathbf{x})}{\partial t}=f\left(t, \mathbf{x}, \mathbf{y}, \frac{\partial \mathbf{y}}{\partial x_{1}}, \ldots, \frac{\partial \mathbf{y}}{\partial x_{N}}, \frac{\partial^{2} \mathbf{y}}{\partial x_{1} \partial x_{1}}, \ldots, \frac{\partial^{2} \mathbf{y}}{\partial x_{1} \partial x_{M}}, \ldots\right) \tag{8.13}
\end{equation*}
$$

To remain within the linear latent force model framework we would have to assume that this evolution equation is linear with respect to the output variable and its mixed derivatives. The application of the LFM described in Chapter 2 to such a system has been considered in [Alvarez et al., 2009] for the heat equation

$$
\frac{\partial y_{k}(t)}{\partial t}=\sum_{j=1}^{M} \kappa_{k} \frac{\partial^{2} y_{k}(t, \mathbf{x})}{\partial x_{j}^{2}}+\sum_{r=1}^{R} S_{r k} g_{r}(t), \quad k=1, \ldots, K
$$

Note once again the diagonal structure of this model ensuring that interactions between the field variables, $y_{q}(t, \mathbf{x})$, occur only through the set of common latent forces, this is required to ensure tractability of integrals defining the covariance of the solution similar to the case described in Section 2.2.1. For a model of this form, it is possible to express the solution as a convolution of the latent force with a Greens' function associated with the PDE, again similar to the convolution operators (2.7) in Section 2.2.1, leading to an explicit expression for the covariance function and a preservation of the GP regression framework.

Since, at least in relatively simple cases, it is possible to extend the LFM to the PDE setting it is reasonable to consider whether this remains true if we now allow for multiplicative interactions between the latent forces and the output variables along the lines of the MLFM introduced in this thesis. Once we allow for multiplicative interactions, it will typically no longer be the case that we can obtain an explicit Greens' function for the solution, mirroring our discussion on the absence of a simple expression for the fundamental solution of the MLFM. One possible way of proceeding would be to discretise the spatial variable, and so recast the PDE as a system of ODEs; this is referred to as the 'method of lines' [Schiesser, 1991]. Once we have carried out this process, we could, in principle, apply the techniques developed in this thesis to this extensive system of ODEs, which will be of the MLFM form. However in practice, there are several difficulties in carrying over the procedures already developed in such a direct way, the most serious of these difficulties are associated with the fact that the dimension of the state variable, $K$, will now be of a very high dimension.

For example in the MLFM-AG method which requires introducing an independent GP interpolant to each dimension of the state variable, we would now have to perform $K$ inversions of the $N \times N$ covariance matrices which will quickly become computationally demanding. One option to rescue the method in this setting would be to insist that all of the GPs have the same kernel function and hyperparameter. However, this seems very unsatisfying given the dependence of the GP interpolants on these hyperparameters which we have discussed in this thesis and the fact that variations of the functions described by PDEs at different spatial coordinates are likely to be qualitatively very
different.
The situation is no better for the case of the MLFM-SA method where the transformation operator is of size $(N K)^{2}$ so that with very high dimensional state variables this method will not be possible. The situation is not entirely hopeless because the conversion of the righthand side of (8.13) to a discretised form using finite differences leads to a transformation matrix with a high degree of sparsity. This sparsity will further carry on into the construction of the discrete version of the Picard operator for the semi-discretised PDE, however, there is still a significant challenge in implementing such a method correctly.

For both of these approaches, the sparsity of the discretised form of the equation also implies specific conditional independence properties of the semi-discretised variables $\mathbf{y}\left(t, x_{i}\right)$. The process of choosing an inference strategy which respects this conditional independence structure referred to as 'coding' in [Besag, 1974] for spatial random fields. Successful coding is likely to be a necessary step in making these methods practical, however, for both methods, there is the further issue of potential problems regarding the stability of the chosen discretisation scheme.

## Proper orthogonal decompositions

In the context of PDEs and the associated issues of high dimensionality, it is worth considering a popular dimension reduction strategy is popular in physics referred to as 'proper orthogonal decompositions', but more familiar in the statistics and machine learning community as principal component analysis. In this method, a set of $N$ observations of a $K$ dimensional variable are represented by linear combinations of a set of $\ell$ dimensional basis vectors, with $\ell<\min \{N, K\}$ in an optimal manner.

$$
\min _{\psi_{1}, \ldots, \psi_{\ell} \in \mathbb{R}^{K}} \int_{0}^{T}\left\|\mathbf{x}(t)-\sum_{i=1}^{\ell}\left\langle\mathbf{x}(t), \psi_{i}\right\rangle_{W} \psi_{i}\right\|_{W}^{2} \mathrm{~d} t, \quad \text { s.t. } \quad\left\langle\psi_{i}, \psi_{j}\right\rangle_{W}=\delta_{i j}, 1 \leq i, j \leq \ell,
$$

here we use the bracket notation to denote a, possibly weighted, inner product on $\mathbb{R}^{K}$ given by $\langle\mathbf{x}, \mathbf{y}\rangle_{W}=\mathbf{x}^{\top} W \mathbf{y}$ for vectors $\mathbf{x}, \mathbf{y} \in \mathbb{R}^{K}$ and symmetric positive definite matrix $W$. This objective function is typically replaced by a dense sample of the process $\mathbf{x}(t)$, referred to in the POD literature as 'snapshots', and replacing the integral with a numerical quadrature. As in standard PCA, it is not hard to show that the optimal choice of basis vectors are given by weighted versions of the eigenvectors of the sample covariance matrix. Indeed if we combine the quadrate weights $\left\{\alpha_{j}\right\}$ into the $N \times N$ diagonal matrix $D$, the collection of observations of the states into $\mathbf{X}$ then if $\mathbf{U}, \boldsymbol{\Sigma}, \mathbf{V}$ is the singular value decomposition of $\overline{\mathbf{X}}$ then the basis vectors are given as in standard PCA by

$$
\psi_{i}=W^{1 / 2} \mathbf{U}_{:, i} .
$$

Little attention in the literature has been given to the probabilistic interpretation of the POD method. However, it has been noted [Tipping and Bishop, 1999, Bishop, 1999] that PCA can be given a probabilistic interpretation as a Gaussian latent variable model. With this in mind, it would be of immediate interest to compare the Gaussian approximation arising from the POD model reduction of the LFM discussed in Chapter 2 with the exact Gaussian distribution, and to further compare this with the Gaussian approximation provided by the adaptive gradient matching methods.

As we saw in Chapter 3 the MLFM-AG approximation allowed for a convenient
conditional Gaussian structure providing tractable parameter inference, whereas for the POD method the dependence of the parameters will get lost in the construction of the singular value/eigenvalue decomposition of the model matrices.

Since the POD method leads to very efficient dimensionality reduction, and the MLFM-AG methods lead to very tractable conditional inference it would be an interesting research program to investigate the linear case in order to achieve a more in-depth understanding on the connection between these two approaches. Moreover, we could then investigate the possibility of creating a hybrid method attempting to embody the best aspects of both methods, leading to significant dimensionality reduction and tractable parameter inference in very high dimensional dynamical systems as an alternative to the GP based dimensionality reduction techniques we discussed above.
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(a) Trajectory on $S^{1}$
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(c) Trajectory on $S^{1} \times \mathbb{R}$

Figure 8.1: Graphical representation of embedding a single trajectory of the MLFM into different manifolds by varying the coefficient matrix. In each figure the model has the same trajectory, but we can change the space of possible trajectories realised. The initial example on the circle (a) can be considered as a model on $S^{2}$ by nesting the coefficient matrix in a higher dimensional vector space (b), or nested in the cylinder by also allowing for affine translations in (c).
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## Appendix A

## Some properties of the multivariate Gaussian distribution

The following fundamental properties of multivariate Gaussian distributions are used frequently throughout this work, and so we state the results here so as to provide a convenient reference. We follow the presentation in [Bishop, 2006] where full derivations may be found.

## A. 1 Coefficient matching for Gaussian distributions

For a Gaussian random variable $\mathcal{N}(\mathbf{z} \mid \boldsymbol{\mu}, \mathbf{\Sigma})$ we recall that the log-density is given by

$$
\begin{equation*}
\log \mathcal{N}(\mathbf{z} \mid \boldsymbol{\mu}, \Sigma)=-\frac{1}{2}\left(\mathbf{z}^{\top} \boldsymbol{\Sigma}^{-1} \mathbf{z}-2 \mathbf{z}^{\top} \boldsymbol{\Sigma} \boldsymbol{\mu}\right)+\text { constant } \tag{A.1}
\end{equation*}
$$

where the constant does not depend on $\mathbf{z}$. By identifying coefficients we can conclude that if $\mathbf{z}$ is a multivariate random variable supported on $R^{D}$ with log-density of the form

$$
\begin{align*}
\log p(\mathbf{z} \mid \mathbf{A}, \mathbf{b}) & =-\frac{1}{2}(\mathbf{z A} \mathbf{z}-2 \mathbf{z} \mathbf{b})+\text { constant } \\
& =-\frac{1}{2}\left(\mathbf{z A} \mathbf{z}-2 \mathbf{z} \mathbf{A}^{-1} \mathbf{A} \mathbf{b}\right) \tag{A.2}
\end{align*}
$$

where we have assumed that $\mathbf{A}$ is non-singular, then matching the coefficients in (A.1) and (A.2) we conclude that

$$
\begin{equation*}
p(\mathbf{z} \mid \mathbf{A}, \mathbf{b})=\mathcal{N}\left(\mathbf{z} \mid \mathbf{A} \mathbf{b}, \mathbf{A}^{-1}\right) . \tag{A.3}
\end{equation*}
$$

## A. 2 Marginal and conditional Gaussian distributions

Given a marginal Gaussian distribution for the component $\mathbf{x}$ and a conditional Gaussian distribution for $\mathbf{y}$ given $\mathbf{x}$, both taking the form

$$
\begin{align*}
& p\left(\mathbf{x}=\mathcal{N}\left(\mathbf{x} \mid \boldsymbol{\mu}, \mathbf{\Lambda}^{-1}\right)\right.  \tag{A.4}\\
& p(\mathbf{y} \mid \mathbf{x})=\mathcal{N}\left(\mathbf{y} \mid \mathbf{A x}+\mathbf{b}, \mathbf{L}^{-1}\right) \tag{A.5}
\end{align*}
$$

where $\mathbf{A}$ is a rectangular matrix, $\mathbf{b}$ is an offset vector, and $\boldsymbol{\Gamma}$ and $\mathbf{L}$ are the precision matrices of the marginal and the conditional distributions respectively. Then the marginal distribution of $\mathbf{y}$, and the conditional distribution of $\mathbf{x}$ given $\mathbf{y}$ take the form

$$
\begin{align*}
& p(\mathbf{y})=\mathcal{N}\left(\mathbf{y} \mid \mathbf{A} \boldsymbol{\mu}+\mathbf{b}, \mathbf{L}^{-1}+\mathbf{A} \mathbf{\Lambda}^{-1} \mathbf{A}^{\top}\right)  \tag{A.6a}\\
& p(\mathbf{x} \mid \mathbf{y})=\mathcal{N}\left(\mathbf{X} \mid \boldsymbol{\Sigma}\left\{\mathbf{A}^{\top} \mathbf{L}(\mathbf{y}-\mathbf{b})+\boldsymbol{\Lambda} \boldsymbol{\mu}\right\}, \boldsymbol{\Sigma}\right) \tag{A.6b}
\end{align*}
$$

where the posterior covariance matrix is given by

$$
\begin{equation*}
\boldsymbol{\Sigma}=\left(\boldsymbol{\Lambda}+\mathbf{A}^{\top} \mathbf{L} \mathbf{A}\right)^{-1} \tag{A.7}
\end{equation*}
$$

## Appendix B

## Posterior conditionals for the MLFM-AG model

We provide more exhausive details on the derivation of some of the posterior conditional distributions derived for the MLFM-AG than those presented in the main body of the thesis. For all of the results below it is useful to recall that up to an additive constant we have

$$
\begin{align*}
\log p & (\mathbf{X} \mid \boldsymbol{\beta}, \mathbf{g}, \boldsymbol{\phi}, \boldsymbol{\gamma}) \\
& =-\frac{1}{2} \sum_{k=1}^{K} \mathbf{x}_{k}^{\top} \mathbf{C}_{\phi_{k}}^{-1} \mathbf{x}_{k}-\frac{1}{2} \sum_{k=1}^{K}\left(\mathbf{f}_{k}-\mathbf{m}_{k}\right)^{\top} \mathbf{S}_{k}^{-1}\left(\mathbf{f}_{k}-\mathbf{m}_{k}\right)+\mathrm{constant} \tag{B.1}
\end{align*}
$$

## B. 1 Posterior condtional for the latent force variables

To construct the conditional distribution for the latent forces conditional on the latent states and additional model parameters we use the representation given by (3.19b). Because of the presence of the offset matrix, $\mathbf{A}_{0}$, and the fact that the predicted mean $\mathbf{m}_{k}$ has no functional dependence on the latent forces means that, unlike the case for the latent states, we can not directly expand the argument of the exponential in (3.17) as a homogenous quadratic form. Instead we have

$$
\mathbf{f}_{k}-\mathbf{m}_{k}=\sum_{r=1}^{R} \mathbf{v}_{k r} \circ \mathbf{g}_{r}-\left(\mathbf{m}_{k}-\mathbf{v}_{k 0}\right)
$$

and therefore

$$
\begin{align*}
\left(\mathbf{f}_{k}-\mathbf{m}_{k}\right)^{\top} \mathbf{S}_{k}^{-1}\left(\mathbf{f}_{k}-\mathbf{m}_{k}\right)= & \sum_{r=1}^{R} \sum_{s=1}^{R}\left(\mathbf{v}_{k r} \circ \mathbf{g}_{r}\right)^{\top} \mathbf{S}_{k}^{-1}\left(\mathbf{v}_{k r} \circ \mathbf{g}_{s}\right) \\
& -\sum_{r=1}^{R}\left(\mathbf{v}_{k r} \circ \mathbf{g}_{r}\right)^{\top} \mathbf{S}_{k}^{-1}\left(\mathbf{m}_{k}-\mathbf{v}_{k 0}\right) \\
& -\sum_{s=1}^{R}\left(\mathbf{m}_{k}-\mathbf{v}_{k 0}\right)^{\top} \mathbf{S}_{k}^{-1}\left(\mathbf{v}_{k s} \circ \mathbf{g}_{s}\right) \\
& +\left(\mathbf{m}_{k}-\mathbf{v}_{k 0}\right)^{\top} \mathbf{S}_{k}^{-1}\left(\mathbf{m}_{k}-\mathbf{v}_{k 0}\right) \tag{B.2}
\end{align*}
$$

The final term does not depend on $\mathbf{g}$ and so we may ignore it in deriving the conditional density. Rearranging all those terms with an explicit dependance on the latent force variables we have the quadratic expression

$$
\begin{equation*}
\mathbf{g}^{\top} \mathbf{V}_{k}^{\top} \mathbf{S}_{k}^{-1} \mathbf{V}_{k} \mathbf{g}-2 \mathbf{g}^{\top} \mathbf{V}_{k}^{\top} \mathbf{S}_{k}^{-1}\left(\mathbf{m}_{k}-\mathbf{v}_{k 0}\right)+\text { const. } \tag{B.3}
\end{equation*}
$$

where we have defined the $N \times N R$ block matrix $\mathbf{V}_{k}$ by

$$
\mathbf{V}_{k}=\left[\operatorname{diag}\left(\mathbf{v}_{k 1}\right)|\cdots| \operatorname{diag}\left(\mathbf{v}_{k R}\right)\right] .
$$

After summing over all of the state dimensions, and adding the contribution from the prior $p(\mathbf{g} \mid \boldsymbol{\psi})=\mathcal{N}\left(\mathbf{g} \mid \mathbf{0}, \mathbf{C}_{\psi}\right)$, we have

$$
\log p(\mathbf{g} \mid \mathbf{X}, \boldsymbol{\beta}, \boldsymbol{\phi}, \boldsymbol{\gamma}, \boldsymbol{\psi})=\log p(\mathbf{X} \mid \boldsymbol{\beta}, \mathbf{g}, \boldsymbol{\phi}, \boldsymbol{\gamma})+\log p(\mathbf{g} \mid \boldsymbol{\psi})+\text { const. }
$$

$$
\begin{equation*}
=-\frac{1}{2}\left\{\mathbf{g}^{\top}\left(\sum_{k=1}^{K} \mathbf{V}_{k}^{\top} \mathbf{S}_{k}^{-1} \mathbf{V}_{k}+\mathbf{C}_{g}^{-1}\right) \mathbf{g}-2 \mathbf{g}^{\top} \sum_{k=1}^{K} \mathbf{V}_{k}^{\top} \mathbf{S}_{k}^{-1}\left(\mathbf{m}_{k}-\mathbf{v}_{k 0}\right)\right\}+\text { const. } \tag{B.4}
\end{equation*}
$$

and from that we can conclude by identifying terms as in Section A. 1 that the posterior conditional of the latent force variable will be a Gaussian with density

$$
\begin{equation*}
p(\mathbf{g} \mid \mathbf{X}, \mathbf{B}, \boldsymbol{\phi}, \boldsymbol{\psi}, \boldsymbol{\gamma})=\mathcal{N}\left(\mathbf{g} \mid \mathbf{m}_{g}(\mathbf{X}, \mathbf{B}, \boldsymbol{\phi}), \mathbf{K}_{g}(\mathbf{X}, \mathbf{B}, \boldsymbol{\phi}, \boldsymbol{\psi})\right), \tag{B.5}
\end{equation*}
$$

where the mean and variance parameters dependent on the latent trajectory variables as well as the hyperparameters of the latent force and are given explicitly by

$$
\begin{align*}
& \mathbf{m}_{g}(\mathbf{X}, \mathbf{B}, \phi, \boldsymbol{\psi}, \boldsymbol{\gamma})=\mathbf{K}_{g}(\mathbf{X}, \mathbf{B}, \boldsymbol{\phi}, \boldsymbol{\psi})^{-1} \sum_{k=1}^{K} \mathbf{V}_{k}^{\top} \mathbf{S}_{k}^{-1}\left(\mathbf{m}_{k}-\mathbf{v}_{k 0}\right)  \tag{B.6}\\
& \mathbf{K}_{g}(\mathbf{X}, \mathbf{B}, \boldsymbol{\phi}, \boldsymbol{\psi}, \boldsymbol{\gamma})=\left(\sum_{k=1}^{K} \mathbf{V}_{k}^{\top} \mathbf{S}_{k}^{-1} \mathbf{V}_{k}+\mathbf{C}_{\psi}^{-1}\right)^{-1} \tag{B.7}
\end{align*}
$$

## B. 2 Posterior conditional for $\beta_{r d}$

We this time note that

$$
\begin{align*}
& \log p(\mathbf{X} \mid \boldsymbol{\beta}, \mathbf{g}, \boldsymbol{\phi}, \boldsymbol{\gamma}) \\
& \quad=-\frac{1}{2} \sum_{k=1}^{K} \mathbf{x}_{k}^{\top} \mathbf{C}_{\phi_{k}}^{-1} \mathbf{x}_{k}-\frac{1}{2} \sum_{k=1}^{K}\left(\mathbf{f}_{k}-\mathbf{m}_{k}\right)^{\top} \mathbf{S}_{k}^{-1}\left(\mathbf{f}_{k}-\mathbf{m}_{k}\right)+\text { constant } \tag{B.8}
\end{align*}
$$

depends only on $\boldsymbol{\beta}$ through $\mathbf{f}_{k}$. We further recall from (3.19c) that we have the expansion

$$
\begin{align*}
-\frac{1}{2} \sum_{k=1}^{K}\left(\mathbf{f}_{k}-\mathbf{m}_{k}\right)^{\top} \mathbf{S}_{k}^{-1}\left(\mathbf{f}_{k}-\mathbf{m}_{k}\right)=-\frac{1}{2}\left(\boldsymbol{\beta}^{\top} \sum_{k=1}^{K} \mathbf{W}_{k}^{\top} \mathbf{S}^{-1} \mathbf{W}_{k} \boldsymbol{\beta}\right. \\
\left.-2 \boldsymbol{\beta}^{\top} \sum_{k=1}^{K} \mathbf{W}_{k}^{\top} \mathbf{S}_{k}^{-1} \mathbf{m}_{k}\right) \\
+ \text { const.. } \tag{B.9}
\end{align*}
$$

Combining these expressions, and again using the prior $p(\boldsymbol{\beta} \mid \boldsymbol{\zeta}) \mathcal{N}\left(\boldsymbol{\beta} \mid \mathbf{0}, \mathbf{C}_{\zeta}\right)$, we have the quadratic expression

$$
\begin{align*}
& \log p(\mathbf{X} \mid \boldsymbol{\beta}, \mathbf{g}, \boldsymbol{\phi}, \boldsymbol{\gamma}, \boldsymbol{\zeta}) p(\boldsymbol{\beta} \mid \boldsymbol{\zeta})  \tag{B.10}\\
&=-\frac{1}{2}\left(\boldsymbol{\beta}^{\top}\left(\sum_{k=1}^{K} \mathbf{W}_{k}^{\top} \mathbf{S}_{k}^{-1} \mathbf{W}_{k}+\mathbf{C}_{\zeta}^{-1}\right) \boldsymbol{\beta}-2 \boldsymbol{\beta}^{\top} \sum_{k=1}^{K} \mathbf{W}_{k}^{\top} \mathbf{S}_{k}^{-1} \mathbf{m}_{k}\right) \\
&+ \text { constant. } \tag{B.11}
\end{align*}
$$

where the constant does not depend on $\boldsymbol{\beta}$, and where $\mathbf{W}_{k}$ is the $(R+1) D \times N$ matrix where the $(r D+d)$ th row with indices $r=0,1, \ldots, R$ and $d=1, \ldots, D$ corresponds to the vector $\mathbf{w}_{k r d}$, and $\mathbf{w}_{k r d}$ is given by (3.20c).

Applying the coefficient matching results from Section A. 1 we conclude that $\boldsymbol{\beta}$ has a Gaussian distribution with mean, $\mathbf{m}_{\beta}$, and covariance matrix, $\mathbf{C}_{\beta}$, and we write

$$
\begin{equation*}
p(\mathbf{B} \mid \mathbf{X}, \mathbf{g}, \boldsymbol{\phi}, \boldsymbol{\gamma}, \boldsymbol{\zeta})=\mathcal{N}\left(\boldsymbol{\beta} \mid \mathbf{m}_{\beta}, \mathbf{K}_{\beta}\right), \tag{B.12}
\end{equation*}
$$

with the parameters given by

$$
\begin{align*}
& \mathbf{m}_{\beta}(\mathbf{X}, \mathbf{g}, \boldsymbol{\phi}, \boldsymbol{\gamma}, \boldsymbol{\zeta})=\mathbf{K}_{\beta} \sum_{k=1}^{K} \mathbf{W}_{k}^{\top} \mathbf{S}_{k}^{-1} \mathbf{m}_{k},  \tag{B.13a}\\
& \mathbf{K}_{\beta}(\mathbf{X}, \mathbf{g}, \boldsymbol{\phi}, \boldsymbol{\gamma}, \boldsymbol{\zeta})=\left(\sum_{k=1}^{K} \mathbf{W}_{k}^{\top} \mathbf{S}_{k}^{-1} \mathbf{W}_{k}+\mathbf{C}_{\zeta}^{-1}\right)^{-1} . \tag{B.13b}
\end{align*}
$$

