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PRLFACE

The thesis here presénted is divided into two perts.
Part 1 is largely & theoretical discussion of problems
concerntng the relicbility of mental testss Suggesilons
sre made for increasimg bthe relisbility and general
efficiency of tesis as instruments for the seleitiéﬁ'ef
individusls for specifiec purposess rart il is ehgeriméntal
in type,; and is devoled Lo a consideratiaﬁlof the reliisbility
6f loray house fests of Intelligence, Arithmatic, end
dnglish, Comparisons are made between the reliability of
Moray house Group Tests of Intelligence, amd the relisbility
of the Stenford Binet scele (new revision)s Jote are :
presented regerding the consgtancy of the Intelligence
Guotient as measured by Sroup Tests of Intelliigences

Some discussion and celculation eppeers in Chepter 5

{ppe 67=90) which is & repctition of materiel sppeering
in the previous Chaepter. Chapter 5, "A Bi-factor Anslysis
of Heliebility Coefiicients®, hasg been submitted as it
stands to the Sritish Journél of Psychology fLor publiic:itions
The necessury eclerical work involved dim rewriting this
section to eliminate slight overlap with previous sections

did not seem justifiede




The notation end terminology of Chapter 7, "Theories
of Test dStructure, and Methods for Jlaproving the siliciency
of Tests", 4is not satisfactory, but is the best I cdﬁ;d:  
atitain at the time of writings |

I wish to extend my sincere tnaaka to Frofessor
UGodfrey He ihomsom amd kre Welelimnett for encouragement,
assistence, and valuable criticism throughout the course
of the work, and also for the use of statistics and other
date in the Moray House records,¥fhenks are slso due to
lirs DeNelowiey for assistence in the solutiom of certain
matnematical problemss 1 am slso decply indebted to the
Yoncaster Educetion Authority for peruissiom to use
statistics in their recordss i

George 4e Yerguson, behe, Beid,

Horey liouse,
ddinburgh,
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PART I.
Pert I is largely concerned with the theoretical
aspects of the reliability of mental tests. Some
suggestions are made for increasing the reliebility

and the general efficiency of tests.



' & ma*&;z- or iBee ﬂa%a& o
tApt aﬁfﬁm a_“ '

¥




L.

THE GENERAL CCHNCEPT OF RELIABILITY.

The estimation of quantitative values is in all science
characterised by insccuracies of observetion, The concept
of an Ilnaccuraie cobservation antithetically implies the
existence of a true value to which & given series of
ohservations may approximate in greater or less degree,

The existence of a true value is in the last analysis a
philosophical abstraction and cannot be known, None the
less the seientist must accept the belief that itrue values
of the quantities which he presumes to measure do exisi,
perhaps only in the mind of an omnipotent deity, otherwise
the logical presumptions of his scisnce begome invalid,”and
his scientific observatiocne become meeningless randomisations.
The true value of any glven quantity may be defined in the
statistical sense as the mean of aﬁ infinite number of
fallible observations of that guantity. Since an infinite
number of observations can never be made, the true value is
never exactly determinable, Given this concent we may
define an error of measurement as the difference hedween
this hypothetical true value, end any single fallible
estimate of that value,

Yow sclentific messurements are of magy different types.
Certain quantities may be measured directly, while others can
be meapured only through a knowledge of certain functional.
relationships,  The quantitative nature of certain phenomena

can only be inferred indirectly by a knowledge of their effect



on gertain othexr phenomens, in other cases quantitaiive
desgription is attalnad by measuring responses relative to a
specified set of scircumstancess The measurement of mental
ablilities in the field of psyshologleal sclence is of this
latter type; that is, we describe the iraltls of Indlviduels
in terms of thelir responses to a specified set of circumstances,
namely the test situation,
The presumptiion of mental measurement is That mental
traits exist in some amount, and that they can be quantitatively
3 dascribeawby the measurement of ability, an ability beling
defined by what en individual con dos The inference is that
what an individual can do bears some correspondence to
gertain characteristics of mind, which cherecteristics are
known as traitss Now, since any~ona_iﬁéividual can perform
8 multiplicity of operations, we cen never eszacily determine
the extent of a person's ability by = test situstion, The
only remaining course is to measure under certaln apaeified
conditions a limited number of things & person gan do,
regarding the performance of s person on & limlted number of
¥ tasks as representative of hia'ﬁypothatisal potential
performenge, Thus = mental test samples a persons abllity.
The more representative the sbilities as measured by the test
are of all the abilities possessed by the individual ithe more
valid the test. Thus, low test valldity may be described as
errors due to the sampling of abilityes ©This concept of test

validity requires further consideration. We usually attempt
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to measure the validity of tests by descrlibing them with
reference to exiternal criteria, teachers' esiimates, success
in secondary school or in an oecupation, buit these eriteria
are themsolves merely samples of the total population of
things that persana“can dos Ve presume, however, that these
arlﬁeiia, while they themselves are invalld due to errors in
the sampling of ability, are in all 1lilkelihood based on
larger and more representaiive samples than the sample of
ability measured by a test or a battsry of tests;
conseguently we regard them as nove valid indices of a
porsons hypothetical potentisl periormsnces

As wmell a8 ervors resulting from ithe unrepresentative
sampling of ebility, another funfiemental type of srror
results from the insgcuracy with which a iest measures the
semple of ability which it messuves. IErrors of this type
are embraced in the'concept of test reliability. Due %o &
maltiplieity of causes, ceriain tests are more acsurate
instrunents of weasurement than others, According to the
megnitude of the errors made in measuring the sample of
abillty which a test measures, we descrlibe it a & being more
or less relisbles Rellabllity ils not dlrecily concerned
with whether the sample of ability as measured by the test
is @ representative sample of all the abillitles of any one
person, but with the errors of obeervatlon msde in defining

that ssmple,
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To revert to the concept of true values in scientific
measurement discussed above, the“bayahologiat must assume
that true values of the quantitlies which he measures, exiatg,
although these true values are only defined relative 1o the
test. Thus we must presume that a true score exists on any
given test for any given person, certain specified conditlons
being kept constant, from which a glven observation may err
in greater or less degree. If errors of measurement are due
to a multiplicity of random causes they are believed to obey
certain well defined laws; that is, we find in practice
that errors of measurement approximate to the normal law
of errors., Errors of measurement’in the measurement of
mental abilities a*e also assumed to obey this normal law of
errors, and this assumption has been verified empirically.

By the computation of the appropriate parameters the
distribution of errors of observation made by any mental
test, may be determined, The parameters defining this
distribution of differences between the observed and true.
values are uded in determining the accuracy with which a test
measures the sample of ability which it measures, From a
knowlédge of these parameters we can estimate the probability
that a glven observation deviates by some given amount from
the hypothetical true value.”

The normal law of error holds when there are a large -
>

" number of independent sources of error, each of which is

normally distributeds The error varianges of different
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sources of error are directly additive when the errors are
uncorrelated. Thus if 82 represents the total error
variance, and §:,52:8, '+« . - -S. are the variances of k
independent sources of error, we may write
| gutchasives . ske sle isf
Lo
If; howsver, the errors are not independent but are correlated,
the above equation becomes
. 2 K X S
1 e z: Z:VQSLS; +3. 8
Lt gt L=l
L4;
The above functions enable us to measure what part of the
total -error varliance is due to some particular source, when
that particular source of’error gan be isolated and
controlled under experimental conditions. If, however, the
distribution of errors were not found to obey the normal law,
we should preaume that one or more of the component variances
were due to the operation of certalin systematic factors,
which in themselves were not normally distributed. We might,
therefore, proceed to control such systematic factors and
describe their distributions,

In estimating the magnitude of the errors involved in
any measurement we can (a) make a large nunmber of observations
of a single quantity under constant conditions, and from the
distribution of the differences between each observation,”

and the mean of the observations estimate the error variances,
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or we can (b) make two observations of a series of variable
gquantities, and from the distribution of differences between
the two observations of each quantity estimate by an
appropriate technique, on the assumption that the errors are
random and uncorrelated, the variance of the errors involved,
The variance of the distribution of differences between two
series of fallible observations of a variable quantity is
found to be twice the variance of the differences between a
single series of observations and the irue values. This
yvobservation is directly apparent on“}eferenue to the additive
nature bf the variances of independent sources of error.
With two series of observations, each assumed equally
.falllhla, the variance of the difference between the two
series is made up of two components, the varianceé: of the
differences between one series of observatiions and the true
values, and the variance of the differences between the other
series of observations and the true values,

The determination of reliability by a large number of
obgservations of a single quantity is not applicable in the
field of mental testing due to the influence of ceriain

\3 pe;chclogiaal factors. Consequently reliability'mst be
determined by making two series of observations of a single
variable quantity. Thus the psychologist makes itwo series
of observations of what is presumed to be the same mental
abilitlies, and finds the correlation between the iwo series,

This correlation between two series of fallible observations



[

is in general use, and ls termed the reliability coefficlent.
It is, of gourse, possible to find the variance of the
distribution of differences between the two series of
observations, and find the error varience of a single
observation by dividing this variance by two, vui this
¥ technique is not.generally omployo&./ The correlation between
two serdes of observations as an indication of test reliability
is influenged by certain psychological factors, which tend in
admn_dagroe to invalidate iis use as a paramefer purely
degcriptive of test efficliency. The nature and extent of
_these psychological considerations will be dliscussed shortly.
Three methods of estimating the reliablility of testis
;are in general use;
] (1) Repetition of the same test,
g (2) Application of parallel forms of the test,
| (3) Split-half method.
A fourth method of estimating the reliability of tests from
answer pattern data_axlata. This method, which has recently
been &eriveﬂ,will be considersd in detall elsewhere.
Each of the three general methods of estimating the
reliability of tests is characterised by certain disadvantages,
\$ peychologicel in types If the same test is'repeated after &
short time interval meny of the persons tested will recall on
the second application of the test, some of thelr previous

responses, and as a consequence their scores will be increased.



If this increase in score is uncorrelated, wlth ability, the
reliability coefficient will be uninfluenced, Since ,
however, there is some reason to belleve that bright persons
tend to increase thelr secore mors on the second application
of the test than dull persons, the reliabiliiy coeffleient
will se spuriously increased. If a sufficiently lengthy
time interval is permitted to elapse between the successive
applications the influence of“%emory and practlice on the
reliability coefficient will be partly eliminated, %
however, the funetion tested exhibits a certaln voriability
with time, the reliablillity coefficlent cannot be regarded

a8 & parameter purely descriptive of the efflciency of the
test, but must be regarded as partly descriptive of the
reliability of the abilities testeds The repetition method
is not in general use in estimating the reliabllity of group
ifests, Reliability coeffinlgnta for individual intelligence
tests and performance tests aré'fraquently determined by this
method ., .

The estimation of reliability ccefficients by the
edministration of two parallel forme is applicable when two "
forms of a test exist which may be regarded as exhibitlng a
high degree of equivalence, Vhen the two forms are not
equivalent the correletion coefficient will be reduced by the
presence of specific fagtors, and cannot be regarded as a
reliability coefficient, A tetrad criterion can readily be

devised to determine whether the two forms may be regarded
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as parallel,

Many of the dissdvantages that apply to the estimation
of the reliability of tests by the administiration of the same
form apply also to the method of estimating reliability by
the administration of equivalent forms. Practice may X
spuriously Lnoraana“%he reliability coefficient between
equivalent forme when the itime interval between the two
testings is short, When a lengthy time interval is
permitted to elapse the reliability coefficient becomes an
index not only of the sccuracy with which the test measures
the function which it presumes to measure, but also of the
constancy of that funetion,

Rellability coefficients are also frequenily estimated
by dividing & test into two halves, whigh are assumed
oqplvalent, usually by summing the scores of the persons
tested on the 0dd and even items, and then on certain
assumptions estimating from the correlation between the halves '
of the test what the correlatiion would be had each half been
twice as long. It is now generally held that the split-half
method ylelds estimates of test relishility that are too high,
due to the correlatiion of errors, This method of estimating
test reliability will be considered in detall later, and the
congcept of error correlation qualified,

Mugh of the confusion that exists among the literature

on test relisbility arises from fallure to observe the

distinction between the reliability of tests and the
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rellabiiity of persons, The adoption of the concept
2 'reliability of persons' indicates that we are”of the opinion
that mental ahilities are not entirely constant, but are
charscterised by a quotidian varisbility., The existence of
a gquotidian varlability of ability, indlicated by common sense,
has been definitely established. If now a reliability
coefficient is estimated by the application of the same or
parallel forms of the test on different days it cannot be
regarded as & parameter purely descriptive of the accuracy
with which the test measures the abllitles which ii measures,
but must be regarded as in part an indiecation of the constancy
of the sbilitiss tested. It is true that for ceriain purposes
7 wo/wlah to-use the reliability coefficient not only as an
indication of test effloieﬁey, but also a8 an indigation of
the constaney of the abilities tested as well, but under other
circumstances we may wish & parameter purely descriptive of
the test. Consequently it becomes necessary for us to
redefine the term 'reliablility of tests.' The term
'reliability of tests' mey be defined ss the sccuracy
(not conetangy) with which 2 itest measures the abllities
which it measures at the time when it measures them. The
'reliability of persons' may be described (not defined) as
»ihe ‘acouracy with which aVpersons ablllity at any point in
time approximates to his 'true ability,’
On the assumption that errors due %o the unreliability

of tests are uncorrelated with errors due to the unreliasbility
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of persons, we may write;-

2 2 2
& =S, +5,

2
Where § = total error variance.

n

S, = error variance -of the test.
S

— W
- N

error variance of the persons.

If

the same day, and Y, the correlation between the same two

i\ is the correlation between two parallel forms given on

forms given on different days, ané on the assuumption that the
2
component sources of error that constitute St are uncorrelated
=z
with each other, end similarly for S, , we may write
2
S

c:I—\“'"

R
SP i Y\l = Vl'l'
Thus, eertain conditions belng satisfied, we can estimate the

v
error varisnce of tests, and the errer variance of person, 2¢{

=2
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THE SPEARMAN-BROWN FORMULA.

The Spearman-Brown formula is in general use for
estimating the reliabllity of a whole test from a knowledge
of the correlation between the test halves, and also for
demonstrating the relationship between the length of a test
and its reliabilitys The Spearman~Brown formula is capable
of ready proof from the formula for the correlation of sums.
We shall firstly consider the case where the test is doubled
in length, and secondly the case where the length of the
test is increased n times.

The assumption ﬁnderlylng the Spearman-Brown formula
for double length is that if the test were given a second
time' the variance of each test half would be the same, and
all the intercorrelations between the four test halves
would be the same, On this assumption it only remains to
determine the correlation between the sum of two equally
intercorrelated variables with the sum of the same two
equally intercorrelated variables, A formula for such
& gorrelation may be reéﬂlly derived from a pooling square

in which 8ll the values of r are equal as follows:-



Z Z, il
Z i T e S e
Zad| e N e
Ll sy
ZzY'Y'\irn

where Z, and 7, refer to the odd and even items on the test,
and Z; and Z, to the odd and even items on & hypothetical
second application of the testy The correlation

ig then given by dividing the sum of the elementis in the
north-east quadrant of the pooling square by the square

root of the product of the sum of the elements in the north-

west quadrant and the sum of the elements in the south-east

quadrant. Writing V. Nk~ % , then
| 2Y
‘ v:l 3
I +V

|

where ¥y @ reliability coefficient,
|

| = ¢orrelation between the 0dd and even items
| on a test.
J This formula is the Spearman-Brown formula for
estimating what the reliability of a test would be if it
were doubled in length, and represents & special case of
the more general formula for estimating the influence on
reliability of lengthening a test n times,

In deriving the general formula it is also necessary

to assume that all the n parts of our hypothetical lengthened

test are equally intercorrelated. Thus we again write the
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intercorrelations bhetween the parts of our test in the form

of a pooling square.

ZI z:_ Z'Ta 2." Zl’ S Zk'
Zolima dagas T HEivealye VOviEvELVEY
e ] I B R e
i -r'v vivy v
z | v v S 7 T v
Ly v - =N ¥
2,1 bl i RO ‘| e A s A

Z,, Z,, eeseneeeasaln refer to the n parts of the test,
and Z' , Zy' , eusssseseZy to the n parts of the test on its

hypothetical second application.
|

erltlng izt ) (ia §ose. we immediately derive
| :
| hv
| Van *
I +(nh-1)y

This formula is the usual Spearman-Brown formula for
estimeting what the relisbility of a2 test would be if it
were lengthened n times,

wxamination of these formulae for estimating the
influence of length of test on reliability indicates that
&8 ¥ — 0 the test must be lengthened many times before a

substantial increase in reliability can be attained,
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Conversely a8 r — 1 increasing the length of the test resulis ‘
in no great increase in the relliabllity coefficient, i
These observations will be rendered apparent on reference

to Figure 1 where reliabllity is plotted sgainst length of
test for different values of re All the members of this familg_ |

of curves pass through the origin and become asympiotic as

the length of the test is incressed towards infinity.
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THE INDEX OF RELIABILITY.

The iﬁdex of reliability Is at times used instead of
'tha goefficlent of reliability as a parameter descriptiive
of test efficiency. The coefficient of reliability on the
one hand is the cgorrelation hetween two series of fallible
observations of a2 series of true values, while the index
of reliasbility is the correlation between a single series
of observations and & series of true values, The distinection
between these two concepis will be clarified on reference
to Flgure 24 The test vectors &, and Zl' in two
dimensional space represent two serles of fallible observations
of a single series of frue values, represented by the

vector Zt'

FPige 2
The cosine of the angle between the two vectors 4y and Z43°

ig the reliability coefficient, The cosine of the angle
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between the vector of true values Zt' and either Z; or Z;'
is the index of reliability. The vector Z; is not in the
same two dimensional space as %, and Zl' but is in a third
dimension,

The correlation between a single series of fallible
observations and a series of true values may be shown to be

equal to the sguare root of the correlation between two

series of fallible ohservations of the same true values,
when the errors of cobservation are random and equal in
variance; that is, the index of relliability is equal to
the square root of the reliability coefficients
The proof is simple in type. If Z, and Z1' represent
iwo fallible series of observations, and Z4 represents the trueé‘

values, then

Loz Ufatass
2= i v e
Z,= Lk,

But if the errors of measurement are purely random and equal

in variance
EI:Q{ and €==¢

1"
I
(¢

and

1]
Further, the correlation between Zy or 4;' and Zy may be

written



N

1 put e
. therefore v, =0 D = 0
2
but v, = 9,

1]
; h
| ence Y, : /Vi'

(Formula for the index of Relisbility)

It is apparent that no matter what other variable the
series of observations 2, were correlated with the factor
loadings of that variable common to %; could never unity.
Consequently the index of reliability of a test represents
the maximum correlation that a test is capable of yielding
with any other test or battery of tesis in the whole universe
of tests, The reliability index representis the correlation
between a test which is an imperfeet instrument of
measurement , and another test measuring the same abilities
which is perfectly reliable.

A less algebralic proof of the index of reliability can
be attained which is of considerable interests As we lncrease
the length of a test we increase its rellability, so that if
we were to increase the length of a teset en Infinite number
of times, its reliabllity would become unity; that is, the
test would be a perfect measure of the abilitles which it
measured, and each of the test vectors %, and Z;' would lie
directly along the vector Z,s The problem then becomes

one of determining the correlation between a single fallible
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test, and the same tesi lengthened an infinite number of
times, .

Let ZI be a test and Zl"- Zl“'tsagonccwt Czoo an
infinite number of parallel forms, Let the Intercorrelations

be written in the form of a pooling square, as follows;

zl th Zlﬁ' . o - .. ZI’-CI
Z‘ | \'as X S : : V‘m
Z; v LRV T . Y
Zal YAy Vg anme a o
2,5 [DE8Y ‘

The average value of the elements in the north-east quadrant,
when the test is lengthened an infinite number of times is

of course Tyqe It is slso apparent thet as n — o0 the
average value in the south-east gquadrant approximated to ryye
We may, therefore, write the correlatlion between & test, and

an infinite number of parallel forms of the test in the form

4§
ot S B =Jm

33

3 (Formula for index of reliability)
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TBE CORRECTION FOR ATTENUATION.

The general effect of random errors of observation is
to reduce correlation; that is, the presence of random
errors tends to attenuate the correlation between observed
values away from the correlation between the irue values of
the quantitiss observed. The greater the magnitude of the
errors of observation the greater the atienuation effect,
A3 the length of a test ls increased an infinite number of
{imes L 1; that is when n g =0 the test becomes a
true measure, The problem, therefore, of determining the
gorrelation between two series of true values involves the
determination of what the correlation between iwo tests
would be had each test been lengthened an infinite number
of tinmes,

Let us assume that Zl and Zg are two testis lqngthened
an infinite number of times, 2nd that all the intercorrelations

ere written in the form of a poollng square as follows;

z Z s o ] Z,m Z Z L Z;_.n
o I L
2' L] Y“ VIZ YI:. Yl\.
Y N3 v
1 1 .
: g \"ll Y“_ Yl!.-
Zm vlt "n ! Yi!. V;‘l.
Z
1| ¥y, Via Yoo [ Voo ; YZP.
Z.
i Yar Yo les i i P
Gl 12 Yix A [Woy agEes . o)
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The average value in the north-sast quadrant of the pooling

gquare is equal to Pioe It is furthermore apparent that as

n — oo the sverage value in the north-west guadrant

approximetes to rips 80 that when 1 = o0 , the =2verage value

of the elements in that quadrant ls ryy. Simiigrly when
n = o %the sverage value of the elemenis in the scuth-east

quadrant ies Toge We may, therefore, write

v = Viz

1200 ——
vll VEE’

{(Formmla for correcting s gorrelation coefficient for
attenuation)

Another proof of the formuls for correcting a
correlation coefficlent for attenvation, more algebraic in

type, exists, which exhibits some interesting propertiess

Let %y and %, be two tests expressed in terms of r

linearly independent common factors, such ithat
ZI :,Q'x- +,Q,l'|.‘+ .

. biSs it €,

3 = Bsx Al

| L7 Xty o b5, 1o

|

| Then X

.: V.‘a = ‘; (f.;_ QJ)
If 2; and 5, were perfect mesgures €,:0 , €2°©
Hence

E = 1 . ’QZ
0 v e fman AR, e
{1 =8 S

( ) jwhero and are values of and uninfluenced by random
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errors of measurement.

Therafore

\i‘:(ﬂuﬁa) Viz

\&
ol T

. (Pormule for correcting a correlstion coefficient for
attenuation)

The correction for attenuation is used to delermine the
degree of inirinsic relaiionship between two variasbles;
that is, to determine a correlation coefficient that is not a
funetion of the errors of measuremeni involwved,

Investigators have on occasion found that correlation
coefficients corrected for attenuvation exceeded unity, and on
these zrounds ths formula has at times sufiered gondemnation,
Spearman has shown that a sampling error of a goefficient
corrected for attenuatlon ls comsiderably greater thaen the
attenuated coefficient, and that we should expect under
gertain circumstances coefficients to execeed unity within
the limits of their sampling error, Correctied coefficlents
greater than unity may at ilmes be obtained when the
rellasbility coefficlents and correlailion coefficlenis used
in the attenuation formula have nol been sonsistently

determineds Thus, certaln sources of error may be exerting
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an influen¢e on the coefficienis in the denominator of the
atienuation formuls, which sources of error are not
influencing the coefflcients in the numerator, and vice versa.
Under such circumstances we should expect to obialin over: '
testimates and underestiimates , respectively, of the true
relationship between the correlaied varisbles, Sugh
ingonsistencies have been adequately ireated by Thouless.
(Robert H, Thouless, The effeat of errors of measurement on
correlation coefficlenis, B.J.Ps ZX1X, 1938.)

inhen the corrected coefficient determined by the use of
consistent correlations is In the neighbourhood of unity, we
may state téﬁ& the departure of ihe obtained coefficlient from
unity is due to the presence of rendom errors, and not
specific factorse opearman has demonstrated that when the
teirad coriterion holds for coefficienis uncorrected for
attenuation it will slso hold for corrected coefficlents.
By generallizing thls {heorem we may state that ihe rank of
any correletion matrix remaine unchanged when its elements
are corrected for attienustilon. In order to irsnsform the
faoctor loadings obteined from uncorrected coefflclents
inte {Lc loadings that would have obteined from corrected
coefiiclents, we merely pre-multiply the fagiorial matrix
by & diagonal matriz with elaments‘jii? ,‘whara ryg is

the reliability coefficient of tesi ie¢ This amountis to
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dividing the factor leadings of each test by the square
root of the reliability coefficlent of that test, This
technique indlicates whetlher specific faclors are real

specifics or purely error variance.,

THE STANDARD ERROR OFF A TEST SCORE.

The error variance of a test score is the varlance of
the difference between an infinite number of observations
of that score and the mean of the observations. On the
assumption that persons and irials are uncorfelated we may
use the variance of the difference between a serles of
observed scores, and the series éf corresponding true scores
as an estimate of the error variance, Now, as dlscussed
previously, if we make two series of observatlons the
varience of the difference between these two series is made
up of two components, the varlanée of the difference between
one series of observations and the true scores, snd the
variance of the difference between the other series of
observations and the true scores. Hence on the sassumption
that sach series of observailons is equally fallibles, we
may write 2 - p

Opo=y = R¢€

2
where O,y z the varience of the dlfference between

two series of cbservations,

o
(]

= the varlance of the difference between one

series of observatiions and the true values,
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2 2 2

but = Cﬁ 4-cﬁ.

ZV;. 0-| O"‘.
since

2
therefore Oy-y) = 20"2( V- qu)

2

2
g = G(|_Yn)
(Formuls for the error variance of = test score)

and '
G ENO

(Formula for the standard error of s test scorsel
If the two serles of observations are reduced to
standard measure O =1« Therefore the standard error
of a standard score is given hy
€2/~

(Formuls for the standard error of a standard scors)

If the errors of measurement are purely random the
error variance of & te:t.scnre should be uninfluenced by
the degres of selection of the sample, . This observation
iz capable of simple demonstration on reference te the
Otie-Keliﬁ formula for correcting a relisbility coefficient

for selection. Thie formula ls.glven~hy
2
(o | 2 R

z: L 1)

2 2

where G, , ' and v, , R, represent the varlance and

rellebility coefficient obtsined from the sample and the
2

population respectively, If & represents the error

variance of a test score estimated from the sample, and
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5 .
£ the error varisnce estimated from the populatlion

8:= O—:(‘ —Y“)
E: Z.(1-R,)

2

but 0;(. = E: (l - Ru)
therefore g E

Since ihe error veriance of a test score is independent
of the degree of selection of the group it furnlshes under
certaln clroumstances & more useful index of test efficlency
than the reliability coefficlent, It 1s of particular
value in comparing the results of different investigators
who have employed saumples of different degrees of selsgiion.

The standard error of a itest score, and indeed, the
standard errors of all types of parameters, is frequently
interpreted as implying that the probability is 68/100 that
the true value lies within the range defined by once the
standarad errofmgg.aitner gide of the observed score, or
95/100 that the true value lies within the range defined
by twice the siandard error. This method of interpretation
is not quite corrects A given obaarvgtlon x may take any
value between X200 of a distribution ceﬁtrea on a hypothetical

true value x «° where twice the standard error is taken as

.the criterion of acceptability. The implication is that

with any given observation x we may state with reasonable



gertainty that the irue value lies within x*20, 1If,
however, I were to make & large number of observations Xx,
Eis Fpy Xgseeeeenseecndp, it does not follow that 95 out of
100 of such observations lies within the limits x 120,
Indeed if the given observation x were at the extreme right
of the 120 range sampling distribution centered on the
mean of & large number of observations the probablility is
only 50/100 that sny other single observation will lie
within the limits x TR0 , This type of problem involves

the distinction between inverse and fiducisl probability.
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!
| RELATIONSHIP BRETWEEN STANDARD ERROR AND LENGIH OF TEST.
|

As we increase the length of a test to increase its
reliabllity we also increase the variance of raw scores of
the tests The varlance of raw scores on the lengthened
test is readily derived from the appropriate pooling square,
and is given by the formula

O's: =N ca[t +'(n-.)v]

where c%i = the variance of raw or deviation scores on a
test lengthened n times.
2
O = the varliance of scores on a test of unit length,

<
]

= the reliablility coefficient of a test of unit
length,
h = number of times the test is lengthened,
But the relisbility of & test lengthened n times as given

by the Spearman-Brown formula is
= “r
R O
Combining thgse twozequations we may write
Ty NV

o gk

This equation shows the relationship between the variance
of a test lengthened n times and a test of unit length in
terms of the reliability of a test lengthened n times anad
the reliability of a test of unit length.
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It now remains to derive the relationship between the error
variance of a test score on a test of unit length, and the

error variance of the same test lengthened n times, % 4
2

2
& and 8“ are the error variances of a test of unit

length, and the same test lengthened n times, then

8z= 0‘2(1 3 \")

2

E-,z = sn('*\"nh)

Hence = e
e Rl R )
h 0‘5‘1('uvhh)
. 2
but (2P e T
N s
2 Vi
therefore

2

& Vou (0 =)
& hzw(t-v;h)

h

Substituting the Spearmen-Brown formula for r,, in this

equation we find2that

g - W&

Thus we may say that the error variance of a test score on
a test lengthened n times is equal to n times the error variancﬁ

of & test of unit length,
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| THE STANDARD ERROR COF THE DIFFERENCE BETWEEN TWOQ TEST SCORES,

The error variance of the difference between the test
scores of two persons is the variance of the difference
between the scores obtained by the iwo persons on an infinite
number of trials, If the trials are uncorrelated we may

write

g(‘_” o e o

If we are testing the significance of the difference between

the scores obtained by two persons on the same test, then
2

2 2
| 6}pﬂj;=‘gg.= 2O (|_\1J

If we adopt the 95 per cent probability sampling distribution
as the criterion of acceptability, we may state that the
difference between the scores of two pérsons on the same test
mist be 2,828 times the standard error of a single score,
before the abilities of the two persdns tested may be
regarded as differing significantlyr This indicates that
mental tests must yield very high reliability coefficlients
before they may be regarded as discriminating with much
agecuracy between the persons tested,

If now we wish to determine the significance of the

difference between scores of the same person, or different
persons, on two different tests, on the assumption that the

correlation between trials is zZero, we may write

1

.I‘ 8("‘2) o= é:,l + g_z
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2
whereg(hq) the error variance of the difference betiween a

"

score on zy and &8 score on Zoe

2
& = the error variance of Zq e

1
2

&

: Henge 2
' g(.—a)

the error variance of Zoe

e 2 2 2

A1

The above relationship may be adapted to standard
measure . The standard error of the difference between the

standard scores of two persons on the same test is given by

j g(l-l') 5 2 - 2Y;l

!

while the standard error of the difference between the
standard scores of the same or different persons on different

tests is given by

& /2 TN

| IHE TRUE VARIANCE OF A TEST.

Brrors of measurement tend to increase the variance
of obtained scores. un the assumption that such errors are
purely random, by the additive nature of the variances of

uncorrelated variables we may write
| 2 2 2
U:Uw“'&
iwhero GF-- obtained variance.

Ow = true variance (variance uninfluenced by random

errors)

"
i

error variance




but

hence

32
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| INCREASED VALIDITY WITH INCREASED RELIABILITY.

Sinece random errors of measurement tend tc attenuate
the correlation of a test with a criterion the validity of
a test may be increased by increasing its reliability.

A formula is readlly derived showing the influence on the
correlation of a test with a eriterion of lengthening the
test any number of times, if ro1 is the correlation of a
test with a oriterion, and ry; the reliasbility of the test,
we may write the intercorrelations between the criterion

and n tests of unit length in the form of a pooling square.

Z3 2ie 235 Zy;
I V0| Ya. & G . V'o:

'v;r | Y'n : ; E: Y'Il
rof vll \ i : \/"

From this square we immediately derive the formula
b ¥e;

Jh 4 hn-) v,
- whereia,{_,.‘,ﬂ_--} is the correlation with the criterion of thegyw

v:m(h)

| test lengthened n times,
l
|
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By writing this equation explicitly for n we may

‘estimate the number of times that a test must be lengthened

in order to attain a specified validity, when the specified
validity lies between o1 and 201 coc0 .

S| B
‘-l = ~ 2 .
Vo =
vor{k)

We may on occasion wish to estimate the maximum possible
correlation between a test and a eriterion; that is the
correlation that would have obtained had the test been
perfectly reliable, or had the test been lengthened an
infinite number of times, Examination of the pooling square
given above will show that as n — o0 the average value

of the elemente in the south-east block approximates to rgl,

i
v, !

o e
b Yll

This formula yields the correlation between criterion and

true scores, If, however, the criterion is itaéif not a
perfectly reliable measure, and if its reliability coefficlent
is known, we may estimate the correlation between the true
criterion scores and true test scores by the usual

attenuvation formulas

4l
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THE ESTIMATION OF RELIABILITY FROM ANSWER PATTERN DATA,

The interpretation of & test not as & unlt in itself,
but 28 a large composite battery of small ltem tests, each
having its own variance and intercorrelaiions with sll the
other items on the test, and contributing by virtus of its
variance and correlation with other items to the sg¢tion of
the test as e whole, not only indicaies certain concepis
which are fundamsnial in the theory of reliabllity, but
also suggesie new methods for the estimation of reliability
from the usual parameiers comvuted for the selection of
test items from snswer pattern data.

The correlation of a test z; of n elemenis with
another test zpy of n' elements may be interpreted as the
gorrslation of the sux of the n elements of 27 with the a'
elements of zp, Thus the correlation r,, is a
simplification of the complex interaction of all the n
elemsnts of 27 with each other, the variance of %;, the
interaction of all the n' elements of %z, with each other,
the variance of 22, and the interaction of all the n
elements of zy with the n' elements of z,, the covariance.
The gorrelation between any two tests may, therefore, be
desceribed ass s eimplification of a complexity of interactions

between test elements,




In terms of the above theory the correlation beiween the

tests z, and zZ, may pe writien from formulae:-

H h
2. ). Viyo.oy

g Jeod 1o

12 R (h-1) S W) o :

tel g Lit

(1)

- where Cﬂfg the variance of item one on the test z; of n elemsntg.
% ({f..tha variance of item i' on the test £, of n' elements,
| va = the correlation betwesn the Ltems i and j on Zj.,
g Wap: the correlation between the iteme L' and j' on Zg.
Y- ® the correlation between the item L on 23 and the

| item J' on zg,

The term in the numerator of egquation (1) is egual to V,0,C;
while the terme in the denominator are respectively ‘1; and <L? o
Equation (1) indicates that the correlation between two tesis
is & complex function of the iten varianges &nd inter-item
eovariances,

let. us now consider the case of a test of n elemenis glven

'fwfﬁé"to thé same sample of persons. FProm answer patterns
constructed for each application of the test it is possible
With great arithmetical labour fto caleulate the variance of
each Ltem on each application of the test, the reliability of
each item, and all the 4n® - n other inter-item correlations
0f the 2n test elementss From these valuee by formulae for

the correlation of sums, the correlation between the scores



of the persons tesied on each spplication of the test could
be found. A corrslaiion coefficient thus calculated should
agree exacily wiih the coeffigient obtained by correlating
raw scores, when ithe ilem variancges are cstimatied by the

formula Py » 20d ihe inter-iiem correlatlions by the formuls:-

Pl
,// Py Piys

0]
(2]
Where *Ej = the proporiion of persons passing both item i
and j.
b. = the proportion of persons passing item i.
P, = the proporiicn of persons passing ilen j.
Qi = the proporiion of persons failing item i,
Q5 = the proporiion of persons falling item j.

Aithough the process of estimating reliability outlined
above does not lend itself io ordinary computaticnal purposes
ihe general theory of this process aﬁggests methods whereby
reliahllity goefZicients may bhe estinated from certsain
parametiers commonly computed For purposes of item selection,
These methode have been devised by G.F.Xuder and ¥,W,Richardson,
(Psycnometriza vol.2, no.3, Sept, 1937 p 151-16C) and are
considered in detall below, The formulae given here sre
substantislly similsr tc those given by Kudor a2nd Richardson,

8lthough the methods of derivation differ slightly,



The intercorrelstions between all the n iteme on a
test, and the n items on & hypothetical equivalent form of
the test, may be written in the form of 3 pooling square

as followe:-

c"l CJ‘,_ el g-h o-‘ a5 - RSN
a, 2
vl le. : Yl'n Y:. \’11 et = rl\-.
a. :
7 (e Vi Yie - e 2
s SRLTCED] VR Yi(no1)
G;-l Vin Yo = Yhmeo 0 W 2k Tyugen Yae
S Vi Yz "« i iYam 1 .Yl:_ s, (7~
0}. Ve Yoz V2w Vi b, iV
Vi s '( Y1)
O;l Vin Y Victu-t) Yau | 1N Yo Yu(n-1) f

The sunm of the weighted elementis in the north-sast quadrant
dlvided by the sguare reot of the proﬂgct ¢f the sum of the
weighted elements in the north-west guadrant and the sum of
the welghted elements in the south-csst quadrant ls the
correletion between the two forms of the test. Singe the
two forms of the test are assumed parallel then the wieghted
slements in the norihewest yuadrant may be regsorded as the same
88 the weighted elsments in the south-east guadrant, Also the

the weighted slements in the north-east and scuth-west quadrants
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may be regarded as the same as the elements in the other two
quadrants, with the excepilion of the slements down the
disgonals. It is known that the sum of the weighied elements
in the north-west guadrant is equal to the &ari&nce of the
test. The ceorrelation between ithe test and its hypothetical
parallel form may then be writien as follows:-
2 <
£y

gy —=

A
4
™M
L
8,

Cat Ly

(4

| ()
where V,, s the relisbiliiy coeffigient of the whole test.,

0. a the varience of the tests

O = the verisnce of the Ltem i

o B
Y., = the reliahil&t aoeffzcient vf the itein Le

411 the terme in eguation (3) may be deteprmined from o
~single application of the tesgt except the Ltem reliabilities
rii, which cannot be known without giving the test a msecond
time tohfhe gane sanmple of persons. Singe, however, Eha
tern Zhﬁo}‘a is smell in comparison with the tor Zcrf‘
emall gzserapanclas in reasonsbly gueseed valuves of ;ll will
have no great influence on the value of riy. With Moray
House Tests the mesn value of the item reliability, ¥y, , is

about 40 or «50.
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By making certaln assumptions a number of other formulsae

better adapted to calculation may be derived. iIf we are willing

to assume that the average inter-item covarisnce, Y, 0., , is

equal to the average value of the product of the item reliability

and the ltem variance, Vatxf , formula (3) may be written in

the form 3
h Vh‘JlCE
Y. =
144 2
Sk
(4)
where V;0;C; = the average inter-item covariance,
| But W W %;
3. . Foivy 2
cg; 2 L [ v\'.jg_i.o:\' +L|0‘L
L= j:[ » ‘.-:‘
(E ]
L9
3 Ehtstie .2
= h(k-\)\q‘jo';q; + L.Ol
Lt
(5)
| Therefore
Il 2 h 2
E e TS Oy = 2301
| Yo oror = =

W(h-1)

(6)
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FPormula (6) is not an approximation but an exact
measure of the average inter-item covarience, and is in
it{self an {lluminating index of test efficlency. The
greater the average inter-item covariance the greater the
variance of raw scores, Furthermore the tendency exists
for the reliability of a test to increase as some direct

function or other of the sum of the inter-item covariances.

The quentity V;0. G  varies from 0.0 to .25, For Moray
House Tests V;0;0; has a value of about .04,
{ Substituting equation (6) in équation (4) we have
|
[

L5

\ 3 <
he . Yool

2

t

(7)

This formula is similar to Kuder and Richardson's formla

(20), although their process of derivation is wuch more

elaborate than the simple derivation given here. Furthermore,

the derivation given by these authors requires three very

broad assumptions, (1) that the matrix of inter-item

correlations has a rank of one, (2) that all the intercorrelations
\ are equal, (3) that the item variances are qual. If the
//vallﬁity of this formula were dependent on the accuracy with

which a test approximated to these three conditions its value
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a8 a measure of reliability would be seriously impaired,
since few tests aprroximate either to unit rank or eguality
of either inter-item correlation or item variance. I As we
have attempted to show, the vallid use of this formula for
the estimation of test reliability need not nacésa&rily
depend on any of the @ssumptions made by Kuder and

Richardson, but rather upon the more conservative assumption

that the average inter-item covariance, Y'-LJ.O‘¢0;- , 18 equal to
e .
VP although ;0.9 may in actual practice be a

discrepant estimate of’EEZE? , the order of discrepancy that
is likely to arise will have no great influence on the
estimated reliability coefficient.,

Certain suggestions maghbe made here to facilitate
the computation of the term ;?CTf' in formula (7).

2

E;C& may be calculated dlrecfly by £inding values of $ .
ané sumning over n ltems, If, however, a calculating
maghine is available capahle of mnltlplying and adaing in
a singla operation, since ZO' ZPL%L ZJP Z’PL
the ahortast method is to ;ﬁ£ valuas of i and subtract
from this sum the sum of the squared values of 7>

An interesting variation of equation (7) is obtained
if we assume that all the items in the test have equal values
of Pi o When Pi:P; the quantity b Pixi , that is
the aﬁerage variance is equal to the produect of the average
of P. ana the average of J¢ o+ On this assumption

formla (7) may be written in the form



h o-c h‘ch
NCiee == 2
2 :
b Z %o A\, (8)
but l‘l N n
{(9)
wherse N - number of persons,

N =z number of items.

Z:X; =z the sum of the:acoraé of N persons,
M. = the mean score of all the persons on the test.
therefore
2
: £ h hct = mt(h"mt)
xer” _
N o 2
h. ) W O,
f | (10)

Whﬁﬂuii_:f¥ﬁaﬁ formula (10) will yield an underestimate
of the falfahllity coefficient,

‘In oédér to test the comparative merits of some of the
fbrmu;aé given'above, reliability coefficients were calculated

for a number of Moray House Tests by formulae (3), (7), and (10).
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The testis used were M.H.T. 23, 26, 27, and 30, M.He.&. 11,
and M,H.E., 12, Reliability coefficientis were calculated
for M.He.A.11 for parts 1 and parts 2, separately and
combined. In estimating reliablility coefficientis by

formula (3) guessed values of VY. were used. fhese
guessed values were .80, «30, +40 and 850 The reliebility
coefficients estimated by these three formulae are given in
Table ) . The boosted split-half reliablilities of L.H.T.23
and 26 are also given. Table 2 ghows the standard
deviation of the raw scores in each test, the mean of raw
scores, the number of items on eagh test, and the number
of ocases upon whigh each coefficient is based,

Examination of Table 1indicates the following:=-
(1) Formula (7) yields values of the reliability coefficient
slightly smaller than the boosted split-half reliabilities.

This may possibly be atiributed to the faet thai Vjo,0; 1is
an underestimate of Y.O.° , The boosted split-half
reiiability cannot, however, be regarded as a criterion.
The sctual process of selecting the odd and even items will
tend with certain types of tests to make the scoree on the
0dd items more nearly similar to the scores on the even
iteme than is aompatgble with a valid estimate of test
reliability. (2) FPormule (10) ylelds estimates of the
reliability coefficient that are too small, This is

directly due to the fact that with lioray House Tests




%Eﬂ#f%%ﬁ. This tends to reduce the estimate of test
reliability as given by formule (10}« I

(3) Formule (4) gives estimates for various values of Wé?
differing at most by .03« An estimate of \. egual to
240 or 50 will give values of reliacbility coefficlents

in glose correspondence to the coefficlients that would have
obtained by the split-half method. If & valus of V.. =20
is used formula (4) will yield wvalues in close gorrespondence
with those obtained by formula (7). (4) Reliability
goefficients estimnted by any one-msthod are conslsiant
with each other and directly comparable, That is, the
largest coefficient caleulated by formula (7) is also the
largest coeffigient calculated by formulae (3) and (10).

In the examples given in Table | there is one exception

to this which cen readily be explained. We can conclude,
therefore, that all these methods are useful for comparing

the relative reliabilities of dlfferent tests,

O




C Test

| HeH,T.23
"o 26
" g9

w30

| IM.H.A.ll
| art 1
Part 2
(1+2)

| MeH.E.12

4o
Table L.

___ Pormula (3) i
1'11’02 1‘11"".3 211:04 rli-'s

9614 e9662Z L9710 29759
9637 | #9683 ,9728 2773
+ 9588 « 9637 48689 « 9741
«9668 «9709 L9731 «9792

8272 #9363 L9454 « 9545
«9538 09596 ,9654 «9711
+2688 9727 (9766 «9808
« 9649 02693 L8737 «9781

PormulaFormula
(7) (10)
e9613  ¢9427
«2643 02476
9877 + 9316
29682 + 9615
«93128 (9273
«9588 09354
«9705 «9593
«9648 49511

Split<half
Reliability
9775
$ 9721

-

-
-
-




Test

MoHoTo
MeHoT o
MeHoTo
M.H.T,

MoHoA
Part 1
Part 2
(1+2)

MoHoEo

23
26
27
30

11

12

SeDe

19436
20,07
19.12
22425

10438
1312
22450
23434

41

Table 2.

Mean
48,93
47 453
49415
39,00

24 .43
BRa77
47 .27
39495

100
100
100
100

42
60
102
120

171
162
2zl
271

222
gee
2eg
200
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FACTORS INFLUENCING RELIABILITY,

gﬁf present discussion is concerned with an examination
of the factors influeneing reliability coefficients, As
specified previously much of the prevailing confusion that
characterises the reliablility concept is clarified by
arbitrarily distingd@ishing between the 'reliability of tests'
and the 'reliability of persons's The validity of the
concept 'reliability of persons' depends on the exisience of
& quotidian variabillfy of mental function resuliing from
the action of a multiplicity of causes upon the persons
tested., If such qﬁotidian variabillty exists it will tend
to make reliablility coefficients calguiated by the splii-half
method, and boosted by the Spearman-Brown formula, greater
than reliasbility coefficients calculated by correlating
parallel forms of a test with a time interval between
Buccessive testings,

The present enquiry was initiated to determine whether
or not mental functions were characterised by a quotidian
variability, and if mental functions exhibit such variability
to estimate the influence of its presence upon reliability
coefficients calculated by different methods. A preliminary
discussion 18 presented, dealing with the variability of

cognition, and methods of measuring such variability.
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THE VARIABILITY OF COGNITIVE FUNGIION, &+ %

An examination of available relevgnt data indicates that
possible variations In cognitive funcilion may be classifled
into two categories, The first category includes those
variations that may be described as quoiidian, These
variations are the resultant of the action of & multiplicity
of random environmental influences upon the mental strusiure.
One theory suggesis that variations of this type may be of
central physiological origin, and may be gharscterised by
periodic fluctuation or oselillation. The second category
includes variations in cognitive functlion over longer iime
intervals. These alleged long term variations are regarded
as causually determined by environmental factors,

Spaarmanfiwhile accepting variations of the former type,
repudisted the latter. With reference to these alleged
variations over long time intervals he writes that "these
“variations really derive from the operation of measurement,

"not from the g itself which is measured.”

| =
Spearman, C,, (1932), "Abilities of Man", p.366.
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Numerous enquiries have been conducted to determine the
constancy or lack of constancy of the Stanford-Binet I.d.
These experiments indicate that there is a marked ingresse
in variation with increage in the timé interval between
successive applications of the test. Robert L.Thorndikéf
by peoling the results of numerous ipvestigators in this
field, found that the correlation between test and retest
varied from .889 for time intervals less than one month, fo
«698 for a time interval of 60 months. g &

Retestis with certain loray House Intelligence Tests at
varying time intervals show a slight decrease in correlation
with increase in time interval, but this decrease is of such
a small order as to be insignificant, The following table

contains in swmary the available data on the constancy of

the I.4s as measured by loray House Tesis,

t T N
1 week 0951 629
1 week «940 629
1 week 2935 629
7 weeks « 937 1030
15 months 0935 384
€6 months 0929 363
38 months o895 1956

S
Thorndike, Hobert L.,(1933), "The &ffect af the Interval
betiween Test and Betest on the Consitency of L.Q.".
J.liduc.Psychol. vole xxl1V, ppe. 543-549,
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The last three goefficients in the 2bove table are corrected
for selections These results indicste that the abilities
meagured by Morsy House Tests exhibit no apprecisble
variation capable of detection by correlational technique
with increase in time interval, and lend considerable
weight to Spearmen's hypothesia‘ragarﬂlng the constancy
of g over lengthy time intervals. B SNp

The above data throw no light on quotidian variations
in cognitive function which may exist quite ilndependent of
long term varistions. Ve shell firstly consider ihe

various methods fod isolating and measuring such variations.
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METHODS of MEASURING FUNCTIONAL VARIABILITY, <"

1‘|
|
Numerous methods have been devised for measuring

functional variability. Some of these methods are

consldered briefly heres

;ULL;/The Double Test-reiest of Funcilon Flugiuailon.

A method of measuring functional variablility hes been
indicated by ThouleaafE This method involves the adminiatratioq
of two intercorrelated tesis at the same time, and
correlating the arrays of scores thus found with arrays of
scores found by administrﬁﬁing the same two teste, or
parallel forms, again together at some other time, If 2z
and z, are the measuremenis obtained at the first
administration of the tests, and 2;' and 2,' are the
measurements obtained at the second administration, then
r1o' end ry,, will be less than rip and ryp' if functional
varaibility is present . If the unreliability of the testis
used is the only causse of variation, and errors .of
meagurement 3o not correlste then rjp, r1'2', rig' and Py
will tend to be egual, If funciional variahilitylis found
to be present then ryp end r1'2' will have in common 2
factor of temporal contigulity increasing their inter:

tcorrelations which factor ls not common to rov and r112.

o
Thouless,Robert H., (19360, "Test Unreliability and
Function Fluctuation", Bed«.P., xxvl, pp325- .
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Thouleas points oud that the correlation between the
differences between test and retest 1is Aemonsirailve of
functional variablility. If there is no variatien Iin the
funetion tested then »{l-1")(2-2%) will be positive Iif the
correlation between the two tesis ie poslitive, This
technique wes first used by Brown asnd Thomson in detecting
the presence of correlation beiwesn errors of measurement,
Valuee of r(1-1')(2-2') cen be sonveniently csloulated from
a pooling square of intercorrelations between testis given on
the same fay znd tests given on different days. Tach test
muet he welghed according to ite standard deviation, and
appropriate negative signs Introduced.

As an index for measuring the amount of fluctuvation of
funetion, Thouless proposes & methed which takes into con:

\ 15ideration the size of the intercorreletion hetween the
tests, This is necessitated by the fae®t thal r(; 31)(p-21)
is not independent of the size of rjpg. If rjp is small,

then r will be small, He proposes to take as

b (1-1')(2-2")

YRR Andex the correletion between the differences between
test and retest divided by the mean of the same time
correlations betwesn %3 and zge. The resulting Index is

1 given by the formula

F{l-1')(2-2')
#(rig+rirp1)

If this quantity is significantly different from zero then

function fluctuation is present.
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| :
JJ? The Coeffislent of Trait Veriabllity.
/L0

1
‘ Another quantitative criterion for measuring functional

variability has been proposed by G.B.Paulsen, He advances
the view that variabllity in the trait tested is responsible
for the diserepancy between rellability coefficlients
caleulated by thee split-half method, and coefficlents
calculated by correlating the scores on the same or parailel
szms after & time ln?erval. He proposes 1o correct the
test retest coefflicients for attenuation, using the boosted
split-half reliability coefficients in the denominator of
the attenuation formuia. This corrected test re-test
coefficient is called the coefficlient of tralt variability.
Thus

CoTo Ve = riye

‘{311 Piey!

where r11+ 18 the correlation obtained by test re-test by

the same or equivalent forms, ry; the boosted split-half
reliability of one form, and »ry:3+ the boosted split-half
reliability of the other, If no trait variabillty is
present, this coefficient will have & value of uniiy, It
will be less than unity when trait variability is present,
Thouless points out that this method is & special case of
his test re-test criterion, the pairs in Paulsen's method

being not different tests but pairs of the same test,

®# Paulsen, G.B., (1931) "A Coefficient of Trait Variapility"
Psychol, Bulletin, xxvll, p.218.
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Anglyeling the Erxror Varisnce of & Test.

It is possible to anslyse the error variance of a test
into two components, one component being the variance of the
fluctuation in the ability tested, the other component

being the error verience due to the incapacliiy of the test

a8 an instrument of measurement, Thus we can write

2 _
Be = 5% + S%
where aa total error varisnce of the test.

1]

B% the varisnce due to the incapaclity of the test
g8 an instrument of measurement.

s% variance due to fluctustion in the ability tested.

1]

If ryy 1s the correlatlon between iwo parallel forgs given

on the sasme day, and ry.y is the correlaiion beiween the

game two forms given on 4ifferent days, then

Bg 21714

0 o

and 8f = ril - ryiq?

fggptora of Temporal Contiguity.

|

The use of some of the measures outlined sbove are
invalidated as pure measures of functional variability due
to the possible correlation of errors. In Paulsen's
coefficlient of trait variability it Is unlikely that the
boosted split-half relisbility is equal to the rellsbility
that would have obtained if the time interval beiween the

tests were zero, and functional variability were absent.



Errors probably correlate %o some small extent, and thereby
spuriously incresse the obtained reliability coefficients.
Furthermore errors on twe different tests given on the same
day may alge correlste, Since no method is spparent at
the moment for adequately dlscriminating hetween the
gorrelation of errors, anﬁ.the absence of functional
varlabllity, we propose to use the term 'factors of
'temporal contigulty', a term first proposed hy Thouless,
factors of temporel contiguity being defined as those
factore which tend to ineresse the correlation between
tests glven on the same dny, snd to reduce the correlation
between tests given on different days, The existence of

a factor of temporal eontiguity may be due to the fluetunation
of the abllities measured from day to day, or to the
correlation of errors between tests given on the same day,
or to some other cause as yet unpostuleated, A techhique

is here developed for the messurement of such fzctors.

| Lhe Weagurement of Pactors of Temporal Contiguity.

The measurenent of factors of temporal contiguity is
a relatively simple procedure. It involves subiracting
the matrix of intercorrelations between teste given on
diffevent daye from the matrix of intervcorrelations of the
same tesis given on the ssme days The matrix of residuals

is then exanined. If these residuals can Le considered as
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significantly greater than zero, then faotors of temporsl
contlgulity are known to exist common o the tesis given on
the same day. I£ the residual correlstlons are not
signiflcantly greater than zero, then we must agsume that
such factors are not pre=zent. If wo conglude that our
reslduals are significent, we gan then pﬁocaea to estimate
the loadings of our fac{ors of temporal eontigulty by

aversging all possidle combinations of

2
Tib & Tij ik

Tik
in our residual msirix, where rjy is the loading of our
factor of temporal contiguity in test i, The assumpiion
is made that our table of residusl gorrelations, found by
subtracting the matrix of intereorzelstions'between tests
given on different days f£rom the mﬁtrix of intercorrelations
of the same tests given on the same day has a_rank of 1l

70 i{llustraie the procedure outllnaaﬁabove la_
fietiticus isbike of intercorrelations was drawn up between
three teste given on the same day, and giver om different
dayss Let zy,2p, and zz be three tests glven on the same
day, and Zyr z$ and zé be ihe same %tesis or thelr perallel
forms given on some other day. Letl thelr maizix of

intercorrelations be as ghown in Table 3,
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Teble 3
'

2y Zgo %3 21 Bor 3"
Z1 s « 387 407 «881 «293 2045
%o «387 - +228 297 +666 +202
e 407 +328 o «341 200 +« 901
%51 +881 s 297 041 . «336 - 4410
Egl .395 .666 ‘200 .386 = 1586
25' «345 '202 «201 .410 2526 - o

It will be observed from this figtitious matrix of
intercorrelations tha£ the intercorrelations beiween testis
given on the same day ere greater then the intercorrelations
between teste glven on different days« Ve, therefore,
postulate the existence of factors of temporal contiguity,
With only three different testis in a battery, we must
assume that there is only one genaral fagtor, and no group
fasiorse Although for purposes of simpligity only three
tests are used in this illustration, the method outlined is
entirely general and may be used with any number of tests,
and any number of faptors. Examination of the matrix of

intercorrelations given in Table 7 leads us to expect the

factor pattern given in Table 4 4
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Lfable 4
@ b e 58 8o 85 error specefics

Tk x p. x X

2 b ¢ p b4 b4

3 X x x p 4
| lt X X % x
2 2' x b4 b4 ' p:4
3 % % x Cox

The assunpiion ia made that the date used is falllible,
Z/and th?t 12, Ti3, and Tpy Are not exactly equal %o rig. 54
and r23, respectively, bul are very neariy so. Similarly
¥ 54 Tyg 8N4 Ty, are not exnctly equal to )}, 7}, and Tess
respectivelys he rellability cceffliclents ry;, rg3, =nd
T;z 8r¢ placed down the disgonals of the South-west and
north-gast gusdrants, ‘ We have therefora, iwo masirices of
intorgorrelations bhatween tesis given onm the same day, &nd
twe matrices of intercorrelations given on different days,
and four possible matrices of residusle due to the existence
of factors of temporal contiguity. Since 23, Boy and zgz
gre the seme tests or parallel forme of zj, %, 8nd sz, we
aguune that the first\facfcr loeding of 2; is the same as
Yhe first factor losding of zi;' similerly with zo, 2, end
83,8g. Ve, thevefore, celoulate the first factor loadings

of u; and zi by avercging the two valuves of



bl.
r'r' r' b 3
| 12 13 and 12 "i3 , and taking the square root of
24 33

this average; similarly wlth zg, !é' and %2z, 23.

Given the Tirsi factor loadlings we csn then caleuvlate
ihe mairizx of iantercorrelations sccounted for by the first
factor, Subtreeting this mairix from the matrices of
intercorrelations given on different deys, we obtaln a
table of residusls, which are nearly zero. Subtracting the
same mairix from the table of Intercorrelations between
tests given on the sasme day, we obtain & table of somewhat

largesr residucis. These matrices of residuasls are given

in Table 24 _
Teble 5 , .

Zy Zg By Z1 %o Z%
By =~ 40920 L0641 «B3116 40020 40021
Zo 20980 == 1270 +0020 04931 L0010
Zy +0641 41270  -= ~ ¢ 0019 «s0010  «6674
2] 3776 $O0E0 =400L9 - 0910 L0671
B =+0020 44931 40010 40910 e o1270
2} «0021 L0010 L6674 «0671 1270 e

The large residuals in the north-west and south-sast
guadrants must be accounted for by factors of itemporal
eontiguity., Analysing the residuals in the north-west
quadrant of Table > , we obtain the factors of temporal

contiguity common to 2y, zg and zz, while the residuals in
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the south-ecast quadrant of Table yield similar factors
gommon o zi, z3 and 23« The factor loadings thus
caloulated are given in the b and ¢ colums of Tableé;.

The specefics and error speceflics have also been ¢aleulated,

and thelr loadings appear also in Table 0,

Table 6
Pactor Pattern
Toetor 750107 Toolor Specirics ?‘
variable 1 11 11 =, 8o B3 srroxr
2 b e specifiec

3 27095 42155 5755 43450

2 4158 44270 5575 5773

3 4835 (2976 JT609 23146

1 $7095 '2193 5740 3450

5 4158 4150 <5620 5773

3

4833 3060 o7B75  ¢B3146

The above fictitlous example illustrates how the
absence of functional variabllity may be measured as a fagclor
of temporal contigulty. The methecd may be used with any
number of tests, and any method of obtaining factors may be
employeds If Thurstone's methed is used, the ceuircld
solution, galculated from the intercorrelations between tesis
given on different days, may be rotated into any psychologically
significant configuration independent of the temporal
eontiguity factors, which must be regarded as slready

Psychologlically significant.
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EXPERIMENTAL.

In order to determine the influence of *faciors of
'{emporal contliguiiy! upon.rellabllity coefficients the scores
¢f 212 personc on the 048 =2nd even items of three Moray House
Teste, M.HaTs 21, 22, end 26, were found. These three iests
were afministered with = time interval of one week betiween
their sucgcessive adninistretions. Morzy Houvee Tesis are
known to exhibit & high degree of equivalence, and for the
purpose of thie inveatigation the three tests used are
regarded as parallel forms, The theory underlying the
experiment was that If factors of temporsl contiguity existed,
the correlation between paris of the same test would be
higher than the gorrelation between partis of different tests.

The intercorrelations beiween the six test halves were
ealgulated, These intercorrelations together with their ‘
standard errors are given in Table 7, Examination of this
table indicates that the correlation between halves of the
same test are markedly higher than the correlatlon between
halves of difierent testss [Each coefficient was boosted by
the Spearman~B3rown formula for double length. Thege
coeffigients together with their standaerd errors calculated
by the Shen formula are given in columms 3 and 4 of Table ,
The gorrelations between the whole tests are given in Table

¢olumn 5.



'Tssts

21
21
21
21

2l
21
21
21

23
23
23
923
21

23
26

0dd-23 044
sven-53 odd
NAd~-23 even

even-24 even

odd~26 o0dd
even-246 o0dd
0dd-286 even

even-26 even

odd=-25 038
aven-26 048
odd=26 even

aven-2¢ sven

0dd«21L even

0dd-23 aven

08d-26 even

1
«8806
8293
8587
+8764

«8043
«5932
+ 8609
<8969

+9086
8937
+ 9081
+8953

9878
9293
«9457

04d.

Teble 7

SuBa/t
22

U154
SULB2
«OLB7
+OL72

«01L74
20139
«OL78
+ 0134

0128
s UL38
20121
« 0137

«0095
- 0081
« 0072

LT
2465

+ 9470
« 9207
e 9541

+9272
+9436
+9253
« 9456

«9521
« 94359
+ 9518
09448

«0625
+ 968
«9721

$'E°r
« 0087
s U7 S
«0109
<0020

« 0100
« 0077
20103
«0075

« 0066
« 0077
00686
G076

20001
« 0043
« 0038

11

o
21-23

For.26

Toz. .o

«9078

« 2076

09284
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The stondard deviation of raw scores for the whole testis

and for eapgh %egt half arvre ss Ffollowgiw

Test SaDe
M.H.Ts 21 19,9556
HaH.T, 23 17.983
MeHeTe 26 1% 549
M.E.Ts 281l even 1041550
NeHsTe 21 odé 104171
H.HoTe 23 even B.798
MeHo%» 23 odd 0o 47Y
M.HeTs 26 oven 849222
M.HeTe 26 044 84,668

It will be observed from Table 7 that the hoosted split-half
relinbility coefficlients are in all cases greaiter, than the
coefficionls obisined by eﬁrrelating paralliel forms of the
whole tests,. The reasons for this sre obviously that the
correlation between the 0d4d and even items of a test is
higher than the correletion beiwesn corresponding parts of
tests given on different Gays., Thus if we consider each
perellel form of a test as composed of two separate variables,
one variable representing the ¢dd, the other the even items,
then the correlstion between the two whole tests may he written

in the form
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¥11 + Tid 4 F1p 4+ Tod

Flasz)yd+d) =

where each varisble is equally welghted. The Bpearman-Brown
formula makee the sssvmption that the goefficients in the
numerator of the s2bove equation are a2qusl 1o each other, and
equel te the goefficient in {ha denorinater. fhen, however,
& time interval separates the two teetings the elements in
the numerstor may be Bubstaﬁtlally less then the elements

in the denominator. Consequently the value r(1+é)(1+é)

will tend to be less than réliablllty coefficienis egtimeted

by the Specrman-Brewn formuia.

2b



67

A BI-FACTOR ANALYSIS OF RELIABILITY CORFFICIENTS.,

George A, Ferguson
Prom the Education Department, Moray Eouse,

University of fdinburgh,

1, Introduction

11. Holzinger's bi-factor method.,

111, A bi-factor analysis of the intercorrelations between
the halves of three equivalent test forms,

1V, Interpreteiion of Factors.

Ve Comparison of multiple orthﬁgonal factors with bi-

factores

Vi, Some observations regarding the comparison in Sectlion V.

Vlil, Summary.
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A BI-FACTOR AWNALYSIS OF RELIABILITY COEFFICIENTS,

} 1, Introduction
| In the estimation of test reliabhility investigators

have ususlly found that relisbility coefficienis obiained

by correlating test halves, and boosting the obtained
correlations by the Spearman-Brown formulas, were higher

than those obtained by correlating parallel forms
administered on different days., Presumably, factors

operaie which determine an inerease in the correlation
between test halves given on the same day over the
correlation beiween test halves given on differeni days,
Whether these factors result from a guoiidian variability

- of mental funetion or from the correlation of errors,
provided quotidian variabilitiy and error correletion can,

in themselves be consideped as distinet concepis, or from

& cause as yet unpostiulated, is not clear. FWhatever the
cause the present enquiry was initisted to isolate and
mnasnri.such factors, and to determine their influence on
relisbility coefficients, In the measurement of the factors
in guestion, Eclzinger's extension of the Spearman itechnique
was used, Differences of opinion exist as to the legitimscy
of the term 'bi-factor', since investigators appsrenily

used a similar procedure to factorise matrices of correlations

of renk greater than 1 before Holzinger advanced his
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pystematic treaiment of the method, Vhatever the historical
issues involved the term 'bi-facior’ is used for convenience
throughout this paper. A brief sumeary of the bi-factor

methed L8 given here 1o clarify later dliscussion,

11, Holzinger's Bi-factor Method,

Holzinger's method of bi-factor analyeis attempis to
describe a matrix of correlations in terms of one general
faetor, a number of group factors common to two or more
variebles, and as many specific factors as there are variables,
This reduges the matrix 1o & minimum factoriel description of
one general facltor, n specific factors, where n is the number
of tests, and q group factors, ¢ being smaller than n., The
progedure is to examine the metrix of correlations to be
factorlsed in order to isclate any groups of tests ithat
correlate more highly among themselv:c 1hi: they do with the
remaining tests in the battery, and grouping those itests
together whose intercorrelations constifute elements in
vanishing tetrads.

In allocating tesis to group Holzinger uses what is
termed a B-coefficient, A B-scoefficient is defined as,

"the average of all intercorrelations of tosts 1,2, sesc04K,
"divided by the average of all correlations of testis

"l,2,00esus0ek, With the remaining tests not in the group."
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Having sllocated the tests to groups, the next procedure
is to remove the general factor, This 1w accomplished in a
manneyr similer to thai employed by Spearman in estlmating g

loadings by averaging all possgible combinations of

l‘glg = rljrik
rjk (1)
In the bi-facior method only those values of r are used that
are elements In tetirads approximating zero.
Let the following represent a hypothetiecal bi-fastor

f patiern with six variables.

. > b e M
@
&
0o
<

Examination of this factor pattern will show that certain
tetrads such as Ti3¥Tpq = F1a¥pz Will be gzero, while certain
others such as ryo¥ay F r14%o3 wlll be greater then zero.

In the above factor pattern there will be four values of rgg,
which with fallible data must be averaged., Thus the formula

for the genersl factor loading of the first variable becomes:-
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T r r Fr P G r r
r2 - 13 15" 14 267 13 167 14 15

ig = o
r v r r
356 46t 36 * 45

Having removed the general fagtor a teble of residual
correlations is caloulated, and the group factors removed

successively,

1ile, A Bi-facior Ansiysis of the intercorrelations between

'the Haelves of Three Equivalent Test Horms.

The date used in the present engquiry resulted from the
administration of three loray nouse Tests of Intelligence,
MeHoTo21l, MeHoTe23 and M.H.T426 to some 1800 chlldren in
West Yorkshire., fThe administration of these ihree tests
constituted part of an experiment conducted by the West
Yorkshire Wational Union of Teachers into the relative
effectiveness of different types of examinetions for
gelecting ahliaren for secondary school educatiion, These
datia were made available, and lent themselves adequately
for the purposes of the enquiry described in this paper.

The time inlerval separating the successive adminisirations
of the three tests was one week, ° |

Since the procedure of the preseni experiment involved
the laborious task of calculating the scores of esach ghild
on the 043 and even items of each test, & random sample of

212 children was selected from the number available,
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The standard deviations of raw scores in the sample and in the

population for the three testis were as follows:-

Tests Sample Population ]
M.H,To 21 19,96 22416 212
MsHoeTe 23 17.95 20,29 212
M.HoTs 26 17435 19,74 212

Each test contained 100 1taﬁ£, and required 45 minutes
to sdminister, The three tests were similar in structure,
and are regarded as parallel forms, The scores of each
¢hild on the vdd eni even items of eash test were found.
The standard deviations of scores on the six %test halves
were a8 follows:-

Test odad even

MoE.T. 21 10415 10,17
MeHeTo 23 8479 0,48
¥M.H.Te 26 8,92 B .67

The fifteen &lfferenﬁ intercorrelations between the six
halves of the three itesis were calculated. Three of these:
intercorrelations are hetween halves of tests given on the
same days The remaining twelve intercorrelations are
between halves of tests given on different days. Singe the
three tests are regarded as parallel forms eagh correlation
may be regarded as a relliability coefficlent of a half test,
None of the coefficienis have been boosted by the Spearmane

Brown formmia, Evidence will be advanced later in this
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paper 1o show that the three forms used exhibited a high
degree of equivalence,

Examination of the matriz of intercorrelations (Tabled)
between the halves of three parallel forms of the same test
shows immediately that the correlations between the halves
of the same tests are higher than the gorrelation between
the halves of different tests; that is, between the halves

L/ of tests given on different days.

Lable 8

1 2 3 4 5 6
9457 | 49086 48937 8643 8932
2 | +9457 . «9081  (B953  4B609 48969
3 | 9086 9081 - 49393 |.8806  ,8993
4 | 8937 8953 | (9393 - 8527 8764
5 | 48643 48609 18806 48527 - 9278
B | 48932 8969 8993 8764 [,9278 -

NOTE

Variables land 2 refer to the odd and even items
respectively, of M.H.T.26, variables 3 and 4 to the
odd and even items of M.H.T.23, and variables 5 and 6
to the odd and even items of M.HeTe+2ls
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The correlations between halves of the same test have
been marked off in Tabled by diagonal blocks, and they form
non vanishing tetrads with the other coefficients in the
matrix. The gorrelations between halves of the tests given
on different days form tetrad differences whose wvalues do not
differ significantly from zero. It is evident, therefore,
that it is possible to describe the present matrix of
correlations in terms of one general factor, and three group
factors. Since the coefficients in Table represent the
correlations between parallel forms of the same testi no
specific factor variance other than error factor variance
is to be expected, If the test used had not approximated
to & high degree of equivalence, specific factors would
have required consideration The close correspondence
of the intercorrelations of the halves of the tesis is
suggestive that adequate parallelism was secured.

In the present analysis the first factor loadings
were estimated by formula (2), and are recorded in the
£irst column of the fagtor pattern, Table 0, The
residusls rtj = Pjj - 838y were then calculated, The
table of residuals after removal of the general facior is

given in Table ¢ ,
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First Resldual Correlations

Table 9

1 g - 3 4 5 6
1 - (0426 | =,0026  ,0024  =,0010 0012
2 00426 - .0050 + 0036 - +0047 « 0045
3 | =e0026 +0050 - 0396 0071  -,0012
4 0024 0036 +0396 - -+0016 « 0044
5 | =¢0010  -,0047 s0071  =40016 “ « 0727
6 0012 "' ,0045 "  -,0012  ,0044 . 0727 -

Examination of the first residual matrix (Table 2)
indicates that the general factor loadings have described
with a high degree of accuracy the majority of the inter:

tcorrelations, The residuals ry,, rzq, 8nd rgg are,

however, conalﬂarably'larger than the remaining residuals,
and indicate the expected tendency for further overlap
between the variables 1 and 2, 3 and 4, 5 and 6, The
largest residual among the non diagonal elements where zero

tetrad differences were presumed, rzg, is only 97 times the

standard error of the initial correlation., All the residuals,
exeluding those in the diagonal blocks, are insignificant,

if a comparison with the standard errors of the initial
correlations can be regarded as a criterion, The residuals

in the diagonal blocks, P9, T34, 80nd rgg are all significant
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when judged by the same c¢riterion, the smallest diagonal
residual rz4 being 9.2 times as large as the standard error
of the initial correlation,

The next step in the calculation was to find the error
variance of each variable by the formula af s 1«24, Where
af is the error variance of variable i, and Py the
reliability coefficient of variable i, The loadings of the
error factors were thus found, and these are recorded in the
staggered e; column of TablelO, In estimating these
loadings the odd-even item gorrelation of each test was taken
88 Tyyy and the assumption made that the odd items of each
test had an error variance equal to that of the even items,
This is, indeed, a justifiable assumptiion, and the only one
that can be made in the present analysis.

The remaining group factor loadings were then readlly

calpoulated by the following simple formula:=-

2 2
rlbalﬂr%a"'ﬂi

where rfb is the variance of factor b in test i, rfa the
variance of the general factor, and a? the error factor

variance of test i,



7.

Pagtor Pattern

Table 10
Factor|factor|lactor| factor ,
variable| 1 11 111 1V | Error Factor Loadings e hf
a b e a

1 «9501 | 42074 «2330 +9457
2 «9505 | 42045 «2330 09457
3 9591 «1393 2464 +9393
4 9381 +2435 2464 «9393
5 s9L07 3137 +2687 +9278
6 9369 +2152 «2687 |+9278

The factor pattern of Taﬁls 10describes with considerable

acguracy the original correlation matrix.

Some estimation of

how glosely the final faclior pattern accounts for the original

correlations is given by examination of the final residusls in

Table 1
Final Residual Correlations,
Table 11
1 2 3 4 5 6
3 w « 0000 =+0026 40024 ~,0019 «0012
2 +0000 . +0050 L0036 «.004% + 0045
3 | =40026 L0050 - + 0057 «0071 =,0012
4 «0024 L0036 Q057 - - 40016 « 0044
5 | =e¢0010 ~40047 «0071 -,0016 - +0052
6 . gOOlB «0045 -.GﬂlziugOOéi . 20052 -
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| 1V, Interpretation of Factors.

The factors isolated by the above analysis require
interpretation, Close correspondence of the general factior
loedings, end alsoc of the group factor loadings, is 2 godd
griterion of test form equivalence, Variable 5 (the odd
items of leH.T»21) manifests the highest degree of 1nequ£valenceﬁ
but this inequivalence is not sufficiently prominent %o |
introduce a specific fagtor loading approximating anywhere
near significance, The close correspondence of factor loadings
as calculated above is a better index of iest equivalence than
the correspondence of the intercorrelations between the halves
of tests, If the halves of the various tests used are
equivalent then the intercorrslations of the halves of the
tests given of different days should be equal within the
limits of sampling error, The converse, however, does not
holdy, The fact that the correlations between the halves of
tests given on different days are equel is no indication of
test eguivalence. If A were a test of intelligence and B a
test of ability to do arithmetic, and a3, a, are the odd and
even items respectively of test A, while b1, bp are the odd
and even items respectively of test B, then To1b1s ralba
Taphbys Fagbp ©0ould all readily be equal, and yet it is

obvious that A is a test of different structure from 3.

e
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What is indicated, however, is that the 0dd and even items of
test A are equivalent, and the odd and even items of test B
are equivalent, but the halves of A are not necessarily
equivalent to the halves of Bs Close correspondence of the
factor loadings-of two forms of a test, when used in the same
battery of tests, both parallel forms being applied to fthe
same group of children, is a relisble index of the equivalence
of the two forms, In the above analysis the absence of
anything approximating to a significant specific is
demonstrative that good equivalence has been obtained,

The group factors isolated by the above analysis may
be termed factors of temporal cbntlgulty, 8 tern first used by
Thouless, If we could conclude that the functlon measured
were a non-fluctuating one, then these group factors could be
interpreted as largely the result of error correlation, If
we cgould conclude that in correlating the halves of the same
test the errors are uncorrelated , then the group factors
could be described as manifestations of the absence of
, functional variability between those tests having group factors
in common, Since, however, it is not unlikely that both the
correlation of errors, and funsctional variability are exerting
8 positive influence on the size of the group faciors, and
8ince no method of determining the relatlive importance of these

two influences is at the moment apparent, it is only possible
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to describe these faotors as factors of temporal aontiguity,
and to regard them merely as the resultant of those iInfluences
that tend to reduce the correspondence beiween test scores on
parallel forms of the same test with increase in the time

interval between their applications,
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Yo A Comparison of luliiple Orthagonsl Fagctors with Bi-facliors.

To obtain a comparison between the factors obtained by
the above bi-factor anslysis, and those obtained by multiple
factor analysis the intercorrelations given in Table ©
between the halves of three parallel forme of the same test
were analysed by Thurstone's method, The largest correlation
in each row was used as the dlagonal element, and was
maintained unchanged throughout the analysis in that it
represented a very close approximation to the true comunality.
It was found that this matrix of correlations could be
adequately desceribed in terms of three multiple orthagonal
factors instead of four bi-factors, This is in complete
correspondenge with the findings of Holzingér that four bi-
factors can be described in terms of three multiple
orthagonal factors. The gentroid solution of the Thurstone

analysis is given in Table 12.
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Table 12
Tests Loadings of the factors Communality
Centroid Soluiion
i 11 111 n§
1 09560| =41044 1401 09445
2 49563 | =41049 «1498 09480
3 69602 | =40690| =,1217 «9416
4 29465 = o L2257 = 41687 9411
5 «9320 «2472| =«.0166 +9299
6 2508 #1604 « 0111 2299

The cormunalities of the centroid solution are in

close agreement with the gommunalities of the bi-factor

solution, and both patterns deseribe the correlations of

the original matrix with a close degree of accuracy.

The faector pattern of Table Ewas now roteted to

remove negstive loadings, and to obiain a8s many zZero

loadings as possible, while still maintaining & factor

space of three dimensions,

This was done by roiating

two factors at a time graphically, factors 1 and 2 being

rotated first, and then factors 1 snd 3,

Fach pair of

columns of loadings was post-muliiplied by a 2Zx2

orthégonal matrix representing a rotation of rectangular

axes in two dimensions through a given angle @ .

The elemente of this orthagonsl matrix

gos 6

«gin 0

gin ©

cos ©
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were found by regarding the loadings of the test through which
the axes were rotated as co-ordinates of a point in a plane,
and by these co-ordinates caleulating the sine and cosine of
the angle of rotation. The rotated factor loadings are

given in Table 13.

Teble 13
Tests Rota ted Factar Loadings Communal ity

' 1 1 111 nf

1 09229 | .0004 | .3052 09449
2 «92816 20001 « 3149 « 94858
3 49687 | 0360 | +0475 «9419
4 9700 |=,0258 | «0000 9416
5 » 3881 05474 «1451 « 9304
6 9119 | 2681 | J1725 <9305

~ The factor paittern of Table 15is one of a large number
that could be obtained by ueing different angles of rotation,
Four of the loadinge of Factor 11, and itwo of the loadings of
Factor 111 are regarded as zero, These loadings are under:
tlined in Table 13, 41l other loadings are positive.
No system of rotation can produce more than six zeros in this
pattern in this three dimensional factor space. The bi-factor
solution describes the observed correlations in terms of four
factors and twelve factor loadings. The rotated mulilple
factor pattern describes the same correlations in terms of

three factors and twelve factor loadings.
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By the methoﬂ deseribed by Holzinger in "Student Manuel of
"Factor Anglysis" the relatlionship between the two fagtor
patterns can be found, the relationship being expressed in
terms of a set of three linear equations, This involves the
reduction of the original tests to as many new variables as
there are group factors in the bi-factor solutlion. In this
case the six original tests are expressed in terms of three
composite tests z_,%, and %o, The first factor loading of
the composite test z, for both bi-fagtor and multiple
orthagonal patterns is found by adding the first factor
loadings of variables 1 and 2, and dividing this sum by the
gombined standard deviation of these testss ‘'he formula for
the gombined standaxd deviation of n varisbles when each

varisble is given unit welght is ss followe:=-

O:+z+3- e z/h+2'(v';z+‘(;a+vtq' S Th.-'l,h)
The values in the present case are O, , = 149729,
Cyv = 149694 and O, = 149635,

The reduced factor pattern calcoulated from the bi-factor

'solutlon is found to be as follows:- hf
Zy = «9635 +420930 09721
Zp = «9633a +41944c «9657
Z, = «94202 +426944 +9599

Taking the seme composite tests for the multiple fagtor

'solution we obtain the following set of equationsi-
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Z = 493508 + 40001%, & 431437, .9730

| By = 49844%) + 4005285 + 4024143 49697
};' B, = +9167%) + 431095, 4416715, 49631

J The communities In both sets of equations are in close

@orresponﬂenoe. The intercorrelations of the reduced tests

|
are given in Table 14 ,
|

Table 14
Bi=fagtor Multiple
2 | oy | Za Py
Sa <P Ba
%y «9281 Zy «9280
|| 3g [e2076 49074 [l Z,| 49080 9079

The two sets of correlations given in Table !4 are in close
agreement and indicate that both patterns are equally good fits
of the observed correlatlions.

By equating these two sets of equations, and solving for
Zl, Zg, and Zz we can obtain a set of equatlions which shows
the relationship between the two sets of factors by describing
the mulﬁiple factors in terms of blefactors, These three
equations are found to be
| 4q = #9471 £ J1059b + 42144c - 400434
| Zg z «07128 - ,3291b - 3057¢ 4+ «8550d
| By 16548 4 J7226b - 46258c - 4OL5GA
Fhe standard deviations of 43 ,Z, and Zz in the above equations

‘approximate to unity, end the intercorrelations of the Z's
|

;approximate 10 Zero.
|



The relative importance to be attached to each bl-factor
in describing the Z's may be found by squaring all the values

in the above aqnatlona ohtalnlng the follawing'

C“.;-S?CT =k 0!!2.0’ +. oL,_(:OO" “+ 0000 T,
¢;= OOSIG‘1—10830—¥0q350'1-18850"

G-Z‘- 02740' A 522.20 +3°i$00‘ +ooooo—
3

From these equations ii is apparent thet nearly all the
variance of Z) is attributable to the bi-factor as 4, is
made up largely of the bi-factor &%, while Zz is composed
largely of the bi-factors b and e

| YL, Some Oberservations Regarding the Above Comparison.

The above enquiry commenced with the initial hypothesis
that factors of temporal contigulty existed, tending to make
the intercorrelations between tesis given on the same day
greater than the intergorrelation between tesis given on
different dayss The necessary intercorrelations were
caleculated, and ths postulated factors of temporal contiguity
isclated and measured by a bi-factor analysis, It was
found that the bi-factor solution furnished & faciorial
configuration in complete agreement with the postulafed
psychologlieal hypothesiss The compatibility between the
factorial configuration and the psychologlcal hypothesis
was sufficient to regard the initial hypothesis as proved.

When we now come to analyse our table of inter:

icorrelations by multiple factor methods we find that an
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equally sccurate mathematical description can be obtained in

3/;erma of a pattern of three factors, but no matter what method

of rotetion is adopted these three factors can never be
transformed into a psychologically memningful configuration
within a fector space of three dimensione, a factor space of
forr dimensions being required before our factor pattern can
become compatible with our initial hypothesis. It is of
course glear that an orthsgonal tranaforma;ion can in theory
be obtained capable of rotating the three multiple factors
into a psychologically meaningful four factor spaces This
would involve post-multiplying the factorial matriz of order
6 X 3 with known elemenis by an orthagonal mairix of order
3 x 4 of unknewn elementss The estimation of the elements
of the orthagonal matrixz capable of brining the mmitiple
factor pattern into agreement with the bi-factor pattern is
a matter of considerable mathematical dlfficulty, and of
greatl mathematical labours T

In the present example the simplicity of our factor
pattern renders the inadequacy of a three dimensional factor
space, and the necessity of an a2dditional spzce readily
observable, Furthermore, the difficulty of attaining a
meaningful interpretation of our three rogated multliple
factors is also apparent, With more complicated factor
patterns, however, this difficulty is not readily observed,
and the psychologist has no clue to guide him to the

conglusion thaet his factor pattern must be rotated into



additional dimensions to obtain meaningful factors. The
assumption is ususlly made that & minimum number of factors
with as many zero loadinge as possible is likely to be ihe
most meaningful configuration attaineble, In our present
example such a configurstion has little, if any, meaning,

and it does not seem likely ithst in more complicated pattierns
the reduction of the number of factors 1o & minimum would
necessarily lead 1o the most meaningful solution. Our
gonclusion is, therefore, that under certain circumsisnces
by reducing the number of fectors 1o & minimum we will arrive
at an Invalid interpretation of the menta! faciors involved
in the performance of certein tesis, and thai under these
circumstances bi-factor soiutione will tend to more
meaningful resuvlts then orthagoral seluticns.

The fundamental difference between the Thurstone method
of obtaining factors and the bl-factocr method seems to be
thise, The former atitempis to fit a psychologlcal
interpretation to a mathematieal hypothesis, The latter
attempis to fit a mathematical interpretation to a
psyehological hypothesis, Singe we are primarily interested
in proving or disproving psychological hypothesis the bi-factor
method would seem, from the point of view of psychology, to be
the more valid scientific method, 2nd more 1likely to produce

useful resulis.
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V1, SULBARY.

The intercorrelations beiween the split-halves of three
edulvalent group tests of intelligence given on different
days are analysed by Holzinger's bi-facior method, and
fsoetors of "{emporal coniiguity' isolsted and measured,
The existenge of factors of 'temporal gontiguiiy' may be
due to the absence of the influence of functiional
varaibility on the correlations between tesis given on
the same day, or to the gorrelation of errors, or both.
The existence of factors of 'temporal contiguity' explain
why rellabllity coefflicients ealgnlated by the split-half
method, and 'boosted’ by the Spearman-Brown formula are
unusgsually higher than reliabllity coefficlents obtained
by correlaiing parallsl forms,

A comparison is made between bi«fsctor and multiple
factor techniques.

Reasons and csleuletions are asdvanced to show that the
redustion of the number of factors to a minimum may
under certain circumstances lead to meaningless factors,
guite incompatible with a previocusly esiablished
psychological hypothesis,

The srgument is presented that from the point of view of
peychology the fitting of a mathematical interpretation
to & psychological hypothesis, rether than the gonverse,
is the more valid scientific method, and likely to lead

to more meaningful resultis,
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- THE INFLUENCE OF THE USE OF MUL(IPLE-CHOICE ITEMS
ON TEST RELIABILITY.

One souree of test unreliability derives from the use
of test items of the multiple-choice types In the specific
case of a test constructed of true-false items a person's
score will vary from trisl to trial due to the influence of
chance alone, quit& apart from other contributing sources
of error. Thus, with a test constructed eniirely of irue-
false items, the probability ls”half that completely
ignorant or very unintelligent persons will attain a score
of §/2 by pure guess work, where N is the number of items
on the test, and provided all items are attempted. The
mean score made by such & hypothetical population of persons
on such a test will be N/2 and the variance of scores N/&.
Thus with a test of 100 items of the true-false type all of

which are attempted the disiribution of scores made by our

NOTE These values are calculated from formulae for the
mean and variance of the point binomial. The mean
of the point binomial is Np, and its variance Npq.
In the present argumeni N is the number of items on
the test, p is the probabllity of geiting an item
correct by chance, and g is the probabillity of
getting it wrong by changes, When the items are of
the true-false type pzQed.
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completely ignorant population will have a mean of 50 and &
variance of 25. If the test were given cgain to the same
population we should expect the same mean and variance, and
& gorrelation beiween test and retest of zero, since z2ll
scores on both applications of the test are made by chance
alone, With a2 test constructed of 100 multiple-choice
ftems where the number of alternatives offered is five this
hypothetieal population will have scores normally distributed
about & mean of 20 with & variance of 16, If such a test
were given a second time to the same population, we should
again expect a correlation between test and retest, of zero,

With a test constructed of true-false or multiple-
cholce items we may make the assumptiion that all individuals,
with the exception of those who make perfect scores, secure
some of their scores by chance and some as a result of their
knowledge or abllity, Thus , disregarding for the moment
other sources of varlable error, we may aaaume’that'every
person's score on a multiple-choice test is capable of
division into twe parts;

Z s XYy (1)
where 2 = obtained score

X = score resulting from ability

¥y score resuliing from chance.
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If the test is given a number of times to the same
individual 2z will vary because of chance variations in y,.

It is apparent, therefore, that apart from other sources of
variaﬁle error, change is a factor contributing to

unreliability in tests constructed of items of the multiple-
cholce type. '

| The usual formula for correcting a test score for
chance is

X2 2 - w/ (nel) (2)

‘where x and z are as above, w is the total number of
incorrect responses, and n is the number of alternative
responses for each item, the number of alternative responses
for every item on the test being the same, it may be
mentioned here that this formula is usually written in
different notation, This formula is based on the
assumption that if an individual scores x points without the
aid of chance the probabllity is § that he will increase
his score Z-%4W points by chance alone, If the procedure
of aaminiateging the test is such that we may regard all
itfems not passed as attempfeﬂ, the relationship is simplified,

and we may state that the probability is # that an individusl

who scores x points by ebility alone will score Nex
additional points by chance, where I is the numbeg of items
on the test, Thus the o0dds are even that an individual

who scores 50 pointie by ability on a test consiructed of 100

items with 5 alternatives for each iltem will increase his
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score 10 points by chance, thus making a total score of 60,
Singe chance is a source of unreliability in tests of
the multiple-choice type, it is possible to estimate the
maximum reliability attainable by such tests if chance were
the only source of unreliability. It is also possible to
estimate the importance of change as a factor in test
unreliabllity relative to other sources of variable error,
Let Z= X4y
where g, X, and y are as above,
For any gi?eﬁ valus of X the variance of y is equal to
:MHWWNNjnW.wfﬁ;iqu' e (3)
where N z the number of items on the test,
P = the probability of suceesalon an item,
q = the probebility of failure on an item,
Averaging this combonent over normally distributed values of
X we obtain
52 = (N-My)pa (4)

& = variance of y for normally distributed values of x,

y
Mx « mean of x,

where 8

It may also be shown that

- My, =N
My 2 _s_E.E (5)

where Mg = the mean of 2z

80 that o
Now the usual formulas for the error variance of a test score is

Bgaaf(l-r (7)
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|
where EE = error variance of & score in test g

si = variance of Z.

Typr = the reliability coefficient of test 2.

'Therefdre
2,2
=1- £ /s, (8)

r -

23!
| If chance is the only souree of unreliability
: o

ES = 8§ (9)

|}

The maximum reliability that can be attained. by a test
constructed of multiple-choice items will be given by
substituting equation (6) in equation (8) obtaining the

following formula:-
f

s Tyz' (max,) 5 1~ Lﬁ:%zin (10)
| . 8
fwhsre Tygr (max.) = the maximum reliability that can be

attained with 2 *:zt cconstructed of
multiple-choice items,
If n is the number of alternative responses p= 1/n, and we can
write the above formula in the form
Tss' (max,) = 1 =l

2
J

(11)
ne

If chance is not the only source of unreliability, and other

sources of variable error are present, on the assumption

that such errors are uncorrelated, the variances are additive,

and we have the relation
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2 & iR 2
£ = oy + 8y (12)
where eﬁ = the variance of other sources of error.
Hence
Tgx' = Tag!
1 - N-umz
(13)
2
ns,

Where r,., is the reliability that would have obtained if the
probability -Ff ~~~»ing a certain number of points by chance
were zZero, _

We are, therefore, in & position to analyse the total
error variance of a teet into two components, (a) that due
to some unknown sourcﬁ'6T"Q;QOE§QTET“£hat due to the use of
miltiple=choice items,

By way of illustrating formula (5) Table Lwss
constructed showing the maximum reliability that can be
attained with a test of 100 items for varying numbers of
alternative responses, and different siandard deviations,
The mean score in this Table is taken as 50,

The formulde“davaioped in this paper are largely_of

theoretical interest in that they disclose the influence of

certaly ghance factors on test reliability. For
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practical purposes & variety of complications may tend to
invalidate their use, 1f they sre used without due regard
for the assumptions upon which they are based. Firstly,
it is assumed that all items on a test are attempted by all
individuals in the sample tested, This will only be the
case when unlimited time is gifeﬁ for the completion of the
tests, TWhen, however, & time limit is set so that spéeﬁ of
performence is regarded as an index of ability, the ;nfluenoe
of the use of multiple-choice items on test unreliability
wiil be somswhat reduced, because the less capable persons
will not attempt the items near the end of the tesi.

Furtherpore, by increasing the number of aliernatlives,
although we inecrease the reliability of the test; we also

\ inorease the difficulty velues of the items., ‘apart from

~the influence of change altogether, we cannot régard an
item containing 4 alternatives as directly comparable with
the same item wlth-anothar alternative sdded. An
individual who is quitie capable of selecting the proper
response from 4 alternatives, might experience difficulty
in selecting the proper response from 5 slternatives. | The
nature of the alternative added may tend to inoréaae the
difficulty value of the item, b

The situation is further complicated by the fact that
guessing is seldom an entirely chance process, Degrees of

certainty exist, and all alternatives may not seem equally
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plausible to the testee, 1t would seem, therefore, that
an individual who should fail an item of n alternatives hes
a probablility grester than 1/n of responding correctly.

One cgounteracting influsnce is that the ablility fto guess
the corree’ answer may be correlated with the ability

measured by the test,
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Table 15

A Table of maximum relisbilities attainable for a test of
100 items for different numbers of sliernative reasponses,
and different values of the standard deviatlon.

The mean is taken as 50,

Alternatives Standard Tevistion
5 10 15 20 25
2 - 0000 7500  ,8889 (9357 09600
3 03333 08333 49859 49583 29733
4 5000 (8750 9444 « 9687 «9800
5 06000 49000 L9556 0 2750 « 9840
6 « 6667 +9166 09630 L9702 09866
7 27143 49286 29683 49821  ,9886
8 7500 49375 9722 +9844 « 9900
9 7778 s 9444 WIMET Jwodd « 9911

o
<

«8000 +9500 «2778 «9875 « 9920
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INTRODUCTION

The interpretation of a test 2s a2 large composite
battery of small unit tesis, each unit contributing by virtue
of its intersctiom with the other units of the test to the
functioning of the test as a whole, indicates methods whereby
the basic factors within the test structure influencing the
efficacy of the whole test may be analyseds, Such a congcept
suggests methods and guiding principles in the construction
of mental tests whereby reliability and discriminate power,
may be increased, and the worth of the test as an instrument
for educational selectilon improved in some degree, The
present discussion is developed to Investigate the properties
of the fundamental interactions within the test structure
which determine the functioning of the whole test, Such a
discussion involves a detalled analysis of the properties

of the answer pattern of tesis,

- BASIS FORMULAE,

A gtudy of answer pattern structure involves the use of
certain formulae in general use for purposes of item selecilon,
The most fundamental of these are the formulae for the
variance of a dichotomously scored variable, and the inter:
tcorrelation of such dlichotomously ecored variables,

The varlance of a single dichotomously scored test item

is given by the formula, pq, where p is the proportion of
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persons passing the test item, and q the proportion of persons
falling the items

The correlation between any two dichotomously scored

items is given by the formula

Ty,

where rij
Pij
Py
Pj
51
e

Given the

Pij - PIPJ

/ PiqiPJiq]

corrala#ion between items i and J.
proportion of persons passing both items.
proportion of persons passing item i,
proportion of persons passing item J.
proportion of persons falling item i,
proportion of persons falling item J.

item variances and the inter-item correlations

determined by the sbove formulae, the variance of the whole

test is obtained by writing the inter-item correlations in

the form of a pooling square with 1's down the diagonal,

weighting each item according to its standard deviation, and

summing the welghted elementis,

is the variance of scores on the whole tes¥; thus the

variance of test scores is written as a function of n

independent item variesnces, and n (n-1) inter-item covariances,

as followa;

Unlverrlty of London fress, DPe 83 100,

The sum of the weighted elemsnt%
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2

where (O, = variance of raw scores on whole test,
h = number of test items,

2 " 2 .

Oy rsdur Gis #ep,

1 Lo

L:

This equation indicates that to increase the varlance of a
test, without inoreasing the value of n, thareﬁy increasing
the tests capacity for discriminating between the persons
tested, we must inerease the item varlences and the inter-item
coveriances. Since the item varimnces represent only 1/n

per cent of the elements in the initial pooling square, we
conelude that when n is large the inter<item covariances are

the basic determiners of test variance,
NOTE

A note may be appended here regarding the answer patiern

matrix, The answer patiern of a test is written in the form

of a matrix in which each row represents an item, each eolumn
represents a person, and each element 834 has a value of either
\zero or unity when the items are scored dichotomously, as

follows;
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Denoting this matrix by A we maﬁ write
AA' = P
where P is the matrix of the number of persons passing both
ltems 1 and jos The mairix of the proportion of persons
paseing both items 1 and j ie denoted by
ANAAY = )P

where >\:"‘§"" , N being the number of persons,

The matrix of the inter-item covariances is then denoted by
ABAL. &\ Qs & ©
' where Q is the colwmn vector of the number of persons passing
| each item, and C the matrix of inter-item covariances.
Just as Lt is possible to estimate the correlation
between the rows of the answer pattern matrix, so the
correlation between columms, l.e. the correlation beiween
persons, may be estimated, By argumenis similar to those
used above the matrix of inter-person covariances may be

found and denoted by
" KA'A - K2LL' = D
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where k = 1/n, L a column vector of raw scores, and D the
matrix of inter-person covariaences.
No simple reciprocal relationship is apparent between
the correlation of the rows of the answer pattern meirix,

and the correlation between the columns,

A UNIQUE ANSWER PATTERN MATRIX.

David As Walker has investigated some of the properties
of answer pattern matrices, and the relationship between such
properties and the distribution of raw scores. He polnts
out that any persorls score X on a test may be made up in a
large number of different ways, Theoretically el least xcn

possible ways existof making & score x on & test of n liems.

Flrstly the score x may be mede by responding correctly to
the x easiest items on the test, When the score x pf every |
person tested is composed of correct responses to the x
easiest items on the test, where the x easiest Ltems are

deseribed by the responses of all persons tested, and when

the y persons passing & given item are the y most capable

% Walker, LD.A., (1931), "Answer Pattern and Score Scetter in
Tests and Exeminations", B.J.P. xx1l, pp. 73-86.
(1936), "Answer Pattern and Score Scatter in Lests and
Lxeminations! B.J.P. xxll, pp. 301-308.

\1940)"Answer Pattern and Scores Scatter in Tests and
dxeminations’ Bed.r. xxx, pp.248-2060,
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persons in the sample, where the y more capable persons are
deseribed by the performsnce of all persons tested on the
whole test, the answer patiern matrix may be described as
unique, In practice, however, such 2 unique answer pattern
matrix is never atialned, since an element of
'higgledypiggledyness' enters into the composition of all but
zero and perfect scores. The answer pattern of every test
epproximates in greater or less degree to such a unique
theoretical configuration, and we shall demonstrate below
that the closer this spproximation the more efficaclous

the test,

Walker points out that when the answer pattern matrix
is unique the distribution of raw scores is completely
determined by the difficuliy values of the ltems, the
distribution of raw scores being egual to the first
differences of the distribution of the number of persons
paseing each item correctly, the items being arranged in
order of difficultys Thus, if Py, Py, P, Py,ecenessfy
represent the number of persong passing each ltem, the items
being arranged in order of difficulty, then the frequencies
of the distribution of raw scores may be found by ftaking
the first differences of this distributlon, as follows;
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Nnos persons

item passing item
0 Py

1 Py

2 Py

3 Py

4. P4

. »

° .

k Py

frequencies of
raw scores

Po=~ 21

8
H
Jot

Py - Py = f£p
Pg - Py s 23
S TR
Fys

Plre1) = Px = Ty

where £3, fo, £3,e00000004ff aTe the frequencies of the

distribution of raw scores on the test, It is thus

apparent that when the answer pattern matrix is unique

the distribution of the number of persons passing each

item, the items being arranged in order of difflculty,

is the same as the cumlative frequency distribution of

raw Scores,. The distribution of raw scores are therefore

completely defermined by the difficulty values of the

test Ltems,

Walker has deviged an inde

of divergence of the answer pattern of any test from the

unique answer pattern that would

score x of every child been made by answering correctly

the x easiest itemse on the test,

index the 'coefficient of hig',

% 10 measure the amount

have cbtained had the

Waelker termed this

In a leater article,

however, he expressed some aoeﬁtlcism of its utlllt&,

i
i ]
&
|

|3
|
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and at present no convenient guantitaiive measure is
availabls for esthStlng the divergence of an obtained

answer pattern meirix from a theoreticelly unique matrixz.

| T

| PROPERTIES OF ANSWER PATTERN MATRICES.

The above discussion has been presented preparatory
10 the development of certain associscted theorems

fundamental in the theory of test construetion, These

theorems permit more of demonstration than of rigorous
proof, I
THEOREM 1 Lagk of uniqueness in the answer pattern
matrix tends 1o reduce the varlance of raw scores, |
Consider the hypothetlicel answer pattern matrix of
a test of 4 items given %o o sample of 16 personss Let
0, sz ssesely o refer to peréoﬁs, and Q, Qg,_qa,ﬁ4,

refer to ltems

‘ Teble 16

' _ . Nos persong
€1 Cp €z Cy C5 Cg Cy Cg Cg C3p C13 C1p €13 C14 C15 C15 passing ite 8

Enau e T Tl Gl Do W URE (I GRS GRS TS TR S R ¢ 15 |

S RGOS MR v e N i s R | 11

" s o AR S 5

Y 1 1

| ray

Mo%e O Rualevy of iBe BuiRr-Btsl 6B B:oiBl s Bus Boovh 32
fable 1°

Each row in the sbove answer pattern matrix shows the
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number of persons passing each iiems Esch columm shows the
number of ifems passed by each person, Thus the sum of the
elemenis in the column veetor ¢; is the raw score of the ith,
person., It will be observed that the distribution of raw
secores is binomial, and that the freguencles of this
distribution are equal to the first differences obtained
from the distribuition of the number of persons passing each
{tem, 5

By interchanging any number of rows or any number of
columms in the above answer pattern the uniqueness of the
answer pattern remains unchanged, Interchanging colums
snounts merely to rearranging individuals; interchanging
rows amounts to rearranging the items in a different

order of difficultys Any rearrangement of the elements
in the above answer patiern matrix which does not
correspond to an intetchanging of complete rows or columms
will reduce the inter-item correlations Thus If the

element &, is moved to a poeition sz 5, the inter-ifem

12
correlation ryq4 will be reduced, and the variance of raw
scores reduced from 1 to ,875, By changing the position
of the elements in any glven row such that the enswer
pattern matrix ceases to be unique ceriain inter-ifem
correlations, and covariances are reduced. A reduction in
the sum of the inter-item covariances is, as previously

established, accompanied by a reduction in the varlance

of the whole test, We must, therefore, conclude that

e

s
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lack of uniqueness in the answer patiern matrix tends to

reduce the variance of raw scores.

THEOREM £, Lagk of uniqueness in the answer paitern matrix
tends to reduce the reliability of the test. Conversely
by increasing the degree to which the asnswer pattern
approximates 1c a unique solution we tend to inerease the
relisbility of the test,

The rellability of a test is a function, not only of
the Independent item relisbilities, but also of the inter-
1tenm covariances except in the theoretical case when the
test is perfectly reliable, This ststement is capsble of
adequate demonsiration on reference tov a pooling square
contalning the inftercorrelations between all the n ifens
on a test, and the n items on a hypothetical equivalent

form of the test, as follows;

T Tagn=ds: On B, Oave o it 30T
Tl e Vs e Vi et Viv
G| v > ;
12 l Y’J\ v!‘.t. {11 . VJ.I‘,
; Vi (w-t) : €. (k-1
0'..\ Ytk 1 Vnik-o) Vuw
o-. Y|‘ vi T Yllv I Y.l i - Y‘ h.
UJ. Yia Ya2 Vo Yie
(op : ; : \;-I\fh—ﬂ Yt
h Yuin-t) Yiw V(- |
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From this pooling square it is apparent that

! W h W
Toen b ) ) oo,
1 Loy Gy i
" = n % "
2 o |
L=t Cal A=
e

Bxamination of thls equation indicates that when n Ls large

the sum of the n{n-l) inter-item coveriances greatly outweighs

. the other terms in the equation as determiners of ryj.

Increasing the quantity Z: Z: ; 0, C; independent of the
other terme in the equation J%lthout increasing the value of
n, will increase the test rellabllity execepl in the special
case where the test ls perfecily reliable; The grcater the
value of n the more the sum of the inter-item goveriances
tends to outweigh the other elements, This aipiains
analytically why the reliability of a test is lncreased by
inereasing its lengths We have already demonstrated that
the further the answer pattern of a test digresses from a
unique solution the smaller the value of the summed intere

item covariances, the number of items being kepl constant,

The conclusion 1s, therefore, that the greater the lack of

; uniqueness in the answer pattern matrix the lower the

réiiéﬁillty of the test, Conversely by ilnareasing the
degree to which the answer pattern approximaies to & unique

solution we increase the reliability of the test,
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THEOREM.QZ Lack of uniqueness In the answer patiern matrix
tends to reduce the correlation of a test item with the whole = |

test, |

This proposition is capable of ready demonstration on
reference to the formula for bi-serial r, or the corresponding

formula for the Pearson product-moment r for the correlation

between a dichotomously scored variable and & polytomously
scored variable. The usual formuls for bie-serial » is
wriiten as follows: ‘

Mp"'hq I o A

Fhing ® g : l

where Mp = mean score on the whole test of persons solving
the item correctly.

mean score con the whole test of persons falling

2
1

the item,

SeDs = standard deviation of raw scores.

proportion of whole group passing the item,

11

¢ = proportion of whole group failing the item.

. Z = oriinate of the normal curve cutting off p
i _ proportion of cages,

j The ecorresponding produch-moment formula for the
j correlation between a dichotomous and a polytomous variable
2 is written in the form

«De

This formula is capable of ready derivation from the formula
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for the calculation of a correlation coefficient from raw
scores on the assumption that one of the variables is
dichotomously distributeds,

Referenge to any answer pattiern will show that the
guantity MP is a maximum for any item of glven difficulty
when the x persons passing that item are the persons
gcoring the x highest merks on the test, or when the itenm
veetor of the answer pattern matrix is unique, Thus lack
of uniquenees in the answer petiern meirix can 3decrease,
but never increase the valus of MP‘ The converse holds
for Mq. It follows, therefore,.thaﬁ My = Mg s a maximum
for an ltem of any given difficulty when the answer pattern
matrix Le unlques Henee we conelude that lack of uniqueness

may decrease, but never lngroose, the correlation of an ltem

with the whole tests
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3 A Tote on the Matrix of Inter-item Correlations Obtalned

. from a Unique Angwer Pattern Matrix.

The matrix of Inter-item correlations obtained from
%
//; unigque answeyr pattern matrix has certain Iinteresting and

unusual properties which are considered briefly here,

Conslder a hypothetlecal test of n items srranged in

ascending order of difficuliy, and let the difficulty values
(the proportion of persons passing each item) of the items

be Py sPyePgececonsesabye Since the answer pa?tarn matrix is
unlque P> PpdPgseessssaby, 808 Pyp 3 P2, P15 SPzeseeePin
2 =pn. Therefore the inter-item covariances D j=DPiPy =P34y,

whers pi)pj. The matrix of inter-item covariances is then

as follows:~

1 2 3 4 B n

1 f&gi Pol  Pzdy Py P53 ¢ s & Ppdl ;
B DPpd; DP9, Pzdz Padg D5z « o+ e Pplp
3 Pgly Padz Pzl Padz Psd3 » s s Pl
4 Pgly Pu%5 Pad3 Radg Ps% e+ ¢« Pniy
5 psd)y P4z Pslz Py Pslz e e e Pndp

|
|

\ B Pp% Pnls anﬁ Pndsg Puis5

Pnln

‘ The {tem variances have been inserted in the diagonal,
Examination of this matrix of inter-lifem covariances

indlcates immediately that all the tetrad differences formed
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from elements all of which lie on one side of the diasgonal

are zero, while a1l tetrads formed from elements which lie on

both sides of the diagonal are not zero.

By inserting the item variances in the principal
diagongl ?}}ﬁtet?ﬁgskwhich inelude one disgonsl element are f¢)
zero, . Those which include two diagonal elements are of
course not zero.

The matrix of inter-item correlations is obtained by
dividing each element in the covariance mstrix by the standard
deviation of the two items involved. Thalmatriz of inter-item
correlations obviously exhibiis the same properties as the
matrix of inter-item covariances,

Consider for clarity of illustretion &2 numericel example,
Let the following represent a unigue answer pattern matrix of

8 test of 8 items administered to & éample of 20 persons,

Y 1ledad 3ol Loade 1 avds Xand _dizgl sdee dadsd 3 390
'fﬁa 3003 313 130d Lasls Fuid  drpol adlas Iadaed 1 485
Y f BN g o assll Seril el Tahet N 70
W 3 Yszdy vionod Aoy Loades 1.4l 1 460
" k1 donsd sileg 1adel 1 40 B
" Yo 1031 1 BB
& Jo=l- 1. i |
(" 1 1 ae |
T Tk s 1 . 5 e W ik ke Ty Sk el ik
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The matrix of inter-item covarlances obtained from the
above answer pattern is as follows. The item variances have

been inserted in the disgonal.

1 2 3 4 5 6 7 8
0475 40425 L0350 0300 L0200 ,0125 L0075 LLOS50
»0425 41275 L1050 ,0900 L0600 .0375 L0225 ,OL50
<0360 L1050 42100 41800 41200 .0750 (0450 .0300
0300 ,0900 L1800 ,2400 ,1600 41000 .0600 40400
+0200 L0600 ,1200 L1600 ,2400 L1500 .0900 ,0600
+0125 0375 ,0750 .1000 41500 L1875 L1125 .0750
+0075 40225 40450 L0600 L0900 ,1125 L1275 L0850
+0050 0150 L0300 ,0400 L0600 ,0750 L0850 ,0900

The matrix of inter-item correlations is as followsi-

b 5 2 3 4 5 6 7 8
1.0000 45461 43504 L2810 L1873 41326 L0964 L0765
#9461 1,000 «G4LT 45145 43430 LR486 L1765 L1400
¢3504 46417 1,000 +801L8 45345 3780 42750 42182
#2810 45145 48018 1,00 6667 44714 L3430 L2722
1873 43430 (5345 L6667 1.0000 L7071 5145 ,4082
01325 42425 43780 L4714 GJ7071 1.,0000 L7276 5774
20064 L1765 42750 43430 L5145 L7276 1.0000 L7935
+0765 51400 L2188 L2722 L4082 45774 47935 1,0000

These two numerical matrices, the matrix of inter-item

covariances and the matrix of inter-item correlations, reveal
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the vnusual properties previously mentioned.

The properties which apply to the matrices of inter-item
covariances and correlations formed from a unique answer
pattern apply also to the mairices of inter-person covariances
and correlations formed from such an answer pattern.

Whether these matrices of inter-item covariances and
correlations csn be described profitably In terms of factors,
and whet particular factorial configuration can best describe
metrices of this type is not et the moment of writing
immeaiataly apparent .

One tentative factor pattern for 8 variables where

P -Pa;pzé.....pa is 2 8 follows:-

;eats Pactors or bonds
esddee A 5 AN1iNiaWl 1l 5 WA
1 b3
2 2ot R
3 X X X
4 » R - x x
5 X sax X - T
6 X X X . Y X
7 xXve B X ®omRen X x
8 £ =X b4 - JEND- X x b4

When the loadings in the above pattern are obtained
from correlations resulting from a unique answer pattern,

they maintain a constant ratio throughout the columns;
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that is all possible tetrads that can be formed from the
loadings in the above patiern are zZero.
If such & facltor patiern were psyehologlca%‘maanlngful

it would imply that as the items incressed in difficulty

{the difficultly of an ifem being defined by the number of
persons passing it) new mental factors are invblved in the
attainment 6f & correct response,

The whole questiion is closely linked with Professor

Godfrey Thomson's sampling theory of ability, (see "The
"Factorial Analysis of Fuman Ability" pp.267«284), With
reference 1o our numerical example let us presume conditionally
that the minds of the 20 members of our hypothetical sample
of persons are comprised of innumerable bonds, and that the
successful response io a particular item regquires the
formation of & certaln number of such bondse To answer item 1
correctily the formstion of only one bond is reguired; <o
answer item two correcily rsquires the formstion of the bond
reguired to sclve iftem one plus an additional bond and so on,
Thus we may say that to solve item 1 is & relatively simple
proceédure requiring the formation of only 8 single bond,
while to solve item 8 is & complex operatlon requiring the
formation of 8 different bonds. It may be noted here that
the term'bond' is used with 81l the limiting conditions
imposed in Professor Thomson's discussion of the subject,
The bond for instance, required ¢ solve item 1 may be a

complex of smaller bonds.
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In the illustration pgiven here we have made the
assumption that our answer pattern matrix is unique, and
heve consequently imposed a certain definite structure upon
the minds of our 20 hypothetical persons, Furthermore we
have imposed a certain definite structure upon our 8
hypothetical test items, In actual practice our answer
pattern would not be unique but would only approximate to
uniqueness in greater or less degree.

[ The answer pattern might be as follows:=-

6 20 ©,058:0rCaC00: 001101507 501401501 6% 78, 4 19° Py
1300 % REE] M Lhdos ToaBiadn T ot exlit) & 95
1303 1 4 ¢ wiriiitanind vdektos o ban i L .85
1 1) Ron Aodoal . Bideoined Beds 4, @ .70
11w endondaded By Lrdlihe s o tinrd % 60
T A S S e A g, G | 40
15 Bes semwoid o 1 «25
o R e .15

e

The eonfiguration of bonds or factors derived from
such a pattern would be very nearly as follows.a The geros
would not be exsetly zeros for certsin mathematicel reasons

but they would be nearly zeros.
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Itens Bonds or faectors

2la31)lles 3N rVignVieacRils e 2 NAD

=

1 =

2 a x

3 % * X

4 s b3 ¢ > 3

5} X X . . - 4

6 . % ey . Xes X

7 : p:4 X o s B x

8 X X X b4 X ra ik ¢ b3

ROTE. (The sbove patiern 1s not exsct. Time has not

permitted the working of en exset numerlcal example),

The srgument, therefors, seems t0 Indlcste that lack
of uniqueness in the answer pattern structure resulis in
part at least from the way in which test liems cazmple the
bonds of the mind, Ancther somrce of lagk of uniqueness
results from the fact that different persons rmey employ
different bonds in enawering the same items correctly.

The faet thet the elements in an snswer pattern
are not 811 inserted 2% random, but approximsie in some
degree or other to & unique configuration seems to
indlecate that the mind has & certain siructure. As the
snswer pattern departs from uniqueness towards randomess

the whole matrix of inter-item correlations is reduced in
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rank, If the elemenis Ln the sngwer patiein were inserted
purely &t random all the infer-item correlations would tend
to be zero, and would indlcate that there was no linksge
3 between the innumersble elements or bonds of the minds of

the persons tested,

If 1his siructure which the mind seems to possess
ig in pari 1m§oaaa by educatlon, and other environmental
influences we would expect that {the answer patterns of tesis
given {o young c¢hildren would depari more substantially
from unigueness than the answer patiern of tests given to
older children. If this argument 1s correct we would
expect the rellablility of tests to ingrease with increase
in agee. Such & hypotheeis ils readily capable of
experimental treciment.

The sbove discussion, written hurrieﬂiy under the
pressure of much pther work, must be regarded &s purely
tentative, The matter is a8t present undergoing further

consideration,



121.

OfHER FACTORS CONTRIBUTING ©0 ANSWER PATTHRN UNIQUENESS.

Certain other factors coniribute in scme degree to
lack of unigqueness in the answer patiern matrixz, and thereby
detracti from the efificiency of the test as a selecilve
instrunent,

Firstly, if the xeaslest ltems on the test are not the
first x items on the tesi, that is, Lf the items are not
arranged in order of difficuliy, it is less likely that a
person who nakes & sgore x will procure that score by
answering correctly the x easlest ltems on the-t@st.

Thus the lestes may wasts time attempting items too difficult
for him, and, 4f the test has & time 1limit, feil to reach
ftems thot he could readily do correctlys 11 is desirable,
therefore, thai 1he items on a test e arranga& in order of
difficuity, if the test is 1o attain a high degres of
effectiveness, |

Becbnaly, the use of items of the multiple-~choice type
will alsoc ‘end towerds lack of uniquenesss in the answer
patiern netrix, With Lliems of this iype ihere exists a
probability that the festee will respond gorrectly by chance
alone, The probability fthat en individusl will respond
correctly by chance alone is independent of the difficulty
of the items, when the number of alternatives is constanti,
Thus an individusl may make & score by chance on items that

are beyond his level of ability« Sueh responses will be
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arrsnged in random manner in the answer pattern, and will
tend to reduvee the inter-item correlationss Hence by
reducing the probability of making & certalin score by chance
we reduge the discrepancy between the obtained énewsr pattern
matrix and the desired unique matrix,

In short, all purely rendom influences resultiing from
the interactlon of test and testee which contribute to the
uareliability of tesis will inerease the lack of uvniqueness

in the answver patiern metrix,

THE THEEORY OF TEST DISCRIMINATION.

Every %est item on whigh the persons tested may either
pass or fail performs in itself 2 dlchotomous funetion,
namely that it divides the sample of persons tested into two
groups; persons capable of passing the item, and persons
incepable of passing the item. The level of ability at
which the item is able %o dichotomize the group, depends on
the Aifficulty of the item, An item that divides the sample
of persons into two equal categories may be deseribed as
disoriminating about the mean, With two idems of different
diffleulty the sample of persone tested would be divided
into three abllity categorlies. This gtatement is only trus
in the sense that Lf each Ltem is scored one mark for a pass,
and no marks for & feilure, the total scores on the two itens
of the persons .tested would be either O, 1, or 2, If,

however, we denote the itwo items es i and J, where iltem ] is



more diffieult than item 1, a person may fall voth items,
pess item 1 and fall liem J, pass ltem j end fail item i, or
pess both Ltems, A poss on the more difficult item j does
not necesserlly lmply @ pass on the essier item L. For
reasons pyeviously dlscuseed ceriain persons may find item J
eagier than ifem i, although ltem § way be more dlfficult
then item i, where the term 'more difficult' is defined by the
responses of the ms joriiy. Lel us assume none the less for
benefit of cleritly at this peint in our discussion that all
persons paselng iiem J slsc pass ilem 1., Thus conditionally
ve may stete that a test of two ltems of different degrees of
difficulty will divide ihe persons tesied into three ability
categories, while a test of thpee items of dlfferent degrees
of 3iffiguliy will divide the persons tested into four
ability éatagories. The more items of different difficulty
we add to our test the greater the number of categories into
which the. test is able to subdivide the groupe Thus a test
constructed of a large number of items of different degrees
of difficuliy, each ltem performing its awn.particular
dichotomous function and discriminating 2t a particular level
of abillty, performs & polytomous funetion; that is, i1
divides the persons tested into a large number of categories,
é2ch catlegory representing a difierent level of abllity,

Finally, having obtalned items of varying d4lffleuliy, we



resch & pesition where the items are mazimelly different

from one anolherwiih respect 1o difficultiy, GShis position

yields a rectangular disfrivulion of raw scores, and will be

disgussed at greater lengih below,

fhe above discussion relaies for clarity of illustration

1o the ideal situaiion where the answer paitern mairix is

unigue, In praciice the diseriminative power of an itenm

is seriocusly blurred by lsack of answer patiern uniqueness;

that 1s, by the presence of group faciors, and the action of

numerous randon Influences, It is apparent, therefore, that

when the answer paitern matrix is unigue the test dlscriminates

perfectly between ths persons tested, and the mors closely

the answsr patiern of & itest can be made fo approximate to
dthis desired poslilon the more efficient its discriminative
/;owar, and the greater its sensitlvily irn arranging the

persons testod according to lhelr measured capacliye



DISCRIMINATION AND THE CORRELATICN BETVEEN PERSONS,

As mentlioned previously we may calculate the correlations
between the golumns of the answer pattern meiriz as well as
the correlations between the rows. Thus, instead of
correlating items we may correlate rows, As previously
established the sum ¢f all the inter-item covarisnces plus
the item varlances e&quals the variance of raw scoress
elmilarly the sum of the inter-person ocovariances pius the
variances of the persons 1s equal to the variance of the
distribution of the number of persons passing the iltems.

As the verisnce of raw scores is ingreased the variance of the
number of persons pessing the ltems ils decreaseds Yhus when
& theorelical maximum variance is alialned; that is, when
helf the persons iested make zero scores and the other half
perfect scores; the number of persons passing eaoch ltem is
‘he game. Such a fletitious test dlseriminates perfectly
about the'msan, but does not dilscriminate perfectly between
persons in the two broad categories, In this imaginary case
all the correlations between items are perfect, while the
correlations beiween persons zre Indeterminate.

As we reduce the varlance of raw scores we increase the
variance of the distribution of the anumber of persons passing
each items When in the theoretical case the raw scores fbrm
& rectangular dlstributlon with standard devliation O , the

distribution of the number of persons passing the test ilteme
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is 21s¢ rectangular with standard devistion n/NO | where n

®
is the number of ltems, and N the number of persons. As we
eontinue 1o decrease the varlance of raw scores we ingcrease
the varisnce of the number of persons passing eech itenm
until an ultimate positiiorn is reached wher ihe varisnce of
raw scores is zero, 2ll persone meking = score of n/2, and
the veriance of the distributlon of persors passing the items
is & maximum.

The conslusion resuliing from the above argument is
that by the selection of items which correlate highly
among themselves we increase the varisnce of raw scores, and
at the same tlme reduce the variance of ihe distributlon of
the number of persons peesing each item; +that 1s, we reduce
the gorrelation baftueen the persons %teslted, and make the
persons testied appssr more uniike one anotker, Zhus, high
test Iiscriminstive power invelves kigh inter-itenm
eorreilaticn, and low inter-person correlaticn, This
observation furnishes en inieresting addition to prevailing

theories of test diserimination,
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AN INDEX OF ITEM DISCRIMINATION.

Many existing techniques of item selection assist
directly or indirectly in the elimination of lack of
uniqueness in the answer pattern matrix, Among these are
those techniques which require a division of the group
tested into thirds or sixths, Methods of item selection

which employ as a2 ceriterion the correlation of an item

with the whole test are of no great value in the construction
of tests of high diseriminative power since the indices used
are not independent of the difficulty values of the items,

As an index of the diseriminative power of an item we
propose 1o use the correlation of that item with a
hypothetical item of corresponding difficulty, which is
eanswered correctly by the x persons making the x highest
scores on the whole test, Such an index furniahea-an-
estimate of the aecuracy with which a test item discriminates
at the level of ability where it presumes to discriminate,
and as such may be regarded as an indication of-—the

reliablility of the relisbility of diserimination of a test

iteq.,

The correlation between two test items is giv

the formula
I\

|
Tig= Pig = Pipy

/PyagPydy




Denoting our test item by i, and our hypothetical item of
corresponding difficulty by a, and since Piz=p; we may write

2
Tia ® Pia = Py

Pidy
Since pla is equal to or less than pg we may write piagpl_wl,
where wy ls the proportion of individuals failing item §
who would have passed had the item discriminated perfectly,
or the number of individuals passing item i who would have
failed had the item discriminated perfectly. Ve may,
therefore write our coefficient of item diserimination in
the form

P39y
The coefficient Tia vari;a as a correlation coefficient from
-1 to 1, As an explanatory example consider the answer
pattern df the following item i, Let cl,gg......clo
refer to persons, .
¢, Cp G € C5 C. Cp Cg Cy (g

item i k= REil- Qrouds: e 3
itemg a s RSl (N SR RSl SEES §

In this example py = «6, and pjdy = 24, Wi = +20,
Therefore, ry,, the coefficient of item diseriminetion is
1668, We may say that such an item as this does not

diseriminate with sufficient accuracy at the level of ability
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where it presumes to discriminate,

In order %o estimate values of rig ©xactly it is
necessary to arrange the answer pattern in such a way that
w; is exactly determinables This involves the construction
of an answer patfern in which a column is assigned %o each
person, and a row to each ltem, With a test constructed of
a large number of items, and glven to a fairly large sample
the construction of such an answer pattern is laborious,

For the ordinary routine of item selection it is suffleient
to divide the persons tested into six categories according

to their scores on the whole test, From an answer patterm
thus grouped wy may be estimated by a process of
interpolation, Values of Tig calculated hy‘this ready
method should be sufficliently close approximations %0

gerve as gulding parameters in the selection of fest items of

high discriminative power,
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MEASURING LACK OF UNIQUENESS IN THE ANSWER PATTERN MATRIX.

The following embodies an attempt to measure the
influence of lack of uniqueness in the answer patiern matrix
i}pon the functioning of the whole tests
From the first differences of the distribution of
persons passing each item we can obtain the actusl scores
that the persons tested would have made had the x pérsona
passing each item been the persons making the x highest
scores on the whole test. These scores we shall call for
convenience D-scores, D-gscores exhibit a number of
interesting properties, The mean of the D-scores of the
persons tested is the same as the mean of raw scores.
The D-score of & person below the mean is always less than
his raw score; the D-score of a person above the mean is
always greater than his raw score; The discrepancy
between D-score and raw score is due to the influence of
Ilaek of uniqueness in the answer patiern matrix, The further
the answer pattern of a test digresses from a unique
position the greater these discrepencies. We see, therefore,
that lack of uniqueness tends to make the raw scores of the
persons tesied regress towards the average, while approximating
to a unigue position pulls the scores aparti, and increases
the discriminstive power of the tests, This agrees with fhe
previously established theorem that lack of uniquenega in the

angwer pattern matrix reduces the variance of raw scores,
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The varliance of D-scores is consequently slways
substantially greater than the variance of raw scores,

With Moray House Tests the standard deviation of raw scores
is about 20, while the standard deviation of the corresponding
D-gcores is about 30, It should be pointed out here that if
the answer pattern matrix had, in the first instance, been
unique, the varlance of raw scores would not be 30, but it
would be somewhere between 20 and 30, possibly about 25,

It had been our original intention to use the correlation
between raw scores and D-scores as a measure of lack of
uniqueness, but in actuasl experiment the regression lines

of the correlation table were found to exhibit a certain

non linearity. The correlation between D-scores and raw
scores of a random sample of 162 persons on M.H.T.26,
disregarding the non~linearity of regression, was found to

be 49789 '

A better indication of the amount of dlvergence of
the obtained answer pattern matrix from the hypothetlical
unique matrix is given by the ratio of the varliance of
raw scores to the variance of D-scores, With M.H.T.26
this index was found to be .406 The less ﬁhe divergence
of the obtained matrix from the unique position the more
closely does this ratio approximate to unity.

Figure 4 gives the distribution of raw scores of 162
persons on M.,H.T.26, and the corresponding distribution of

D=goores. The standard deviation of raw scores was found
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to be 20,06, and the standard deviaiion of D-scores 31.50.
Examination of this figure indicates glearly the influence
of lack of uniqueness in ihe snswer pattern on ihe iest

structure, showing how such lack of uniqueness makes the

scores of the individuals tested regress iowards the average.

PLATYKURTIC DISTRIBUTION OF RAW SCORES.

In the argument developed above we have attempted to
demonsirate that variance of raw scores, reliability, and
discriminative power are funcilons of the item variances
and covariances. These iiem variances and covariances are
in themselves 1imited in magnitiiude by the type of
distribution of raw scores which the test constructior
predetermines, since by the appropriate selection of items
many different types of distributions may be obtained,

The belief has generally dominated educational measurement
that some intrinsic desirability characterised normaslly
distributed raw scores, and that various types of ékewad,
leptokurtic, and platykurtic distributions were to some
degree at least less satisfactiory than normal disiributions.
Adherence to distributions of the normal type has resulted,
‘firstly, from the belief that abiliiy is normally distributed
in the population, and, secondly, because many statistical
parameters are computed with greater facility, and sare more
intelligible, when the distributions of scores used in their

computation are approximetely normal, A belief, sometimes
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held end obviously false, is thet correlation coefficients
calculated by the proﬁuat—moment msthoa are invalid unless
the correlated varlahles ia nat a necessary condition for
the valid use of the product-moment formula, hut 11nearity
of regression, and variables distributed in a variety of
ways other than normel may, when correlated yield regression
lines which exhibit such linearity.

The purpose of the present discussion is to demonstrate
that, singe the item varisnces and coverisnces may be
increased by the seledtion of items ylelding types of
distributions other than normel, the efficacy of tesis as
rellable, discriminative instruments for the selection of
- individuals for occupational and schoplaatic purposes may be
substantially improved by the adoption of platykurtic and
rectangular distributions,

The reasoned argument supporting this statement is as
follows, By increasing the platykurtosis of a distribution
we inecrease the variance of raw scores without increasing
the number of items. This increased variance is accompanied,
either causually or effectually, by increased inter-item
covariance, This increased inter-item covariance, as
previously established incresses the reliabllity of the test,
Furthermore, by increasing the platykurtosis and thereby
increasing the varisnce of raw scores we reduce the correlation
between the persons tested, making them appear more different
from one another, thereby increasing the discriminative powers

of the test,
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The above discussion may be clarified with reference to the
following fictitious example. Conglder a test constructed
of four test items of such a type as to yleld a binomial
distribution of raw scores when administered ito a population
of 16 persons, Let the answer pattern be as shown in Table 1§
page 6, where Cy ,Cp,Cz,00000000¢0Cy, refer to persons, and
Q1,83, 3, Q4 refer to Ltems, We assume for the sake of
simplicity that the answer pattern matrix is uniques The
argument, however, is quite general,

The variances, covarlances, and intercorrelations of the

four items are as follows:-

covariances inter-correlations
p K 2 3 4 1 2 5 4
1 1., 0586 R
| 2, 40430 ,2148 27 43830 s
3e #0195 L0977 L2148 3 Gl741 (4547 e==
4 +0039 40195 0430 L0586 4 40666 41741 (3830 ===

The item variances are written in the diagonal of the matirix
of covariances. The variance of raw scores on this fictitious
test is 1, while the variance of the distribution of the
number of persons passing each item is 29,00,

Let us now consider the answer pattern of the type shown
in Table 1? derived from a test constructed of four items
administered to a sample of 16 persons, The distribution of

raw scores is not binomial but platykurtic.
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lable 17
No. persons

- Sw o ey il SO Sl RN SR SR (SR ot - R ¢ 13
2 & % -2 X X 4 L 10

SIS YRS 1SR "I LA 6

SRR e | 3

© 001121 2 2 2 2 3 3 3 4 4 4& (raw scores)

The variances, covarlances, and intercorrelations of the four

items of ihis fictitious test 2re ags follows:-

covariances
1 2 3 4 1 2 3 4
+1523

e ]

1

o1172 L2344 2 06204 o
3
4

1

2

& 40703 41406 .2344 3782 45998 -
&

+ 0352 L0703 41172 o 1523 02309 3722 L6204 -

The variance of raw scores on this fictitious test is 1,8750,.
It will be observed that by increasing the platykurtosis of
our distribution of raw scores we have increased the variance
from 1 to 1.,8750, The inter-item covariances and also the
intercorrelations have been increased substantially,
Furthermore, the variance of the distribution of the number of
persons passing each item has been decreased from 29 10 14.5.
This represents a very marked decrease in the magnititude of

the inter-person covariances, and indicates that the test
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yielding the platykuriic distribution of scores is discriminating
more effectively between persons than the test yielding the
binomial distributlion,

The split-half relisbillities of these two small
hypothetical tesis is also readlly calculated, The 'boosted’
split-half reliability of the test yielding the binomial
distribution of raw scores was found 10 be 5625, The
corresponding figure for the test yielding the platykurtiiec
distribution was found to be 6750,

This simple hypothstical example demonstrates, therefore,
that increasing the platykurtosis of the distribution of scores
(a) ingreases the inter-item covariances, (b) increases the
inter-item covariasnces, (¢) increases the varisnce of raw
scoresy (d) increases the rellability of the test, (e) reduces
the correlation betiween persons, (f) increases the
diseriminative power of the test, and from all points of view
improves the efficacy of the test as an instrument of

measurement .
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TYPES OF DISTRIBUTICNS OF RAW SCORES.

As Indicated above by the selection of appropriate items
the distribution of raw scores may be predetermined by the
test constructor. We may, therefore, consider what type of
distribution of the many possible types will produce the most
efficlient resulis in the field of mental testinges The
gnswer to this problem is that the type of distribution which
is selected must depend on the ultimate funcetion which the
test is intended to acocomplishe Thus if we are selectiing
candidates for secondary schools, and wish the fest to
diseriminate with a high degree of accuracy between the lower
two thirds and the upper one third of the persons tested,
items should be selected yielding a disiribution of raw scores
which is different in type from a distribution which would
discriminate well beiween the lower one third and the upper
two thirdss Distributions may be determined which will
accomplish their respective functions more efficacioucly
than had the test been designed to yield a distributiom of
raw scores approximating 1o normality in & representative
population, Similarly if a test is desired for the general
purpose of diseriminating at all levels of ability a
rarticular distribution, namely rectangular, may be obtained
which will accomplish this function with meximal efficiency.

The theory developed here depende on two generalizations;

(a) the shorder the ordinate of the curve of the distribution
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at the point of selection the greater the discriminatory
power of the test at that point, (b} the discriminatory power
of & test may be increased at one level of ability at the
expense of diécrimlnatory power at other levels of ablility.
It is theoretically possible 1o construct a test such
that half the persons tested make zero scores and the other
half make perfect scores, Sugh & test would have maximum
inter-item correlation, and every item would have maximum
variance of .25, fThe varlance of raw scores would also be
& maximume A test of this theoretical type would
diseriminste perfectly sbout the mean, but would have no
capacliiy for discriminating beiween the persons in each
category. If we were to attempt 1o consiruct a test of this
iype we should find that due to lack of uniqueness in the
answer patiern mairix the scores of the persons tested could
not be made to fall into two main categories, but would be
approximately symmetrical snd bl-modal with the minimal
ordinate between the two modes at the mean, Similarly if we
wished to diseriminate well at some other level of sbility a
test could be consiructed yielding an asymmetrical bi-modal
distribution with the minimal ordinate beiween the two modes
at the point of selection,

A situation way arise, and Goes arise in the selection
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of candidates for certain types of secondary education,
where we wish to select a certain proportion of individuals
from a given population, and to diseriminate between the
relative abilities of the individuals selected. iet us
presume that we wish to select the upper third of the
candidates, and to diseriminate between thep, The test to
accomplish this funetion should be constructed of items of
such a nature that theoretically two thirds of the persons
tested fail 211 items while the remaining third are
distributed equally throughout the whole range of items.
Thus with a test of 100 items administered to a group of
3000 candidates from which we wish to select & 1000 the
ideal test would be one upon which 2000 persons scores

zere marks, and the remaining 1000 persons scored ﬁarka
ranging from 1 to 100 with ten persorns in each of the 100
categories. In practice this ide=l situstion can never
be attained but may be roughly approximsted to be a
positively skewed distribution of the form shown in Figure 11 4
disgram 2, By constructing the test such that the scores
pile up a2t the lower 2nd average ranges cf ability, and are
spread out at the upper ranges of 2bility we increase the
power of the test to discriminste bright candidates while
decreasing its power to discriminate between average and
full candidates. Thus peor diseriminstive power at cerdain
levels of ability is compensated for by increased

diseriminative power at other levels of ability, Similarly
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if & test is desired to diseriminate efficiently between the
relative abilities of a certain proportion of dull children
items may be selected which will yield a negatively skewed
distribution of raw scores, |

A gltuation may arése where a test is required which
will select & given proportion of brisght persons and é given
proportlon of dull persons, and will discriminate between
tha relatlve ablllties of persons arbitrarily described as

a s Lol comalilis qlmurmn.w\on\mmﬁ-« olo § SCuhalal 5 B
dull’ Let use presume thet we wish to select the upper third
end lower third of persons in a given populstion and that
we wish to dliscriminste with meximal efficiency betwean
persong in the upper third, and also between persons in the
lower thirds We are not soncerned with discriminating
between persons in the middle third. It follows that we can
increase discrimination in the upper third =2nd in the lower
third at the expense of diserimination in the middle third.
To accomplish the purpose desired items must be selected
which will yield a distribution of scores which is unimodsl,
symmetrical, and markedly leptokurtie, tal%;ing ¢f on both

; ./
sides in the manner suggested in Fligure 1¥, dlagram 3.

RECTANGULAR DISTRIBUTIONS.

If now a test is desired for general experimental
purposes, that is if our interest in the persons at one level

of ability is no greater than our interest in persons at other
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levels of ability, we requié} a test which will discriminate
with equal efficiency atnall levels of ability. The
diseriminative power of a test attains this unpreferential
uniformity when the distribution of raw scores is rectangular,
or when the height of the ordinates of the distribution are

the same at all levels of ability, all types of'alstrihutiona
other than rectangular sacrifice discriminative power at one
level of ability for increased discriminative paﬁer at other
levels of ability.

With a rectangular distiribution every obsérvation has
an equal probability of being anywhere in the range from
zero to n, where n is the number of items on the test.

The standard deviastion of scores on a test of this type is
given in the theoretieal case by the formula n/[12, there
being n¢l possible categories into which the scores may fall.
With 2 test of 100 items the standard devistion of scores is
28486, while the standard deviation of scores of a
corresponding fest yielding s normal ﬂistrlbutiﬁn of scores
is usually about 17,

The values of B, and By for a rectanguler distribution,
caleulated from the first four moments, are respectively 0
and 1.8, Values of Blr 0 indigate that the distribution is
symmetrical. Values of Bl< 1.8 indicate that the distribution
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is tending to become bil-modal, while values of 35 > 1.8
indicate that thers ig a tendeney fer the scores 10 be

gconcentrated nezr the centre of the scale.



PART II.
Part Il is lergely experimental, esnd involves
a detailed study of the reliability of Moray House

Tests of Intelligence, inglish, end Arithmetic.



THE RELIABILITY OF KENTAL TESTS.




Objeect of Investigation.

The investigation presentied below was undertaken
to determine (a) the reliability of certain group tests
of intelligence, (b) whether group tests of intelligence
were more consistent instruments of measurement than
1ndiviﬂual tests. The tests considered in the present
enquiry are given to some 150,000 ghildren annually in
the schools of Britain for the purpose of selecting
candidates for certaln types of secondary school
education; consequently the question of their reliability

is a matter of no little importance.

Data Used.

The data used in the present investligaiion were
acquired in an experiment designed to determine the
relative efifectiveness of two types of examinations in
selecting children for secondary school education,
This experiment was conducted in Vest Yorkshire under
the auspices of the National Union of Teachers, while
the statistical work involved was carried out by
Professor G.H. Thomson, and W.G. Emmett at lMoray House
Teachers' Training College, ‘The West Yorkshire
Experiment included the administration of three lioray

Housé Intelligence Tests, M.H.7.21, M.H.T.23, and
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and M.H.T.26 to the same group of roughly 1800 children.
The statistical data resulting from the application of
three group tests of intelligence to the same sample
furnished comprehensive material for an investigation
~into the reliability of such tests.

The Group Tested.

All the children in 39 schools in West Yorkshire heE
itween the ages 10:0 and 10:11 on March lst 19237 were
given the testis. One school did not complete the
experiment, while about 200 children in the other schools
did not do all three intelligence tesis, thus reducing
the number of cases included in the final statlistical

analysis to 1535,

| Administration Q; the Tests.

To0 eliminate as far as possible the effect of
practice on the standardisation the schools were divided
into two groups, designated Group A and Group Be. The
number of children in Group A was approximately 1,020,
and Group B approximately 720, The tesis were
a@ministered in the following order:-

Group A. Schools
March 2nd. 1937=--
Intelligence Test M.H.T .21
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March 9th, 1937--
Intelligence Test Mu.H.T .23,
Mareh 16th, 1937-~
Intelligence Test M.H.T .26

Group B. Schools.
March 2nd. 1937~
Intelligence Test M.H.T.23,
March 9the. 1937=~~
Intelligence Test M.H.T.21,
March 16th, 1937-==
Intelligence Test M.H.T.26,
Each test consisted of 100 items, and the time of
administration was 45minutes, The procedure of
administering two tests to Group A, and administering the
same two tests in reverse order to Group B, while tending
to eliminate any mean increase in 1.8 due to practice
when both groups are considered together, exertis an
influence on the intercorrelations beiween the tests,
This problem is discussed at greater length In the section

on practice effect.

Standardisation,

The standardisations of the three tests were

effected in the usual manner by finding the scores at the
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the 5th,, 16th., 50th,, 84th,, and 95th. percentile
levels for each month of birth separately, plotting these
scores agalnst the ages, and fitting & least square line
to the twelvé points thus found, AA standardised score
of 100 is given to the child whose score is equal to the
average score of all the children in his age group.
The standard deviation of standardised scores is taken
as 15 in all Moray House Tesis. The slope of each least
square line determines the increment of raw score for
increase in age at each percentile level.

Standardised scores correspond very closely to
I.@'8 and in this enquiry are regarded as such.

The standardisation was based only on those
children taking all three tests, 1586 in number, A
table of norms was prepared for each test, and three
Intelligence wuotients found for each child, these
quotients being calculated to the nearest half point.

The distributions of raw scores (with frequencies
expressed as percentages) mean scores, and standard

deviations are given in Table 1,
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TABLE 1.
Distribution of raw scores, liean Score, and Standard

Deviation for M.H.T. 21, 23‘ and 264

Score M«H.T. MeHoT o M.H.T.
Interval 21 23 26
90-99 048 Odl 043
80-89- 3.6 2.6 348
70=79 847 942 9.3
60~69 1248 1443 14,9
50-59 1642 1740 | 177
40-49 1445 17.6 . 2041
30-39 1447 1447 1443
20-29 12.0 12,1 949
10-19 945 743 641
0-9 748 5ol 346
lean
Score 43,15 44,76 ; 47,06
Standard
"Deviation 22416 20429 19.74

Note--- The frequencies are expressed as percentages.
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Analysis of Data.

Three group Intelligence Quotients for some 1800
children of a single age range, calculated by the
application of three group tests of similar type with a
constant time interval of one week, furnished data of a
sufficlently comprehensive nature to warrant a detailed
enquiry into the reliability of the tests used, and the
associlated topic, the constancy of the Intelligence
Quotient,

In analysing the data in the present investigation
the general technique was ito calculate the variation in
I.ds between the three sets of Intelligence Quotients
for each child separately. Thus three distributions of
variations in I.4. were obtained. These variations
were then sub-classified sccording to brightness.

Groups A and B were considered sepasrately and combined.
The standard deviations of variation in I.Q. were
caleculated for groups A and B, for sub-groups of Groups A
and B, and also for the two Groups combined, From these
étandard deviations reliability coefficients and standarad
errors of I.4. were obtained, The method by which these
parameters are obtained from the standard deviatlons of

variations in I.Q. will be discussed later.
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Parallel Horms,

Any enquiry into test reliability by the correlation
of parallel forms necessitates some assurance as to the Btr%ct
equivalence of the forms used., Otherwise the pfasence ;
of 8 specific fagtor will tend to redﬁce the size of the
correietion between the forms, and such correlations
cannot be regarded as valld relisbility coefficients.

In thislenqulry M.H.Ts 21, 23, and 26 are regarded
, 88 parallel fdrma of the same test, and no reason exists
tﬁ doubt the validity of this assumption. The items on
each test are similar in type, namely analogles, number
geries etecs The number of items on each test (100),
and the duration of each test (45minutes) are the same,

The standardisations are based on exactly the same sample
of the populations The high reliability coefficients
found,also lend weight to the assumption that the three
tests approximate very closely to equlvalenqe. The
equivalence of the test forms ﬁsed is considered at

greater length in this thesls.
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Practice Effect.

When two parallel forms of & test are given to
the same group of children, the scores on the second form
will usually tend to be higher than the scores on the first
form due to practice effect, and familiarity with the
test situation, If the effect of parctice is uniform
at all levels of ability, that is if the dull child tends

to Increase his score through practice as much as the brigh&
child, the practice effect will have no influence on the |
reliability coefficient, If, however, the bright chila
gains-mofe through practice than the dull child, or if the
dull child gains more through practice than the bright childn
the correlation between the two seis of scores will Dbe
gpuriously increased by some small amount,

If the children in the upper ranges of ability gain
more through practice than the children in the lower
ranges of ability, the standard deviation of the second
set of scores will tend to be higher than the standard
deviation of the first. If the children in the lower
ranges gain more through practice than the children in the
upper ranges the standard deviation of the second set of
scores will be less than the standard deviatlon of the

first.
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Allan G, Roﬂgerxln a study based on only 76 cases
reports that the increase in I1.Q, due to practice effect
varies directly according to brightness, the increase from
test to retest being about one half point of I.u. for
children of I.4Q. 80, one point of I.4. for children of I.d.
100 and one and a half points of I.4. for children of I.4.
120, WeGs Emmett in an unpublished enquiry, by convertiing
the raw scores obtained on the three loray House Testis used
in the West Yorkshire Experiment into I1.Q's, using norms
based on the performance of children in another area, found
that there existed no apparent sysiematic relationship
between practice effect and level of ability, This
finding is in direct disagreement with the finding of Rodger.
Until more decisive evidence is forthcoming we musti regard
the problem of peactice effeet relative to ability as
undetermined.,

As previously explained, an effort was méﬂe in the
West Yorkshire Experiment 1o eliminate the possible
influence of practice on the test siandardisation by
dividing the schools tested into two Groups, Group A and
Group B, sdministering M.H.T.21 to Group A schools and
E.H.T.23 to Group B schools on the first day of testing,

and reversing the procedure on the second day of testing,
% Rodgers, Allan G., (1936) "The 4Ap_lication of six
Group Intelligence Tests to the Same Childrea, znd
the Bffects of Fractice", B.J.n.F. vol.vl, 291-305,
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M.H.T.26 was administered to the two groups on the third
day of testing, the pupils in both groups having the same

amount of practice.
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The plan of the experiment eliminates, therefore, any
mean change in I1.9. from one test io another when Groups
A gnd B are considered together. Unfortunately.the
procedure outlined above tends to introduce certain
possible sources of error;

(a} The standard deviations of raw score for the two
groups taken separately will be slightly less than for the
combined groups.

(b) The correlation between the tests will be
slightly greater for the two groups taken separetely than
for the combined groups.

(e) The standard deviation of variation in I.q. will
tend to be slightly smaller when the two groups are taken.
separstely then when the two groups are combined.

These conditions imply that the reliability
goefficients found by correlating l1.Q.'s on M.H.T.21 and
N.H.T.23 for Groups A and B sepasrately will be slightly
higher than when both groups are combined; similarly
but to a less degree with M.H.T.21 and ¥;§.T.26, and with
H.H,T.23 and M.H.1.26, This was indeed found to be'ths
case as an examination of the reliability coeffscients of
the three tesis for Groups A and B taken Bapargtely, and for

the combined groups indicates. (see Table 11).
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Furthermore, if our two testis are strictly eguivalent
we should éxpect the correlation between M.H.T.21 ﬁnd MeHWT
26, and also the correlation between K.H.T .23 and M.H.T.26,
for the whole group, to be slightly higher than the
correlation between M.H.T.21 and kK.H.T.23. This was
indeed found to be the case, |

Sinece the technique of the experiment was such as 1o
introduce the difficulties discussed above, the standard
deviations of variations in I;Qa and reliability
coefficients were calculated for Groups A and B éaparately
et different levels of ablility. This procedure was
justified since no systematic relatlonship\was found
between practice effect and level of ability was found in
this data, The standard deviations and variations in I.Q.
were also calculated for the two groups combined. The
standard deviations of variation in I.Q. for the combined
group will be overestimates, the reliability coefficientis
unﬁereatlﬁates. ,

With reference to the parameiers computed from the

e .
’/;omhineﬂ groups, it may be observed that those computed on

the variation in I.9. between any two tests will be
consistent with one another and strictly comparable,
The parsmetsrs computed on the variations between M.H.T.21

and Ié.H-TaEG, ahd between LI.H.T «23 and }i.HOT-BG’ for the
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the combined groups, are strictly comparable with one
another, but not with those computed on variations beiween
MeHoT.21 and M.H.T .23, the standard deviations of variation
in I.d., in the latter case being greater overestimates

than the standard deviations in the former.,
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TABLE 2.

o A
3 bk o ik T
Table of Correlstions @“%

@roup A,

Tests Standard
correlated correlation rror
M.H,T.21/23 +933 <0043
M.H.T.21/26 «922 +0050
M.H.T.23/26 «940 0039

Group B
M.H.T.21/23 <931 « 0053
MJH.T.21/26 «940 + 0049
MJH.T,23/26 +935 «0050

Combined Groups

M.H.T.21/23 +917 <0026,
M.H.T.21/23 924 20024
M.H.T.23/26 «937 « 0022
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Correlation of I.4.

The correlation coefficiente given in Table 11,
found by correlating I.Wl.'s may be regarded as

reliability coefficients. Correlation coefficients

found by correlating I.4.'s may he regarded as more valid |

indices of reliablility than coefficients calculated by
correlating raw scores. The correlation of raw scores
will yield a coefficient that is 100 high due 1o the
influence of age, and such a coefficient cannot be
regarded as a valid index of reliabilitiy until age has
been partialled out, If a test has been effectively
standardised the gorrelation of raw score with age
partialled out will be the same as the correlation of Il.d.

With a single year group the correlation of raw
score with age is very small., The correlation of raw
scores beiween two parallel forms of 2 test will be
approximately ,002 higher than the correlation of the
corresponding I.9.'s A close estimate of the correlation
of raw scores on M.H.T.21, 23, and 26 can be reached by
the addition of 008 to the correlation of I.§.'s given
in Table 11,
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The Normality of Distiributions of Variations in I.4.

Examination of the distributions given in Tables
3, 4, and 5 suggests that variations in I.4. from test to
retesi are normally distributed.

Pearsons formulae for ) and j, were used to test the
normality of some of these digtributions.

These formulase with Sheppard's corrections are as

follows:-
M, =0©
= Q)7
Mzz.vl_\': 12
3
L, =V -3V,;vl 2V,

2 1
a2 Vg NVt 6N, V" = 3V =L (v, -V7) =

shere U U, A; and are the first, second, third and
fourth moments z2bout the irue mean, and V, ,V,,V;, and VvV,
are the corresponding moments sbout an arbiirary point.
From the above formulae Q3 and /3, may be computed
as follows:=-
2

/(’{3 )(’éq
e i

2
o

ﬁ'-/“z

When /4, is equal to zero the distribution is
symmetrical; when 3, is less than 3 the disiribuiion
is platykurtic; when 3, is greater than 3 the distribution

is leptokurtic.
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In the present enquiry values of /5, and /3, were
computed for distributions of variations in I.Qs for

Groups A and B combined, These values of 23, and f3,are

as follows:=-

N
"8r /6 2

M.H.T.21/23 00100 29502 1535

M.H.T.21/26 00360 340303 1535

M.E.T.23/26 «00003 341316 1535

3
/2{ has a standard error of/ég-for samples of N in a

normally distributesd p0pu1ation.,6z~3 has a standard
of /%3 « The following Table gives values of /3

=5 G w SRS o0

]

/B, 8,73 o7 Ss,-3)

| M.H.T.21/23 0316 0498 <0624 1249
| M.H.T.21/26 0600 «0303 0624 1249
M.H.T.23/26 0055 +1316 0624 «1249

In no case does the distributions of I.Qs variations
exhibit any significant skewness, or elither leptokuftic
or platykurtic tendencies, e, therefore, conclude
that the normal probsbility curve describes with & high
degree of accurracy variations in I[.Q. between
successive applications of lioray House Group Tests of
Intelligence, and that no systematic facior is

operating in casusing ithese variations,
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Variations due to sny inadequacy of the tests as
instrumentis of menial measurement, and variations due
to fluctuation in the capacities tested both seem to
be normally distributed in a nosmal populatione.

The above computations indicate also that errors made
in the measurement of cognifive abilities in the field
of-psychometrieslobey the normal curve of errors as

used in the physical sciences.



162,

TABLE 3 WEST YORKSHIRE
DISTRIBUTIONS OF DIF’ERENCES IN I.4.
GROUE A
TeWe W.H .21/23 M.HeTa2Ll/06 WMeHel e25/26
aLPL . :
19.5 1
18,40 . C
1645 2 2 2
15,0 1 i 2
1345 2 3 6
12.0 i " 4
10,5 5 8 10
9,0 10 14 16
745 25 31 42
6.0 2 43 45
4,5 39 44 76
340 67 58 117
145 85 83 104
0 105 1.00 93
~1.5 100 89 92
=340 102 98 91
=4,5 77 77 71
-640 71 67 5
~745 63 51 35
-9 40 48 38 22
<105 33 35 16
~1240 21 24 5
«13 45 12 17 7
=15,40 5 9 4
1645 2 3
~18 '0 i 2
"1905 2 2
906 906 906




TABLE 4

DISTRIBUTION OF DIFFER

WEST YORKSHIRE

ENCES IN I.4Q.

GROUP B
L.Q M.H,.7,21/23 M.H.T.21/26 lieHoT +23/26
31£f s _
19,5
18,0 4 2
1645 1 1
15,0 4 2
1345 11 3 6
12,0 18 12 3
10.5 30 16 7
9,0 36 30 8
740 57 35 Tl
6.0 53 49 30
4.5 59 56 46
3,0 67 66 58
145 71 76 70
0 62 67 81
=1.5 40 56 68
-3.0 44 54 68
-4,5 23 39 55
=640 24 26 51
~745 8 17 42
-9,0 9 8 18
-10,5 3 7 18
-1240 3 1 10
~1345 0 1 4
=15.0 0 1 3
-1645 1 0 1
-18.0 1 E 0
-1945 1
629 629 629
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TABLE © WEST YORKSHIRE

DISIRIBUTION OF DIF'ERENCES IN I.Q.

GROUES A AND B COMBINED.

T oQ M.H.7.21/23 feHoT 421 /26 MJHT .23/26
aALE,
19,5 T
18,0 4 2 0
1645 3 3 2
15,0 5 3 2
1345 13 9 12
12,0 25 19 7
1045 35 24 17
940 46 44 24
745 82 66 53
640 80 92 75
4,5 98 100 122
340 134 124 175
Ll 156 159 174
W0 167 167 144
=145 140 145 160
-3.0 146 152 159
~4,5 100 116 126
~6¢0 95 93 96
~7 45 71 68 77
-940 51 46 40
~1045 36 42 34
-12.0 24 25 15
~13,5 12 18 1y
-15,0 5 10 7
=16,5 3 3 1
-18,0 2 3 0
-19.5 2 2 1

ez
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VARIATION IN IRVELLIGENCE QUOTIENY RELATIVE

10 LEVEL OF ABILITY.

7o determine whether I1.Q. dlffersnces varied in
relation to level of ability, 211 children were classified
into 5 point 1.4. categories sccording to thelr average
I1.8. a8 mesgured by the three teste, M.E.T. 21, 23 and 26,
A ¢hilé's T.@. on any one of the three teets could have
been taken as the basis for classification, but the
average I.4. on the three parallel forms furnished a more
reliable estimate of esch child's sbility.

Since the number of cases above 130 and below 70 I.Q.
was very smell, and since the tests were not designed to
discriminate accurately beyond these levels, the enquiry
was genfined to a consiaeratiﬁn of the 12 catogaries
between these limits, all cases above 130 and below 70
being deleted,

The standard devistions of differences in I.Q.
between each of the three tests for Groups A and B
separately, and for uroups & and 3 combined were
caleulated at each 5 point average I.Q. level of &ability.
Each standard devistion was corrected for grouping by

Sheppard's correction, “he assumption is made that
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that intelligence is a continuous variate. The
differencer in I.4. from'test to0 retest were grouped with
-8 class interval of 1.5 points of I.d. Correcting for
grouping reduced the staandard deviation of ditferences

by about .015.

Tebles 6 to 14 give the distributions of
differences in I.4. for each 5 point I.4. category between
MBS .21 and M.HT 23, MeHT.21 and KM.ET.26, MHeT.23 and
M.H.T.23 and 26, for Groups A and B separaitely, and for
Groups A and B combined.

Tables 15 to £3 give the uncorrected standsrd
devistions of difrerences im 1.4, and the corresponding
devistions corrected for grouping for I.q. differences
betwesn M H.T .21 and 23, M.H.T.21 and 26, and M.H.T .23 and
26, for uroups A and B separately and for Groups. A and B
combined.

HProm the distributions and tsbles given in this
section many of the paraméters given in later departiments
of this enquiry are computed.

sxaminstion of these tables suggests that the I.§.
of duvll children tends to be less varisble than the I.d. of
bright children., The significance of thls suggestion
will be congidered later when reliability relative to

level of ability is discusseds



TABLE 6

DISTRIBUTIONS OF VARIATIONS IN  T.Q. AT DIFFYERENT LEVELS
QF ABILITY.

Group A « M.H.T. 21/23

1 il : ! '

Intedf?0,0~| 75,0- 80,04 85,04 9040~ 9540~ 100~ [L05- (110~ 115+ (120~ |125-

' val 745 | 795 | 84,5 B9,5 | 945 | €95 | 104,5109.85114:5119.,8124,5129.5 |
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9,75~ | = 1 2 - - | - ‘. w3 - - -
8425~ || - 1 - 4 g2 | & 3 3 | = - - -
6475= | - 2 - 4 3 3 3 ﬂ 5|4 - ¥ -
ByR5~ 5 : I ‘ a4 3 4 S 4 1 b = 4il.% 2
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TABLE 7

DISTRIBUTION OF VARIATIONS IN I.d. AT DIFFERENT LEVELS
OF ABILITY.

Group A - M.H.T, 21/26.,

! 1 k
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TABLE 8

DISTRIBUTIONS QF VARIATIONS IN I.Q.

AT DIFFERENT LEVELS

OF ABILITY.

Group A - M.H.T. 23/26.
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TABLE 9
Me.HoT. 21/23
DISTRIBUTIONS OF DIPFERENCES IN I.q. AT

VARIOUS LEVELS OF ABILITY.

GROUP_B

[\QJ] 70~ |76~ [BO= I85= [90= |96~ [LOO~ |106= |110= [L15~ [L20= IL2b= |
d1EF 4 74,579,584 45894594 .599.5104.510945114 ,8119,5124,5129,5|
‘ 9 45 5 |
%?g [l 1 2 |

' 0 1 0
15,0 Z 2 |0 2 0 0 |
1345 [ At e 2"lap 2 1

12,0 ¢ 4 & |3 3 3 1 0 2

1045 ﬂl |1l azlin. |8 4 é 2 3 1 1
940 1{1! |2 || e&|5 |1 5 5 3 9 gl o
7.5 gl1 |& i 4cle #458 Al 7 5 4 gl &

640 1|3 | & | 21649 8 6 |07 2 2 5

4,5 0[o |4 [75]7 po |14 5 | 4 5 2 i
gja’ | X [9%]6 ¢85 7 |13 9 " 5 & |
212 |3 |5 Q4 13 5 6 8 6 6 E |

gl |® |12]l7 16 6 ‘|11 8 5 6 2

11 1! |3 | 654 4 o7 e ks | | 3 0
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olgo) | 2 | osl2 43 0O BS 2 5 { ¢ 4

| 10fe-4¢ |£3 S 4 iz | 2 3

2|10 |0 0 2 1 2 19 1

| 011 |2 0 0 1 2 4 0

| 1 0 | o0 0 1 1

| 0 0 1 2 0

0 0

0 0

0 1

1
13 |13 F5 43 B3 P2 8L |88 |68 2 |s6 |3
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TABLE 10
M.H.T. 21/26

DISTRIBUTIONS OF DIFFERENCES IN "I.Q- AT

VARIOUS LEVELS O ABILITY.

GROUP B

I.ﬂ.H 70- | 75- | 80~ | 85- | 90~ | 95- | 100- | 105- | 110- | 115-| 120- | 125~

o

LFFd 7445 8945 8445 89,5 94.5 99,5/ 104.5(109.5 114.5 119.5 124.5 130
18,0 2
1 0
1 1 0 0
¥ b Al LS 0 1 2 -
3 2 IE £ g 1 2 0 0 0
Pl & 2|l gipe == 1 x 1 3 2
g Eal o B f B8 5 3 3 3 1 3
e gl T Lo |- i 7 3 2 2 0
gl k| -dlragiaanis g | = 9 4 6 2 3
Eliels gl @€l el % 68 5 8 6 5 2
2|l el 2| 7| 8|1e| & 6 4 5 6 3
al o &|li-2l1xl 12 |38 |23 7 6 5 0
BRI S| qR (EoR i g |- g 5 |15 2 2 L
Sl i e |y uElianas - a | 4 8 92| 19 7 1
oult g et e e &t il & 4 8 2
Fhgeit 2 (P2l a8 8 2 6 4 3
T R T 7 3 5 2 1
TR AR o 3 2 3 0 2
RIS 0 0 0 0 4
1 g |1 1 1 1 1 1

1 0 0 0

1 0 0

1 0

0

1

13 | 13 25 | 43 | 83 |72 |81 88 68 62 50 31

12
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TABLE 11
M.H.T. 23/26,

DISTRIBUTIONS OF DIFFERENCES IN T.de AT

VARIOUS LEVELS OF ABILITY.

GROUP B
TO= T 75= [ 80= [85= [90= [95= 1 100-] 106=] IT0- [ I15-] T2o= | 25t *
745 7945 8245/ 89,5 94.5| 99,5 104,3 10,3 114.3 119.3 124.9 130
|
| |
| |
| |
| | £ | 2 2
. 0 | Ry 0
0 | 1 gril- Sy 1| %3 2 1
| o s E a1l 2% 7 s 2 1
| sar1% T B 8lgy 0 3| o 2 1
1 eoils 2153 |2 P tl-Ee 4 | 7 2 1
Glasiie 2| hiss BV ictn 7 3| 4 1 2
3| gols @l Zd Reslah [P 1| 2o %3 i *a
2 338 g il Bk ol Ty a5 g 12 5| 7 5 3
AREE-E Nt lvs 8 o 6 5| 3 4 3
8 wdals B hog R BBl ity 8|0l 74 7 5
Qilsiak 0 lss Eeoikiz liey 13 s| 8 7 3
el 2izlk & Yok (el Bl-s 4 8|6 5 0
g1k 4 T5é Thesl ¢ ta 6 3| 2 6 3
1 g 1ssak B0 5 6l %6 2 1
1 1 iees]l 4 1| 3 1 0
¥ 5 fab T o =% 1 3| 3 0 i
2 | © 3 2 1 1 1
At g O 2 0 0
1 i 1 0
0 1
0
1
13| 13 |25 |43 |83 |72 | & ss| e8| 62 | 50| =1
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TABLE 12
M.H.T. 21/23.

DISTRIBUTIONS OF DIFFERENCES IN I.4. AT

VARIOUS LEVELS OF ABILITY.
GROUPS A AND B.

{ .
1.9 70~ | 75~ { 80 |85~ | 90~ | 95- | 100~ | 105~ | 110~ | 115- | 180~ | 125~
ML d 7445 7945 8445|8945 94,5 99,5 104,85 109,58 114.5 1195 124.5 130

N alael e t

| 1 2 1
[ & 1| o 1 0
- 0 2| 0 2 1 0 0
i1 3| g 2 2 0 2 1
1 1 5 4| 3 3 3 2 1 0 2
0 2|3 1 7| 3 5 6 3 3 3 T
1 2| 2 3 24 B 8 8 3 9 2 0
2 3 |- 3 8| 11| 8 14 12 9 4 3 5
6 4 | 4 a| 10212 12 7 9 2 3 7
1 1l 86 13| 1314 20 10 8 8 5 1
5 6|7 17 | 16|16 17 19 12 8 8 3
10 17 a2 10| 28| 24 i5 11 17 12 8 2
10 9 14 13 | 251 25 15 19 15 6 11 4
8 9 |13 19| 15|12 19 11 15 9 8 2
5 2 12 14| 1421 16 22 22 8 9 1
1 4 |:8 9| 17| 20 7 13 10 7 1 6
1 3| 7 8| 12|14 11 18 11 4 4 3
3| 4 7 8| 8 6 12 13 5 3 2
3| 2 4 8110 9 5 3 3 4 0
2| 4 4 5| 4 5 2 2 4 3 1
110 3 gl 3 5 3 3 1 3 0
| 3 2 2| 5 0 1 1 0 0 0
B 0 11 © 2 0 0 1 0
T 1 0 0 0 1

1 0 1

2

51 | 61 |103 |143 |211 o7 |192 | 188 | 158 96 82 43
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TABLE 13
M.H.T. 21/26,

OF DIFFERENGCES IN I.ds AT
VARIQUS LEVELS OF ABILITY.
____GROUPS A AND B. )
80~ | B5=] 90= | 95= | 100~ | 106=| I10= | I15=-] 120~ | L25-
8445 8945 9445 9945 1048 1098 11445 119,89 124+5 12945
2
1 1 1 0
0 1 3 5 ) 0 0
1l 1 2 0 1 0 0 1 2 1
12.0 1 3| 3 3 3 5 3 2 0 0 0
1045 0 2l 31 3 4 2 5 1 2 1 1) 2
9.0 2 oL 18D 5 8 10 4 3 3 3 4
745 2 2l 8| 3 6 9 11, 9 5 5 5 1
64,0 3 2l 7|8 13 | 10 11| 13 8 i 3 4
4.5 2 5K 18|59 13 [ 10 14 8 13 7| 12 3
3.0 8 7| 6| 9 17 | 24 14110 11 7 8 3
1.5 9 5/ 7116 21 .1’ 21 21| 6 15 10 6 2
SSa ]| 10| 10|18 23 | 24 19| 13 27 4 6 1
~1.5 6 10| 10| 9 23 | 24 10| 15 15 11 g 3
-3,0 2 TE 449 25 | 16 17| 87 22 10| 10 3
-4,5 % 5| 14 111 18 | 13 9| 17 10 10 5 3
-6.0 0 ol 10|12 9 | 10 11 < 20 8 7 4 2
=745 3 1P 4% % 10 9 oIS 10 5 6 1 2
-9.0 0 sk 14154 8 6 8 4 3 1 2 4
=105 4F 13 120 3 6 6 3 4 2 ¥ 2
«12.0 o 1| 6 5 8 1 1 1 1 ; 0
<13,5 oF 1 |71 2 3 6 1 1 2 0 1
<15.0 1l 102 © 1 0 3 2 1 1 X
«16,5 x i ol 1 1 4)
«18,0 0 1 1 1
=19,5 2
51 61 [1L03 R43 | 211 |207 | 192| 188 | 158 96| 82 43
—_— {

!
|
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TABLE 14

M.H.To 23/26,

OE I QQ‘.

DIFFERENCES AT

VARIOUS TLEVELS OF ABILITY.

GROUPS A AND B.

; _
I.44] 70- | 75~ | 80- | 85- | 90- | 95- | 100- | 105- | 110- | 115- | 120- | 125-
A5FF 4 7445 79.5 8445 89.5 94,5 99,5 104,5 109.5 114,5{ 119,58 124.5 129.¢
1945 1
1840 0
1645 1 1
1500 I— | 1 0 0 1
1345 ‘ 1 0 3 2 0 4 2
12.0 1 Gzl 1l 0 gl 1 0
1045 0| Bloseb | &l & 2| 2 2l a 2 1
9.0 8| e 8 O R ) T T 2| o | = 2
7.5 51 Blangk | 613 7| 6 gl 9|y 1
eof 2| 2| 7| 6| w| 7| 10| o 10| 9 2l @
4l saade 3| 1000 | #1l eglo 17| 28 8| 8 2 2
3.0l 8] 9| 1217R0| 22| =17 18| 26 SV Lae | W | &
1.5)| 9| 4| 11| 19| 23| 26| 28| 18 15| 8 9 4
dall "Te . n| 18R g0l IR e Al Rl 5 | B4
« 15| o7 f 12| 9,21 | 13| 19| 22| 20 23 | 7 9 8
3.0l 1| 6 ! 8] 11 | 19| 29| 20| 25 T S
=5l a7 4| 6|.18| 28| 19|..20]| 1¢ | 12| @ 7 0
adelll 2" 3| €12 | avi| T*I0| 9 &l 4 | 22 4
S0 bllesdoh 4| 2lso8 |22l 30 l32] o | 208 vl 3| 2
=940 gl BT°4 | w5 3| 4 2| 5 2 1
-20,5 1 3 hmg |10t 8 1| 6 21 4 2 1
~12.0 5 e S R I AT i) = 1 1
=135 ol gl e tral Al s i 0
15,0 1 1 3l 3 0
«1645 0 &
-18.0 0
-19,5 1
51| 61 |103 |143 |221 |07 | 192 |188 | 158 | 96 | 82 | 43
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TABLE 1B

Table of Standard Deviations of Variatlions in I.4.
between M.H.T+ 21 and M.H.T. 23 for various I.Q.

levels with values of K for Group A.

Te%o DeDe SaDs» Values
level, uncorrected corrected of N
125-130 349843 349608 12
120-124 5.4213 54,4041 32
115-119 6.5205 "~ 645061 34
110-114 541969 541788 90
105-109 | 547261 57098 100
100-104 a 57746 5,7584 111

95-99 J 5.5428 5+5259 135

20-94 | 5.4915 504743 128

85«89 i 54228 544054 100

80-84 |  5.,3820 543645 78

75=79 .I 5.2394 542217 48

7U-74 | 3.5016 3.4748 38
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TABLE 16

Table of Standard Deviations of Variations in I.G.

between M.H,T 21 and M.H.T. 26 for various I. Q.

levels with values of N for Group A.

T.4- SeDs SeDe Velues
levels ungorrecied correclied of N,
125-130 6.6896 6.6755 12
120-124 6.1973 6.1821 32
115-119 547260 547096 34
110-114 5.4843 5.4674 90
105-109 541363 51180 100
100-104 6.5087 6.4943 31X

95=99 6.,0240 640084 135

90-94 549166 549007 128

85-89 647116 646977 100
80-84 544596 544423 78

75=79 541555 5,1371 48

70-74 4,3106 4,2888 38
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- TABLE 17

Table of Standard Deviations of vVariastions in 1.4«

between H.H.Te 23 and M.H.Ts 26 for various Il.Q.

levels with values of N for Group A.

.4, SeDs SeDs Values
level., | uncorrected gorrecied of N,
185-130 | - 55,1722 541539 12
12v-124 4,6650 4,6449 32
1156-119 74865 74741 B4
110-114 5+5505 545337 20
105-109 5.8791 5.5623 100
100-104 51361 541177 111
95-99 5,0183 4,9995 135
90-94 542268 5,2085 128
85-89 541486 541306 100
80-84 5.1540 541362 78
75«79 4,1193 4.0964 48
70-74 247945 2.7608 38
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TABLE 18

Table of Standard Deviatlons of Variastions in I.4.

between M.H.T. 21 and M.H.T. 23 for various I.4.

levels with values of N for Group B.

I.9. SeDe SeDa Values

level s uncorrected gorrected of N.
125-130 767304 7.7183 31
120-124 7.2765 7.2633 50
115-119 5.6589 5.6423 62
110=114 447427 4,7229 68
105-109 546646 5¢6477 88
100-104 5.3184 543006 81
95=-99 4,8729 4,8537 72
90-94 545332 545163 83
85«89 4,8041 4,7850 43
80-84 349573 3.9335 25
75=79 4,0566 4 ,0334 13
70-74 3.6342 3.6083 13
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TABLE 19

Table of Standard Deviations of Variations in 1.4,

between M.H.T. 21 and M.H.T. 26 for various I.Qd.

levels with values of N for Group B.

Tele SeDe SeDe values

level, uncgorrected _corredted of N«
125-130 B.1671 841554 31
120-124 543657 543481 50
115=~119 545371 5.5202 62
110-114 4,6986 4,6787 68
105-109 5.3988 5.3814 88
100-104 5,6285 5.6118 81
95-99 4.,3785 4,3371 72
90-94 4,6867 4,6666 83
85«89 4.,9958 4,9772 43
8u-84 5.,0322 5,0135 25
75-79 - 349468 549230 13
70=74 2.,5927 245532 13
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TABLE 20

Table of Standard Deviations of Variations in I.4.

between M.H.T. 23 and 26 for various 1.9, levels

with values of N for Group Bs

Teige SeDe Se Do Values
level . uncorrecied gorrected of Na
125-130 548962 5.8802 o1
120-124 6.3909 6.3764 50
115-119 63107 642958 62
110-114 5.2400 542220 "~ 68
1LU5=109 5.4828 5.,4657 88
100~-104 53028 542851 81

95=99 4,5890 4,5686 72

90-94 540522 15,0334 | 83

85-89 443913 44,3697 43

80-84 4,1508 4,1282 25

75=79 5.,7510 5.7344 13

70=74 346995 36741 13

\“‘\
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TABLE 21

GROUPS A AND B

between N.H.To

21 and l.H.T. 83 for various I.4.

levels with Standsard Errors and values of N,

: _

T.ds SeDs . S¢Ds Standard Values

Level Uncorrected | corrected Error of N
(1) 125=130 7.0133 6.9993 «7545 43
(2) 120-124 647791 647650 5283 82
(3) 115-119 642801 i 642660 4524 96
(4) | 110-114 5.3865 | 5.3693 3023 158
(5) 105-109 643948 6.3807 «3292 188
(6) 100-104 62988 6.2847 03205 192
(7) 95-99 548989 5.8332 +2889 207
(8) 90-94 6.1766 i 641611 +3000 211
(9) 85-89 548514 548350 «3448 143
(10) 80-84 5.6853 546691 +3951 103
(11) 75=T79 5.4054 .5.3886 4877 61
(12) 70=74 3.6178 345907 «3537 51

b
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TABLE 22
GROUPS A AND B.

Table of Standard Deviations of Variations in 1.4.

between M.H.T.21 and NH.T., 26 for various lL.Q.

levels with Standard Srrors and values of N.

Tows Se De SeDs Standard Values *

Level Uncorrected | Corrected Error of N, i
(1) | 125-130 7.6821 746701 +8268 43
(2) | 120-124 57177 5.7020 «4453 82
(3) | 115-119 547687 547581 04153 96
(4) | 110-114 543061 5.2884 2977 158
(5) | 1L05-109 5.4530 544360 +2805 188
(6) | 100-104 645634 65493 +3340 192
(7) 95-99 5,9028 5.8869 «3381 207
(8) 90-94 547183 547020 2777 211
(9) 85-89 645369 65229 «3855 143
(L0)| 80-84 640534 6.0380 «4208 103
(11)| 75=79 540705 5,0520 «4572 61
(i2)| 70-74 3.9348 3,9129 3854 51

k
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TABLE 23

GROUPS A ABD B.

Table of Siandard Deviationg of Variastions in l.9d.

between M.H.T. 23 and M.H.T. 26 Tfor various Io‘q’,n

levels with Standard Errors and values of N,

r

Lo SeDs SeDo Standard Values

Level Uncgorrectied Corrected Errors, of N.
(1) 125-130 5.7330 54,7168 06163 43
(2} 120-124 5.9825 5.9669 +4660 82
(3) 115-119 6.7707 647569 4878 96
(4) 110-114 5.4611 5.4440 + 3065 158
(5) 105-109 546391 546228 +2901 188
(6) 100-104 5.2242 5.2062 +2655 192
(7) 95-99 4,9uU58 4,8861 «2399 207
(8) 90-94 5,3435 5.3249 «2593 211
(9) 85-89 4,9620 4,9431 «2921 143
(10) 80-84 4,9332 4,9140 3425 103
(11) 75«79 4 ,5653 4,5456 4114 61
(12) 70~74 3.0585 3.0278 «3013 51

403
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The fdsgtimation of Reliability.

The variance of variation in l[.d. as measured by
two parsllel forms of a test is given in the formula
2 2 2
Oa-) = S St 2\"‘"'0; o,
2
where O(,.¢) the variance of the differences between the

tests | and .
2
G, = the variance of test | .
2 ’
T - the variance of test 1 -

r

Vi © the correlation between tests \ and | ,

In the present enguiry 0‘:;_,:)13 the varlance of the
differences between two successive sets of I.Q. as found
by the application of two parallel forms of the same test
to the same group of individuals. O, and O/are the
standard deviations of I.4. as measured by forms | and l',
respectively., Both O,and O/are equal to 15, since
Moray House Tests are standardised on this basis, Since

the two forms of the itest used were parallel Y\'is

regarded as a vreliability coefficient.

Since 0',=0';=15 formula (1) reduces to
2 20_2
Cu-r) = (V- Yn’)
But the formula for the standard error of a test score is

known to be E g O_/:_V;:-

where El = the standard error of a test score,
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In the present enquiry 81 is the standard error of an I.4.

It follows therefore, that

g I -r)
- &

The standard error of an l.4. is, therefore, equal to ihe
standard devialion of variation in I.4. between itwo serlies
of T.q's, obtained by retest or by the spplication of two
parallel forms to the seme sample of the population,
divided by/2 ¢ Thus from values of O(i-r) ealculated at
different levels of ability, it is possible to calculate
values of the standard error of I.4. at each level of
ability under consideration by merely multiplying the
values of O¢.-y) by 7071,

The gquantities Sl and G, ymust be interpreted
correctlys The guantity§, determines how closely an
individualsl.@., as measured by a fallible test approximates
to hie true I.ds An individuals true l.4. as measured by
a given test may be defined as ithe mean of an infinate
number of estimates of the individuals I.4. as measured by

the test ingquestion,

Note:~ In the present enguiry all statistical parazmetzers
are corrected for ,8rouping. In the formula o,..): S + G -2%,0,0y
if the varlances o, anddy are uncorrected for groupling the
variances of the differences Cf@-.), must be corrected twice

by Sheppard's correct%on. The same result can be obtained
by correcting cr and O; , leaving the term2vy 9,0y uncorrected,
The prodbct-moment\f.,o:dfis independent of grouping, and is the
same for valuesgq,, oy, and vy, either correcied or uncorrected,
Grouping lncreases the standard deviation of the variates,
and reduces the correlation between them in such a manner

that the produect-moment Y, 0 O is constant.
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El‘la the standard deviation of variation in I.Q. as
measured by two tests, one having a reliability coefficient
less than unity, the other having a relisbility coefficient
equal to unity, and, therefore ylelding true measures ¢f Il.Qd.
The quantity O -y) determines how cloéely an individuals
score as measured by a faliible tesi approximzties 1o his
score on & parallel form of equal fallibility to thé first .
It may be shown that the standard deviatiom of the
difference bhetween two variables, where the two variables
are iwo parsllel forme of the same test and the correlation
between them is regarded as a rellability coefficient, is
equal to the standard error of the difference beiween two
scores, or [.4'sy on the two forms., The standard error of

the aifferencebeiween two scores is expressed by the general

A R S
8(l--l') /81 +€' O

| formuls

where 80_0 is the standard error of the difference hetween
two scores of I.Q.'B,

5, is the standard error of & score or I.§. as
measured by form [,

8; is the standard error of a score or l.&. as
measured by form I

Veg; = error correlation

Note;~ ©See L.L.Thurstone, 'The Reliability and Validity of

]

Tegts! Pe 22
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’Since the errors in the two forms are assumed to be un:

fll :gorrelated, the correlational term inVeervanishes, and the

\ formuls reduces to 5
f AT
8(1—() = 8\ +Taf

' but 5‘18 equal to 5;(which.it must according to the method
' of caleulating it) so that

g(! -1°) = g -‘/E

but we know from formula (2) that
8 o G(‘_‘r’
1 ,2
thus
8'(l-—l') 2 O -r')

The Calculation of Mean absolute Deviations.

If the variations in I.Q. from test to retest are
normally distributed then Oy ybears a relationship to the
mean absolute deviation (sometimes called the average
difference, mean variation, average deviation, variation

taken regardless of sign) such that

where M,A.D., = the mesn absoclute deviation,

™M.q.0.
thus . —
g." 91972

where & = the standard error of a test score.
1
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The Calculation of Heliabilliiy Coefficients.

Glven values 0fQ _gpnd o we can calculate
reliability coefficlents at different levels of ability.

gince 2 2

O"(‘_",): 20 (|_Y‘“r)
therefore O't‘ -v)
Xott 32 voe RGT

Given values of 8' and O we ean calculate reliabili.ty&

coefficients by the formula 9

ok
Similarly given values of the mean absolute

Yu'ss

deviatiion we can calculate reliability coefficienis by the
2
M.A.D

formula = | =
| i 1.2733C

!
Singe Y/ 18 2 function of both the standard aaviation‘

of the test and the standard error of a test score two tests

with the same rellability coefficients may have different

standard errors, because each test may yield a different

standard deviation of [.g. It follows, therefore, that

standard errors of Il.w.'®e as measured by loray House Tests,

which are standardised on the bsses that the standard deviation.L

of T.de is 15, are not direcily comparable wiih standard

errors of I.Q.'s ag measured by the Hew Revision of the

Binet Scale, which yields a standard deviation of I.Y. equal

to 1644, It follows also that tests scores on a test of
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low rellisbility masy have a small standard error because of
8 small standard deviation.

The standard error of an I.4. expressed in standard
measure or of a standard score is a more useful index for
comparing the efficlency of two tests than the standerd error
of a raw or deviation score, if the samples to which the
tests have been given are representative. The formula

for the standard error of a2 standard score is
Egs = SN N

where 85 = the siandard error of a standard scorse.
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Reliability in Relation to Abiliiy.

In the present investigation rellabllity coefficlents

were calcoulsted at differont levels of ability using the

2
formuls N B A O(a=n)

|11 20—2.
This method is direcily comparable with the method used by

Termen in calculating rellability coefficienis for the Hew
Revision of the Stanford Binet at different levels of
ability. ‘Terman calculated the mean absolute deviatlons in
I.9. at different levels of ability and used the appropriate

| formula V. = M-A.D
| s Ll gas g

n'
‘where O is equal to 16.4

“he reliability coeffliclents galculated from the
standard deviations of the differences in I.Q. beiween the
three testis M.H.T, 21, 23, and 26 for Group 4 atl various
levels of abllity are glven in Table 24. Corresponding
data are given In 'able 25, #or Group B reliabllity
coefficients were calculated for uroups A and B combined.
These coefficients and iheir standard errors for the three

tests are given in cclumms 2 and 3 of Tables 26, 27, and 28

respectively, for M.H.T. 21/23, 21/26, and 23/26,
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Exemination of these Tableslindieates that no unigue
relliability coefficient exists for any one test, the
general tendency being for itests to be more reliable at
the lower than at the upcer ranges of ability. For
example in Table 26 the reliability coefficients vary from
,891 for children of I.¢. bDetween 125 and 130 to 971 for
children with I.9.'s hetween 70 and 74,

To test whether the suggested decrsase in réliability
with increase in level of ability was significantly
different from zero the reliabiliiy coefficlents ealculated
for Groups A and B combined were converted into z scores,
and least square lines fitted to each series of z scores
thus obtalned, Fitting & least square line to the values
of z is preferable to fitting the line to the values of r,

" becauvse, since the values of r are very high, their sampling
distributions will be badly skewed, The sampling
distribution of 2z is approximately normel, and ilis standarad
error is independent of the values of the true correlaiion
in the population. The eguation for converting r's into
's is

| z - #(log(l4r) - log {(1l-r)

Each point was weigﬁéd by (N-3), the reeiprocal of its
variance, The slopes of the least square lines were 3

calculated by the formula
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b = S(N-3)8xy - 5x3

G{N=3)5x~ = (DX
| where b z slope of the best fitting leesl squars line,
N3 = reciprocal of variance of z.

Z =« deviation from guessed mean,

i ¥y = 2z scores
The standard error of b is given by ihe formuls
2
o
S(x-%)2

2
where O 1s the variance of 2z, and ils equal 1o 1.

The slopes of the lines thus obtained for the three tests
for Groups A gnd 2 combined with fheir standard errors and

| values of of t are as follows:=

. Test glope SeDs t
\M.H.T. 21/23 -y URLY .0093 24546
}m.ﬁ.m. 21/26 -+0075 «0097 04773
i
‘MeBoTs 23/26 -+ 0375 «0097 34845

In the case of tesis 21 and 23, and 23 and 26 the slopes
may be regarded as differing significantly from zéro.
This implies that in these two cases there exisis a significant
decreage in reliability with increase in abllity, The slope
of the values of z for tesis 21 and 26 does not differ from

zZero
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Smoothed values of z were obtained, and these smoothed
values of 2 converted into smoothed values of r, The
smoothed values of z and r are given in columns 6 and 4
respeciively, of Tables 26, 27, and 28,

Figures 8 . 9, and 10 glve values of 2z plottead
against varying levels of ability with the best fitting
least saquare line, Some doubt exiets 2s to whether the
relationsghip is linear. An examination of the above
figures would seem 1o indicate that a polynomial of the
third degree would be s better f£it then a least square
lines The data, however, are not sufficiently comprehen:-
:8lve 1o warrant ithe srithmetical labour involved in
fitting such a curve.

The reliability coefficients given in the above
engquiry for Moray House Yests obtained by the applicailion
of parallel of the same tests after a time interval of one
week must be regarded as highly satisfactory. The boosted
8plit half relliablilitles of these iests are considerably
higher than the coefficients obtained by correlating
parsllel forus« The split half rellabilities of M.H.T. 26,
2%, and 21, based on a sample of 212 casges, are respectively
o9721, 49687 and ,9625. The reliability coefficients
ealculated by the espplication of parallel forms after an
interval of one week are reduced by variastions in the

function tested, The reliasbility coefficlients obtained by
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by the splii half method are increased possibly by the
correlation of errors., The reliabiliiy coefficients that
would have obtained for the tests used in the present
investigation had the funciion tested exhibited no
veriagbility, and had errors of measurement been uncorrelated
would bs about .95.

It may be observed here that egmall differences in
large relisbiliiy coefflcients mey correspond to falrly
substantial differences in the standard errors of I.4.

A difference of one point in the second decinmzl place in
coefficients above .20 moy represent a considerable
divergence in the degree of concomitant variation between
the variaies correlated, while a difference of one point in
the second decimal place of coefficlents of sboutl 70
represenis a very small change in the degree of such
coneomitant varietion, (see Garreit, Statistics in Psychology
and Bducation, p283, for further elaberatlon on this point).
Thus a small change in a high reliability coefifielent will
correspond to a large difference in the standard error in
1.4, while & small change in low reliability coefficients
will correspond to a small change in the standard error of
Lo,

It may be vemarked here that s single test
ylelding a relliability coefficient less then .90 cannot be

regarded as an efficient instrument of cognitive measurement,
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measurement, and should not be used in reaching any sefious

econsludions regarding a child's future sducaiional career.

o0
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TABLE 24

RELIABILITY CORXPICIENTS

CALCULATED AT

VARIOUS LEVELS OF ABILITY,
GROUP A,
Tats rll Y1l rll

Level M.H.T, 21/23| N.H.T, 21/26| MN.H.T. 25/26 W
707445 <973 4959 «983 38
5=79 45 «939 941 +963 48
BU-84 45 936 0934 941 78
B5-89 45 <935 900 942 100
90-94,5 4933 923 «940 128
95-09 45 0932 «920 945 135
100-10445 926 «906 <942 111
105-109 45 928 «942 +931 100
110-114 ,5 «940 934 «932 90
115-119.5 «906 228 +876 34|
120-124 45 $935 4915 952 - 32
125-129.5 4965 +901 2941 12
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TABLE 25

RELIABILITY COFEPTICIENTS

CALCULATED AT

VARIOUS LEVELS OF ABILITY.
GROUP B,

TleRs 71l L1 TiL

Levsl M.H,T. 21/23 M.H,T. 21/26] M.H.T. 23/26 i}
P0=T74 45 2971 +988 0970 13
[75=79 ¢5 +964 +966 +927 13
80-84,5 «966 944 <962 25
85-89 45 +949 «945 «958 43
9094 45 49032 <952 944 83
9599 45 <948 +958 954 72
L00~104 5 <938 950 +938 81
105=109 ¢5 929 ¢« 936 934 88
R10-114.5 «950 « 951, 4939 68
115-119,45 2929 $932 912 62
120124 .5 883 936 910 50
tfa-lze.ﬁ +368 852 +323 31
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[f-?&

TABLE 26
TABLE SHOWING DECHEASE IN RELIABILITY WITE INCREASE IN ABILITY
Groups A and B combined for M,H.T. 21/23, Y
Tede Smoothed Valtes Smoothed e
level 2 T values of of 2 values of 2

125-130 «891| ,0314 «202 1.425 1.485 &3
120-124 «898| <0214 « 906 1,462 1,509 82
115-119 «913| 0170 «911 1,545 1,534 96
110-114 «936| +0099 «915 1,706 14559 158
1 05-109 «910| 40125 «919 1.528 1.584 188
100-104 «912| 40121 «923 14540 1,609 162
05-929 «9283| 0103 927 1,609 1,633 207
90=-04 «916| L0111 «250 1.564 1.658 211
B85=-89 1284 | 40122 « 933 1.617 1.683 143
- B0-84 929 | «40135 0936 1650 1,708 103
75=72 +935| 0161 «939 1,694 1,733 61
29711 «00BO « 9242 2110 1,757 ol
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TABLE 2%

TABLE SHOWING DECREASE 1IN RELIABILITY WITE INCRIASH IN ABILITY.

Groups A and

conibined for N.H.T. 21/26.

kE
Tee Smooihed Values Smooinea rk
Level r r Values of gf 2z vaitues of 2 u
15325 1.58 1
125-130 «869 0373 9219 1586+ T+4ES 43
l. 64t 1.S8%
120-124 228 «0LB3 «220 =588 464 82
. 1.630 1 -596
115-119 +226 20145 <921 =555 15499 96
1.720 1603
110-114 4238 +0096 928 160% =534 158
1.6%9 1.610
105-109 924 «U093 «923 It 559 188
- %r0 1-618
100-104 +205 «0131 924 16318 1604 192
/-609 /1626 _
95-99 923 0103 «925 E e 15655 207
[ 644 1.633
90=84 49228 L0086 «92¢ =635 5674 211
; |- 410 (-6 40
85«89 1908 «0183 «928 =655 =769 143 | o
[-582 (- 648
80-84 «219 +«0153 + 929 A3648—T— 4SS 103
1. 765 1656
75=-79 043 01472 « 9350 Ao A 61
2.030 /663
70-74 + 866 0084 « 331 665 515 5
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TYABLE 28

TABLE SHOWING DECREASE IN RELIABILITY WITH INCREASE IN ABILITY.

Group (A and B) M.H.T. 23/26

Tede T Smoctned |values Smoothea
Level 7 Values of r| of z Values of 2zl N
125-130 « 927 +0215 912 1.635 1.54L 43
120-1.24 921 «0168 «913 14596 1..578 82
115-119 «899 I «0196 «924 1.465 1.615 26
110-114 0934 «0102 «229 1.689 1.653 158
105-109 0930 0099 0934 1,658 14690 188
100-104 | ,940 + 0084 «958 1.738 14787 198
95-99 0947 <0072 0943 1.802 14765 207
90-94 « 937 « 0084 947 1.713 1.802 211
85-89 0946 « 0088 « 951 1,791 1.839 143
80-84 0946 « 0104 +954 1,791 14877 103
75-79 «954 0115 «957 1.875 | 1,914 6l
70-74 «980 «0055 4960 2+.200 1951 51




TABLE 29

TABLE OF STANDARD ERRORS OF T.49. AT DIFFPERENT

LEVELS OF ABILIE¥. - GROUP A.

Isde LEVEL| M.H.%. 21/23| M.H.P. 21/26| M.H.i, 23/26
125-130 2.0887 4.,7208 36443
120-124 3.8212 4.3714 3.2844
115-119 4,6005 4.0373 5.2849
110-114 346619 3.8660 3.91.29
105-109 4.,0374 346189 39331
100-104 4,0718 4.6023 3.6187
95-39 - 3.9074 4,2485 345351
90-94 - 343709 4,1724 36829
85-89 - 348222 4,7359 3.6278
80-84 347932 349483 346318
75«79 - 346923 36324 2.8966
70=74 244570 3.0326 1.9522
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TABLE 30

TABLE Of SVYANDARD WRRORS OF I.4, AT DIFAERENT

LEVELS OF ABILIVY. - GROUP A,

I.4. LEVEL NMJHeTo 21/23 M .H.T. 21/26 MeHTe 23/28
125-130 5,4576 - 547667 4.,1579
120-124 5,1359 3.7816 4,5088
115-119 3.,9897 3.9033 4,4518
110-114 343396 343083 346925
105-109 349935 3.8052 3.5648
100-104 347481 3.9681 347371
95-99 344321 340809 348505
90~94 3.9006 3.2998 3.5591
85-89 3.3835 3.5194 340898
80~-84 2.,7814 %.5450 249191
7579 248520 2.7740 440048
70=-74 2 (5514 1.6639 2.5980




TABLE OF STANDARD ERROR OF
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TABLE

31

LEVELS

Of ABILITY.

aROULS

A AND B,

I.%. AT DIFFERENT

M.H.T, 21/23

MHeTo 81/26

MeHoTe 283/26

185-130
120-~1.24
115~119
110-114
106=-109
100=104
95-99

20-94

70="74

4.9402
44,7835
4 44307
57066
4,5118
& 4439
4,1600
4,3565

544235
4,0319
4,0C73
3¢ 7594
3.84538
4,6310
4.,1626
4,039
44,6123
4,269
345725
2.7668

4.0423
4.,2192
447778
38495
39759
3546813
504550
37652
349053
504747
342142
241410




R rs :a;iaai; ﬁ; ﬁsama!_g? g wmaEieunes

:*”’--=n4a‘a 8 has‘l setlnete 88 N, = 2B Sk

'ﬁﬁ?niitmd by sub’ ."-=:1:"'.""_i  da 5;—.;*«3;.: ﬂﬁL_ﬂi‘ _éﬁiﬁif ;g_ﬁr-'pi:ag
i.ir sparssient suaber o g%ﬁ@% gﬁg ;—aﬁ.ﬁ.‘ = :

___%ﬁ;ma*s amnzs.@ iﬁ n@xﬁ? e SR <ok

= Lk '_ 54 =y ESW?@’W“ néaf zarg xﬁ%ﬁﬂm im.u = ol
= darivative of f&:ﬁﬁg iy She i o2 Bl fezuu_a u




205,

A NOTE ON RELIABILITY AND SELECTION.

h Throughout the investigsiions described in the

| present thesis wreliability coefficients have been estimsted

|by the formula

(1)

70

M =a

reliability coefficisnt in unselected population,

i
"

the variznce of the difference in I[.4., A.4,
0r feyes between itesl aznd retest.

the varlence of I.ds, A.&. 8nd E.4. in the

)
"

unseleeted popuiatlon (with 2ll Horay House
| tests ) = 1B)e
If the varisnce of the differences between test and

retest is calculated by the dlzsgonal &dding method it must
he gorrected iwice by Sheppard’'s cerrection in orider te
furnish & best estimeie of R, e If the varience, Cﬁ; e L
caleulaied by subtracting the actuel quotients, end grouping
in & convenient number of calegories the usual form of
Sheppard's correction is appliea.l
[ It may be demonsirated that the vtis-Kelley formuls
is u dorivative of formula (1) The Otis-Kelley formula is
usualiy written
| o’ e =R

|

| ! -

| P (2)
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2 ]
where ¢ - the variance of the test, whose reliability is

being estimated, in the selected population,
2

z: - the variance of the same test in the unselected

population
F%{= the reliability coefficient found for the
F ' unselected population,

v. = the reliability coefficlent for the selected

n

population,

|

|

} Transposing formula (2) we have
n e

\ Rn' =nd v: ('_V‘lu')

Ly
1! e O_;- Z 61+C):'2"2V||'O:d;’
|

L}
2

where O, = the variance of the difrerences between the two
\ tests in the selected population.
! T !
| Since the Otis-Kelley formula assumes that O =O. , then

2 2

| O-D :‘.2()— (. "_V“I')
é iy 2
| therefore o
| R il | D

’ 2
" F

The above relationship should be fairly obvious given the

knowledge that the standard error of a test score, formula
8.50"‘ I-Y,, is independent of selection., Formula (1)

may also be derived from the formule for the standard error

of a test score.
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It may be demonstrated also that the formula

A O_'
! R“ Tyl v Zih, - 2
is independent of selection when O, % d' , but z-. 3 Z ;
Since 2 2
v \
S5y 4 e rer L Dl ebats
Z'l - Zt' ! ' ‘
2 Z (l‘ Ru’) (3)
- and :

2 2 2 o
Q.. = G|+Ut' — 2V 0,0y
e (4)
2 ‘_.,2
and since Opand L., 8are due to chance errors of measurement,
2 2
and unrelated to the degree of selection we may write Op* ZD
2
Thus Op estimated from a selected population may pe used as

2
the best avalilable estimate of Zo in the unselected population.

Equatlng (3) and (4) we have

(0" +0‘v-—-2V CYO")

Rn': I ZZZ ,

GD
99"

2 2
Thus the conclusion is reached that if G, # O, formula (1)

= \ —

is still valid. In the majority of reliablility coefficients

2 2
given in this thesis it is unlikely that O, =C | although
2 T
Y =995
Ll'r

we are justified in the assumptéon that Ly m , Bince

the tests used were standardised on that basis.
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In summery we may state that formula (1) is useful

in the estimation of test reliability because (a) it
2

2
automatically corrects for selection when O, = Oy | and
2 2.
when C,#0;, (b) it short circuits the computation of a
large number of unnecessary statistical parameters, and

eliminates much arithmetical labour.

2



A COMPARIGON OF THH RULIABILITY OF kOnaY HOUSE TESTS

USED IN THE PRESENT ENGUIRY WITH THu RuLIABILITY OF THE

NoW TERMAN REVISICON OF THE SLANFORD-BINET SCALRD
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A comparison of the reliability of the Moray House lests

used in the present enquiry with the reliability of the

new Terman Revision of the Stanford Binet Scale.

Terman and Merrill in the statistical introduction of
"Measuring ;ntelligenea" furnish the only available data on
the reliability of the new Termsn Revision of the Stanford
Binet Scale, The methods used by these investigators of
calculating reliability coefficients are similar to the
methods used in the present enquiry. The two parallel forms
of the sinet Cecale, forms M and L, were glven to the same
group of children with a time interval of less than a week
between the two testings, The children tested were
classified into brightness categories of 20 points of I.%Q.
The average difference in 1.Q. (mean absolute deviation of
I.Q3.) was calcoulated for each 20 point I[.4. category. The
standard deviations of differences in I.,d. were calculated
by dividing the average differences by 7979, Standard
errors of l.Qs were calculated at each hrighthesa level by
dividing the standard deviations of differences in I.Q. by

/2 . Reliability coefficients were then found by
substituting the values of the calculated standard errors of

I.4s in the formula for the standard error of a test score

NOTE, Some doubt exists as to whether the method outlined
above is exactly that used by Terman and Merrill.

Thelr figures check exactly with the method given above,

although they may have used a slight varlation of it,
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and solving for rll' using 16.5 as the standard deviation of I.g.

The following table gives Terman and Merrill's values
for average differences in I.Q., standard errors of I.Q.,
probably errors of l.4., and reliability coefficients for
the new Revision of the Binet Scale at different brightness

levels 5

I.Q B Ave, Reliab ility

Level giff, Sebe PeE. | Coefficients N
130 and over 5492 5424 354 «398 154
110=129 5455 4,92 3429 910 872
90-109 5409 4,51 3,04 924 1291
70-89 4,35 3485 2460 0945 anv
below 70 2449 221 1.49 982 57

An examination of the relliability coefficients given
in the above table indicates that the New Stanford Binet is
more reliable at the lower than at the upper levels of
intelligence, 'herefore no unigue reliability coefiicient
exists for this test. This lack of unigueness in the
reliability coefficient is somewhat more pronounced in Terman
and Merrill's data than in the data already presented for

Moray House Tests.
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Table 32 gives reliability coeffliclents and standara

errors of I.4ds for Moray House Tests for categories

corresponding 1o those used by Terman and Merrill in

calculating reliability coefficients for the New Revision

of the Binet Scale, These reliability coefficients for

loray House Tests are strictly comparasble with those found

for the New Revigion of the Binet Scales

(1)

(2)
(3)

(4)

In each case parallel forms of the same test was
used in the estimation of reliability.

The method of estimatlon is the same in each case,
The time interval between the application of the
two parallel forms is approximately the same,

(In the case of the Binet lese than one week, in
the present enquiry exactly one week)

Both setis of rellability coefficients are based on

fairly large samples of the population.

Sinee in our engiury into the reliability of the Noray

House Tests, children with I.d.'s above 130 and below 70

were deleted, a comparison of reliabilities can be made only

for categories between these limits,

A comparison of the reliability coefficlients for Moray

House Tests with those for the New Revision of the Binet

Scale indicates that there is little or no difference

between the reliabilities of these itwo tastg.
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The only apparent difference is that Moray House Tests
seem to be slightly more reliable at the upper levels of
abllity than the Binet Scale, and slightly less reliable
at the lower levels of ability, that is the increase in
reliability with decrease in ability is more pronounced
for the Binet Scale than for Moray House Tests.
Educationists and psychologists have frequently
made the tacit assumption that individual tests were more
reliable instruments in the measurement of mental capacity
than group tests, This assumption in favour of
individual tests on grounds of their higher reliability is
unwarranted, as this investigation has demonstrated that
group tests of intelligence of the lioray House iype are as
reliable as the New Revision of the Binet Scale, generally
recognised as the most reliable individual test of
intelligence constructed thus far, Furthermore, there is
some evidence to indicate that later lioray House Tesis are
more reliable than the tests used in this enquiry, and
that with improved techniques of item selectiion employed
in the construction of later tests the reliability may be

INCREASED

8till further invalid,

78
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TABLE 32

Table of reliability coefficients for Morasy House Tests

Values of the

at_different levels of intelligence.

Blandard deviation of variation in I.ds, and standard

error of I.4. are also given,

[ Test TeWs Rellability| SeDs, el

MeHoTa Level Coefficient 1.4, N

21-23 above 110 «916 641560 443529 379
21-23 90-110 915 641938 4,3796 798
21-23 below 90 «933 5.4786 348739 358
21-26 above 110 <924 5.8488 4,1357 379
21-26 90-110 «930 546045 3.9629 798
21-26 below 90 +922 5.9075 4,1772 358
23-26 above 110 921 549573 4,2124 379
23-26 90-110 +902 1646390 4,6944 798
2326 below 90 «954 4,5351 342068 358
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The Constancy of the Intelligence Quotient.

The problem of the constancy of the Intelligence
quotient 1s closely associated with test reliability,
Indeed, some difficuliy exists in discriminating adequately
between the itwo concepts, There existis, however, implicit
in the idea of I.4. constancy some congeption of a time
factor over which the abilities designated as intelligence,
may, or may not, vary, which idea is not impligcit in the
usual definitions of rellability, Psychologists display a
tendency to regard a reliabillity coefficient as‘a term purely
despripiive of test efficlency, but as we have atiempted to
make clear elsewhere In this thesis we cannot dissociate
altogether test relisbility from trait reliability. It is
true that we can estimate roughly what the reliability of a
test would be had the trait tested been perfectly reliable,
but a number of conslderations render a convenient accurate
estimate of reliability coefficients of this type difficult
to attain, S;nce the majority of intelligence tests are
prognostic in character, and are uded as predictive indices
of future behaviour, it is essential that some guantitative
determination of the constancy or variablility of the ablilities
meesured by them be reached. Obviously if the I.Q. is
seriously influenced by education and environmental conditlions

its value as a prognostic index will be considerably impalred.
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Hitherto extensive research has been carried out to
determine the constancy of the Stanford Binet I.w. (0ld
revision). These experiments have usually taken the form
of testing a number of children twice with a time interval
between the successive testings, and interpreting the results
either by the correlatlon bhetween test and retest (that is
in terms of a reliability coefficient overlald with trait
unreliability) or by some measure of dlspersion such as the
mean absolute deviation or standard deviation applled to the
I.9e differences between initial and successive itests,

Unfortunately these investigations on the constancy of
the Stenford Blnet l.4. were gonducted by a miscellany of
investigators, each investigator working with relatively
small samples, aud with different time intervals,
Furthermore, the statistical interpretations of the resulis
obtained is not in all cases admirabls, Frequently, fallure
to correct obtained coefficients for selection, renders a
comparison of the resultis of different investigators invalid.

Faw investigators have occupied themselves with problems
associated with the constancy of I.4. as measured by Group
tests of intelligence« The increasing large scale use of
group tests by Education Authoritlies in selec¢ting children
for different types of secondary education, and indeed the
increasing importance of the prognostic decisions based on

the results of group tests indicates that the constancy of
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of the group Il.d. is a problem of considerably more practical
importance and interest at the present iime to ithe
educationist than the problem of the consiancy of the
Stanford Binet I.2.. Practical considerations render the

use of individual tests for educational selection impossible.
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Retests with Group Tests of Intelligence after a Time Interval

of Seven Weeks,

Data for an investigation into the constancy of the group
Intelligence quotient was furnished by the Doncaster Education
Auvthority. Doncaster as part of their procedure in selecting
candidates for special places in secondary schools had
administered two intelligence fests, Moray House Tests 24 and
26, to a complete year group of 11 year olds with a time
interval between the testings of roughly seven weeks. MeHoT
24 was administered on February 3rd., 1932 and M.H.T. 26 on
3lst, Mareh, 1939,

The tests were stanﬁardlsedl at Moray House by the usual
method, care being taken to make the necessary allowance in
the standardisation for those 11 year o0ld cBildren who had
recelived 5peeial places during the 1938 examinatlon as 10
year oldss This technique is known as replacing the cream,

The differences in I.d. between the first and second
testings were calculated for each child, and these differences
grouped in 5 point I.4s intervals as estimated by the first
test, M.HoTo24 From these distributions of I.q. differences
at five point I.4. levels of ability, standard deviations,

relisbility ccefficients, and other parameters were calculated.
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| DISTRIBUTION OF I.4. VARIATION.

The distributions of 1.4 variation at each 5 point I.Q.
level are given in table 33, The distributions of veriation
in I.4. for boys and girls separately, and for boys and girls
combined, are given in Table 34, The two testis were given
to 500 boys, and 530 girls, 1030 cendidates in all, The
standard deviation of variation in I.Q. for boys was found to
be 5.325 (N=500), and for girle 5.330 (N=530). No significant
difference exists between the I.4. variability of boys and
girls, The standard deviation of variation in I.«w. for boys
and girls combined was 5.316 (N=1030)s the reliability
coefficients found over this seven weeks interval, calculated

by the formula .

0"(' _It)
2

V‘H’ = I A0 2_6

when o =15 was found to be 9370 for boys, 9369 for girls,
and 9372 for boys and girls combined, We may conclude from
these calculations that the I.Q's calculated by the tests
used have exhibited a very high degree of constancy over the

time interval of seven weecks,
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VARIATION IN I.4. RELATIVE TO LEVEL OF ABILITY.

The standard deviation s of variations in I.4s were
caleulated at each 5 point I.de« level of ability. Standard
errors of I.Q. were also caleculated by dividing the standard
deviation of varlation in l.4. obtalned at each Il.4d. level
by 2. These standard deviations of variation and standard
errors of I.d, are glven In Table 35, together with the
number of cases upon which each parsmeter is based.

Relliability coefficients were calculated at each I.4Q.
level, These rellabllity coefflicients with thelr standard
errors are given in Table 36, Examination of these
coeffigients suggest that the I.4d. tends to be slightly
more constant at the lower than at the upper ranges of
intelligence, To test this hypothesis the coefficients
attained were converted into z scores by Fisher's Tables,
Each z score was given a welght equal to the recliprocal of
its variance, that is (N-3). A least square line was
fitted to the series of weighed points thus obtained.

“he slope of the best firring least square line was found
to be =,0421, This slope has & standard srror of ,01l14.
The equation of the best fitting least square line is

| % = 1.7426 - 04218
where & represents any given level of abllity measured from

the mesan,
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We may conclude from the above data that the tendency
for the I.4. to be more variasble st the upper than at the
lower ranges of ability is significant, Smoothed values
of z were obtained, and the values of z converted into
smoothed values of r. Values of 2z, smoothe& values of

z, and smoothed values of r &are glven in Table 36,

né
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TABLE -34
DISTRIBUTIONS OF DIFPERENCES IN I.3.

Doncaster Data, M.H.T. 24/26

Lolla Loz -

diff, Giris Boys Total
19 1 0 2
18 2 0 2
&7 0 1 1
16 0 2 2
15 e ! 3 3
14 4 4 8
13 3 2 5
12 4 3 Y
11 4 5 9
10 9 13 22
9 A 15 26

8 18 19 37

7 15 18 33

6 19 gl 40

5 32 28 60

4 31 33 €4

3 54 43 77

2 39 48 87

L 31 26 57

U 53 53 106
-1 23 30 53
-2 o 35 71
-3 34 36 70
-4 28 19 47
-5 16 19 35
-6 8 16 24
-7 19 14 33
-8 1l 10 21
-9 4 5 9
-10 4 2 6
-11 1 U 1
-12 3 2 5
-13 ' 1 2 3
-14 0 1 sk
-15 2 2 4
500 530 1030

SeDe 5325 5330 54316
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TABLE 35

Table of Standard Devistions of Variations in I.8., &%

Different Levels of Ability with Staendard Errors of l.4.

Doneaster Data.

By B BeDeg | S.E.IEQ. .
70~ 446665 342997 20
70-74 4.8729 3.4456 19
7579 347995 246868 50
80~84 348116 246952 54
85~89 544560 . 3.8579 76
90-94 447672 343709 124
95-99 447263 343420 130
100~1.04 543692 347966 134
105=-109 448949 344612 119
110-~114 642023 4.3856 122
115-119 645033 4,457 73
120-124 644678 4.5734 60
125129 4.7366 343492 35
130~ 642002 4,3842 o

-
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TABLE 36

Table Showing Decrease inm Reliability with Increase in

Ability. Doncaster Datas, M.H.T. 24/26, Interval 7 Weeks.

Tea T SeB. | Smoothe® | Values | smoothed
Level Tlvalues of r| of s Values g | N
70~ «252 | 40211 265 1.852 25016 20
70=74 2247 | 40236 2962 1,702 1.974 19
75=79 «268 | 0089 «959 24060 1.932 50
80=-84 +368 | (0087 4955 24060 1,890 54
B85-89 0234 | 0147 « 951 1.689 1.848 76
90-94 +900U | 4V088 « 247 1.831 1.806 124
95-99 2950 | 40085 0943 1.831 1,764 130
100-104 «936 | 40107 +938 1,705 1.722 134
105-109 «947 | 40095 2933 1,702 1.679 119
110-114 9135 | 0148 « 927 1,559 1.637 122
115-119 912 | 40197 «921 14540 1,595 73
120-124 «907 | +0OR2C «214 1,476 1.553 60
125«12¢ «950 | 0164 « U7 1.831 14511 35
130=- «215 | 0229 «3899 1,559 1.469 14
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IHE CONSTANCY OFf THE GROUP I.d. OVER LONGER TIME INTERVALS,.

vome dats are svailable relaiive to the constancy of
Intelligence Quotients as measured by CGroup Tests of
Intelligence over time intervals ranging from 15 to 38 months.
These date hsve been studied and presented ss o thesgis for the
Degree of Bachelor of Education at the University of Edinburgh. _%

A brief summeary of these results is given here to render the

findings of the present enguiry more complete.

Two Moray House Group Tests of Intelligence were
administered to 852 children in Northumberland with varying
time intervals between the successive testings. Three Groups
took part in the experiment,

(1) 394 ehildren who had been tested with & Morasy House Test
at 11y In 1934, and who were retested at 14+ in 1937.
{2) 363 children who had been tested with a lioray House Test
at 1ll+ in 1935, and who were reiested at 13+ in 1937,
(3) 195 pupils who had been tested with & Moray House Test
at 11+ in 1936, and who were retested at 124 in 1937, |
Differences in 1.4. between test and retest were

calcoulated for each Group, and normal curves fitted to the

Aistributions of differences thus obtained. Pearson's
formulae with Sheppard's corrections were used in the
estimations of values of B, and Ba. The results for the

three groups are as follows:-
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By B, t N
Group 1 +0000 3,044 15 months 394
Group 2 « 0395 2.:958 26 months 563
éroup 3 + 0000 2337 58 months 195

In no case does By differ significantly from zero, or Bs from
3 Consequentily we msy conelude that the normal curve of
errors deseribes with considerable sccuracy variations in I.we
from testl to refest‘ and that no systematle faclior is
operaiing in casusing ithe discrepancles between I.4Q's as
measured by these tests, |

The standard deviations of the differences in Il.g4.
beiween test and retesti were calculated for each group; also
the correlation between test and retest, The standarad -
deviation of the differences in I.4« for each group, and the

correlations between test and retest arse as followsi=-

Group 1 548 912 15 months 594
Group 2 5469 «895 26 monthg B53
Group 3 6490 : o776 38 months 195

Examination of the above parameters indicates that the
correlations between test and retest varies inversely with

increase in the time infterval gepafgitﬂagﬁggﬂtestlngs.
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Since, however, the children to which the tests were
administered did not represent a complete year group, but
rather a selected sample, it was necessary to correct the
above coefficients for selection The coefficlents corrected

- for selectlion may be obtained by using the formula
| 2

e — Yu-9)
V'n' Sl 95 2

where o =15, The correlation coefficients after correction

for selection are as follows:=

r
Group 1 e 935
Group 2 «929
Group 3 895

Examination of the above coefficlients reveals that Intelligence

Quotients as estimated by Moray House "ests display an unusual

degree of constancy even over relatively long time intervals.
Table 37 gives the distributions of dlfferences in I.&.

for each group.

A Comparison of the Constancy of the Group I.4d. with the

| Stanford Binet I.d. (014 Revision).

Numerous investigators have, in the past devoted
considerable attention to the constancy of the Binet I.w.
These investigaetions have usually taken the form of
administering the Binet Scale twice to the same group of
children, allowing & more or less lengthly time interval

to elapse between the testings. A miscellany of techniques .
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has rendered a valid comparison of the results of 1nveatigatdra

in this field unusually difficult. The greatest difficulty

in making a comparison results from failure on the part of
many inveetigators to correct thelir obtained coefficients
for selection, or to furnish information indicatlive of the
degree of selection characterized by the groups tested,

Examination of the work of investigators in this field

discloses that the correlation between Binet test and retest
varies as some inverse function of the time interval separating
the successive testings. Table 38 gives some indication of
the type of results obtained over varying time intervals.
This table is reproduced from an article of Robert L. Thorndike,
"Mhe Effect of the Interval between Test and Retest on the
"Constaney of the I.&."s Thorndike converted the values of
r given in this Table into z scores, and fitied & least square
line to the series of points thus obtalned, welighting each
point by the reciprocal of its variance (N-3). The equation

- thus obtained for the best fitting least square line was

| Z= 14415 = ,00916% |

b

| % Thorndike, Robert L., (1933) "The Lffect of the Interval
| Between ‘est and Retest on the Consteancy of L.Q." |

J.EducsPsychol, xx1v, ppe 543-549,
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By converting values of z thus obtained back into values of »
for different values of t we obtain values of r for varying

time intervals as follows (1 in months):=

t

0 «889
10 +B868
20 «843
30 «814
40 «781
50 0743
60 <698

By interpolation we can find the correlation after an interval
of 15 months, 26 months, and 38 months. A comparison of these
correlations with the correlations between successive

applications of Moray House Tests is given below.

t Binet r M.H.Te r
15 «856 09356 GIZ
.' 26 «826 «929 3
38 788 895 176
These correlations imply that I.«.'s as estimated by lioray {ttb

House Tests exhibit grester constancy than I.4's as measured
by the 014 Revision of the Binet Scale.

Although the comparison made here seems to be greatly
to the advantage of Moray House Tests, it 1s necessary in all

fairness 1o the Binet Scale to bear in mind that this
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favourable comparison is to some extent at least invalidated
by lack of information concerning the degree of ;;i;iigg'of
the groups tested by experimentees on the constancy of the
Binet T.<. Underselection, however, may in part be
gounteracted by the fact that certain investigators report
in their experiments a variance of Binet I.g. for the group
tested greater than the known variance of Binet I.4. in a

represtative population,

f-l"f
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TABLE 37
DISTRIBUMIONS OF DIFFERENCES IN I.4. AT
VARIOQUS TIME INTERVALS,
MORAY HOUSE TESTS.
Pl s Group 1 Group 2 Group 8
aiff. Interval Interval Interval
15 months. 26 months., 38 months.

1645 0 1 1l
15,0 2 3 3
1345 2 2 4
12,0 5 4 7
1045 8 10 4
9.0 11 ¢ § 9
745 18 12 13
6.0 21 19 15
4,5 40 26 11
3.0 30 27 19
1356 40 38 10
30 41 47 18
=15 43 29 10
=340 41 38 20
=45 33 30 10
«6.,0 27 26 9
=745 12 17 10
«92.0 6 10 9
«1045 6 9 4
«12,.0 3 3 3
-13,45 3 5 y
=15,0 0 0 2
=165 2 0 0
Total - 394 363 195
S«Da 5+42 569 690
Mean « 194 -428 76
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TABLE 38
RETESTS WITH THE STANFORD BINET.

_Experimenter N i, months 4
Cuneo and Terman 25 0 95
Lincoln 30 0 +95
Brown 221 0=12 91
Cuneo and Terman 21 5-7 «942
Randall 103 0-18 2798
Rosenow 69 7% or 11(mn,10.25) 82
Berry 351 6-18(mn,11) 74
Baldwin 173 12 «901
Garrison 298 12 +88
Garrison & Robinson 131 12 +88
Garrison & Robinson 131 12 92
Gray & Marsden 100 12 883
Gray & Marsden 42 18 834
Rugg & Colloton 137 10-16 «84
Brown 149 l4({ave) 87
Brown 320 12-24 «87
Cuneo & Terman 31 20-24 +852
Berry 273 19-30(mn «23) o 67
Baldwin 139 24 817
Garrison 127 24 «91
Garrison & Robinson 131 24 91
Gray & Marsden 42 24 «839
Randall 37 19=30 «699
Brown 149 29(av.) 70
Brown 99 24-36 «88
Gordon 44 30.7 (aV-, o 084.
Berry 82 31-48(ave35). 56
Baldwin 105 36 797
Gray & Marsden 42 36 ! 843
Randall 6 31=-42 793
ladsen 34 41 «85
Brown 41 36=-48 «87
Baldwin 71 48 «786
Garrison 43 48 «83
Randall 6 43=-66 «801
Baldwin 37 60 «812

3840
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THE CONSTANCY OF ARITHMETIC &QUOIIENTS.

DATA,

Data for an investigation into the constancy amad
reliability of Arithmetic Quotients as measured by Moray
House Arithmetic Testis were made available by the Doncaster
Education Authority, Doncaster as part of their annusal
examination in selecting candidates for special places in
secondary schools had administered two kioray House Arithmetic
Tests , M.HeA.1ll and M.HsA.9, to a complete year group of
over 1000 children with & time interval separating the two

tesidngs of roughly 7 weeks, M.H.,A.ll was administered on

drd. February, 1939, and K.H.A.9 on 3lst. March, 1939,

TESTS USED.

The tests used in this enquiry, M.H.A.ll and K.H.A,9, are
regarded as parallel forms, and have been used by many
Education Authorities as part of their special places
examination, Kach test consists of 102 items, The first
42 items on each test are simple questions in addition,
subtraction, multiplication and division, Off the first 42
items on M.H.A,11, 11l .are addition, 10 subtraction, 11
multiplication end 10 diviélon. 0f the corresponding 42
items on M.H.A.9, 11 are addition, 10 subtraction, 10

multipligation and 10 division, The remaining 60 items
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on each test are of the problem type. The time of

administration for each test is 30 minutess

STANDARDISATION »

MoH.A,11 was standardised by Mr. W.G.Emmet% at kLioray
House in the usual way by finding the 5th., 16ths, 50th.,
84th,, and 95th,, percentile points for each month of age
separately and fitting ieast gouare lines to each set of 12
points thus found. The slopes of the percentile lines are

as follows: =

Slope
Spile «R73
16%ile +782
50%ile 1,680
| 84mile 1,093
95%L1e 1,016

The slopes of the 95th, and 50th. percentile lines
appeared somewhat high when compared with corresponding
glopes for the same test for Northumberland children,
Consequently in the final standardisation 1.2 was used as
the slope of the 95%ile line.

The second test lM.H.A.9 had been obtained by the
Doncaster Authority from the University of London‘Presa; and
in the determination of Arithmetic Wuotients the norms

furnished by the University of London Press had been used,




235

'Gcnsequently i1 wae necessary for the purposes of the present
investigation to restandardise the test on Doncaster children,
This stendardisation was carried out in ihe usual way. The
scores of 31 candidates who, at 10+ had been awarded speclal
places'as a result of thelr performence in the 1938
examination were added to the final grid, The Arithmetie
duotients of these candidates on M.H.A.,10 on 18ths March, 1938,
were obtained. From these quotientis it was possible to
estimate the raw scores that would have been obtained by these
candidates had they received the test at 1l+ instead of 104
The estimates thus found were used in the final sfandardisation,
The slopes of the appropriate percentile lines in

this standardisation were found to be ag follows:-

Slope

5%ile «564
16%ile 532
50%ile 14630
84wile «790
95%ile «866

The 50%ile slope, 1,630, when compared with the
corresponding slope for the same test for Horthumberland,
and also when compared withm the slope used in the final
standardisation of M.H.A.11A was found to be 100 high.
FPurthermore the slope for the 1l6jplile line appeareé somewhat

too small, Congequently in the final standardisation 1.7
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wae used as the slope of the 50%ile line, and 0,7 as the
slope of the 16%ile 1line, The final stasndardisation was
based on the scores of 1040 candidates, 1009 of 11+, and

3l 'creanmed' candidstes,

| MEAN CHANGE IN A4

The process of standardisation is designed to eliminate
any mean change in A.Q. from test to retest, Consequently
we are concerned in this investigation with an examination of
the variation in 4.Q. from test to retest relative to the
mean. The approximation of the mean change in A.4. to zero
is some indication of the efficiency of the standardisations
of the two testss The mean change in A.4. for the total
number of candidates taking both tests, 1030 in all, was
found to be 4187, The standard error of this mean is ,127.
The ingignificance of this mean is one indication that the
two standardisations were satisfactory. The mean change in
A&, for boye was found to be 456 (N=500) and for zirls
-.066 (Nz530)s The ratio of the difference between these
means to the standard error of the difference ils 2,023,

if, however, we examine the mean dlfference in A.q.
from test to retest at eagch 5 point A.4, level of ability
we find that some of the means depart significantly from zero.

Means calculated at different levels of ability are

given in Table 41 together with their standard errors, and
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and the number of cases upon which each mean is based,
The largest departure from zero is the mean difference at
the 125-129 A.,d¢ level of ability, 3.829 This mean differs
significantly from zero, the ratio of its departure from
zero to 1ts standard error being 4,768, The mean &t the
120-124 level (A.Q) of ability also departs significantly
from zero.s These departures in the mean change in A.4q.
from zero must be attiributed to faults in the standardisation,
Departures of the mean from zero at the extreme levels of
ability may be attributed to oversstimation or underestimation
in the extrapolation of the norms at these levels.
Another source of discrepancy is the influence of sampling
error upon the slopes of the percentile lines upon which
the norms are baseds On the whole, however, the slight
departures of the means from zero at ceritain levels of
ability is of no great importance, and does not invalidate

' the findings of this enquiry in any way.

. PROCEDURE »

“" The difference in Arithmetie Quotient between the first

and second testings was calculated fox’each child, and these
differences, grouped in class interval of 1 point daifference,

.\ Wwere classified according to 5 point a.q. levels of ability.

&

- I'rom these distributions of A.4e differences at 5 point A.q.

levels of ability, standard deviations, correlations and

other parameters were calculated.
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DISTRIBUIIONS OF A.we DIFFERENCES,

The distributions of s.ws variations at each 5 point
Asde level of ability are given in Table 4Us The
distributions of variation in 2.Q. for boys and girls
separately and for boys and girls combined are glven in
Table 39. fhe standard deviation of variastion in A.q. for
boys was found to be 4.3795 (N=500) and for girls 3.8868
(N=530) « The standard deviatlon of varistion in A.y. for
the complete group (boys and girls combined) was found to
be 4.,1316, -

The correlations found over the seven week interval

calculated by the formula

=T

Y. =
{ 2 g ?

. where o =15, were found fto be 9574 for boys, 9666 for

. girls and .92620 for the complete group.

VARIATION IN A.Q. RELATIVE TO LEVEL OF ABILITY.

The standard deviations of differences in Arithmetic
Quotient were caleculated at each 5 point A.Qs level of
ability. otandard errors of A.Qe were calculated by
dividing the standard deviation of difference in A.u,,
obtained at each 5 point A.q. level of ablility, by IE:
The standard deviations of differences between tesi and
retest, and corresponding standard errors of A.Q., are

given in Table 42, The number of cases upecn wialeh each

parameter is based is also given,
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Rellability coefficients were also calculated at each
level of ability by the same method &8 used in calculating
rellabllity coefficienis for intelligence tests at different
levels of ability. These coefficienis range from .944 to
«989s Dho reliance can be placed on this latter coefficient
singce 1t is based on only 19 cases: No general tendency
can be said to exist for dull children io be more constant
in their responses to the arithmetic testis used in this
enquiry than bright children , no increase in test retest

correlation with decrease in ahility being observable,

SUMNMARY .

In summary it is reasonable to conclude as a result of
the above calculations that the abilities measured by Moray
House ﬁrithmetic'ﬁeéts exhibit a very high degree of
constancy over relatively short time intervals,

Furthermore the high coefficlents obtained indicate that

Moray House Arithmetic Tests are very relliable,




240.

TABLE 3¢

Distributions of Differences in Arithmetic Quotient

between Test and Retest,

Diff, Boys Girls Total
15
14 1 1
13 3 : 4
12 1 0 1
11 2 0 2
10 9 3 12
9 4 5 9
8 5 6 13
7 17 13 30
6 20 11 31
5 25 23 48
4 33 3L 64
3 35 40 75
2 33 49 82
1 41 43 84
7] 54 57 311
-1 58 68 120
-2 36 42 78
-3 36 32 68
i 34 45 79
-5 7 21 38
-6 14 14 28
-7 ¢ 8 13 24
-8 9 5 14
-9 2 5 7
«10 1 1 2
-11 1 0 1
-12 2 1 3
500
mean 0456 - 4,066 «187

SeDe 4,3795 3.8868 4.,3795
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TABLE 40

Distributions of Differences in Arithmetic

i

Quotlients at Various Levels of Ability.
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Table of Mean Change in A.Q. at different Levels

of Abilitys

Aea Mean S+E. D
Level, Change = BeB N
130+ 2,000 947 2,112 18
125-129 3.829 .803 4.768 35
120-124 24500 .697 3,587 46
115-119 000 414 . 000 85
110-114 262 «369 o710 107
105-109 -4235 <330 J712 119
100-104 -.188 +338 .556 138
95-1.00 +350 4356 .983 117
90-94 -.983 <353 2,785 117
85=89 4756 o361 2,094 123
80-84 750 726 1.033 48
7579 - 310 V607 24158 4z
70-74 ~34125 1,087 2,875 16

70w -4842 «502 1677 19
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TABLE

Table of Standard Devietions of A.§. Differences,

Rellability Coefflcients, and OSiandar? Irrors of

A.qs 8t Different Levels of Abilitye

Aeods
Level ,

1304

125-129
120-124
115-119
110-114
105-109

100=104
95-100

90-94
85-89
80-84
75=79
70=74
70-

SeDa
P4

4,0173
4,7511
4,7265
3.8177
348156
53,6014
549758
3.8552

 3.8164
14,0004

5,0312
309524
4.,3475
241878

Sele.
Ee<e

2.8408
343595
53421
246995
2.6980
245465
2.8113
247260
24.6986
2.8287
345576
27806
50741
15470

N
18
35
115
85
107
119
138
117
117
123
48
42
16
19
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THE CONSTANCY OF FENGLISH QUOTIENTS,.

DATA
The Doncaster Edueation Aﬁthorlty, while furnishing data
for enquliries into the constancy and relishilily of

Intellligence and Arithmetic Quotients, made available

additional dsts for an enquiry into the constancy of English
duotients, Toncaster had included as part of their special
places examinetion, two loray House Engllish Attainment Tests,
M.H,E¢ll 2nd M.H.E.9, ‘These two tests were administered to
& complete year group of over 1000 candidates with a time
interval between the two testings of roughly 7 wecks,
MeHeEell was administiered on 3rd. February, 1939, and M.H.E.9
on 3lst, March, 1239,

TESTS USED.

The tests used in this investigation, M.H.E.,11l and M.H.E.9,

are regarded as parallel forms of the same test, Both tests

have been widely used by meny Hducatlional Authorities in the
selection of candidates for special places in secondary
schools, M.H.E,11 consists of 150 items, M.H.E.9 of 151
items, The test ltems are similar in type, As with other
Moray House Tests no reason existe to believe that these
tests depart from 2 high degree of equivalence, The time of
adminigtration (40 minutes) was the same for both tests, and

the method of administration the same.



245,

STANDARDISATION .

M.H.E,11 wes standardised in the customsry way at Moray

House by Mr, W.G.Emmett. The slopes of the 5th,, 1l6th,,

50th,, 84th,, and 95th, percentile lines are as follows:-

glope

S%ile 04775
léplle 1.408
50jile 1.774
84jile 1,481
95%4i1e 1.440

The slopes are comparable wiith glopes found for the same test

in other areas.

The Doncaster Authority had used norms furnished by the
University of London Press in converting raw scores on M.H.E.9
into Esd's, Consequently it was necessary to restandardise
ihla test on Doncaster children, This wag accomplished in
the usual waye As in the restandardisation of M.H.A.9 tha'
scores of 31 candidates, who, at 104 had been awarded special
places as a result of their performence in the 1938
examinat iocn were estimated, and added to the gr;ﬁ.

The slopes ¢f the appropriate percentile lines on the

repstandardisation of N.H.E.S were found to be as follows:=

s8lope

5%ile 1,684

16jile 1.836
50%ile 1.650
84%119 «995
955%ile +D6S

Since a comparison of these slopes with comparable slopes

in other areas indicated that the slope of the 5%ile line

was too high, and the 95%ile too low, due possibly fto
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sampling error, 1.584 was used as the 5kile slope, and 865

as the 95kile slope, in the final standardisation,

- PROCEDURE.

The proaa&ure used in the present investigation was
exaetly simllar to that used in studying the constancy of
Intelligence and Arithmetic JQuotienis. “The difference in
English duotient between tesgt and retest wers caleulated

for each child, and these differences, grouped in class

intervals of 1 point E.&, difference, were classified
eccording to 5 point E.gs levels of ability, From these
distributions of E.Q. differences at eackh level cof abllity

the necessary parameters were computed.

MBEAN DIFFERENCE IN E.4.

The procees of standardisation is designed to eliminate
any mean change in E.&. from test to retest for the whole
group, The mean change in E.4.for the whole group was

found to be ,0184, This mean has a standard error of 127,

and is obviously quite insignificant, If, however, the
meen differences are calculated for each 5 point E.Q. level
of ability separately, a few means are fourd which depart
slgnificantly from zero. lMeans calculated at different
levels of ability are glven in Teble 43, tegether with thelr

standard errors, and the number of cases upon which each
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mean is based, The largest departure from zero is the

mean difference at the 125 te 129 E.Q. level of ability,
246181, and the next largest, -£.,560C, at the "below 70"

Eede level of ability. These departures in mean difference
from zero must be regarded as faults in the standardisation,
the former being due either tc overestimation in the extra:
ipolation of the norms at the upper level of abiliiy in the
gsecond testi, or underestimation at the same level in the
fiest test, the latter figure, ~2.560, being attributable

1o a similar fault, It would of course be possible 1o

ad just one or other of the standardisations, or both, in
order to make the mean differences more nearly zero, and
therefore increase the correlation between the iwo tests

by some very minute guantity. Such &n ingrease, however,
would seem to he spurlous because (a) we csnnot delermine
which of the standardisations is at fault (b) any estimation
of test reliability must take into considerstion sources of
unreliability arising out of the process uf.staﬁdarﬁisation
itself, Inecluding faulis in ihe norms due to sampling errors
in the siopes &f the different percentile lines upon which
the norms are based, In & standardisation of the ordinary
typre no index exists whereby it may be determined whether
the extrapolations of the norms furnish slight overestimates

or slight underestimates of the capacity of the children
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tested, Furihermore, glight underestimates or overesiimaties
in the norms at the exireme levels of ability are of little
or no importance in the selection of candidates for secondary
echool places, the arﬁcial level of ability being in the
neighbourhood of 110 E.4. Sanpling errors in the slopes

of the percentile lines, upon which the norms are based,

may at times lead to quite considerable discrepancies.

Errors of this type may be eliminated in some degree by a
ceritical comparison of the obtalned slopes with corresponding

slopes Tor the same test in other areas.

DISTRIBUTIONS UF K., DIFFERENCES.

The distribvutions of differences in E.Q. from test to
retest for boys and girld separately, and for boys snd girls
combined are given in Table 44, The standard deviation of
variation in E.g. for boys is 4.7232 (N=500), for girls
4,3938 (N=530), and for the whole group 4.5915 (l=lU30).

The difference between the standard deviaiion fdr boys anﬂ‘/
that for girls is not significant, the raitlo of the difference
to the standard error of the diffevence being 1l.631.

Although the mean change in Z.4. for the whele group
is ,0184, a figure which does not differ signifiecantly from
zero, the mean for the boys slone is 600 with a standard

error of .211, fThe ratio of the departure of this mean

from gero to Lts standard error ls 2.94, The mean for the
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girls on the other hand is -,530 with a standard error of
«191, the ratio of the departure of this msan from zero to
its standard error being 2,77« The standard error of the
difference hetween the meane for boys and for girls is
+2846. The difference betwsen %he means for boys and girls
is significant, the ratio of the difference 1o the standard
error of the difference beling 3.:970, £ this statistic is
to be relied upon we must conelude that over the seven week
interval separating the spplication of the two English Tests
the achievement in English for boys was significantly grester
than for girls, & somewhat unusvel coneclusion, This result
on the other hand may be merely a statistlieal curiosity.
From the standard deviation of the differences the
correlations helween test and retest were calculgted using
15 &8s the stendard devistion of E.g. '‘he correlation for
boys thus calculated was found to be 9504 (KeHUQ) and for
girls ,9571 (Nz530)s The correlation for the whole group
between test and retest was found to be 49532 }HglUSU).
These figures adequately demonstrate that (&) English
Quotients mg . estimated by Loray House Tests have exhibited
a.high ﬁ;éréa of constancy over the se&en week time interval:
that is, thc tralis measured by these tesis are highly
reliable, (b) the tosts themselves as instrumenis of mental
measurements ars highly reliable apart from the reliability

of thé traits measured.




250,

VARIATIOR IN K.q. RELATIVE 170 BRIGHTNESS.

The standard deviation of difference in [English
wuotients were calculated at each 5 point E,4. level of
ability, in order to determine whether Mersy House English
quotients exhibiled varying constancy atverying levels of
ability, The distributions froem which these standard
deviations were calculated are given in Table 45, The
standard deviations are given in Table 46, These standard
deviatlons of vaeriatiion in E.g. range from 3.058% at the
"below 70" E.4s level of ability to 4.95350 at the 8BS 1o 89
Eede level of abilitye Ko consistent increase in
variabllity with inerease in abillty is appareni, Little
weight can be atiached to the standard deviations of
variation given here for the extreme levels of ability due
to the small number of cases upon which these particular
parameters are based.

Correlation coefficients were caloulated al each
level of ability by methofs used and described elsewhere
in this research. fThese correlailon coefilclents range
from 9455 (He95) to 9792 (Ks25}, ‘“The difference
betwsen thesé iwe coefficients is not significant.

A column of standard errors of K.y, 18 also glven in
Table 46, The sisndard ervor of & person's English

Quotient is roughly 3 points of E.y.

==y==thm
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SUMMARY .

(1) 7The gorrelation between twoc Moray House English
Teste, M,H.E,9 and M,H.E.1ll, after &2 time interval of
seven weeks ylelded the high coefficient of .9532 {K=1030)
in a complete population, Thie cerrelation muist be
regarded as highly satisfacliory, and is indlcative that
(a) Moray House English zuotients are remarkably constant
over relatively short time intervals. (b) éhe tests used
are themselves highly reliable,

(2) No uniform and genersl tendency is apparent,
indicating that the ablllitles measured hy these ilesis
are less verisble in dull than in bright children.

(3) The standard error of & persorn's English Quotlent

is approximaetely 3 points of E.4.

b
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TABLE 43

Table of Mean Change in E.4. at Different Levels

E.Qe Lavel

130+
125-129
120-124
115-119
110-114
105«209
100-104
95-99
90=-94
85-89
80-34
75-79
70«74
70-

of Ablility.

Mean
Range
2750
24168
0407
1.250
074
1.,0170
- 4£263
-4+5203
-¢8140
- 42840
- +5080
- 40513
-1,0000
-2 45600

16
34
54
76
121
117
137
123
118
95
65
39
10
25
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TABLE 44

Distributlions of Differences in Enzlish Quotient

Belween Test and Retest.

DIff, Boys Girls Total
LY 2 2
16 0
15 1 8
14 O 0
13 3 3
12 2 2
LE 4 X S
10 7 3 10

9 g 4 13
8 13 8 21
7 12 15 27
6 21 12 33
5 20 18 38
& 32 29 61
) 40 44 84
2 a7 31 €8
1 35 58 83
0 49 51 100
-1 48 47 95
~2 39 45 84
-3 28 43 71
=l 26 26 52
~5 23 30 55
-6 25 18 41
-7 8 g 16
-8 7 16 83
-9 3 12 15

=10 X 5 6

-1l 1 4 2

-12 % £ 3

=13 0 1 1

~14 0 0 0

=15 0 0 0

-16 0 0 0

-17 1 0 1

-18 1 4

500 530 1030
lisan 4..600 g - 4030 +0184

SeDe 4,7232 4,3943 4,5915
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TABLE 46

1able of standard deviations of E,4s differences,

reliability coefficients, snd standard errors of

Esae 8t different levels of ablility.

o, e 4 1y ke i
1304 4.8006 « 9464 3.4718 16
125=-129 36990 « 2696 2.61566 34
120-124 4.9451 e 2457 3 <4867 54
115-11¢ 4,1611 <9615 P9423 76
110-114 4.,6994 9509 H:e3229 121
105=109 4,8518 « 2477 B¢4307 1TEY
100-104 443131 «958Y% 30498 137
0599 4 ,6262 +95684 J.871%2 183
90-94 4 .2626 + 9598 3.0141 118
85-89 4 ,9539 + 9455 35089 956
80=84 4,218% ,9605 29830 65
7579 4.,5513 8539 Sx2188 39
7T0=74 3.70586 + 2685 2.6188 10

70= 30599 9792 2.+1637 25
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Zxamination of the Noncaster Data dealing with the
reliability and constancy of Moray House Intellligence,
Arithmetic and ZInglish Quotients, brings to 1light the
fact that of the three types of test these regerded as
measures of Intellligence are ieast reliable, This fact
regulres explanation, The reliability coefficients
found for the three types of test are repsatad here for
comparative purposess

| r g

Intelligence , 29370 1030
Arithmetic 9620 10380
English «2038 10580

These reliabilitlies are, In two respeests, rot
directly cowparsble.

(1) The times of administration are different for each test,
the Intelligence requiring 45 minutes, the Arithmetllic
30 minmutes, and the English 40 minutes.

() The number of Litems ere different, the Intelligence
Test having 100 items, the Arithmeile 102 items, and
the English 150 items,

The flgures given above show that the Arithmetic test
is by far the most reliable of the three despite the fact
that the time of its administration is only 30 minutes,

The English test with 1ts 150 items 1s less reliable than
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the Arithmetic and more relisble than the Intelligence
tests. It is pessible to estimate by lhe Spearwan~Brown
formula the relisbility of the English test had it been
constructed of only 100 items, but suck a test would then
require about 27 minutes to administer, and &s such would
not be directly comparable with the Iantelligence test
requiring 45 minuies to adminisier,s None the less if some
comnon ground of comparison couid be reaghed the inglish
test would in all likelihood be characterised by higher
reliability then the Intelligence tesi. Since some
measure of doubt, however smsll, ezists, the observations
developed below will be largely concerned wiih the
comparative reliabilities of the Intelligence and
Arxithmetic testis.

The reliabillity of a test i not only dependent on
the actual reliabiiities of the ifems which it coniains,
but also on the intergorrelations of ali the items in
much the same way that the correlalion between & battery
of tests and snother baitery of tesis, or between a
battery of teste and a criterion, is dependent on all the
intercorrelations between the several variables, The
greater the number of items%he grestier the imporiance to
be attached to the inter-item correlations, and the less
the importance io be sitached to the sctual item

relisbilities. With a test of 100 items there are only
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100 iftenm reliabilities whose influence cn the reliability of
the whole test ls grastly outweighed by the influence of the
4950 aifferent inter-item correlations.

A test whose inter-ilem correlations ave hizgh, tends to
be more reliable than & test whose Inter-item sorrelations
are low, and by the seleciion of ilems to yield high lanter-
item correlatlons, we increase the relisbility of the
whole test, Thus the more homogeneous the ltems, the more
closely they aspprozimate to the measurement of 2 single
treitl rather than s composiie of two or more traits, the
more reliable the test tends to hes This implies that the
higher the general faclor varisnces of the items, and the
smaller the group and speclific factor variances, the more
reliable the tesi. Thus it is possihle, although the
arithmetical labour involwed is enormous, to purify & fesi
by the elimination of those items that exhlibit a2 low intere
item correlation, ond thus attaln & test charsclerised by
high infernal consistancy and high reliability. It will
be understood that inereasing the linter-iiem correlations
will only make the testl as & whols approximate more closely
to the measurement of a unit traii when the items themselvas
may be rezurded as messures of & unit trait.. If each item

measures s cgomposite of traits selecting liems ithail yleld
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high Inter-item correlatiocns will imply that the test itself
meagures 5 composite of abilities, In such & case the
composite of faclors measured vy each item behuves as a
eingle factor.

The simple theory outlined above explains the
difference hetween the relisbilities of gifferent tesis,
which, if the number of items, the times of administration,
end objectivity were the only factors influencing reliability,
would be egually reliable, Alikough datia are‘noi at the
monent available it is most probably that the intercorrelations
of the items on lloray House Arithumetic Tests are on the whole
higher than the intercorrelations of ‘he items on lioray
Houee Intelligence %ests; thet is tc say the Intelligence
Test seems to mesasure a greater couwplexity of abilitles than
the Arithmetic test, Tre inter-item correlation matrix for
ihe Arithmetic test is of a lower rank than the inter-item
correilation matrix for the Intelligence test,

Ingreasing the inter~item correlation in order to
approxipate more c¢losely 1o the meusurement of é unit trait
and to-increasa vest relisbllitly may, however, be inadvisable
from the point of view of validity. An unforiunate
incompatability exists between reliability and velldlity
coneepvts which is as yel unresolved, By incraaéing the

inter-itiem correlatiors, and thereby making the test more
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homogeneous in struciure, one will ususlly, slthough not
elways, degrease the correlaiion of a test with an exiernal
eriterione The trulh ¢f the above statement depends on
the nature of the c¢riterion. Sueccess in secondary school
or in zn ocecupaticn, or in fact any criterion of the usual
type which we wish to prediet, is not dependent on a single
mental tralt but upon a compesite of tralts, and the
efficlengy of the tsst or test baitery in predicting such
criteris devends on the adequaey of ithe test or.test bat tery
in sampling such traits. The test samples what the child
egan dos Thus 1t seems thal by construcling a test
spproximating to the measurement of ~ single unit trait we
fcercase the correlation of esgh item with the criterion,
By inereasing the inter-item correlation we increase ihe
relishility of the test at the expense of validity. By
flecreasing the interlltem gorrelation we increase the
velidlty of the test 2t the expense cof relisbility,

In the cage of Moray House Tests the superior
reliabllity of the Arithmetic Tests over the Intelligence
Tests indicetes that the former is more homogeneous in
structure, but as ie known the Iniellligence Tes{s correlate
more highly with the later performance of the pupils than
the Arithmetic Tests, and this despite thelr greater

unrelisbility. The influence of the grgater prevalence of




random errors will deprass the correlation of the Intellligence
Teast with 5 criterion more ihan the correlation of an
Arithmetic Test with & ecrlterion. Occaaionallylwe attach

a welght to the Intelligence Test egual to twice the weight

of the Arithmetic "est. Thus the less relisble test is

given the greater welght by virtuve of iis higher validity.

How this incompatabiliiy between relisbility snd velidity

will be resolved is not et the noment appareni.
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RELIABILITY CO
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ICIENIS,

aveilable for Moray House Teste sstimnted

senpleg of over 200 cases.

om random

“hege coefficlents are

A number of gplit-half reliability coefficlents are

inveriably higher then coefficients cbtained by correlating

paraliel forme sfter a time intervel dve efither to the

correlation of errors or to the sbeence of funciional

variability.

The correlation between the 048 and even items

(réé), the 'boosted' gplit-helf reliebility (rll" the

number of cases in the mampie (¥), the standard deviation

of the sample

population (

), for five samples of lMoray House

), and the siendard deviation of the

Intelligence Tests, and one Morsy House Engllieh Test are

as followg:-

Tesi

| M B T2

MeHeT 23
MeHaTo23
M.H, 1,24

» [ £ i = B4
MeH.T428

H.HaZo11

Sample
ie Yorkshire
We Yorkshire
Darlingion
Morthumberland

¥s Yorkshire

Korthumberiang

/]
r 45
«9278
+23893
«9560
+942%

A Y
« 9457

9601

LR
L9625
L9687
«9TNH
+O705
+972%L

« 2328

£L2
212
235
242
212

228

22407
20.08
20+38
20,07
19,47

3177

D3
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APPENDIX

This appendix is & record of an empiricel enquiry on
the application of Sheppard's Correction for grouping.
This enquiry bears no immeuiate relationship to the

main subject of this thesis.



THE APPLICATION Of SHEPPARD'S CORRECTION

POR _GROUPING.
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THE APPLICATION OF SHEPPARD'S CORRECTION FOR GROUPING.

Sheppard's correction for grouping, although widely
used by statisticians in certain fields, is apparantly
not in general use among psychometriclans, The majority
of standard deviatione and correlations reported in
psychologleal and educational literature are calculated
from grouped data, and are uncorrected for grouping.
This paper attempts to show the influence of grouping on
standard deviatlons and correlations, and advances
empirical evidence to illustrate with what sccuracy
values corrected for grouping with Sheppard's correction
approximate to values obtained from ungrouped data in a
cont inuous distribution,

In the calculation of statistical measures from
grouped data the values of each variate within a given
class interval are assigned the value of the mid-point
of that interval, ‘“Thus in the calculation of a
correlation coeffigcient from such data we ére not
caloulating the relationship between the continuous
variates x and y, but rather the relationship between
the mid-points of certain class intervals into which
the variates x and y have been grouped. With a normal
distribution, and many other types of distributions, the

point of concentration of the variate is not the mid-point
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of the elass interval but a point slightly nearer the mean,
Thus statistical measures calculated from the 0dd moments
remain uninfluenced by grouping, because the errors made
by the assumption that the scores are concentrated at the
mid-point of each interval will tend to balance on both
sides of the mean, while with the even momenis the errors
will not balance but will add together,

Grouping error tends to increase the size of the
uncorrected standard deviations, and to reduce the size of
the uncorrected gorrelations, The usual formula for
correcting a standard deviation for grouping is as follows:-

2 -2
= L

Gl = g - —
12

where o, & are the corrected, and uncorrected estimates

respectively of the standard deviation and is the class

interval,

The correction to be applied to a correlation
coefficient for grouping depends on the observation that

with two normally distributed variates x and y the gquantity

A

gqa;a; is independent of the class interval used. It

immediately follows from this observation that

ey = Magoue
G Ty

where fv"iw and Y, are the uncorrected and corrected values of

the correlation between x and y « Since, however,



271,

V;ﬁCG;GQ the usual produet-moment formula for a

gorrelation coefficient corrected for grouping may be written
as follows:=

<

y oyt

v 1
1«1' 32 ©a = Tz
WAC -t ) (8- L)

where L_anﬂ C1rapreaent the clasgs intervals of x and y
respectively., When correlation goefficlents are ealculated
by the diagonal adding method the formula for a corregted

coefficient begomes
i H+VY —D

IR

where H, V, and D represent the sum of the squares of the

Vi

deviations from the mean values of x, y, and x-y,respectively.,
fisher has pointed out that in averaging correlation

coefficlents the values of z should be obtained from

uncorrected values of r, and a correction added to the

resuliing coefficient equivalent to the average corpection

of the averaged values of r,.

The corrected value of r is always larger than the
uncorrected value of r« The larger the value of r the
larger the absolute value of the correction to be made for
groupings The relative value of the correction is constiant,
given constant values for the standard deviations of the
variates correlateds The size of the correction is

independent of N, the number of cases.
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Errors introduced by using uncorregted values of r
when r is large are much more significant than errors
resulting from a corresponding group when r is small, Not
only is the absolute discrepancy between the uncorrected and
the corrected value of r greater when r is large, but small
differences between large correlations represent a much
greater difference in the degree of relationship between the
variates correlated than equivalent differences between
‘small coefficients, and for this reason are more important

to the statistician,

EXPERIMENTAL .

To determine the influence of grouping on standard
deviations and correlations, and to estimate the agcuracy
with which values corrected for grouping approximate to
values obtained from ungrouped data in & continuous
distribution, the I.Q's of 958 children on two Intelligence
tests were plotted on a grid with a class interval of unity,
This was & somewhat laborious procedure. The tﬁo
distributions of scores were approximately normal, The
standard deviations of the two variables, and the gorrelation
between them were calculated, The class interval was then
excessively increased by telescoping, as it were, the
original grid, and further standard deviations and
correlations were calculated with class intervals of 2, 3,

4, 5, 6, 7,8, 9, 10, 12, 14, 16, 18, and 20,
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Table 1 gives the uncorrected and gorrected standard
deviations for variable x at different units of class
intervel, and the number of arrays upon which each measure
is haseds The correcied standard deviation with a class
interval of unity ls taken as the standard, and the
deviations from this standard of the uncorrected and corrected
standard deviatlons, calculated at each step interval, are :
given in columms &, and dg, respectively. It will be
observed that the uncorrected standard deviation with a class
interval of unity is the same a® would have been obtained
from ungrouped data, This value is, however, corrected on
the basis of the sssumption thatl the disiribution is 3
theoretically continuous,

Table 2 furnishes corresponding data for variable y.
These data indicate clearly that grouping tends to influence
the size of the uncorrected standard deviation, and when the
class interval is 1argemthis influence is substantlally
marked, TFurthermore the application of Sheppard's
correction results in an estimate of the standard deviation
closely approximating to the value that woula-have obtained
from an ungrouped continucus variste. Certain substantial
discrepancies in the corrected values occasionally appear.
These are due to the purely arbitrary nature of the points

fixed as the top of the last class interval and the bottom

of the first,
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TABLE 1

8Dz

uncorrected

12,1650
12,1549
12,1634
12,1740
1241175
12,1836
123123

12,4592

12,6432
12,4806
12,4620
12,6512
12.8747
13,1897
13,3611

SeDe
corree%ad

12,1516
12,1412
12,1325
12,1191
12,0313
12,0599
12,1452
12,2433

12.3734

12,1421
11,9708
11,9883
12,0177
12,1230
12,0493

!
<0034
«0033
.0118
«0224

- 0341
«0320
«1607
«3076
+4916
«3290
<3104
4996

| « 7231

1,0381
1.2095

Ag
«0000
- 40104
40191
- 40325
- 41208
- 40917
- 40064
<0917
.2218
- 40095
41808
- 41633
- 41339
- 40286
41023
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interval.
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o
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TABLE 2

SeDey

ungcorrected

11,2309
11,2563
11,2518
11,3123
11,3570
1143988
11 43421
11,4128
11,5848
11,5273
11,8006
11,5885
11,7920
12,5132

-184,565810

SeDe

corregtea

11.2272
11,2416
11,2184
11,2523
11,2645
11,2664
11,1595
11,1768
11,2896
1141600
11,2807
10,8608
10,8498
11,3834
11,1442

dy

« 0037
+0291
« 0246
» 0851
«1298
«1716
01149
<1856
03576
«3001
« 5634
03613
25648
142860
1,3238

+0000
«0144
- 40088
«0260
<0373
00392
-4 0677
= 40504
«0624
-4 0872
20535
- 3664
-e3774
1562
« 40830
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Table 3 gives the standard deviations of the difference
between the variates x and y calgulated from diagonal
distributions at different class intervals, This procedure
may be illustrated by reference to the gorrelation grid in
Filgure 1 with a class interval of 10 points of raw seore,

By adding this correlation grid diagonally from north-east

to south-west we obtain & distribution of the dlfferences
between the variables x and y. By adding from north-west to
south~eagt we obtain a distribution of the sum of the variables
x and y. Thus, if we wish to caleulate the standard devdation
of variation in I.Q. between test and retest, instead of
caleculating the actual distance in I+§. for every ohzid, and
making a distribution of these differences, it s possible

to plot the I.4's on a correlation grid, and to calculate

the standard deviation of difference in I.4. direct from the
distribution found by diagonal adding. The dlagonal
distribution in Pigure 1 is, however, not the same as the
distribution that would have resulted by subiraocting e#ery
child's score in varisble x from his score in variable y, and
grouping the differences thus obtained in & frequency
distribution of ecless interval 10. Because a pecullarity

in the grouping of the diagoenal distrlibutlon exists, the
standard deviation of x-y calculated from the dilagonal
distribution is greater than the siandard deviation of x-y
caleulaeted from the distribution made by subtracting the

appropriate values of y from x, and grouping the differences
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TABLE 3
: S.D.;-x_y S.D.x‘.g
e i, Rl WEN 0
I 3% | 59901 549331 | 5.9261] JOL40| +0070| .0000
2 15 T e oeka 5.9382 | 5.9101 J0401| J0121|-.0160
3 12 640219 5,9592 | 5.8960| +0958| 0331 |-40301
4 10 601348 640251 | 5.9134| +2087| 4099040157
5 10 642517 | i~ 640828 | 5.9091| 3256| 41567|-,0L70
6 7 " 6.2382 5,9929 | 5.7371| 3121| .0668|-41890
7 7 645170 641958 | 5.8570| 45909| 42697|-.0691
8 6 646952 642843 | 5.8428| J7691| 43582|-.0833
9 5 7 0182 645196 | 5.9794|1.0921| 45935 0533
10 6 7 42845 646836 | 6.0330(1.3584| 7575 1069
12 5 7 44767 6,6258 | '5.6481[1.5506| +6997[=42780
14 5 843518 742860 | 640624 |2,4057|1.3599| 21363
16 3 '8,5042 7,406 | 65,4456 |2.5781 [1,2145 |- 44805
18 3 941499 745313 | 544516 3.2238 [1.6052 |- 44745
20 3 9.,9576 841130 | 5.6997 [4.0315 |2.1869 [-.2264
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with class interval equal to that of x and y, The sguared
standard deviation calculated from the diagonal distribution
is greater than ithe Bquared standard deviation calcoulated
from a distribution of asctual differences of the same class

interval by an amount equal to ;%§'¢ Thus, if the latter

standard deviation is corrected for grouping once, the
former must be corrected for grouping twice. This point

may be furither illusirated by reference to the formula

2 ~2 _ ~a o o2
| Crb =R -{-CJ:t

=2y, e

where G, 1is the standard deviation of the diagonal
distribution, & and Ei‘are the sgtandard &ev&atloﬁs of the
variates x and y, respectively, anﬂ?iﬂ is the correlation
between them, Since the term2a TG, is independent of

the class intervel used, it is apparent that the uncorrected

value of o the standard deviation of the aifference

D ¢
batween the veriates, must be corrected twice, if G, and
G, are esch corrected, and the equation is to be
satisfieds The value is the same as the standard deviation
saleulasted Pfrom & diagonal distribution,

P9 illustrate the above discussion the siandard
deviation of ithe dlagonal distribution was calculated at
different class intervals, and these values uncorrected,

correcied once, and corrected twice, are given in Table 3.
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The standard deviatlion of the difference with class interval
unity, is taken as the standard value, and the deviations
81, d4p, 83 of the standard deviations at dlfferent class
intervals, ungorrected, corrected, and corrected twice, from
this standard value are given, It is apparent from an
examination of the dats in this Table that twice Sheppard's
ecorrection is the correction required.

The ¢orreletions between the variastes x and y were
also calculated at different units of elass intervals These
values are given in Table 4, Here again, the corrected
value with class interval unity is taken as the standard,
end the deviations d; end dp of the obtained and corrscted
values of r from this stendard are caleulated. A very
subgtantial decrease in the value of r with decrease in the
nunber of arrayes into which the variates are grouped can be
observed., The discrepancy between the uncorrected and
corrected values of r is such as to furnish sound support
to the conclusion thet correlation coeffielents must be
correcied for grouping if sccurate statlistice are desired.
These date are indicative that Sheppard's correction furnishes
8 remarkably accurate estimate of the gorrelatiocn that would
have obiained frgm ungrouped data with continuous varliates,

In order to examine the functioning of Sheppard's
correction with a small value of r a new grid was drawn up

with 1828 cases. Valuee of »r were found as before at
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TABLE 4
T Class Nos OFf HOs OF X! et |

interval szrays ar§aya uncorrieted co?rec‘aﬂ ay dp
& 60 55 +B739 B744 «0005 + 0000

2 30 28 8729 +8750 <0015 40006

3 20 19 +8706 8754 0038 + 0010

4 15 14 +8661 8746 0083 20002

5 12 11 «8601 8733 20143 «,0011

6 10 10 +B62L «8812 20123 «0068

7 9 8 +8213 28771 + 0231 « 0027

8 8 7 +3462 «8793 0282 L0049

9 7 7 « 8357 +8762 « 0387 «0018
10 6 6 «8187 «8692 + 0857 « 00562
12 5 ) «8114 +B8836 20630 « 0082
14 5 4 s7671 28638 +1073 =40106
1s 4 4 + 7656 «8914 ¢ 1088 «0170
18 4 4 7478 «8943 21266 «0199
20 B 3 +7063 «8821 - 1661 « 0077

T
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successive class Intervals, Table 5 gives values of r
uncorrected and corrected for different class inter#als.
The deviations of the uncorrected and correciel values,
respectively, from a standard value 43672 are given in
columns dy and dgs The number of arrays are glven, in this
case the number of arrays of the x variable being egual to
the number of arrayes of the y varisble fer eagh value of r.
It will be observed that the & column of Table 4 is
in every case greater than the d; column of Table 5,
illustrating that the larger the value of r the larger the
absolute value of Sheppard's correction, ani emphesizing
that correcting for grouping is of much more lmporténce
when r is large than when r is small, Examlnatign of the
dp columns of Tables 4 and 5 shows that Sheppard's éorreetlon
furnishes a remarkably asccurate estimate of the correlation
that would have obtained from ungroupe® date with continuous
variatess, Furthermore, if there is reason to belleve that
the distribuiions of the iwo correlated varisbles approximate
normality some work can be avolded by using & coarse grouping
with a small number of arrays and correcting for grouping.
Tables 4 and & show that accurate results can be obtalned
with as few as six arrays, the error made by using only six
arrays in Table 4 being .49 per cent, and in Table 5 .03 per
cent, With less than six arrays the purely arbiirary position
of the glass intervals will in most cases lead to slight

discrepancies in the corrected value of r,

L
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TABLE B

03670
« 3663
03648
3632
03613
«3581
03543
03520
03514
« 3457
23340
03452
+ 3134
«3112
2729

+3672
03672
«3668
« 5667
#2667
«3660
23663
+ 3658
« 3685
« 3669
« 3634
03873
«3616
« 3758
3423

dy

=+ 0002
-4 0009
- 0024
= 0040
-3 0059
- 0091
-+0124
-40152
-4 0L58
=+ 0215
-4 0532
-40220
-4 0538
-4¢0DE0
~20043

dp
0000
+0000
-+ 0004
- 40005
- 40005
-+0012
- 40019
-.0014
«0013
- 40003
- 40038
40101
- 40056
<0086
- 0249
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SUMMARY o

If the dlsiributions of variates used in statistical
work are epprozimetely normal the use c¢f Sheppard's correction
furnishes accurate estimates of the standard devistions and
correlations that would have resulted from the use of
ungrouped dsta, Correcting a correlatlion coefficient for
grouping is essential when the grouping is ccarse and the
number ¢f srrays 1Is large. Otherwise inaccurate statistics
will result:. “he discrepancies found in small correlations
due to fadlure to correct for grouping are of less importance.
Reagonably accurate resulis can be sttalned with a small

number of arrays Lf the distributions of varisies are normal,




