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Abstract

This thesis studies comparative file access performances in distributed file systems and
in shared memory systems. The three major changes in computing practice -
computer communication speed growth, computing power growth and transaction
size growth - have influenced the file access performance of the two computing
paradigms. This study investigates the effect of the threc on the file access
performance in the two system paradigms using the validated virtual performance
models. This study investigates the file access performance of the various design
alternatives such as multiple CPUs, multiple disks, multiple networks, multiple file
servers, enhanced concurrency, caching, local processing, etc. and discusses the
various file system design issues in the two system paradigms in terms of the file
access performance. Theoretical limits of the file access performance are
investigated in many cases. The effect of the workload characteristics such as
workload pattern, workload fluctuation, transaction size, etc. on the file access

performance is quantitatively evaluated in the two system paradigms.

This study proposes the virtual server concept based on queucing network theory for
the performance modclling and presents virtual server modcls for the two system
paradigms. The models which werc used are found to predict the file access
performances of the real systems very precisely. A parameterization methodology is
proposed to obtain the performance parameters and their values. A workload
characterization methodology is proposed which consists of the six steps. Six realistic
and representative artificial workloads are obtained. Simulation is used as the main
methodology and an analytic modelling approach is used as an auxiliary method to
solve the performance modcls in this research. The simulation results are compared
with the analytic solutions case by case to confirm that the two are exactly the
same as each other. This study performed the standalone measurement experiments
and the real world measurement expcriments in the two system paradigms to validate
the performance models and the simulation results and to obtain the parameter

values.
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Chapter 1

Introduction

Since Xerox PARC(Palo Alto Resear‘ch Center) Alto workstation project in early
1970, distributed systems have evolved rapidly. A wide and rapid expansion of the
research and development activity in distributed systems has produced a large
number of different distributed systems. Recently distributed systems has taken
another revolutionary step with the rapidly spreading cluster processing paradigm.
According to the dramatic changes in computer technologies, the design of

distributed systems has changed a great deal and will continue to change.

Shared memory shared variable systems are now widely used with the help of
innovative technological advances in the CPU, the main memory and the
secondary disk storage. Sometime a shared memory system is used as the file
server of a distributed file system. This is a coming together of these two different

paradigms which have attracted great interest.

It may be necessary for us to redesigh the distributed file systems or the shared
memory systems if the trend in computing practices changes and the underlying
technologies advance. The computer communication speed has improved rapidly.
The computing power growth has been remarkable. More powerful CPUs and'
larger capacity memory chips have been introduced regularly. The disk I/O

subsystem has also improved slowly but steadily. The data size which users ask

Page 1
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computers to process has also steadily increased as the network speed and the
computing power have improved. New innovative applications generate a lot of

data nowaday and it seems that the data size will grow faster and faster.

All of these drive me to evaluate the file access performances of the various
design alternatives in the two system paradigms and to evaluate the effect of the
influential changes in computing practice on the file access performance in

comparative ways in this rescarch,
1.1  Objectives and Research Problems

This study has the following main objectiifes.

The first objective is to campafatively evaluate the file access per formances
of the two systemm paradigms using currently available systems.

All objectives of this research are pursued in comparative ways in the two
different system paradigms, that is, the distributed file systems and the shared

memory systems,

The second objective is to explore the file system design issues.

What are the design issues? What are the problems in the file access performances
of the two system paradigms and how do we improve the file access
performances of the two system paradigms? To answer them, this study evaluates
the file access performances of the various design alternatives comparatively in the
two different system paradigms. The design alternatives with various caching
mechanisms, multiple resources such as multiple CPUs, multiple disks, multiple
‘networks, multiple file servers, etc. are evaluated in terms of the file access
performance. Multiple processing using the shared memory systems as the

component systems in the distributed file system paradigm is also evaluated in
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terms of the file access performance.

The third objective is to evaluate the effect of the changes in computing
practice on the file access performance. - |

What technological advances and changes in computing practice influence the file
access performance? How much do they affect the file access performance? The
candidates are computer communication speed growth, CPU power growth, disk
1/O speed growth, transaction size growth, RPC mechanism enhancement, file
system mechanism enhancement, enhancement of the degree of the concurrency

during the communication and the disk 1/0, etc..

The fourth objective is to quantitatively evah;ate the effect of the workload
characteristics on the file access performance.

How much do the workload characteristics such as the transaction size, the
workload patterns, the workioad fluctuation, etc. influence the file access

performance in the two system paradigms?

This study seeks answers to the questions which center on the above research
objectives. In order to achieve the above research objectives, a number of research

problems have to be solved beforehand. Listed below are some of them.

1) How to accurately and efficiently model the two computer system
paradigms using queueing network theory?
The performance models should be simple and flexible to allow easy modification

and yet accurate.

2) What perfprmance parameters will this study use for the performance
models and how are parameter values obtained?
The parameterization methodology should be easy to be performed and should

produce accurate parameter values.



Chapter 1 : hitroduction Page 4

3) How to obtain accurﬁte, realistic and representative artificial workloads
for the performance models from the real measured workloads in the two
system paradigms?

Where can I get real measured data? How do I measure them? How do I prove
the measuréd data are general and useful data? How to process the measured |
data? How do 1 prove the constructed artificial workloads are accurate,

representative and realistic?

4) How to solve the performance models?
Is the methodology to solve the performance models easy to be used and is the
amount of the required effort to get the solutions reasonable? YWhat performance

metrics will this study use? Are the solutions precise?

5) How to verify the simulation programs?
It is required to verify that the performance models are correctly implemented into

the simulation programs.

6) How to measure the real performance and wvalidate the perfrmance
models?
The measurement should be carefully designed to be used for the performance

parameterization and for the validation.
1.2 Organization

This dissertation is organized according to the progress of this research.

Chapter 2 presents the taxonomics of the concurrent processing systems and in the
taxonomies locates the two system paradigms which are studied in this thesis. The

detailed description of the two system paradigms follows. First, the cluster
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processing paradigm is described. Second, chapter 2 defines what is a distributed
system by giving some essential characteristics of di:;,tributed systems, presents the
classification of distributed systems by surveying the past and present distributed
systems and gives ‘the point of view of the future distributed systems using the
classification. Third, the shared memory processing paradigm is described. Fourth,

chapter 2 describes the file systems which are evaluated in this study.

Three major changes in computing practice which have influenced on the file
access performances of the two computing paradigms are discussed. First, the
trend of the computer communication speed growth is discussed. For it, the five
computer communication generations  are defined and past, present and future
computer communication networks are classified into generations. Second, the trend
of the computing power growth is investigated in three components : the CPU,
~ the memory and the disk. Finally, the trend of the transaction(data) size growth is

discussed.

Chapter 3 describes the internal details of the two system paradigms, presents the
virtual server performance models for them, describes the parameterization work
and cxplains how 1 characterize the workloads used in this study from the real
measured workloads. What performance metrics this study uses and how this

study solves the performance models are also explained.

Chapter 4 describes the real performance measurement work to obtain the
performance parameter values and to validate the simulations and the performance

models.

Chapter 5 evaluates the file access performances of the two different concurrent
processing paradigms and discusses the effect of local processing on the remote

file access performance.
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Chapter 6 investigates the file access pérformances of the various design
alternatives and the effect of the influential changes in computing practice on the
file access performance comparatively in the two system paradigms using the
validated virtual performance models. Design issues are also discussed in this

chapter in terms of the file access performance.

Chapter 7 evaluates the file access performances of various caching mechanisms in

the two different concurrent processing paradigms.

Finally chapter 8 concludes this study by summarizing the major results, highlights

the main contribution of this thesis and discusses the remaining research tasks.



Chapter 2

Concurrent Processing Paradigms and Influential

Changes in Computing Practices

This chapter presents various taxonomies and locates the target paradigms in them.
Table 2.1 shows my classification of the processing paradigms using the mapping
concept in Mathematics. The most simple paradigm is mapping one process to one
processor exclusively. This is the single processing paradigm. There can be no
concurrent processing in the paradigm. The concurrent programming paradigm can
be further classified into three processing paradigms. They are the
multi-programuning  paradigm, the multiple processing paradigm(concurrent
processing paradigm) and the hybrid form processing paradigm. In the
multi-programming paradigm which is also known as the processor sharing
paradigm or the time sharing paradigm, many processes share one processor :
each process uses the processor during the time quantum given to it. In the
multiple processing paradigm, many processors are used at the same time to
process many processes and each process exclusively uses one or more processors.
Multiple processing can be further classified into two processing paradigms. They
are the parallel processing paradigm and the sequentially multiple processing
paradigm. In the parallel processing, one process is divided into multiple

sub-processes and each sub-process is processed in a different processor. This

Page 7
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contrasts with the sequential proéessing paradigm. In the hybrid form processing |
paradigm, the multi-programming paradigm and the multiple processing.paradigm
are used together. Therefore many processes can share a processor as well as one
process can use multiple processors. This research does not deal with the paralicl

processing in the file access operations except when it is explicitly mentioned.

Processing mechanisms # of the # of the
processes processors |
|_Single processing one one
Multiprogramming(*1) many one
Concurrent | Parallel one many
Concurrent Processing | Processing
Programming | ©T (%2)
Multiple Sequential many many
Processing | Processing
Hybrid form processing many many

+1 = Concurrent programming in one processor
«2 : Concurrent programming in one process

Table 2.1 : What is concurrent programming?

Flynn's taxonomy of the computation models in table 2.2 has been widely used in
classifying computer systems|[FLYNN 72]. It is based on the architectural difference
of computer systems. Flynn classifies the. Von Neuman model as the SISD(Single
Instruction Single' Data Stream) computer system. The SIMD(Single Instruction
Multiple Data stream) computer systems include vector machines, array machines,
and massively parallel machines such as DAP and Connection machines. It is
known that as yet no MISD(Multiple Instruction Single Data stréam) computer

system has appeared.

Number of the data streams

Number of the instructions Single Multiple
Single ' SISD SIMD
Multiple MISD MIMD

Table 2.2 © Flynn's taxonomy.
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Most multiprocessor systems and multicomputer systems are classified as the
MIMD(Multiple Instruction Multiple Data stream) computer systems. The MIMD
computer systems can be further classified into several subclasses. According to the
degree of interaction in the main memory and the numbér of the. operating
systems to control the entire MIMD system, the MIMD computer systems can be
classified into tightly coupled systems and looscly couple systems. The MIMD
computer - systems can be also classified into shared memory shared variable
computer systems, distributed memory message passing computer systems and
hybrid form computer systems which have shared memory architecture and use
the message passing mechanism[KARP 89]. The supercomputers which have
multiple vector processors such as Cray X-MP, Cray Y-MP, Cray 2 and the
symmetric MIMD computer systems such as Sequent Symmetry systems are
classified "into the shared memory machines which use shared variables for
interprocess communication and synchronization. The shared memory systems can
be further classified inte multi-port memory systems, crossbar switch connected
systems, shared bus systems, multi-stage network connected systems,-etc. according
to the used inter-connection method. Since early 1980s, multicomputer architectures
have emerged, in which each computer has its own non-shared private memory
and uses the message passing mechanism for the interprocess communication and
the synchronization. They are called the distributed memory message passing
computer systems. The hypercube multi-computers such as NCUBE, FPS and
T-series, the transputer based multi-computers such as MEIKO surface systems and
non-Von Neumann architectures such as the data flow machines of MIT and
Manchester University are examples of distributed memory message passing
computer systems. The BBN butterfly is an example of the hybrid form computer
systems. Some authors [HOWE etal 87],[BELL 89] classify the hybrid form
computer systems into the shared memory computer systems. Johnson[JOHNSON

88] classifies the MIMD computér systems into more complete classes as follows,
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1. GMSV(G]oba] Memory Shared Variables) computer systems : same category as
the shared memory shared variable computer systems which were explained.

2. DMSV(Distributed Memory Shared Variables) computer systems : ncw category
proposed by [JOHNSON 88]. The systems have distributed memory and use the
shared variables for interprocess communication and synchronization.

3. DMMP(Distributed Memory Message Passing) computer systems : same category
as the distributed memory niessage passing computer systems which were
explairlled.

4. GMMP(Clobal Memory Message Passing) computer systems : same category as

the hybrid form computer systems which were explained.

Bell[BELL 89] classifies the distributed systems into the DMMP computer systems.
This thesis deals with the GMSV and the DMMP computer systems.

Let's look at some other possible classifications. We can classify the computer
systems into centralized systems and distributed systems(dccentralized systems).
This thesis deals with the two paradigms. According to the computing power,
computer systems are often classified into supercomputers, mainframe computers,
super-mini or mini-super computers, minicomputers, microcomputers, workstations
-and personal computers. It is difficult to define the category or the range of each
class and one computer syste;n is often classified into different categorics or
classes according to the classifier's own point of view. Perry et al.[PERRY etal 89]
define the supercomputers considering three factors. This definition is usually used
by supercomputer architects and cngineers. Bell[BELL 89],[BELL 93] dcfines the
supercomputér considering four factors. The common three factors between them
are the capability to solve intensively numerical computations, scalar and vector
processing speed and price. This thesis covers all classes of computer systems in
the classification. According to the usage and the purpose for which the computer
systems are best suited, computer systems can be categoriied into general purpose

computers and special purpose computers. Bell[BELL 89] adds one more category
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to these two categories. It is the category of the run time defined application
specific computers. The multiprogramming computers which can handle various
applications at the same time fall into the general purpose computers. The special
purpose computers are dedicated for limited purpose or applications. According to
the characteristics of the operating system, computers can be cdassified into
batch(background) processing oriented systems, interactive(foreground) processing
oriented systems, transaction oriented systems and real time processing systems.
IBM MVS systems are an example of the batch processing oriented systems
because most of process processing can be done easily in ba-tch mode using
JCLJob Control Language) rather than in interactive mode, even though they
support interactive jobs as well. UNIX, IBM VM/CMS, PC operating systems such
as DOS and WINDOWS 95 are examples of the interactive job processing oriented
systems even though they support batch processing as well. IBM ACP(Airline
Control Program) is a typical example of transaction oriented systems which has
been used mainly in airline companies. Real time processing systems are méin]y
used to control machines in real time which require exact on-time operations
automatically such as some Hewlett Packard factory machines. This study uses
standard UNIX systems and their variants as the target systems. However, this

study focuses on both interactive jobs and batch jobs.

2.1 The Cluster Processing Paradigm

Since late 1980s, we have seen intense effort to use. a cluster of workstations
which are networked together as a virtually single computational resource. We call
this kind of computing paradigm the corhputational cluster or cluster computing or
cluster processing. Usually the cluster of workstations are connected via a local
area network and the message passing mechanism is commonly used for the
inter-process communication. Unlike the traditional distributed systems which will

be discussed in detail in section 22, usually the cluster of workstations fully
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maintains the integrity of the participating computer systems. Simply adding some
software modules a computef system becomes eligible to be a member of the
cluster. Without interrupting the operation of the cluster a member of the cluster
can withdraw from the cluster. A member of the cluster can sclectively cooperate
with other members of the cluster case by case. Heterogeneity is usually allowed
in hardware and sometimes in system softwére. The paradigm is often evaluated
as a more advanced paradigm than the traditional distributed system paradigm in
many aspects. The following terms has concepts similar to each other.
Computational cluster, cluster computing, network-based concurrent computing,
Piranha computing, workstation farms, heterogeneous computing, hypercomputing,
ensemble computing, meta-system, iz]tracomputing and virtual heterogeneous
computing. Cluster management software such as PVM, P4, Linda, MPI, Condor,
DQS, NQS, etc. is readily available in a wide range of computer systems for
cluster computing. The computational cluster usually requires a distributed file
system for efficient operation. This study can be directly applied to the cluster
computing paradigm which caln be regarded as a superset of the distributed

processing paradigm.
2.2 The Distributed Processing Paradigm

This chapter looks at the definition of the distributed system and the classification
of the distributed system. This research is interested in the distributed file systems
or the file systems of the distributed systems and the following discussion focuses

on them.

2.2.1 Definition

In certain cases, the distinction between the distributed systems and the

sophisticated variants of the centralized systems seems ambiguous and it is



Chapter 2 : Paradigins and Changes Page 13

worthwhile to make clear the definition or the characteristics of the distributed

systems.

Lelann[LELANN 81] explains some characteristics of the distributed systems. Here |
define the distributed systems as the computer systems which have the
characteristics of autonomy(independency), geographical distribution, location

transparency (seamlessness) and sharing information and resources.

First, we look at the autonomy characteristic. In the distributed systems, each
component system has its own autonomy. By autonomy I mean that each
component can be an independent computer system as it wants or as the
connection to other system breaks down due to an error or an accident{fault
tolerancy} as well as having its own system components such as the processor, the

memory, etc..

Second, we look at the geographical distribution characteristic. Most of the
distributed systems span the distance which local terminals of centralized systems
cannot spanl), typically over LAN(Local Area Network) but a few over WAN(Wide
Area Network). This characteristic distinguishes the distributed systems from some

loosely coupled MIMD systems.

Third, we look at the location transparency(seamlessness) characteristic. Genuine
distributed systems enable the users to share information or resources without
distinguishing their locations and the users do not recognize where the service is
actually processed for them in the distributed systems. This characteristic
distinguishes the distributed systems from the computer systems which integrate

the centralized systems together in simple ways.

Fourth, we look at the characteristic of sharing the information and the resources.

(1) They do not span more than 200 feet in most cases.
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The distributed systems adopt a typical characteristic and bencfit of centralized
systems, sharing the information and the resources. The degree of sharing of
information and resources varies from a distributed system to a distributed system.
The distributed operating systems share eireryfhing together, in both information
and resources, but the distributed file systems share information and the disk

resource.

Keeping all these characteristics together efficiently in a distributed system is very
difficult and requires more research endeavor. For example, emphasizing sharing
information and resources too much can easily lead to less
autonomy(independency) and keeping location transparency through long

geographical distance over WAN is not casy at all.

2.2.2 Past, Present and Future Distributed Systems and Their

Classification

There have been several forms of system integrations as networking technologies
have evolved. This study classifies the forms of the system integrations into four

diffcrent categories.

- Inter-connected network systems(inter-networked systems),
- Network operating systems,
- Distributed file systems,

- Distributed operating systems.

The inter-networked systems give very low level inter-system services such as
sending and receiving e-mails and/or at best transferring files using installed file

transfer programs,
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In networking operating systems, the component system docs not share any
information or system résource automatically in seamless{location transparent)
manners but manually by users’ specifications. In the networking opcz:ating
systems, the information sharing is possible at the level of file transfer using the
installed file transfer program in the worst case or at the level of adjoining file
system in the best case. The Newcastle connection system[BROWNBRIDCE 82] uses
a kind of adjoining file system. It has the superdirectory above the root directories
of all connected machines and a user has to specify the superdirectory of the
system which has the required file in order to use it. Hence the adjoining file

system is not location transparent(seamless) to users.

In the distributed file systems, information sharing is achieved through the file
.servers in location transparent(seamless) manner to users. Andrew[MORRIS etal 86],
- [HAWARD 88] and Coda system[SATYANARAYANAN 90B],
[SATYANARAYANAN 90C], CFS(Cambridge File Server), SUN/NFS(Nctwork File
Server), etc. fall into this category., Levy and Silbershatz[LEVY  etal 90],
Satyaﬁarayanan[SATYANARAYANAN 90A] and Svobodova[SVOBODOVA 84]

survey the distributed file systems.

In the distributed operating systems, information sharing and resource sharing are
achicved completely and seamlessly in location transparent ways. To a user it
looks like a single centralized system, that is, a virtually single operating system.
In order to distinguish distributed message passing operating systems from other
types of distributed operating systems, Chandras]CHANDRAS  90] characterizes
fully distribufed_ message passing operating systems as distributed operating
systems which have the 6 components : local memory management, global
processor management, global process management, global protection scheme,
global interprocess communication and distributed storage management. Amoeba,
CDCS(Cambridge  Distributed Corriputing System), V system, and Mach are

examples of such distributed operating systems. Tanenbaum et al.[TANENBAUM
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Here when 1 say distributed systems, 1 mean distributed file systems or distributed
operating systems because the former two system categorics - the inter-networked
systems and the network operating systems - do not satisfy the definition of

distributed systems.

Information sharing can be currently achieved in 3 ways : no mergb at all,
adjoining file systems and file servers. If there is no merge of the file systems but
there is some information sharing, it is usually achieved through the file transfer
program such as uucp or ftp. As explained before, the Newecastle connection
system is an example of having adjoining file systems in order to achieve
information sharing. Having the file server to support information sharing is the
approach of the distributed file system and the most advanced available
mechanism to achieve information sharing. The distributed file system looks to

users like a single global file system or a single virtual file system.

Current distributed systems can be classified into 4 different architectural models
according to the level of each component system. They are the minicomputer
model, the workstation model, the processor pool model and the hybrid model.
This classification looks similar to [COULORIS etal 88] and [TANENBAUM etal

85], but the definition is different.

In the minicomputer model, the major or target component systems are at the
level of minicomputers. LOCUS[POPEK ctal 85] was an example of the
minicomputer  meodel2  This study does not classify = VAXcluster

system[KRONENBERG etal 86] as a minicomputer model, because it covers only

(2) LOCUS was originally developed as an UNIX likeé distributed operating system written
in C in the VAX environment of UCLA, U.S.A.. The project started in early 1970s and the
prototype system on PDP-11 was run in 1981. Now it is claimed as a machine independent
distributed operating system as a product of LOCUS computing cooperation and classified
into the hybrid model of the minicomputer model and the workstation model.
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up to 45m using star topology connection(therefore maximum 90m) hence violates

the geographical distribution characteristic of the distributed systems.

In the workstation model, the major component systems arc at the lovel of
workstations, Most of the distributed file systems fall into this category. They are
Andrew and Coda, SUN/NFS, etc.. V distributed operating system[CHERITON etal
83],ICHERITON 84] developed by Stanford University once belonged to this
category. Now V system also covers MicroVAX system, and I categorize it into the

hybrid model{CHERITON 88].

In the processor pool modcl, the major component systems are in the form of a
processor pool. A processor pool is used by the distributed operating systems as
the processor server, motivated by the concept of the file scrver, The first
distributed system in the processor pool model is known to be the
. CDCS(Cambridge  Distributed Computing  System) by Cambridge University
[NEEDHAM etal 82],[CRAFT 85),[BACON etal 8713

The Amoeba distributed operatingrsystem[TANENBAUM ctal 85]|]TANENBAUM
ctal 88],[TANENBAUM etal 89],[MULLENDER 89][MULLENDER ctal 90] is an
example of the hybrid model which combines the workstation model and the
processor pool model.4) As explained before in this section, LOCUS and V are
examples of the hybrid model which combines the minicomputer model and the

workstation modcl5),

So far this study has classified ‘already developed distributed systems. However, |

(3) In its original processor pool, CDCS had no workstation but a bank of General
Automation LSI4 minicomputers and later micro-computers based on ME8000 processors with
memory to each component processor were added.

(4) Amoeba 4.0 consists of four components. They are workstations, processor pool,
special ized servers and gateways for the connection to WAN. .

(5) PDP-11 mini-computer systems and SUN workstations can be components in the LOCUS
distributed system and SUN workstations and microVAX mini-computers can be components
in the V distributed systen.
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cannot exclude the possibility of exploration of any other architectural modcl of
the distributed systems beyond the classification mentioned above, for example, the
mainframe model, the supercomputer model, the graphic processor modcl, etc. in

future.

The distributed systems can be dassified into the homogencous model and the
heterogeneous model. Andrew system, Coda system, and SUN/NFS[SANDBERG
ctal 85] basically belong to the homogeneocus model in which each component
system is identical or homogeneous. CDCS, V, LOCUS and Amoeba belong to the
heterogeneous model. CDCS is a typical example which allows operating system

heterogeneity as well as hardware heterogeneity.

According to the topology and the protocol used in networking, current distributed
systems can be categorized into two models. They are the model based on
Ethernet, a CSMA/CD bus topology LAN and the modecl based on the Ring
topology. Most distributed systems use Ethernet as their LAN. Apollo DOMAIN
systems and IBM AIX{IBM version of UNIX)-DS (Distributed System)
systems[SAUER etal 87} use token ring based LANs. CDCS and CIS are based on
Cambridge ring LAN. Cambridgé ring LAN is not a token passing LAN but uses

several minipacket slots circulating around ring.
The RPC(Remote Procedure Call) has become the de facto standard for IPC(Inter
Processor ~ Communication) in distributed systems. Howcver not all of the

distributed systems implement the same RPC. Tay and Ananda[TAY etal 90],
[ANANDA etal 93] survey and compare the RPCs in various distributed systems.

2.3 The Shared Memory Processing Paradigm

This study deals with the shared memory processing paradigm which uses shared
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variables. It belongs to the MIMD paradigm according to [lynn's
classification]FLYNN 72] and the GMSV paradigm according to Johnson's
classification[JOHNSON 88]. It has.shared bus architecture and symmetric property
both in the architecture and in the operating system. Sequent symmetry systems
are examples of the shared memory processing paradigm. This study considers a
computer system which has one processor, for example, a Sun SPARCstation Serics
Workstation, as a special case of the shared memory processing paradigm, that is,

the shared memory processing paradigm with only one processor.
24 File Systems

There are many kinds of available file systems. This study deals with UNIX file
systems. Many types of file systems are available in current UNIX operating
systems. For example, UNIX V 4.2 supports s5(system V file system), ufs(UNIX file
systemn), sfs(secure file system), memfs, vxfs(VERITAS file system), bfs(boot file
system), Berkeley file system, etc..[AT&T 94]. The structure of the ufs file system is
more complex than that of the s5 file system. The sfs file system is a variant of
the ufs file system. The vxfs file system is an extent based high integrity file
system. The bfs file system is a special purpose file system which contains all
stand-alone programs necessary for boot procedures. The memfs file system is a
high performance volatile memory file system which resides in memory and when
it is unmounted, the directories and the files disappear. This study deals with
commonly used standard file systems among-‘ them. The detailed structure and
logic of the distributed file system will be explained in section 4.1 and that of the
file system of the shared memory will be explained in section 4.3. Any file system
that follows the structure and the logic explained in section 4.1 and scction 4.3 is

the target file system of this study.
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2.5 Computer Communication Speed Growth

It is true that the popular use of distributed file systems has influenced the
‘computer communication speed growth. It is also true that the computer
communication speed grbwth haé very much influenced the distributed file
systems. Therefore this study looks at the trend of the computer communication

speed growth in past, present and future computer communication networks.
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Figure 251 : The computer communication speed growth
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When we say high speed computer communication, we usually think of the range
of hundred of Mbps to tens of Gbps nowadays. Three factors are expected to
accelerate  the computer communication speed growth. First, open system
connectivity is expected to accelerate the demand for high speed and high
performance computer communication. Second, multi-media services are expected to
accelerate  the demand for large communication bandwidth. Third, various
innovative network services via the Internet such as teleconference, home shopping,
remote education, remote medical service, home office service, home banking, ctc.

are expected to accelerate the demand for the high speed communication network.

Nowadays Internet and WWW(World Wide Web) are very widely used and
continue to attract growing attention from all over the world. Thercfore the current
trend toward WAN based distributed file systems via the Internet with WWW
stresses the importance of future research in WAN based distributed file systems

even though this study focuses on LAN based distributed file systems.

Below, 1 classify the computer communication network into five generations mainly
according to the speed. Figure 251 shows the computer communication speed

growth.

The first generation computer communication network centers on 10Mbps local
area networks such as 10Mbps Ethernet, torken-ring local area network, etc.. Mainly
text data are manipulated. Stallings|[STALLINGS 84] surveys the local area
networks which belong to the first generation network. This study very briefly
looks at the first generation local area network below since the measurement
experiments in chapter 3 and chapter 4 and the bascline distributed file systems in
chapter 5, chapter 6 and chapter 7 use the first generation network. Three typical
topologies of local networks are star, ring and bus/tree topology : the bus is often
treated as a special case of the tree which has only one trunk and no branch.

Three kinds of data transfer techniques are currently used : dedicated access,
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switched access and multiple access. Three typical transmission media used in local
networks are twisted pair wire, coaxié] cable and optical fiber. There are two
typical transmission techniques for local networks. They are bascband and
broadband. The baseband techhique uses digital signaling and broadband technique
uses analog signaling in the range of radio frequency(RF). Current bascband
systems can be further classified into coaxial baseband systems and twisted pair
bascband systems. The broadband systems can be further classified into-
I'DM(Frequency Division Multiplexing) broadband systems and single channel
broadband systems. Many local area networks use bus/trce topologies. Most LANs
based on bus/tree topology wuse the medium access control protocol of
CSMA(Carrier Sense Multiple Access)/CD(Collision Detection) which is also
referred to as LWT(Listen While Talk) protocol. EthernetfMETCALFE etal 76] uses
1-persistent CSMA/CD protocol. Ethernet was originally developed in 1973,
redesigned in the early 1980s and became to be widely used in the mid-1980s.
Ty]:;ical Ethernct uses bascband 50chms coaxial cable and has the nominal data
rate of 10Mbps and standard cable length limit of BOOmcters. Now 100Mbps
Ethernet is commercially available. Many distributed systems use Ethernet as their
LANs. HYPERchannel[CHRISTENSEN 79] has the nominal date tranf:,fer rate of
S0Mbps. It uses a prioritized CSMA(or LBT : Listen Before Talk) protocol. The past
and present LANs based on ring topology can be classified into token rings,
register insertion rings and slotted rings. Standard IBM token rings have had the
data transfer rate of 4Mbps with the signaling rate of 8MHz. On November 1989,
IBM began to supply 16Mbps token ring with the signaling rate of 32MHz
OTF(Open Token Foundation), an industry wide consortium has supported IEEE
8023 based token rings. Other venders have supplied 10Mbps token rings(Protcon
and Apollo) and 80Mbps token rings(Proteon). In token ring, there is no limit for
the packet size. Cambridge ring LAN is not a token passing LAN but uses several
minipacket slots circulating around the ring. Each minipacket has two bytes data
and 3 bytes communication overhead : flag bits, source bits and destination bits.

The nominal bandwidth of the old Cambridge ring LAN is known to be 10Mbps
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and effective bandwidth is 4Mbps from the simple calculation of

data transferred
duata transferred + communication ovevhead

nominal bandwidth <

Token bus rings use ring topology logically and are based on bus/tree topology
physically. IEEE 802 committee specifies standards for LANs : IEEE 802.3 for the 1
persistent CSMA/CD, IEEE 8024 for the token bus, and IEEE 8025 for the token

ring.

The second generation computer communication network centers on 100Mbps local
“arca networks such as 100/200Mbps HDDI, 100Mbps Ethernet, etc. The
multi-media service has coincidentally emerged while the second generation
neﬁﬂork has been commercially available. Abeysundara and
Kamal[ABEYSUNDARA etal 91] survey the local area networks which belong to
the second generation network. The communication speeds of the following second
generation local area networks are between 50Mbps and 200Mbps. Expressnct,
Fastnet, D-Net, Buzz-Net, Tokenless Protocols, Distributed Qucue Dual Bus, Z-Net,
and X-Net are the bus topology based local area networks. Cambridge Fast Ring
and FDDI are the ring tdpology based local area networks..Hubnet, Collision
Avoidance Multiple Broadcast Tree, Tree-Net, and Tinker-tree are star and tree
topology based local area networks. ‘Multichannel CSMA Networks, Multihop

Networks and Mesh Networks are multi-channel local area nctworks.

This study very bricfly looks at the the FDDI since the measurement experiments
in chapter 4 and chapter 5 were performed in a local area network where the
FDDI was used as the backbone local area network from floor to floor. FDDI(Fiber
Distributed Data Interfaces)[BURR 86],[JOSHI 86],[ROSS §6],[ROSS etal 90],IDAVIDS

etal 94] and FDDI-II are local area networks based on token ring mechanism. Two
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fiber counter-rotating rings are used so that when either one breaks the other can
be used as a backup to provide fault tolerancy. They run at the speed of 100Mbps
over optical fiber media. FDDI uses multimode fibers because the additional

expense of single mode fibers is not needed for networks running at only
100Mbps. Error rate is less than 1 error in 2,5)(1010‘ bits. A multi-mode fiber

links up to 2km and a single mode fiber links up to at lcast 60km on a private
fibecr[ROSS etal 90]. The effective sustained data transfer rate at the data link layer
is claimed over 95% of thc peak rate of 100Mbps[ROSS ctal 90]. The FDDI
standard assumes a maximum of 100km and a maximum configuration of 500
nodes on a dual ring[LANG etal 90]. FDDI is originally developed in 1982. Now it

- is widely used.

The third generation computer communication network offers the network speed of
from several Gbps to several tens of Cbps such as Ultra-net, STM-16(2.5Gbps),
OC-48(10Gbps) and STM-64(10Gbps). The multi-media services are 'expected to i)e
mature in the third generation network. As|AS 94] surveys the third generation
network. Heidemann et al.][HEIDEMANN etal 91] outline the technologies for the
10 to 40 Gbps networks. FFOL(FDDI Follow-On LAN) is being devcloped now by
the X3T9.5, the Accredited Standards Committee task group. The FTOL is expected
to have the data rate of at least 600Mbps, but less than 1.25Gbps.

As[AS 94] surveys the fourth and fifth generation networks and protocols as well.
The fourth generation computer communication network centers on hundreds of
Gbps networks. The fifth generation computer communication network centers on
several Tera-bps networks. Some networks and protocols are claimed to be able to
accomodate up to Tera-bps network traffics. They are Photonic star network with
random access protocols such as random access, PAC(Protection Against Collision),
QUADRO(Queueing "Arrivals for Delayed Reception or Routing), token passing
protocols and reservation protocols, Photonic bus networks such as AMTRAN,

FairNct, RATO-net and EQEB, Photonic ring networks such as PIPELINE and
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Photonic mesh networks such as ShuffleNet, WON, MONET, MUltihop-Star, PBNet,

Bus-Mesh, network, SIGnet and BlazeNet.

In this research, the baseline distributed file systems use the 10Mbps Ethernct with
]OOMbps FDDI as the backbone network. This study analyzes the effect of the
communication speed growth on the file access performance in the distributed file
systems. That is, this study investigates the file access performance of the
distributed file systems while the network speed is graduélly increased up to the

infinitely fast network, the theoretical limit, beyond the fifth generation network.

2.6 Computing Power Growth

Three major components of the computer systems are the CPU, the memory and
the peripheral dcvices. This study looks at thc computing power growth by

looking at the growth of the power of each component of the computer systems.

The CPU speed has increased in a factor of 4 improvement every 5 years. In the
early 1970s, the CPU speed was around 200Khz. In 1990, the CPU speed was
around 50Mhz. In 1995, the CPU spced was near 200Mhz. |

The memory chip capacity has improved in a factor of 4 improv'ement every 3
years. The 1Kbits memory‘chip was available in the early 1970s, 4Kbits in 1975,
16Kbits in late 1970s, 64Kbits in early 1980s, 256Kbits in 1984, 1Mbits in late 1980s,
4Mbits in 1990, 16Mbits in early 1993, 64Mbits in 1994, 256Mbits in 1994. Samples
of 1Cigabits memory chips and samples of 4Gigabits memory chips were presented
in 1995. Now 16Gigabits memory chips are bcing competitively déveloped. The
memory access speed has been also improved during the last 25 years. The

capacity and the speed of the cache memory have been also improved.
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The disk capacity and -the disk 1/0 speed of the disk have been improvéd but the
disk 1/O speed is still much lower than ‘the memory access speed. Wood ot
al[WOOD etal 93] investigated the disk trend "in terms of the cost and
performance. Now some innovative disk 1/O subsystems such as RAID disk arrays
are available|CHEN ectal 94], [GANGER etal 94], [ROSARIO etal 94]. The details 6f
the disk 1/O subsystems will be presented in section 4.2.3.

This research explores up to the theoretical limits in both computing power and
disk performance, that is, this study explores up to infinitely improved computing
power and up to infinitely improved disk speed when this study evaluates the
effect on the file access performance of the growth in computing power and in

disk speed.

2.7 Transaction Size Growth

The average transaction size is usually larger in a high performance system than
in a low performance system. We observe the average transaction size growth
when we compare the measured average transaction size of Baker et al’s
work{BAKER etal 91] with that of Ousterhout et al.’s work]OUSTERHOUT ctal 85].
There is a 5-6 yecars time gap between Ousterhout et al’s work and Baker et al’s
work. When we compare the two measured data, we observe the increase of file
1/0 traffic rate by a factor of 20 to 30, while the computing power increases by a
factor of 200 to 500.6) This study consider an average transaction size up to
1856kbytes when this study evaluates the file access performance of the two
system paradigms. It is 232 time larger than the average 8kbytes transaction size.

It means that this study considers the transaction size of up to around 2000 to

(6) Ousterhout et al. measured that the data traffic of between 300bytes and 500bytes
per second per an active user, when they define active users as those who caused any.
file i/o during a 10minutes interval and the data traffic of several thousand bytes per
second per an active user, when they define active users as those who caused any file
i/o during a 10seconds interval. Baker et al. measured the data traffic of average
8Kkbytes per second per an active user in the former case, and the data traffic of
average 47kbytes per second per an active user in the latter case.
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5000 fimes more powerful computer systems than the computer system used by
Baker et al, which will be explained in section 4.5.2, It has been observed that
every five years the price of computer systems falls 10 times.[BELL 89],|BELL 93]
It m.eans after 10(15) years, the price will fall 100(2000) times. Therefore, I expect it
will take at least 15 years for urs to have popular computer systems which is 2000
to 5000 times as powerful as the popular computing systems in 1991. Therefore, |
can say the consideration covers the future computer systems up to .at least 15

years from 1991 in terms of the transaction size growth,
2.8 Summary

The target paradigms have been located in the various taxonomies presented. The
processing paradigms has been classified using the mapping concept in table 2.1.
All the cases except parallel processing and hybrid processing in this classification
are dealt with in this study. This study focuses on the MIMD computer systems
according to Flynn’s taxonomy, the distributed memory message ﬁassing computer
systems and the shared memory shared variable computer systems according to
Karp’s taxonomy and the GMSV and DMMP computer systems according to
Johnson’s taxonomy. This study covers the centralized systems and the distributed
systcms(decentralized system) and all classes of computer systems in  the

classification according to computing power.

This study uses standard UNIX systems and their variant as target systems and
focuses on both interactive jobs and batch jobs. Commonly used standard file
systems are dealt with, which means that any file system which follows the
structure and the logic explained in section 4.1 and section 4.3 is the target file

system of this study.

My definition of the distributed file system is given with 4 characteristics : the
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autonomy(independence), the geographical distributibn, location
transparency(seamlessness) and sharing of information and resources. The forms of
system integration are classified into 4 different categorics : Inter-connected
network systems(inter-networked systems), Network operating systems, Distribﬁted
file systems and Distributed operating systems. This study does not deal with the
first ‘two categories. According to the level of each component system, current
distributed systefns are classified into 4 diffcrent architectural models : the
minicomputer model, the workstation model, the processor pool model and the

hybrid model. This study covers all of the four models.

Three major influences on the file access performance of the two computing
paradigms have been discussed. They are the computer communication speed
growth, the computing power growth and the transaction(data) size growth.
Computer communication nctworks are classified into five gencrations mainly
according to the speed. Detailed explanation about the computer communication
mechanism and disk 1/O mechanism is given in section 3.24 and scction 3.2.3
respectively. In section 2.5 and in section 3.24, I clearly state that this study

focuses on the local area network based distributed file systems.



Chapter 3

File System Performance Modeling and

Simulation

This chapter describes what kinds of file systems are studied in this research,
what performance models are developed and used, how I find the performance
parameters, what kinds of workloads are used for the developed performance
models as inputs, how I get the workloads, what I use for the performance
metrics and how I solve the developed performance models. Other; related work
will be discussed where appropriate. Two different file system paradigms, that is,
the distributed file system and the file system of the shared memory system are
the target of this study. This study separately models and parameterizes the two
paradigms. The internal logics are intensively explained to describe the file systems
of the two different systems under study. A more realistic, precise and yet
convenient performance modelling method and models based on queueing network
theory and the v-irtua] server concept are presented. This study also introduces a
unique parameterization method which does not require any sophisticated
perfonnante measuring tool. Six representative and realisticc workloads are
extracted from real measured workloads through a carefully developed workload
characterization procedure. The six workloads are used to drive both of the two
file system performance models in order to compare the file system ac.cess

performance of the two different system paradigms. A SLAM II simulation package

Page 29
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is used to solve the virtual server models. Analytical methods are alsc used as
auxiliary methods. Careful statistical analysis is applied to the simulation results to
verify the correctness of the solutions. Almost all possible performance metrics are

used in this study.

Section 3.1 describes the logic and the structure of the distributed file systems of
which this study evaluates the performance. Section 3.2 describes the virtual
performance models of the distributed file systems, the parameterization procedure
for the models and the parameters obtained for the models. Separate models for
each component e.g. the client, the file server, the disk I/O subsystem and the
network communication facilities are investigated individually in section 3.2.1,
section 3.2.2, section 3.2.3 and section 3.2.3. Overall models of the distributed file
systems are discussed in section 3.25. The virtual performance models are
explained in section 3.2.6. The performance parameters of the performance models,
the parameterization procedure and others’ related works are described in section
3.27. Section 3.3 describes the file system of the shared memory - multiprocessor -
system under study. The virtual server model for the file system of the shared
memory system is described in section 34.1 and the performance parameterization
procedure and the parameters are described m section 34.2, Section 3.5 describes
the workload characterization procedure and the workload used in this study.
Section 3.6 discusses the performance metrics and which ones have been used in
this research. Section 3.7 explains why I choose simulation as the main method to
get the solutions of the models in this study and describes details of the

| simulation.
3.1. The Distributed File Systems under Study

This section describes the distributed file system which is studied. Every effort was

made to keep the distributed file system to be a general one.
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Each client of the distributed file system under this study has at least a minimal
local disk for the local virtual memory management so that the local paging
activity(the virtual memory management activity) is not done globally, via the
remote file server but is done locally in the local disk of each client. It is- worth
looking at the reasons in more detail why the local disk at each client is assumed
to be in the distributed file system under study. Once disks were expensive
devices, produced annoying noise and took considerable space in offices. Now
disks aré relatively cheap and produces much less noise. Compact and high
density disks usually reside inside the bodies of the PCs or the workstations. Then
thinking purely from the viewpoint of performance, shall we use the reasonable
capacity of the local disk for the client of the distributed file system? This study
says yes in the design of- the distributed file system. In diskl;ess client systems,
every file related activity should éonsult the remotely located file server. Therefore,
the initial system booting and the paging in the client should ask the file server to
cooperate. via LAN. In diskless client systems, the booting can not be done when
either LAN or the file server is not operating. This does not allow the client to
act with autonomyl). If either LAN or the file server is not operating paging to
and from the remo'tel)‘/ located file seﬁer can not be performed at all. Neither this
does not allow the clients to act with autonomy. Paging via LAN to and from the
file server is reported to produce a lot of bursty traffic through LAN to and from
the file server.?) Gusellaf GUSELLA 90] measured the diskless workstation traffic on
an 10Mbps Ethernet in three different groups separately : the character traffic from
a disklelss workstation to other machines, the paging traffic between the virtual
memory of the diskless workstation and the paging device in the remote file
server and the file access traffic from the diskless workstation to the remote file
server. He reports that the measured paging traffic reached to, at maximum,

20-25% utilization of the Ethernet during one second intervals between a single

(1) See chapter 2 for the autonomy characteristic of the distributed systems.

(2) "The diskless workstation technology may be doomed to limited development in
cu:i'rent LANs. " without special arrangements due to the bursting paging traffic{GUSELLA
90}. g )
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diskless client workstation and the file server. The diskless workstations were
equipped with 4Mbytes main memories which are small nowaday. However I
agree with the author’s view that larger memory sizes will not decrease the level
of the paging traffic over Ethernet and the paging traffic will continue to be a
major traffic cofnponent in future diskless workstation environments in which each
workstation has larger main memory. Because users have a tendency to use their
workstations with applications which take full advantage of the increased memory,
the sizes of applications will increase as the size of memory increases and the
paging traffic will increase as the sizes of applications increase. The sizes of
applications are also sensitive to the total system power as well as the main
memory size. Lazowska et al.[LAZOWSKA etal 86] report that the ratio of the
volume of paging traffic to ihe volume of file access traffic was one to four in the
network of diskless SUN-2s with 2Mbytes main memories. Gusella{GUSELLA 90]
reports that it was four to one in the network of diskless SUN-2s and SUN-3s
with 4Mbytes main memories. GusellalGUSELLA 90] explains the reason by giving
partial attribution to the fact that "UNIX applications were smaller at that time". If
a reasonable capacity of the local disk is used in each client, then the clients can
have better autonomy and the clients are no longer troubled by the initial booting
traffic and the paging traffic. Some locally important files can be also stored in the
local disk so that they are guaranteed to be fetched at any time with faster
response time regardless of the operational status of the file server. For these
reasons, the local disks are assumed to be provided in the clients pf the
distributed file .systems under study. Therefore, the paging traffic is not considered

in the following chapters.
The following part of this section describes the internals of the distributed file
systems under study by explaining how the requested data from the clients are

processed in the distributed file systems.

The requests are generated in the clients by users and they are processed to be
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sent to the designated server. The requests depart from the dlients, traverse LAN
and arrive at the file server. In the file server, the requests receive file services,
then responses to the requests are made to be sent to the clients. The responses
depart from the file server,. traverse LAN and arrive at the clients. The dients
précess the responses to the users. Below, I explain the internal logic of each part,
that is, the client, the network and the file server in more detail by describing

how the requests from the clients are processed in each part.

In the client, a user issues a request for reading and/or writing files. The CPU of
the client proceéses the request. If a caching mechanism in the dient is used and
the wanted file is in the cache of the client, then the request is processed locally.
Otherwise, the client makes a request of reading and/or writing the remote file
from/to the designated file server. The client builds the request using RPC. Figure
3.1.A shows the RPC mechanism.

Name server
(Date Base)

4 5 2

— I

Client client stub Server stub Server

Transport entity Transport entity

Figuré 3.1.A : A RPC mechanism.

When the file server is booted, the file server calls the server stub : an export
procedure, The server stub registers with the name server by sending a message
containing its name(an ASCIl string), its network address and an unique

idenfifier(e.g. a random 32bit integer) : the "maming" procedure. The client calls the
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dieﬁt stub : an import procedure. The client stub sends-‘the name of the dlient and
the name of the file server(an ASCI string) to the name server. The neme server
returns the previously registered network .address of the file server and the unique
identifier of the file server : the "locating” procedure. The binding ’procedure
consists of the naming procedure and the locating procedure. Subsequent calls do
not require the binding any more. 'fhe unique identifier is used by the transport
entity on the file server machine to determine to which of the file server stubs to
give the incoming message. 1t is also used for the rebind purpose. When the file
server reboots after the file server crashes, the file server re-registers with the
name server using a new unique identifier number. If the client attempts to
communicate with the file server using the old unique identifier, then the client
fails to communicate and the client will know a crash happened before. Therefore

the c]ien_t will rebind.

The network interface unit such as the network controller or the network DMA of
the client is responsible for sending the request message via LAN to the file
server which contains the requested file. In this operation, there can be certain
degree of concurrency between the network interface unit of the client and the
CPU of the client. This concurrency operation is discussed in detail in section 6.16.
After the network communication connection is successfully built between the
client and the designated filc server, the request message traverses the LAN and
arrives at the file server. There can be the operational delay between sendil;lg each
request message from the client. This delay is called inter-request delay and
depends on the characteristics of each distributed file system. The data
transmission operations in the network interface via the network are described in

detail in section 3.2.4.

The receiving operation in the file server is performed by the network interface
unit of the file server. In this operation, there can be a certain degree of

concurrency between the network interface unit of the file server and the CPU of
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the file server. The transferred request is stored in the buffers of the network
interface unit. There is a finite number of buffers in the network interface unit and
if the buffers are élready fully occupied, then incoining request messages are
discarded. In this case, the request messages should be retransmitted from the
clients. The time spent for the client to retransmit the request message via the
LAN to the file server is called retransmission deléy time. The buffered request
message is sent to the memory of the file server for processing in the file server.
The file server fetches the request message and evaluates the request message.
Once evaluated, the request is processed in the same way as a local request
reading and/or writing local files is processed in the local system. The local
processing of the request consists of two distinct operations : the file handling

operation and the disk I/O operation.

The file handling operation consists of directory handling, file table lookup,
updating file tables, opening files, closing ﬁ]es, etc. The disk I/O operation
consists of disk I/O path setup operation through the disk interface unit, and
physical disk 1/O operation. The physical I/O operation consists of three major
cdmponents : the seek, the latency and the transfer. The seek operation is to
" access the right track of the disk. The latency occurs until the system finds the
requested block, that is, when the system puts the requested block under the
read/write head. The transfer operation is to read a block of information from the
disk to the buffer in the memory or writing it from the buffer in the memory into

the disk.

Now the file server makeé a response message in response to the request message.
The response message is transferred from the memory to the network interface
unit for sending. If the finite number of buffers of the network interface unit is
already fully occupied, then the file server CPU should wait until the required
buffer space is available. This is called requeue delay. The network interface unit

of the file server, the CPU of the file server, the network interface unit of the
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client and the CPU of the client cooperate to setup the communication connection
to the client and transfer the queued response message to the client via LAN. The
response message departs from the file server, traverses LAN and arrives at the

client,

Again in the client, the network interface unit receives the response message in its
finite buffers. The received response message is moved to the memory for
processing. The client fetches the received response message and evaluates it. Now
finally, the pure information or the data processed by the client are sent to the
user’s window of the client. The user using the client will repeat the above whole
life cycle again or do thinking(it is often called as either the user think time or
the idle time) or do stand-alone processing(it is often called local processing) for

the work in the client.
3.2 Distributed File System Performance Models

Queueing network theory is applied to build the performance model in this study.
Why is queueing network theory used? Because there are multiple processes
competing each other for the limited system resources in the distributed file
systems, queueing and queueing delay become inevitable and it is natural to
model the distributed file systems as a network of inter-connected queues. [ divide
the distributed file systéms‘ into 3 parts : the client, the file server and the
communication facilities such as the network(LAN) and the network interface unit.
This study looks at the performance models of each part and the disk 170
subsystem separately and then the performance models of the whole system.

Finally, this study introduces the virtual server models as realistic models.
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3.2.1 Models for the Client

The model of the client system naturally depends on the characteristics of the
client system. There are usually three kind of dient systems : 1) single user sirigle
processing systems, 2) single user multiple processing systems, and 3) multiple

users multiple processing éystems.

MS-DOS based PCs which ha\-le Intel 486 processors and Intel Pentium processors
are typical examples of the single user single prdcessing systems, Figure 3.21.A
shows a queueing network model for the single user single processing dient-
systems. There, the CPU is represented as a server without any queue, the disk
I/O subsystem is modeled as a server without any queue and the PC screen as a
delay server(an infinite server) without any queue. The service time of the screen

represents the user think time. Only one process(token) is processed all the time.

Unix based Workstations such as SUN 3, SUN 4 and SUN SPARCstation systems
are often used as single user multiprocessing systems3). In these systems, a user
can have multiple processes through multi-programming using windows or

foreground /background processing facilities. They are modelled as figure 3.2.1.B.

Figure 3.2.1.C shows a model of multi-processor workstations. Some current
workstations have multi-processors. The multi-user multi-processing systems such
as VAX 11/780 systems, Prime EXL320 systems can be also modelled either as
figure 3.2.1.B or figure 3.21.C. If the systems have multi-processor then they are

modelled as figure 3.2.1.C, otherwise, they are modelled as figure 3.21.B.

Ferrari et al.JFERRARI etal 83] show another model for VAX 11/780 systems as in
figure 3.21.D. In the model, a process will (i)use the CPU, (ii)access the disk or
display output, (iii)repeat the step(i) and the step(ii) if necessary, (iv)visit the CPU

{3) Multi-programming, but not parallel processing through wulti-processor.
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and (v)return to the user terminal.
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Figure 321A : A queueing network model for the
single user single processing systems

Figure 3.2.1.B : A queueing network model for the
single user multi-processing systems
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Screen or Temlinal

A

Figure 321.C : A queueing network model for the
multi-processor workstations

E

Figure 3.2.1.0 : The queueing network model for the
VAX 11/780 systems in Ferrari et al[FERRARI etal 83]
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If the above systems are used as the client systems, what do we have to modify
in the above models? If diskless systems are used as the client systems, obviously
we have to remove the disk servers. In the LOCUS distributed systém, the client
systems can be the file servers as well and vice versa. In this case, we do not

have to modify the models at all.

3.2.2 Models for the File Server

Usually the file server has no user terminal if the usage is fixed as the file server.
In this case the corresponding terminal notation should be removed. If the file
server is used both as the file server and a client by supporting its own terminals,

then we use the above system models as they are.
3.2.3 Models for the Disk IO Subsystem

I/O operations are observed usually between the memory and the I/O devices,
between the I/0O devices and the [/O devices and between the CPU and the I/0O
devices. The I/O subsystem usually consists of the I/O devices, the interface

units(control units) and the 1/O software.

Three kinds of I/O mechanisms have been widely used since the first introduction
of the disk drive storage device in late 1950s. Those are the Programmed
I/O(PIO), Direct Memory Access(DMA) and interrupt facilities, and the Channel,
an I/O Processor(IOP) in descending order when we consider the amount of the

CPU service time spent for the execution of the I/O operations.

'The most primitive one among the three I/O mechanisms is the PIO. In PIO, a
single character is transferred per an instruction. The CPU must execute an explicit
instruction for each and every character read or written. The I/O operations are

' complctely controlled by the CPU. That is, CPU initiates, directs and terminates
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the I/O operations.

. Either memory mapped 1/O or 1/O mapped 1/O is used in the programmed I/O.
I/O devices are connected to the I/O ports which are the junctions between the
system bus and the [/O devices. In the memory mapped 1/O, part of the address
space in the main-memory is assigned to the I/O ports. MC68000 microprocessor
series once used memory mapped 1/0O. In the 1/O mapped /O, the 1/O address
space does not share the main memory. Intel 8085 and 8086 microprocessor series

once used the I/O mapped 1/0.

The advantage of programmed I/O method is that it requires little I/O hardware.
The disadvantages are that the CPU is burdened greatly by polling(testing) and
that othe'r I/O operations and the I/O transfer rate depend on the speed of the
CPU service, that is, how fast the CPU can test and service an 1/O device. This

programmed I/O mechanism was widely used till the late 1970s.

DMA is the 1/O device that transfers blocks of data to or from the memory by
themselves without requiring the intervention of the CPU. The CPU in a computer
specifies the 1/O device, the memory address where the data are read or written,
and the number of bytes(words or characters) to be transmitted. In the DMA
mechanism, the CPU initiates the I/O data transfer, the DMA 'generates the
memory addresses and transfers the data as a bus master and the CPU controls
the bus master authority among requests. Therefore, the CPU and the DMA
interact only when the CPU must yield the control of the system bus to the DMA

in response to the requests from the DMA.

Three control mechanisms are possible in DMA to transfer data. First, the DMA
‘transfers a block of data in a time(DMA block transfer). The disadvantage of this
control mechanism is that the CPU inactive period is relatively long. Second, in

the cycle stealing control mechanism, the DMA interferes with the CPU less by
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sending one or several data words in a time. Third, the transparent DMA control
mechanism guarantees that the DMA does not interrupt the CPU at all since the
DMA steals the bus cycles only when the system bus is not actually used by the
CPU. The DMA mechanisms require modest hardware complexity(cost} and they
have been popular till now in small systems such as most comtemporary

workstations,

Channel devices use I/O Processors(IOPs). The IOP is a special purpose computer
which has a limited instruction set, so called channel commands, such as read,
write, read-backward, skip, rewind, sense, jump, etc. IOPs are sometimes called
Peripheral Processing Units(PPUs). The I/O subsystem has its own CPU, memory
and operating system(control program) called I/ O supervisor(IOS). Intel 8089 is one
chip IOP for intel 8086 microprocessor and its successors. IBM mainframe
computers usually use the IOP mechanism. IBM 370 uses the IOS program which
resides in the main memory and the CPU activities are required for thé I0S to be
run. But in IBM 370/XA and its successors, the IOS resides in the memory of the
. I/O subsystem and it works independently from the CPU activity] CORMIER etal
83],IPADEGS 83]. In the channel mechanism, the communication link between the
1/O devices and the main memory is required. The communication link is called
as I/O channel. In the Channel mechanism, a separate bus system is used for the

I/O channel.

In the PIO mechanism, the CPU controls the I/O device directly. In the DMA
mechanism, the CPU is largely freed from the 1/O operations. In the IOP
mechanism, the CPU can be concurrently O}Serated with the IOP : this is true in
IBM 370/XA and its successors. Even for the path setup operation, the CPU does
not have to provide service at all. Therefore, in this mechanism, the parameter of

the CPU service time for disk I/O disappears.

The disk I/O operations consist of disk I/O path setup operation and physical
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disk I/O operation as already explained. Physical I/O operation consists of three

major components : the seek, the latency and the transfer.

The seek operation is to access the right track and cylinder of the disk.
Waters[WATERS 75] estimated the seek time of magnetic disks. Various seek
scheduling algorithms have been proposed such as First-Come-First-Served(FCFS)
algorithm, Shortest-Seek-Time-First(SSTF) algorithm, SCAN(Elevator) algorithm,
Circular-SCAN(C-SCAN) algorithm, LOOK algorithm, C-LOOK algorithm, etc..
Teorey|TEOREY etal 72] compares the performance of some of the algorithms by

simulations.

In fixed head disks such as magnetic drums, the disk I/O does not require any
seeck operation but requires set sector operation. So set sector scheduling is
required. If there are more than one track or sector arms in movable head disks,
the set sector scheduling is also required. The I/O sequence in channel devices is

shown in the Ghant chart of figure 3.2.3.A.

A) 1===(1)===1=(2)-3==~(3) === ~(4)- i=mmmmm(5)mmmmmni=(6) =} mmmm(7) =mm e

A ¢ 1/0 sequence
(1) An 1/0 request enqueued
{2} Send seek command
(3) Seek,
(4} Send transfer command,
{(5) Wait for channel,
(6) Set sector(RPS missing)
(7) Data Transferred
B : Channel status : === '@ connected --- : disconnected
C : Disk status ¢ === ! served (in service) . --~ ! idle

Figure 3.2.3.A : The /O sequence in channel devices

Rhuemmler et él.[RHUEMMLER etal 94] show the Ghant chart for the I/O

subsystems which use the DMA mechanism.
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In late 1960s and 1970s, the performance of early disk I/O subsystems was
analyzed usually using simple mathematical calculations or queuing network
models as ‘we can see in the work of [ABATE etal 68]JGOTLIEB & MacEWEN
73,ISKINNER etal 69],/WILHELM 77). In 1980s, the performance of more
complicated disk I/O subsystems was ahalyzed using queueing network models or
simulations as we can see in the work of [BARD 80],[BRANDWAJN
81],[BRANDWAJN 83],[GEIST etal 82]JGOYA etal 84]|HOUTEKAMER 85],[KIM
86],[MAJOR 81]. In late 1980s and early 1990s till now, the performance of special
disk 1/O subsystems or complex disk I/O subsystems or the disk I/O subsystems
combined to special environments were analyzed using queueing network models
or simulations as we can see in the work of [ARTIS 94],[BAYLOR etal
941,[DAIGLE etal 90],[RAMAKRISHNAN etal 89].

Most of the studies on the performance of caching use simulations rather than
mathematical analysis with queueing network models as we can see in the work
of [BAKER etal 91],JOUSTERHOUT etal 85],[RHUEMMLER etal 93],[RHUEMMLER
etal 94]. Baker et al.[BAKER etal 91] measured caching activity. Most of studies on
the performance of cachinginvestigated the performance of the caching algorithms
or cache consistency mechanisms, or factors such as caché size, block size, etc.,
This study investigates the global effect on the file access performance at given

cache hit ratios.

See {CHEN etal 94],[GANGER etal 94] for the details of the disk array such as
RAID. See [FEITELSON etal 95],[ROSARIO etal 94][BAYLOR ‘etal 94] for the
details of the parallel I/O subsystems. See [WOOD etal 93],JCOLEMAN etal 93]
for the trend of DASD(Direct Access Storage Device) evolution. Chen and
Patterson[CHEN etal 93] give explanation of various performance metrics for the
disk 1/O subsystems and present the results of running some popular benchmark
programs in the three environments of a DECstation 5000/200 running the Sprite

Operating System, a SPARCstation 1+ running Sun Operating System and an HP
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series 700(model 730) running HP-UX. Rhuemmler and Wilkes]RHUEMMLER etal
93] measured the disk access patterns in UNIX and give good analyzed results as

well as some simulation results.

3.24 Models for the Network Communication

Application layer . NFS, NIS
Presentation Layer XDR

Session Layer RPC (Socket)
Transport Layer TCP UDP

Network Layer IP(Internet protocol)
Data Link Layer Ethernet, FDDI, etc.
Physical Layer Ethernet, FODI, etc.

Figure 3.24.A : The SUN/NFS network protocols.

Communication overheads are caused by communication softwares and hardware.
The communication overheads are generated in the CPU and the network interface
unit of both the host sending requests/responses and the host receiving
requests/responses and in the physical network. This section looks at the
communication procedure first then discusses the overhead factors in the CPU, the
network interface unit and the network. Finally network models will be

investigated.

First, let’s look at the communication procedure in the distributed environment of
SUN/NFS in order to model the network communication procedure later in this

section, Figure 3.24.A shows SUN/NFS network protocols.

In the SUN workstations, the ISO/OSI model is used. In the SUN workstations,
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NFS and NIS are put in the application layer. Therefore the file service requests of
the clients start from the top layer. Like most UNIX workstations which use the
networking codes based on Berkeley UNIX, SUN NFS/RPC usually communicates
over the network via the socket interface in the session layer and TCP/IP or
UDP/IP in the transport layer and the network layer. The socket interface copies
data from the address space of the requesting dient into the system buffer and-
invokes the transport protocol and the network protocol. Fér a reliable byte stream
protocol TCP/IP will be used and for a simple but efficient protocol UDP/IP will
be used. UDP/IP provides partial service of TCP/IP. In the case of TCP/IP, the
provided services are packetization, error handling such as calculating data
checksums(checksumming) and time-out-checking, end to end flow control,
congestion control and routing. In the data link layer and the physical layer, LAN
protocols such as Ethernet, FDDI, etc. will handle the handed packets. The data
link layer creates MAC header(encapsulation), detects and possibly corrects errors
that may occur in the physical layer. Finally the physical layer will process
physical sending servic;e. It electrically encodes and physically transfers the packefs
to the receiving node. In the side of the receiver, that is, the file server, similar

operations will be performed in the reverse order.

Network interfaces play important roles in fhe network communication. The
internal operations should be analyzed to model the network communication
operations correctly. The past, present and possible network interfaces are no
network interface, minimal network interfaces with PIO(Programmed 1/0O), network
DMAs(Direct Memory Access), and dedicated communication controllers. For
accurate modeling, it is necessary to analyze the data transfer activity on the
system bus from an application address space to the network interfaces in the
client. The minimal network interface case is looked at first. An application writes
a file I/O request into a buffer of its address space, which resides in the host
memory, over the systemn bus[the first system bus access]. The socket code, a

protocol providing session layer services, copies the request from the buffer of the
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user address space in the host memory into a system buffer in the host memory
over the system bus. For these operations, a copy of thé request in the buffer of
the user address space is sent over the system bus to the CPU by the socket
codefthe second system bus access] and then the request in the CPU is sent over
the system bus to the system buffer in the host memory by the socket code[the
third system bus access]. The transport protocol reads the request from the system
buffer in the host memory into the CPU over the system bus[the fourth system
bus access] and calculates the checksum. The data link protocol copies the request
from the system buffer to a buffer in the network adaptor over the system bus.
For these operations, é copy of the request in the system buffer in the host
memory is sent over the system bus to the CPU by the data link protocol[the fifth
system bus access] and the fequest in the CPU is sent over the system bus to the
buffer in the network adaptor by the data link protocol[the sixth system bus
access]. Therefore the system bus is accessed 5 times in total after an application
writes a request into the user address space in order to send the request to the
receiving host. In some extra-ordinary implementations, the system bus is accessed

more than 6 times for the above operations.

In the immediate primitives|STEENKISTE 94] such as socket interfaces, the buffer
area for user data in the host memory is blocked wuntil it is used for
retransmission if retransmission should occur. Or the system can alternatively make
a retransmission copy of the data as part of the send call. In the minimal network
interface, the 4th system bus access for checksum calculation can be performed
during(or immediately after) the second system bus access. Thus one system bus
access can be saved without modification of the API{Application Programming
Interface) and the system bus is accessed 5 times in total including the initial
access of the system bus by the application. Further, by using the shared-buffer
interface to applications, two more system bus accesses can be saved and the total
number of accesses over the system bus becomes three including the access of the

system bus by the initial write of the request into the user address space. That is,



Chapter 3 : File System Performance Modeling and Simulation Page 48

in the interface applications share the system buffer with system softwares for
writing send/receive messages, instead of writing the send/receive messages into
the buffers of their own address space. It saves the second system bus access and
the  third system bus access. In  this buffered communication
primitives[STEENKISTE 94] such as in Nectar and Firefly, it is not necessary to

copy the message for retransmission purpose as in the immediate primitives.

In the DMA network interface the DMA engine is in charge of transferring data
between the host memory and the network adapter, while in the minimal network
interface with PIO the CPU is in charge of it. In the DMA network interface, the
copy operation for the checksum over the system bus is saved and the ‘request is
directly transferred from the host memory to the buffers in the network adapter,
so that the system bus is accessed 4 times in total. By having the buffers on the
network adapter large enough to be used as the system buffer{outboard buffering),
the number of accesses over the system bus can be reduced te be two. That is,
the application layer transfers the request to the buffer for user data in the host
memory and then the data link layer and the DMA engine directly transfer it to
the system buffer in the network adapter. In these cases, the operations for the
checksum calculation are performed in hardware. The minimum number of system
bus accesses in the socket interface is two. The minimum number of system bus
accesses can be reduced to be one which is the ultimate possible value. In this
case, the requests by the clients are written directly to the buffer in the network
adapter. Nectar is an example[COOPER etal 90], [STEENKISTE 94]. More system
bus accesses will result in larger system overheads. More bus accesses also cause
more contention for the bus bandwidth, more contention for the memory
bandwidth and more consumption of the CPU power. All these effects cause larger

latency in the network communication and degrade the network performance.

For the performance modeling of the network communication, it is essential to find

out what kind of overheads for the network communication operations exist. To
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find out it, it has to be found out what communication operations are performed
where. Communication operations associated with sending and receiving packets in

typical UNIX TCP/IP environments can be summarized into 5 groups :

- Group 1 : processing of the transport protocol and processing of the network
| protocol by the CPU.
- Group 2 : processing of the data link protocol by the CPU and the
network interface unit.
" - Group 3 : buffer management by the CPU, the system memory and the
network interface unit. .
- Group 4 : data transmission via the network by the CPU and the network
- interface unit.
- Group 5 : context switching and interrupt handling by the CPU, the

memory and the network interface unit.

The socket call, TCP, IP, interrupt handling, etc. consume the CPU power for the
network communication operations. The buffer management operations and the
checksumming limit the memory bandwidth. These overheads often make such
heavy demands on the resources of contemporary workstations that at maximum
only a few tens of Mbits per second can be supported at application level
communication even though higher speed networks are used. Reducing network
communication overheads has been a key issue in designing host interface for high
speed networks since it directly reduces communication latency. Unfortunately it is
known that many factors affect the communication overheads and no single source
of communication overhead dominates the communication overhead.[CLARK etal
89], [SHROEDER etal 90], [STEENKISTE 94]]. For example, for small size packets,
the overhead due to copying buffers is relatively small but for large size packets,
this overhead heavily dominates communication latency. The packet size usually
grows as the speed of - communication goes up. However the ftrend of

communication requires the handling of small packets as well as large packets in
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the same environment and at the same time. Because of these reasons, considering
only a single specific overhead factor or a single specific function for the 'required
communication mechanism is not the right way but all functions in the network
interface should be considered. The tendency in current and future communication
is to use reliable protocols, powerful network interface hardware, high speed
networks and large packet sizes(not true in case of ATM). It is known that

cell-based networks like ATM' and packet-based networks can be evaluated in
| similar ways in most cases. A big difference is that pipelining operations can be
done with little data in the small uniform packet size of ATM(44-48). In modeling
communication operations via networks, it should be consideréd that in practice
different communication interfaces and even different protocols can be used in a

host.

Considering the above things which have been explained so far, this study has
modclled the communication operations in three components ie. the operations
which use the CPU resource, the operations which use the network interface unit
resource and the operations which use the network resource. Each component can
be represented as a service center. In the virtual server model, the service center
to represent the overheads on the CPU and the service center to represent
overheads on the network interface unit have a queue individually. The service
center to represent the overhéads on thé network does not have any queue
sometimes or have a queue sometimes. All service centers are represented as

virtual service centers and mapped into real resources during simulations.

If the distributed file system is confined to a local area network, then the
modelling of the network is relatively simple. Otherwise, that is, if it spans over
wide area networks, then the model of the network depends heavily on the
network configuration and is very complex. The modelling of wide area networks
is beyond the research scope of this thesis. This study focuses on the performance

modeling of local area networks since this study focuses on the local area network
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based distributed file systems. However, compound metropolitan area network
models and compound local area network models can be successfully and easily
constructed from the local area network models mentioned here as in work by

LEE et al.[LEE etal 93], [LEE etal 95].

Currently Ethernet and Token ring are the most popular local area networks and
are still expected to spread further. FDDI installation sites are reported to grow
rapidly these days and expected to succeed the current position of Ethernet and
Token Ring in the end of 1990s. In this study, the performance models of Ethernet
and FDDI were constructed and wused in the 'performance models for the
distributed file systems. There have been a lot of perférmance evaluation studies
on local_ area networks especially on Ethernet[SHOCH etal 80],[MARATHE etal 81],
Token ring[BUX 89] and FDDI [BHUYAN etal 89], [JAIN 90].

Marathe et al.MARATHE etal 81] showed that a Last-In-First-Out(LIFO) M/G/1
model with slightly increased service time adequately captures both the mean and
the coefficient of variance of the response time in Ethernet. They studied five
queueing network models analytically and then compared the result with the
simulation output. They are (i)a simple M/M/1 model, (ijja M/M/1 model with
load dependent servers, (iiija simple M/G/1 model, (ivja M/G/1 model with
increased service time and (v)a multiple regression model. They found the fourth
model, the M/G/1 model with slightly increased service time is accurate enough
to be used to build higher level models of the network. An adapted model of the
fourth model is used as the model for Ethernet in the virtual server models of the
distributed file systerhs, because it is simple, but nevertheless, it is accurate enough
to represent Ethernet in the distributed systems, even though it does not model
internal mechanism at all such as the back-off algorithm. However,‘l am not sure
that the model is adequate to be used to predict transient or saturated behaviour
of Ethernet. Ferrari et al.[FERRARI etal 83] represented Ethernet as a FCFS(First

Come First Served) server with an infinite queue. Bester et al.[BESTER etal 84],
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Goldberg et .al.[GOLDBERG etal 83], Lazowsak et al.[LAZOWSKA etal 86] and
Ramakrishnan et al[RAMAKRISHNAN etal 86] represented Ethernet as a service

center with a finite queue.

Bhuyan et al.[BHUYAN etal 89] found that a gated M/G/1 and a gated M/G/2
queueing model are accurate enough to represent the performance of FDDI. They
compared their analytic results which they had gained through an approximate
and uniform analysis with their simulation results. The basic assumptions used to
-develop the models are (i)the rings have symmetric structufes, (ii)the protocols use
the non-exhaustilve policy which means that when a station receives a token, it
does not transmit all messages queued in the station but transmits just one
message per token before it passes the token to other station on the ring, (iii)the
packets have a fixed size, (iv)each station has an infinite number of the buffers. If
IDDI uses class A stations in all stations, then the model leads to a dual Walking
server model. 1 adapt the models and use them in the performance models for
distributed file systems because I think, it is accurate enough to be used in the
performance models of the distributed file systems as far as this study does not

viclate the basic assumptions of the model.

3.2.5. Models for the Distributed File System

The models for the distributed file systems can be constructed (i)either by simply
integrating models of the clients, a model of the network communication and a
model of the file seﬁer(or server models if the multiple file servers are used) or
(i)adapting the three given component models according to the structures of the
distributed file systems and/or the data flow logics of the distributed file systems
and/or the workload characteristics. Sometimes the performance model of a
distribu;ced file system is developed focused on mainly the life-cycle of the client
request. In this approach, some mechanism or part of the physical architecture is

. often igndred to construct the performance model.
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Figure 325A : A queueing network model for the
distributed system which has the fixed file server
and the fixed clients. ‘
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The performance models of the distributed file systems in Bester et al.[BESTER etal
84], Ferrari et al.[FERRARI etal 83] and Lazowska et al.[LAZOWSKA etal 86]
belong to the first categﬁry. In Ferrari’s model[FERRARI etal 83], the file server
‘and the clients are fixed in terms of their role, In Bester's model[BESTER etal 84],
any system can be either a file server or a client and each system has its own
terminals. Figure 3.25.A shows a sample distributed system model with the fixed

file server and the fixed clients developed in the first approach.

The performance models of the distributed file systems in Perros et al.[PERROS
e;al 85] and Ramakrishnan et al.[RAMAKRISHNAN etal 86] belong to the second
category. In the second approach, the clients are usually modelled simply because
the clients just send requests and receive the responses from the file server and
contention and queueing at the client nodes is usually negligible. On the other
hand, the processing of each request in the file server are modelled in detail
‘because the file server resources are shared by many clients and contention and
queueing in the file server usually occur. The virtual server performance models of
the distributed filé systems belong to the second category since this study built the
models by representing the internal logic and following the life cycle of the
requests issued in the clients. For the comparison of my modcls with others in the

sccond category, this study looks at the two models further.

Ramakrishnan et al.[RAMAKRISHNAN etal 86] modelled the clients as two delay
servers according to the user behaviour. One delay server represents the think
time between program executions. They assumed it to be 10 seconds with the
probability of 0.01. That is, the users rarely stop sending requests, The other delay
server represents the inter-request delay. They assumed it to be 10msec with the
probability of 0.99. That means that in most cases the clients resume sending
requests after 10msec. They did not explicitly model the Ethernet. They included
the DMA network interface unit as a service center with a finite queue(12 buffers)

with 500msec retransmission delay ‘in their model targeting the VAX systems. The
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requests are transferred from the buffer to the mémory of the file server. They
distinguished three different file server CPU consumption activities : the request
receiving activities including the network interface activity, the pure request
processing activities, and the request sending activities including the network
interface activity. Those distinct activities are represented by a request receive
service center, a pure file service center and a reésponse send service center. The:
pure file service model is represented by a FCFS service center with the
exponential service time distribution for the CPU of the file server and a service

center for each disk drive which has its own separate access path.

Perros et al.[PERROS etal 85] developed a performance model for the distributed
file system emphasizing the bulk file transfer. A hierarchical model was presented.
The high level model is simple. The low level model for the distributed file

system represents the disk I/O operation.
3.2.6 The Virtual Server Models

Figure 3.2.6.A, Figure 3.2.6.B, Figure 3.26.C, Figure 3.2.6.D, Figure 3.26.E, Figure
3.26.F and Figure 3.2.6.G show the performance models of distributed file systems
used in this study. They represent the internal logics and other details of the
distributed file systems which were described in section 3.1. The job flows in the
models follow the life cycle of the requests issued in the clients. The virtual server
concept is used to model the operations so that each operation and each
component are modelled realistically. The virtual server concept enables us to
model each operation in reality and expand the developed model to various cases
with relatively simple modification. The virtual servers are ‘mapped into real
existing resources during simulation. In the file server of figure 3.2.6.A, the CPU is
represented by six virtual CPU servers : the request receive virtual CPU server,
the request evaluation virtual CPU server, the request processing virtual CPU

server, the virtual CPU server for disk I/O, the response buin virtual CPU server
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and the response send virtual CPU server. The six virtual CPU servers with six
individual queues are mapped into the CPU server with a queue during.
simulations. The network interface unit in the file server - the DMA network
~ interface unit - is represented by the two virtual servers : the request receive
virtual server of the DMA network interface unit and the response send virtual

server of the DMA network interface unit.

Serd) (B €y Besut] o) (Evaste)  (Recews)  (Network)

Client K
DMA cru cPU Disk DiseDMA  (VO) (Fle)  (Evalate)  (Recove) (Network)
{Network) (Serdd) (Buid) L~ cPY CPU cPY CPU DMA

Figure 32.6.A : The virtual server model of the distributed file system which has
multiple clients and a file server : the baseline case.
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The two virtual servers are mapped into a real server of the DMA network
interface unit with a queue during simulations. A real server among available real
servers is assigned to a virtual server when it is requested by the virtual server

and the other virtual servers should wait to acquire the real server until the

using(owning) virtual server releases it and it becomes free.
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Figure 3.26.B : The virtual server model of the distrubuted file system which has
multiple clients and a file.server : the baseline case.
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The quantum sizes of contemporary high performance workstations which use the
multiprogramming scheme are usually larger than the service time demands in the
virtual servers therefore the virtual server model is close to real environment in
terms of modeling accuracy. This virtual server concept was inspired by 'the virtual
memory concept in memory management. See appendix A for the implementation

details of the virtual server concept in my SLAM-II simulation program.
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Figure 3.26.C : The virtual server model of the distributed file system which has
the multiple homogeneous CPUs sharing the memory system in the file server.
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In each client of figure 3.26.A which shows the virtual server model of the
distﬁbﬁted file system with multiple clients and a filé server, the model explicitly
and separately represents the initial command interpretation service in the CPU of
the clients, the CPU service of 5earchir_1g the requested file in the file table of the

memory of the client where the request is issued, the request build service in the

OMA cpy CPU  CPU  CPU Yo cPU CPU CPU DMA
(Network) (ganq) (Bulld  (Fie  (Cl) (Result) (Resull) {Evanate) (Receive) (Network)
search)
Clients

Retransmission

R The File Server

DA
{Network)

Figure 326D : The virtual server model of the distributed file system which has
multiple disks and multiple disk interface units in the file server.
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CPU, the request send service in the CPU, the request send service in the network
interface unit, the response receive service in the CPU, the response receive sérvice
in the network interface unit, the response evaluate service in the CPU, the result
processing service in the CPU and I/O service to display the result on the screen

if necessary.
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Figure 32.6E : The virtual server model of the distributed file system which has
multiple networks with multiple network interface units in the file server,
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Figure 326F: The virtual server model of the distributed file system which
represents caching
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The retransmission delays can occur if the network is not available due to the
collision in transmitting data via Ethernet or if the file server is not available due
to the server problem such as crash or rebooting, etc., or if the buffers of the

network interface unit of the file server are fuil.
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| Figure 3.26.G : The virtual server model of the distributed file system which has
multiple homogeneous file servers.
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The buffer full problem can occur only when the incoming data to the network
interface unit via network is faster than the outgoing data from the network
interface unit to the system buffers in the memory of the file server. I have not
observed it during the simulations in case of contemporary SUN workstations such
as the SUN SPARCstation 10 workstations and the SUN SPARCstation 470
workstations in 10Mbps Ethernet. It was assumed that the file service activity in
each client is so low that the contention for the system resources such as the
CPU, the disk, the disk interface unit and the network interface unit is negligible.

Thus, figure 3.26.A can be drawn as figure 3.2.6.B.

The network transmission service center is represented as a mere delay center or
as a service center with a queue in the model. This study uses both models.
Before the data transmission, both the network interface unit and the CPU of the
client cooperate to do the preprocessing work for data sending, for example,
moving data from the memory buffers to the buffers of the network interface unit
in the sending site. Then, the network, the network interface unit in the client and
the network interface unit in the file server are seized at the same time for the
data transmission duration. After the transmission activity, the network interface
unit of the client, the network and the network interface unit of the file server are
released at the same time. Then, thé network interface unif and the CPU of the
file server cooperate to do postprocessing work for data receiving, for example,
moving the received data in the buffers of the network interface unit into the
memory buffers. The internal detail of the operations in the network interface was

already explained in section 3.24.

In the file server, the model explicitly and separately represents the request receive
service in the network interface unit and the CPU, the request evaluation service
in the CPU, the file handling service in the CPU, the physical disk 1/O service in
the CPU, the disk interface unit and the disk, the response build service in the

CPU and the response send service in the CPU and the network interface unit.
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The response requeue delay in the file server can be represented explicitly as
drawn in file server of figure 3.2.6.A. However it is very rare and it occurs only
when the speed of the sending data to the client is slower than the speed of the
receiving data from the CPU of the file server. The request reccive virtual service
center of the CPU and that of the network interface unit represent the protocol
overhead for the request receive operation. During the postprocessing work period
in recé_iving the request from the client, both the request receive virtual service
center of the CPU and the request receive virtual service center of the network
interface unit in the file server work together so that they are seized and released
at the same time. If any of the two required system resources is unavailable then
the other should wait until the unavailable one becomes free and both of them
can be seized at the same time. During the preprocessing work period in sending
the response to the client, the same mechanism also applies to the response
sending virtual service center of the CPU and the response sending virtual service
center of the network interface unit in the file server. The request evaluation
virtual service center of the CPU represents the interpretation overhead of the RPC
requests. The response build virtual service center of the CPU represents the
response RPC message build-up overhead. The response send virtual service center
of the CPU and the response send virtual service center of the network interface
unit represent the communication protocol overhead to send the responses. The
details of the operations in the disk I/O subsystem such as the disk path
connection, the RPS missing, the rotational positioning, the seek, the data
transmission operation, etc. are not represented explicitly as service centers in the
model but implicitly in the values of the related parameters and the simulation
programs. The disk interface unit and the disk itself are represented as tandem
queues so that the disk interface unit is seized first and, until the service in the
disk finishes, the seized disk interface unit is not released. The disk interface unit
and the CPU cooperate to do the preprocessing work such as the disk 1/O path
set-up, etc., before starting the disk 1/O operations. They also cooperate to do the

postprocessing work such as moving data from the buffers of the disk interface
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unit into the buffers of the memory, etc., after finishing the disk I/O operations.
For the cooperation, the service center of the disk interface unit and the virtual
service center of the CPU for disk I/O operations are seized and released at the
same time. If any of the two required resources is unavailable then the other
should wéit until the unavailable one becomes free and both of them can be
scized at the same time. The buffer capacity of the network interface unit and that
of the disk interface unit were set infinite. However it can be set finite if

necessary in the models.

Caching is represented explicitly in the model of figure 3.26.F. The represented
caching are caching in the memories of the clients, caching in the disks of the
clients, caching in the memory of the file server and caching in the disk interface

unit of the file server.

Figure 3.26.C shows the performance model of the multiple homogeneous CPUs
sharing the memory system in the file server. A symmetric multiprocessor system
with the shared memory mechanism is used as the file server in the figure. They
are homogeneous in terms of performance. Considering the bottleneck effect of the
shared bus, up to 30CPUs ar¢ used in the simulation using the models in this
study, according to the prevailing belief that, up to 30CPUs the performance is not
usually degraded due to the bottleneck effect of the shared bus. Figure 3.2.6.D
shows the performance model of the multiple disks of the file server. Each disk
has its own disk interface unit. They are homogeneous in terms of performance.
All others remained ths same as figure 3.26.A. An unlimited number of disks and
disk interface units can be served .in the virtual server models, assuming that
enough disk paths are guaranteed in terms of the hardware and the software.
Figure 3.26.E shows the performance model of the multiple networks with the
multiple network interface units in the file server. They are homogeneous in terms
of performance, All others remained the same as in figure 3.2.6.A. Figure 3.2.6.G

shows the performance model when the multiple homogeneous file servers are
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used. It is assumed that the file replication is done with negligible maintenance
expense. In the figure, the possibility to go to a file server is specified by the
visiting ratios. If the overhead for maintaining the replicated files consistent in the
file servers is negligible, then an infinite number of file servers can be served in

the virtual server model.

3.2.7 The Performance Parameters and Parameterization

It is required to parameterize the overhead of each service center to quantify the
service demand on each service center. Specially designed measurements were
performed repeatedly to get the parameter value of each service center. This
section describes how the overheads were measured and the parameter values

were obtained.

Specially designed measurements for the parameterization have been performed on
5 workstations all rﬁnning the SUN UNIX operating system. The 5 workstations
are EDLYW3, EDLYW2, KING10, KING470 and EDLYW4. They were networked
together via 10Mbps ETHERNET and 100Mbps FDDIL. EDLYW3 and KINGI10 are
SUN SPARCstation 10 workstations. Each of them has 32Mbytes main memory, a
36MHz Superscalar SPARC version 8 processor, a 20Kbyte instruction on-chip
cache and a 16Kbytes data on-chip cache. Each of them runs the SUN UNIX 4.1.3.
The performance is reported to be 101.6MIPS in the SUN internal data published
on November 1992(86.IMIPS in the SUN internal data published on May 1992),
205MFLOPS in the SUN internal data published on November 1992(10.6MFLOPS
in the SUN internal data published on May 1992), 45.2SPECint92, 49.2SPECfp92,
1072SPECrate int92 and 1172SPECrate fp92. The SUN SPARCstation 10 workstation
was first announced on May. 1992 and first delivered on September
1992[DATAPRO]. EDLYW2 and KING470 are SUN SPARCstation 470 workstations.
EDLYW2 has 32Mbytes main merhory, a 33MHz 32bit SPARC processor, an

integrated floating point co-processor and a 128Kbytes cache memory. The system
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specification of KING470 is the same as that of EDLYW2. Each of them runs the
SUN UNIX O/S 41.1. The performance is reported to be 22.6MIPS[DATAPRQ],
19.4SPECmarks[DATAPRO]. SUN SPARCstation 470 workstations were first
installed on May 1990. EDLYW4 is a SUN 3/60 workstation. It has 4Mbytes main
memory, a 20MHz 32bit MC68020 processor, an integrated 20MHz MC6881 floating
point co-processor. It runs the SUN UNIX O/S 4.1.1. The performance is reported
to be 3MIPS in the SUN internal data. Table 3.2.7.A shows the summarized

specifications of the above 5 workstations.
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NAME EDLYW¥3 KING10 EDLYW2 KING470 EDLYW4
SYSTEM SUN SPARCstation 10 | SUN SPARCstation 470 SUN 3/60
PERFORMANCE | 101.6(86.1) MIPS 22.6 MIPS 3 MIPS
20.5(10.6) MFLOPS 10.4 SPECmarks
45.2 SPECint92
49 2 SPECfp92
1072 SPECrate int92
1172 SPECrate fp92
PROCESSOR 36 Mhz superscalar 33 Mhz 32 bit SPARC [20Mhz 32bit MC68020
SPARC Versicn 8 + An integrated + An integrated
processor floating point 20 Mhz MC6881
CO-processor floating point
CO-processor
MEMORY . 32 Mega bytes 32 Mega bytes 4 Mega bytes
CACHE Instruction on chip 128 kbytes
cache : 20 kbytes write-back cache
Data on chip cache
: 16 kbytes
0.8. SUN UNIX 4.1.3 SUN UNIX 4.1.1 SUN UNIX 4.1.1
ON MARKET 1992 1990 1982 {?)

Table 3.2.7.A : The summarized specifications of the five workstations used in the
measurement for the parameterization.

-All” of them have their own local disks. EDLYW3 has a 1.05Giga-bytes local
disk(MK538FB). The average access time of the MK538FB is 14.56msec for read and
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- 16.06msec for write, the average seek time is 9msec for read and 10.5msec for
write and the average latency time is 5.56msec. It has a 256Kbytes multisegmented
cache buffer and a SCSI CCS controller. It uses a fast SCSI-II interface which has
asynchronous(synchronoﬁs) data transfer rate of 4(10)Mbytes per second. The drive
configuratibn is.  2036cylinders,  l4tracks/cylinder,  72sectors/track  and
512bytes/sector. KING10 has a 956Mbytes local disk(ST11200N). The average access
time of the ST11200N is 16.06msec for read and 17.56msec for write, the average
scek time is 10.5msec for read and 12msec for write and the average latency- time
is 5.56msec. It has a 256Kbytes multisegmented cache buffer and a SCSI CCS
controller. It uses a fast SCSI-I interface which has asynchronous(synchronous)
data transfer rate of 4(10)Mbytes per second. Drive configuration is 1730cylinders,
15tracks/cylinder, 72sectors/track and 512bytes/sector.

EDLYW2 has a 670Mbytes local disk. It uses a SCSI interface which has data
transfer rate of 1.8Mbytes per second. It has an Emulex MD21 controller. The
drive configuration is 1614cylinders, 15tracks/cylinder, S4sectors/track and
512bytes/sector. KING470 has a 670Mbytes local disk which has the same
hardware characteristics as EDLYW2.

EDLYW4 has a 327Mbytes local disk(Micropolis). The average access time of
Micropolis is 18msec. It has an Emulex MD21 controller. It uses a SCSI-II interface
which has data transfer rate of 1.2Mbytes per second. The drive configuration is
1218cylinders, 15tracks/cylinder, 35sectors/track and 512bytes/sector. Table 3.2.7.B

shows the summarized characteristics of the local disks of the 5 workstations.

The measurement was deliberately designed so that the value of the individual
parameter could be extracted from the measured times of the experiments that
were performed in stand-alone mode. Each experiment was x;epeated 10 times in a
measurement - I call it a set of measurements - and the measured values were

analyzed to get the mean, the standard deviation, the median and mode from
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them. 1 repeated the set of measurements. I constructed sets of linear equations
using the measured times, where the variables were the performance parameters

shown in table 3.2.7.C.

Name EDLYW3 KING10 EDLYW2, KING470 EDLYW4
Capacity 1.05 Ghytes 956 Mbyfes 670 Mbytes | 327 Mbytes
Model MK538FB STI1200N Micropolis
256 Kbytes 256 Kbytes
Cache buffer Multi-segmented [Multi-segmented
cache buffer cache buffer
Controller SCS1 CCs 8CSI cCs Emulex MD2]1 |Emulex MD21
Controller Controller Controller Controller
Interface 8CSI-11 SCSI-I1 SCsI SCSI-I1
Cylinders 2036 1730 1614 1218
Tracks/cylinder 14 15 15 15
Sectors/track 72 72 54 35
bytes/sector 512 512 512 512
Average latency 5.56 5.56
time (msec)
Average seek 9 for read 10.5 for read
time (msec) 10,5 for write | 12 for write
Average access | 14.56 for read | 16.06 for read 18
time (msec) 16.06 for write| 17.56 for write
Average transferi Aynchronous @ 4 Mbytes/sec 1.8 1.2
time Synchrouncus : 10 Mbytes /sec Mbytes/sec Mbytes/sec

Table 3.2.7.B : The summarized characteristics of the local disks of the five workstations
used in the measurement for the parameternization.

The CPU times and the response times were measured separately so that the CPU
time service demand per 1500bytes data transferred and the 1/O time service
demand per 1500bytes data transferred could be identified separately. The values
of some parameters were also directly measured and the measured values were
used as guideline values to confirm the accuracy of the extracted values of the

parameters.
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File server SUN SUN SUN
3/60 SPARC SPARC10
470

Operation (msec) (msec) (msec)
CPU Command interpretation A f 80. 0000 20. 000 20.0000
CPU RPC request build f 3. 3300 2.500 1.2500
CPU RPC request send p 0.1375 0.125 0.1125
1/0 Network interface unit P 5. 2625 1.775 0. 2875
1/0 Network transmission P 1.2000 1. 200 1. 2000
1/0 Network interface unit P 5. 2625 1.775 0.2875
CPU RPC request receive P 0.1375 0.125 0.1125
CPU RPC request evaluation f 3. 3300 2.500 1.2500
CRU File handling f 20. 0000 10. 000 5. 0000
CPU Disk 1/0 p 0. 4000 0.150 0.1250
I/0 Disk interface unit 130. 0000 60. 000 24. 0000

Disk interface unit
1/0 p 4.1200 1.550 1.1250
+ Disk 1/0

CPU RPC response build f 3.3300 2.500 1. 2500
CPU RPC response send p 0.1375 0.125 0.1125
1/0 Network interface unit p 5. 2625 1.775 0.2875
1/0 Network transmission P 1. 2000 1.200 1.2000
1/0 Network Interface unit p 5. 2625 1.775 0.2875
CPU RPC response receive p 0.1375 0.125 0.1125
CPU RPC response evaluation f 3. 3300 2. 500 1. 2500
CPU Result processing {cat) p 0. 3500 0.300 0.2500
1/0 Result processing {cat) p 520. 0000 100. 000 22.0000

« CPU: CPU time, I/O: /O time, s server, ¢ client,
* p. proportional to the data size, f fixed(constant)

» The values of all parameters proportional to the data size are per 1500bytes data

transferred.

« The values of all parameters constant {o the data size are per one transaction

regardess of the transferred data size.

Table 3.2.7.C : The parameters for the virtual server performance models of the
distributed file systems
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- The built-in functions such as "gettimeofday”, ping, spray, etc. were used for the
direct measurements. The standard account gathering facilities were wused to
measure the service time. Caching was deliberately avoided as much as 1 could.
For example, I read and wrote a very large volume of data - 10Mbytes data -
after each read/write operation so that the cache would be refreshed each time
and the sequence of the experiment was deliberately adjusted so that any
read/write had little possibility to occur at an adjacent disk position. Data were
spread to the different positions as far as I could so that I could meaningfully
compare the measured values with the values of the average access times of the

used disks provided by the disk vendors.

The rest of this section describes the procedure of performance parameterization

stage by stage in the order that this study progressed.

In the first stage, the values of the CPU time service demand for the disk I/O
operation were obtained. For it, I performed a specially designed read-write
experiment in stand-alone mode on isolated workstations. The experiment was
performed in three classes of SUN workstations : the SUN 3/60 workst‘ation, the
SUN SPARCstation 470 workstation and the SUN SPARCstation 10 workstation

individually.

The read-write experiment reads a file in the local disk and as a pipelined
operation, writes the read data into a file in the local disk at a location different
from the location of the read file. It consists of the command interpretation
operation, the file handling operation and the disk 1/O operation. The consumed
CPU time and the response time were measured. The command interpretation
operation is interpreted to consume CPU times only. The CPU time consumed for
the command interpretation does not vary with the size of the data of the
read-write operation. The file handling operation is interpreted to consume CPU

time only. In most cases, the requested file table will be in memory already
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therefore’ .I/O to the disk will rarely happen and the 1/O time for searching the
file table in the memory is negligible. Thus this interpretation is believed not to
diminish the accuracy of the parameterization. The CPU time consumed for the file
handling operation is assumed not to vary with the size of the data size of the
rcad-write operation. In reality, disk space fragmeﬁtation and file extension might
push the consumed CPU time to vary to the size slightly and irregularly. The disk
1I/0 operation consumes both the CPU time and the I/O time. The consumed CPU
time consists of a coﬁstant portion and a portion proportional to the data size of
the read/write operation. This study includes the constant portion in the file

handling overhead.

Now we know that in the measured CPU time only the CPU time for disk 1/O
varies with the data size of the read/write operation. The measured CPU time can
be expressed in a linear function of as "y = ax + b" where "x" denotes the size of
file, "y" denotes the measured CPU time and "a" and "b" denote constants. The
value of "ax" covers the value proportional to the data size and the value of "b"
covers the constant value irrespective of the data size. Now 1 explain how I got
the value of "a". The data size was varied from 1500bytes(12Kbits) up to
300Kbytes(2.4Mbits): 1.5, 3, 6, 9, 15, 150, 200, 250 and 300Kbytes and, if necessary,
some other sizes and the consumed CPU times were measured at each size. This
measurement was repeated in the set of 10 measurements, The measured values
were plotted on 2 dimension rectangular coordinate systems and scatter diagrams
were made. By applying statistical regression analysis to the values for the curve

fitting, 1 selected the best value of "a"(the slope of the approximating straight line).
This study assumes that the consumed CPU service time of the disk I/O operation

for the read is same as that of the write. In reality, the consumed CPU service

time for the disk read is different from that of the disk write.

As the value of the CPU time service demand for the disk I/O operations, 1 got
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average 4.12msec per 1500bytes data transferred in the SUN 3/60 workstation,
- 1.55msec per 1500bytes data transferred in the SUN SPARCstation 470 workstation
and 1.125msec per 1500bytes data- transferred in the SUN SPARCstation 10

workstation as shown in table 3.2.7.C.

In the second stage, 1 obtained the CPU time service demand of the result
processing operation to the window screen where tﬁe command had been issued.
A read experiment was performed in stand-alone mode on the isolated
workstations. The experiment read a file in the local disk and displayed the result
on the window screen. The experiment was individually performed in three classes
of SUN workstations such as the SUN 3/60 workstation where the SUN window
system(sunview} was used, the SUN SPARCstation 470 workstation where the X
window system(twm) and the SUN window system were used and the SUN
SPARCstation 10 workstation where the X window system and the SUN window

system were used.

The co‘nsumed CPU time and the response time were measured. By using the
measured CPU service times of the previous read-write experiments and the
meaéured CPU service times of these read experiments, I built and solved a set of
linear equations to get the CPU time service démand for the result processing
operation in this stage, the CPU time service demand of the command
interpretation operation in the third stage and the CPU service time demand of

the file handling operation in the third stage.

Now let us see these equations in detail. The read operation consists of the
command interpretation operation, the file handling operation, the disk 1/0
operation and the result processing operation to the window as shown in table
3.27D. Table 3.2.7.E shows the operation of the local read-write as explained in

the first stage.
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Local read
Sequence Operation . CPU times (y)
1 Command Interpretation bl
2 File Processing for local read b2
3 Disk 170 for local read (al = x)
4 Result Processing (a2 * x) + b3

Table 3.2.7.D : The sequence of operations for the local read and related
CPU time consumed. (a1, a2, b1, b2 : constants,
X : the number of 1500bytes packets)

Local read-write
Sequence Operation CPU times (y)
1 Command Interpretation ) bl
2 File Processing for local read b2
3 Disk 1/0 for local read (al = x)
4 File Processing for local read b2
5 Disk 1/0 for local read (al = x)

Table 3.2.7.E : The seguence of operations for the local read-write and
~ related CPU time consumed. (al, b1, b2 : constants,
X : the number of 1500bytes packets)

As explained in the first stage, the measured cpu times can be expressed as "y=ax
+ b" where "x" denotes the size of file in the number of 1500bytes packets, "y"
denotes the measured CPU time and "a" and "b" denote constants. Using this

concept, the two tables are used to build the following two linear equations.
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(1) The CPU times measured in the local read experiments.

y=bl + b2 + (al * x) + (a2 * x) + b3 = (al + a2) * x + (bl + b2 + b3)

(2) The CPU times measured in the local read-write experiments.

y=bl + b2 + (al * x) + b2 + (al * x) = (2al * x) + (bl + 2b2)

" The result processing operation consists of the portion(b3) which does not vary
with the data size and the portion{a2 * x) which is proportional to the data size
in both the CPU time and the I/O time. The fixed portion(b3) is assumed to be
zero because I interpret that it is negligible in most cases. The following
calculations are simple. The proportional portion[(al + a2) * x] of the measured
CPU service times of the read expériments consists of the CPU time service
demands of the disk I/O operation{al * x) and the CPU time service demands of
the result processing(aZ * x). As in the first stage, the measured values were
plotted on 2 dimension rectangular coordinate systems and scatter diagrams were
made. By applying statistical regression analysis to the values for the curve fitting,
I selected the best value of the slope, ie., (al + a2}, of the approximating straight
line, that is, the equation (1). In the first stage, the CPU time service demand of
the disk I/O operation(al) was known. Therefore it is Straightforward to get the

CPU time service demands of the result processing(a2).

Thus in the case of "cat" command, the CPU time service demand of the result
processing operation to the window screen where the command had been issued,
was obtained to be average 0.35msec per 1500bytes data transferred in the SUN
3/60 .workstation, 0.3msec per 1500bytes data transferred in the SUN SPARCstation
470 workstation and 0.25msec per 1500bytes data transferred in the SUN
SPARCstation 10 workstation as shown in table 3.2.7.C.
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In the third stage, the CPU time service demand of the command interpretation
operation and the CPU service demand of the file handling operation were
obtained. Since now I know the value of the proportional portion of the consumed
CPU time in the equation (1) and the equation (2) of the second stage, the linear
equations have two measured CPU time values with two unknown parameters so
that it is possible for me to calculate the values of the two parameters. Remember
that in the second stége "b3" was assumed to be zero because I interpret that it is

negligible in most cases.

In this way, as the CPU time service demand of the command interpretation
operation, I got average 80msec for the SUN 3/60 workstation, 20msec for the
SUN SPARCstation 470 workstation and 10msec for the SUN SPARCstation 10
workstation, and as the CPU time service demand of the file handling operation,
average 20msec in the SUN 3/60 workstation, 10msec in the SUN SPARCstation
470 workstation and 5msec in the SUN SPARCstation 10 workstation as shown in

table 3.2.7.C.

In the fourth stage, the CPU time service demand of the send/receive operation in
the client and in the file server was obtained. For it, a remote read experiment
was performed in stand-alone mode between two interconnected - workstations
using NFS via Ethernet. ‘In the experiment, a file was read in a remote
workstation and the read data were displayed on the window screen in the client
workstation. The experiment was individually performed between the SUN
SPARCstation 470 workstations where both the X window system and the SUN
window system were used, between the SUN SPARCstation 10 workstations where
both the X window system and the SUN window system were used. The remote
read experiment in the heterogeneous distributed file systemm was also performed
between the SUN 3/60 where the SUN window was used workstation and the

SUN SPARCstation 10 workstation where the X window was used.
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The remote read consists of the command interpretation operation in the client, the
RPC build-up operation in the client, the RPC request send operation in the client,
the RPC request receive operation in the file server, the RPC request evaluation
operation in the file server, the file handling operation in the file server, the disk
I/O operation in the file server, the RPC response build-up opcration in the file
server, the RPC response send operation in the file server, the RPC response
receive operation in the client, the RPC response evaluation operation in the client
and the result processing operation to the window in the client as explained in

the virtual performance models.

The consumed CPU time and the response time were measured. By using the
measured CPU service times of the previous local read experiments and the
measured CPU service times of these remote read experiments, I built a set of
linear equations to get the CPU times of the communication parameters such as
the RPC request send parameter in the client, the RPC request receive parameter
in the file server, the RPC response send parameter in the file server and the RPC

response receive parameter in the client.

The difference between the CPU service time of the local read and the CPU
service time of the remote read consists of the CPU service time of the
communication operation and the CPU service time of the RPC related operation.
The constant portion, irrespective of the data size, of the CPU service time of the
communication operatioﬁ was assumed to be zero. If it existed, it was included in
the RPC response/request build/evaluation service demand. The variable portion,
proportional to the data size, of the CPU service time of the communicaﬁon
operation was assumed to be linearly proportional. The measured service time
fitted to the linear. line very well when the measured values were plotted on 2
dimensional rectangular coordinate systems and a statistical regression analysis for
curve fitting was applied to them as in previous stages. It is assumed that the

service time demand of the send operation is equal to the service time demand of
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the receive operation and the service time demand of the send/receive operation
in the client is equal to the service time demand of the send/receive operation in
the file server. The best fitting slopes of the linear relationship were selected. The
differences between these slopes and thé slopes of the proportional portion of the
measured CPU service time obtained from the local read experiment consist of the
CPU time service demands of the request/response send operation or the CPU
time service demands of the request/response receive operation in either the client

or the file server.

It is average 0.1375msec per 1500bytes data transferred in the SUN 3/60
workstation, 0.125msec per 1500bytes data transferred in the SUN SPARCstation
470 workstation and 0.1125msec per 1500bytes data transferred in the SUN
SPARCstation 10 workstation. '

The distributed file system whicﬁ consists of the SUN 3/60 workstation, the SUN
3/60 workstation and the SUN SPARCstation 10 workstation were used for the
remote read experiment. I obtained the CPU service time of the request/response
send/receive operation in the dient/server of the SUN SPARCstation 10
workstation first and then wused it to find the CPU service time of the
request/response send/receive operation in the client/server of the SUN 3/60
workstation. The measured overhead when the SUN SPARCstation 10 workstation
was used as the file server was different from that when it was used as the client.
The former case consumed more CPU time than the latter case. The value of the
CPU service time of the request/response send/receive operation in the client and
the fiie server of the two cases were obtained separately and they were averaged
for the case of the distributed file system which consists of the Sun 3/60

workstations.

In the fifth stage, the CPU time service demand of the request/response

- build/evaluation operation in the client/server was extracted from the constant
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portion of the measured CPU service time in the local read experiments of the
second stage and the remote read experiments of the fourth stage. In the fourth
stage, it was explained that the differences between the service times of the local
read experiments and those of the remote read experiments consisted of the
communication overhead and the RPC related overhead such as the RPC request
build in the client, the RPC request evaluation in the file server, the RPC response
build in the file server and the RPC response evaluation in the client. The
parameter values of the communication overhead were already found. Therefore
only the parameter values of the RPC request/response build/evaluation operation
are left unknown. The RPC request/response build/evaluation overhead does not
vary with the data size. It is assumed that the overhead of the RPC request build
in the client, the overhead of the RPC request evaluation in the file server, the
overhead of the RPC response build in the file server and the overhead of the

RPC response evaluation in the client are all equal.

The CPU time service demand of the RPC request/response build/evaluation
operation in the client and the file server was obtained to be average 3.33msec in
the distributed file system which consists of the SUN 3/60 workstations, 2.5msec
in the distributed file system which consists of the SUN SPARCstation 470
workstations and 1.25msec in the distributed file system which consists of the SUN

SPARCstation 10 workstations.

In the sixth stage, the accuracy of the service demand obtained in the fourth stage
and in the fifth stage was improved and verified. For it, a remote write "
experiment was perfofmed. In the experiment, a file in the remote workstation was
read and as a pipelined operation the read data were written into a file either in
the local disk or in the remote disk where the location was different from the
location of the read file. The experiment was individually performed between the
SUN SPARCstation 470 workstations and between the SUN SPARCstation 10

workstations. The remote writing in the heterogeneous distributed file system was
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also performed between the SUN 3/60 workstation and the SUN SPARCstation 10

workstation,

It is also possible to extract the CPU service time demand of the send/ receive
operation in the client and the file server and the CPU service time demand of
the build/evaluation operation in the client and the file server from the remote
write experiments and the local write experiments of the first stage. In this stage,
the same procedure‘as the fourth stage and the fifth stage was used to find out
the communication parameter values and the RPC build/evaluation parameter
values. This study compared them with those which were obtained in the fourth
stage and the fifth stage. It was confirmed that the values of the communication
parameters and the values of the RPC build/evaluation parameters which were
obtained in this stage had lite difference from those obtained in the fourth stage

and in the fifth stage.

In the seventh stage, all obtained CPU service demands were used to calculate the
CPU service time. Then the calculated CPU service times were compared with the
measured ones in all cases one by one and it was confirmed whether the obtained
values of the CPU parameters were accurate enough to be accepted. Since in this
stage the values of all parameters demanding the CPU time service were obtained,
the accuracy of the obtained parameters can be validated. It was found that the
amount of the difference between the calculated one and measured one was within
5% in most cases. Now this study is on sound ground to use the obtained

paramcters for the following stages.

All CPU time service demands have been obtained and validated so far. From the
eighth stage, I/O service time demands will be obtained. In the eighth stage, the
response times and the CPU service times of the local write experiments were
used together so that the I/O time service demand of the disk 1/O operation was

obtained.
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The disk 1/O time varies with the 1/O data size. As in the previous stages, this
study investigates whether the measured 1/O service time can be expressed in a
linear function such as y=ax+b, where ax covers the portion of I/O service time
proportional to the data size. The measured I/O service times were plotted in
rectangular coordinate systems and scatter diagrams were made. And by applying
a statistical regression analysis to them for the curve fitting, I selected the best
fitting slope values of "a". In the local write experiments of the first stage, the
only 1/O time service demand proportional to the data size is the 1/O time
service demand of the disk I/O operation and the only CPU time service demand
proportional to the data size is the CPU time service demand of the disk 1/O
operation. 1 already obtained the CPU time service demand of the disk 1/O
operation in the‘ first stage. Therefore the proportional portion of the I/O time
service demand of the disk I/O operation can be obtained by just getting the
difference between the slope and the CPU time service demand of the disk 1/0

operation.

It was obtained to be average 4.12msec per 1500bytes data transferred in the SUN
3/60 workstation, 155msec per 1500bytes data transferred in the SUN
SPARCstation 470 workstation and 1.125msec per 1500bytes data transferred in the
SUN SPARCstation 10 workstation.

Now the only unknown value, the constant portion of the disk 1/0 time service
demand can be obtained from the sets of equations built with the measured time
of the local read-write experiment, since all other values of the required

parameters in the local read-write experiment were already known.

The obtained constant portion was average 130msec in the SUN 3/60 workstation,
60msec in the SUN SPARCstation 470 workstation and 24msec in the SUN
SPARCstation 10 workstation.
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The constant portioﬁ of the I/O service time includes the disk path setup time,
the initial rotational latency time, the initial seek time, etc. The proportional
portion of the I/O service time mainly consists of the transfer t'ime‘ in case of
small and consecutively allocated data. In case of the SUN SPARCstation 10
workstation, the transfer rate of the local disks was 4(10)Mbps ‘in table 3.2.7.B.
Therefore the data transfer time is calculated to be 0.0469(0.0188)msec per-
1500bytes data transferred. However, the obtained proportional portion from the
measurement experiment is much larger than the calculated data transfer time of
the SUN SPARCstation 10 workstation. This is also true in the other two

workstations.

Why does this happen? The reason is the irregular seek delay and the irregular
latency delay. The seek delay and the latency delay are paid just once if the data
are small enough to fit into a track and allocated consecutively within the track.
Otherwise, the seek delay and the latency delay will be paid more than once and
the effect on response time will be irregular. If the size of data is larger than the
size of a track/cylinder and the data is allocatéd consecutively, then additional
track change or/and cylinder change(read/write arm movement) between tracks
will occur after the track is fully read. If the data is allocated in fragmented disk
spaces, then the response time will be affected by additional seek delay and the
latency delay due to more complex and irregular arm movement and the track
or/and cylinder change activity. In the experiments, no deliberate effort was made
to allocate data consecutively in the disk but data were allocated in a natural and
standard way according to the given mechanism by vendors as much as possible.
Therefore, the measured values of [/O service time parameters cén be said to be
more realistic than those which are calculated simply using the average seek time,
the average latency time and the average transfer rate provided by the disk

vendors.

In the ninth stage, the I/O time service demand of the result processing operation
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was obtained using the measured service time of the local read experiment. The
portion proportional to the data size in the 1/O time of the local read experiment
consisté of the I/O time service demand of the disk I/O operation and the 1/O
time service demand of the result processing operation. The former is already
known and if 1 find the slope of the I/O time of the local read experiment per
unit data size, the value of the I/O time demand of the result processing
operation can be obtained straightforwardly. It is assumed that the I/O time of the
result processing operation in the read experiment is linearly proportional to the
data size. A statistical regression analysis was performed to select the best fitting
slope. The constant I/O service time portion irrespective of the data size of the

result processing is assumed to be zero.

When [ used "cat' command in ';he local read experiment, the obtained I/O time
service demand of the result processing operation was average 520msec per
1500bytes data transferred in the SUN 3/60 workstation, 100msec per 1500bytes
data transferred in the SUN SPARCstation 470 workstation and 22msec per
1500bytes data transferred in the SUN SPARCstation 10 workstation as in table
327.C. |

In the tenth stage, the I/O time service demand of the network communication
was obtained. Only it is unknown in this stage. By applying the statisticél
regression analysis to the measured response time of the local read-write
experiment of the first stage, the best slope of the response time was selected. The
difference between the response time of the local read-write experiment and that
of the remote read-write experiment consists of the communication overhead and
the RPC overhead. The RPC overhead parameters such as the RPC request- build,
the RPC request evaluation, the RPC response build and the RPC response
evaluation were already obtained in the previous stages. The CPU time service
" demands of the communication parameters such as the RPC request send, the RPC

request receive, the RPC response send and the RPC response receive were already
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obtained as well. Therefore, The I/O time service demand of the network
communication operation can be obtained using the two obtained values of the
slope. The constant I/O time portion of the communication overhead irrespective
of the data size is assumed to be zero. The I/O time portion of the
communication overhead proportional to the data size such as the I/O time service
demand of the network interface operation and that of network operation is
assumed to be linearly éroportional to the data size. The nominal speed of
Ethernet is known to be 10Mbps. The speed was used to calculate the network
transmission time, In this phase, the only unknown parameter value is the I/O
time service demand in the network interface unit of both the client and the file
server. By assuming that the I/O time service demand of the network interface
unit in the sending site is the same as that in the receiving site, I can solve the
two simple equations to get the I/O time service demand of each network

interface unit.

In the case of Ethernet, the preprocessing time of the communication operation of
the network interface unit in the client or the postprocessing time of the
communication operation of the network interface unit in the file server was
éverage 5.2625msec per 1500bytes data transferred in the distributed file system
which consists of the SUN 3/60 workstations, 1.775msec per 1500bytes data
transferred in the distributed file system which consists of the SUN SPARCstation
470 workstations and 0.2875msec per 1500bytes data transferred in the distributed
file system which cénsists of the SUN SPARCstation 10 workstations. The network
transmission ﬁme of Ethernet was calculated to be 1.2msec per 1500bytes data

transferred.

In the eleventh stage, the same procedure as that of the tenth stage was applied
to the measured time of the previous local read experiment and the previous
remote read experiment so that the accuracies of the service demands of the

communication parameters were confirmed.
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In the twelfth stage, 1 confirmed the accuracies of the service demands of the
communication parameters and those of RPC parameters by performing two
experiments. using the "ping" facility and the "spray" facility. A sequence of the
"ping" operation and the "spray" operation were performed in stand-alone modec
between two interconnected workstations using NFS via ETHERNET. The "Ping"
sequence sends the specified number of ICMP ECHO-REQUEST packets to the
network hosts and reports the round trip time. The "spray" sequence sends the
specified number of one-way stream of packets to the network hosts using RPC
and reports the transfer rate and the service time in the CPU time and the
response time. The experiments were individually performed between the SUN
SPARCstation 470 workstations and between the SUN SPARCstation 10
workstations. The experiments in the heterogeneous distributed file system were
also performed between the SUN 3/60 workstation and the SUN SPARCstation 10

workstation.

The sequence of the "ping" test consists of the request send operation and the
response receive operation in the client and the request receive operation and the
response send operation in the file server. The sequence of the "spray" test consists
of the RPC build-up operation in the client, the RPC request send operation in the
client, the RPC request receive operation in the file server, and the RPC request
evaluation operation in the file server. By using the measured service times of the
local read experiment, the remote read experiment, the local write experiment, the
remote read-write experiment, the "ping" experiment and the "spray" experiment, |
cross-checked the accuracy of the obtained service demnands of the communication

parameters and that of the RPC parameters.

In the case of Ethernet, the response time of the total communication operations
from the client to the file server was measured to be average 25msec per
1500bytes data transferred in the distributed file system which consists of the SUN

3/60 workstations, 10msec per 1500bytes data transferred in the. distributed file
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system which consists of the SUN SPARCstation 470 workstations and 4msec per
1500bytes data transferred in the distributed file system which consists of the SUN
SPARCstation 10 workstations,

Table 3.2.7.C shows the parameter values that I obtained from stage 1 to stage 12.
A total of 20 parameters were defined and quantified. In the seventh stage, I
validated the accuracy of the obtained values of the CPU time related parameters.
Now the accuracy of all parameter values can be validated since all were obtained.
I used all of the obtained parameter values to calculate the response time of each
case and compared it with the measured response time of each case one by one. I
found that the amount of difference between the calculated one and measured one
was within 5% in most cases. Now this study is on sound ground to use the

obtained values of all parameters for the sirnulation,

So far this study has n_of used any sophisticated measurement tool and not
modified any part of the system softwares such as the operating system and the
communiéation software for the performance measurement for parameterization,
However, the values of all parameters have been successfully obtained and they

are very precise.

3.3 The File Systems of the Shared Memory Systems
under Study

This section describes the file systems of the shared memory systems which are
studied in this research. Every effort was made to represent generai UNIX file
systems. The shared memory systems under study use the shared variable
mechanism not the message passing mechanism. They have the shared bus
architecture and the symmetric property. Parallel processing in the file system

processing such as the parallel file systems is not considered but ‘the
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multiprocessing is considered in this study. That is, a request is serviced as a
whole process unit and is not divided into small pieces for parallel processing

either for the data parallelism or the program parallelism.

I describe the internals of the file systems of the shared mcmory systems under
study by describing how the requested data are processed as I did when 1
described the distributed file systems in section 3.1. In this study, only the
requests from the local users are considered, that is, this study only deals with the

locally attached terminals so that the communication activity does not exist.

Local users send read requests or/and write reé;uests to the system. The system
interprets the requests first. After interpretation, they receive two distinct services :
the file handling operation and the disk I/O operation. The file handling operation

consists of directory handling, file table lookup, updating file tables, opening files,
cdlosing files, etc.. The disk I/O operation consists of disk I/O path setup operation
through the disk interface unit, physical disk I/O operation, etc.. The physical 1/O
operation consist of three major operations : seek operations, set sector operations
and transfer operations. The three major operations were already explained in
section 3.1. If the request is a write request, the data are buffered to the memory
first via the system bus and then written into a disk. And if necessary, the final
system message ‘is processed to the user by the result processing mechanism. If
the request is a read request, the data are read first from the disk and then
buffered to the memory via the system bus. The read data are send to the user
screen or only the systern message is processed to the user or no action is taken
by the result processing mechanism depending on the user request. In the firs_t
case, the I/O operation between the fnemory buffer and the designated screen by

the user is performed via the system bus. "
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3.4 The File System Performance Model of the Shared

| Memory Systems

This study applies the queueing network theory to build the perfofmahce modcls
of the file systems of the shared memory systems as I did in modeling the
distributed file systems in section 3.2. The computer system such as the SUN
workstation which has only one CPU is considered as a special case of the shared
memory systems, that is, the shared memory system which has only one CPU.

The virtual server concept is also applied in building the performance models.
34.1 The Virtual Server Models

The shared bus can be explicitly represented as a service center and all services
from and to the user terminals or the screens go through the service center as in
figure 34.1.A. Like the local area network of the distributed file systems, the
shared bus is a bottleneck point of the shared memory systm"n which has shared
bus architecture. This study focuses on comparing the file access performance of
the distributed file systems with that of the file systems of the shared memory
systems and does not focus especially on the analysis of the traffic of the shared
bus. Hence, the bottleneck effect of the shared bus is not explicitly investigated in
this study. From this viewpoint, the performance model of figure 3.4.1.B is used in
this study. However, considering the bottleneck effect of the shared bus, up to
30CPUs are used during the simulations in the study, according to the prevailed
belief that, up to 30CPUs, the performance is not usually degraded due to the
bottleneck effect of the shared bus. As assumed in section 3.3, only local users are

considered so that the communication cost is not considered at all.
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Figure 3.4.1.A © The virtual server model of the shared memory system which
represents the system bus as a service center,

In figure 3.4.1.B, the performance model explicitly represents the initial command
interpretation service of the CPU, the fi]e. processing service of the CPU, the CPU
service for the disk 1/O operation, the disk 1/O service of the disk interface unit
and the disk and finally the result processing service of the CPU and the 1/0
service for the screen display if necessary. As in the performance models of
section 3.2.6, the details of the operation in the disk 1/O system such as the disk
path connection, the RPS missing, the rotational positioning, the seek, the data

transmission operation, etc. are not represented explicitly as the service centers in



Chapter 3 : File Systemn Performance Modeling and Simulation ‘ Page 90

the model but implicitly in the values of parameters and the simulation programs.
The disk interface unit and the disk are represented as tandem queues so that the
disk interface unit is seized first and, until the service in the disk finishes, the
seized interface unit is not released. The disk interface unit and the CPU cooperate
to do preprocessing work such as the disk 1/O path set-up, etc., before starting
the disk I/O operation, and postprocessing such as moving data from the buffers
of the disk interface unit into the buffers of the memory, etc., after finishing the
‘disk I/O operation. For the cooperation, the service center of the disk interface
unit and the virtual service centér of the CPU for the disk 1/O operation are
seized and released at the same time. If any of the two required resources is
unavailable then the other should wait until the unavailable one becomes free and

both of them can be seized at the same time.

Local Users

CPU
{Result Processing)

CPU CPU cPU DMA - Disk {(Result Processing)
(Cl1) (File) (e

Figure 34.1B: The virtual server model of the shared memory system which
does not represent the system bus as a service center.
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Caching is represented explicitly in the model. The represented caching are caching
in the memory and caching in the disk interface unit. Figure 3.4.1.C shows the

caching representation in the model.

F 3
f

Local Users

Cache
Y

A/

Memory Cachin
F 3 Y q Cache i

Disk-DMA Caching

—JIO—IMO-

S :
- CPU(CY)  CPUFile)  CPU(I/0) M- - CPU /0
Disk DMA Disk (Resuft Processing) (Result Processing)

Figure 34.1.C : The virtual server model of the shared memory system which
represents caching : when the single CPU is used. '

Figure 341D shows the performance model when the multiple disks and the
multiple disk interface units are used. Each disk has its own disk interface unit.
They are homogeneous in terms of performance. All others remain the same as
figure 34.1.B. An infinite number of disks and disk interface units can be served
in the model assuming that e;iough disk paths are guaranteed in terms of the

hardware and the software.
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Figure 34.1.0 : The virtual server model of the shared memory system which has
multiple disks and the multiple disk interface units.

3.4.2 Performance Parameters and Parameterization

The specially designed measurement for the parameterization of the distributed file
systems which was described in section 3.2.7 was also used for the performance
parameterization of the file system of the shared memory system. First, the CPU
time service demands were obtained from the measured CPU service times in the
experiments. Second, the obtained CPU time service demands were validated.
Third, the 1/O time service demands were obtained from the measured response
times in the experiments. Finally, all obtained service demands were validated.

Table 3.4.2.A shows the obtained values of the parameters.
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SIN SN SUN
3/60 SPARC SPARCIO
Operation 470
(msec) {msec) (msec)
CPU Command interpretation f 80.00 20.00 20.000
CPU File handling f 20.00 10.00 5.000
CPU Disk 1/0 p 0.4 | 0.5 0.125
1/0 Disk interface unit f 130. 00 60. 00 24. 000
Disk interface unit
1/0 p 4.12 1.55 1.125
+ Disk 1/0
CPU Result processing p 0.35 0. 30 0.250
1/0 Result processing p 520.00 100. 00 22.000

= CPU: CPU time, I/O: /O time

« p proportional to the data size, . fixed (constant)

« The values of all parameters proportional to the data size are per 1500bytes
data transferred. :

» The values of all parameters constant to the data size are per one transaction,
regardless of the transferred data size.

Table 34.2.A : The parameters for the virtual server performance models of the
shared memory systems.

In the first stage, from the first stage of the parameterization procedure of the
distributed file system, | found the CPU time service demand of the disk I/O
operation. Then, from the second stage of the parameterization of the distributed
file system, I found the CPU time service demand of the result processing
operation to the window screen where the command had been issued. As the
third step, from the third stage of the parameterization of the distributed file
system, 1 found the CPU time service demand of the command interpretation

- operation and the CPU time service demand of the file handling operation.

In the same way as the seventh stage of the parameterization of the distributed
file system, the obtained CPU time service demands were validated and 1 found

that the amount of difference between the calculated one and the measured onc
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was within 5% in most cases.

In the third stage, from the eighth stage of the parameterization of the distributed
file sttem, I found that the disk I/O time service demands : both the constant
portions and the proportional portions. Then I found the I/O time service demand
of the result processing operation from the ninth stage of the parameterization of

the distributed file system.

In the final stage, I used all of the obtained values of the parameters to calculate
the response time of each case and compared it with the measured response time
of each case one by one. I-found that the amount of difference between the

calculated one and measured one was within 5% in most cases.

3.5 Workload Characterization and Workload

To drive the developed performance models, artificial workloads are needed. The
workload is very important for performance evaluation study. To get the accurate,
realistic and representative workload for the developed performance model, 1 have
to gather the real workload from the target system and characterize it. Generally,
it is not easy to extract the accurate, realistic and representative artificial workload
from the real workload. Section 3.5.1 presents a procedure to extract the accurate,
realistic and representative artificial workload from the real workload and how I
obtained the artificial workloads used as the inputs to the performance models in

‘this research. Section 3.5.2 describes the artificial workloads.
3.5.1 Workload Characterization

In this section, my workload characterization procedﬁre is introduced. Then this

sectidn describes from where 1 obtained the real workloads and ‘ how 1
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characterized the real workloads to make the artificial workloads. Other’ related

work is discussed where appropriate.

Below, the six steps of my workload characterization procedure are introduced.
First, define the objectives and the policies such as (i)whether we do the system
independent workload characterization or the system dependent workload
characterization, (ii)whether we focus on the interactive workload or the batch
workload or both of them, (iif)jwhether we focus on the remote file access
workload or include the local processing activity as well, (iviwhether we focus on
the file management workload or the process processing workload, (v)to what

degree we consider the statistically significant accuracy, etc..

Second, select the workload characterization parameters. The parameters are usually
either system dependent or system independent. The systemn dependent parameters
are based on the amount of the consumed system resource to process the required
work. The parameters abstract the physical resource demand from the amount of
resource consumed in the system. The system independent parameters are based
on the amount of work done in the system. The parameters abstract the logical
resource demand, ie., the work demand from the amount of work done in the
system. The workload characterization based on the system dependent(independent)
workload parameters produces the system  dependent(independent) artificial
workload. It can be found that the work demand in the high performance system
is. greater than that in low performance system. That is, the work demand is
somewhat proportional to the performance(speed) and the capacity of the system.
We can see this phenomenon in the studies by Baker et al.[BAKER etal 91] and
Qusterhout et al. [OUSTERHOUT etal 85] as 1 explained in section 2.7. Therefore
exactly speaking in terms of the computer system scale and the computer system
power, there might be no absolutely system independent workload or absolutely
system independent workload characterization. However in terms of the workload

parameters, there exist the system independent workload or the system
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independent workload characterization and it is necessary for us to decide whether
we do the system independent workload characterization, that is, use the system
independent workload or do the system dependent workload characterization, that

is, use the system dependent workload.

Third, gather the real workload data. Three methods are available to collect the
workload data. The most common and easiest way to get the real workload data
is to use the account files and/or the system provided utﬂities. The performance
related packages can be also used. The last method is to use the self developed
kernel programs. Also it has to be decided how long we collect the real workload

data in order to keep the represeritativeness.

Fourth, analyze the gathered real workload data in order to obtain the parameter
values such as the file size distribution, the ratio of the used access method such
as the sequential access to the random access, the ratio of the read operation to
the write operation, the CPU usage(demand), the memory usage, the disk I/O
traffic, the communication traffic, etc. For example, in the system dependent
workload characterization we find the CPU time, the disk I/O time, the
communication time via the network, etc, and in the system independent
workload characterization the CPU demand in the unit of program size(number of
steps), the number of disk I/O bytes, the number of the transferred packets(bytes)

via the network, etc..

Fifth, produce the artificial workload. Statistical methods such as clustering, etc. are
often used to produce the artificial workload as in the Calzarossa and Ferrari’s
work[CALZAROSSA & FERRARI 86], Lee et al’s work[LEE etal 94] and Smith’s
work[SMITH 81]. Finally and sixth, calibrate and validate it.

The workload characterization policies of this study based on the above procedure

are the following. This study focuses on both the interactive workload and the
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batch workload, the file management workload, the conventional text data
workload and the future workload which contains large scale data as well as the
conventional text data. 1 tried to characterize the workload using the system
independent workload parameters in order to feed the system independent inputs

to the virtual performance models as much as I can.

The workload characterization work in this study is primarily based on the
measured data provided by Baker et al[BAKER etal 91] and OQusterhout et
al [OUSTERHOUT etal 85] and the data gained from the 1993 International EXPO
computer systems which had the integrated heterogeneous file servers including
the image file servers with more than 790 clients via compound local area network
of FDDI and Ethernet{LEE etal 93], [LEE etal 95]. The measured workload data in
the BSD 4.2 UNIX system of the VAX 11/780 systems by Ousterhout et
al.JOUSTERHOUT etal 85] and the measured workload data in the SPRITE
distributed system of 40 workstations by Baker et al.[BAKER etal 91] for around
one year were carefully analyzed and several artificial workloads were abstracted.
The abstracted workloads were carefully compared with the analyzed workload
data in the 1993 International Exposition Computer System[LEE etal 93], [LEE etal
95]. Then through éeveral calibrations and vélidations, I finally gained the
workloads used in this study. All those steps have been taken in order that the
artificial workloads represent the real workloads accurately. In this way, confidence
was pursued in the accuracy, the realism, the representativeness and the generality

of the artificial workloads.

Qusterhout et al.’s data were taken as a measured data for the file systems of the
local shared memory systems and Baker et al’s data were taken as a measured
data for the distributed file systems. The reason to choose them as the base data
for the workload characterization is that I believe these data are -accurate and
representative workload data of general UNIX based file systems in at Jeast two

environments.
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Ousterhout et al: measured the file 1/O traffic of their three VAX 11/780 systems
using BSD 4.2 UNIX system in the computer science department of University of
California, Berkeley. Lazowska et al[LAZOWSKA etal 86] measured the file I/0O
traffic in distributed file systems(diskless workstation environments). The two
contemporary works .in the two different system paradigms shows the similar file
I/0 traffic rate. Baker et al. measured the file I/O traffic in the Sprite distributed
system where the load was balanced(allows process migration), in the same

organization as Qusterhout et al.’s organization.

Lazowska et al. used a batch workload#) They did not explain how to get the
workload and the internal detail of the workload and therefore 1 can not check
whether it represents the real workload in their environment correctly or not. By a
measurementS), they got 2160Kbytes data traffic and 156seconds local processing
time(stand-alone processing time). By a simple calculation, they assumed that the
local processing time for the batch workload is 289msec per <4Kbytes request. They
also reported the local processing time of 106msec per 4K request for the highly
interactive workload by a measurementf). They conducted an experiment?) to find
the data traffic volume per active user and got 4Kbytes/second data traffic per an
active user. They used this 4Kbytes as the data traffic size of a request and they
recalculated every measured data transfer activity in terms of the 4Kbytes
transferred. That is, their workload is based on the data unit of the 4Kbytes size.
Therefore, a request in their study consists of 4Kbytes data traffic and the local

processing time(106msec in case of the highly interactive workload or 289msec in

(4) LAZOWSKA et al. [LAZOWSKA etal 86] : The batch workload consists of
"compile/assemble/link sequences for several different compilers and several different
source programs”.

{5) They measured workload parameters such as local processing time in the clients, and
data traffic volume in the idle diskless SUN-2(CPU : MC68010) workstations with
SUN/ND{Network Disk), the previous version of SUN/NFS.

(6) They “monitored a number of highly interactive users engaged in software
development on the environment” but did not explain the representativeness of their
monj toring results.

(7} They supervised a group of software developers on workstations to work hard for
30minutes and measured data traffic volume per an active user.
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case of the batch workload) per the 4Kbytes data traffic. They assumed the idle
time in the client to be the user think time. They defined active users as those
"who caused any file 1/O in a second interval". They assumed the remote file
access to be 100% sequential access, one seek operation per every two disk
operations during the disk 1/O operation, the ratio of the read request to the
u;rrite request to be 3 to 1. They used 4Kbytes and 8Kbytes disk file block size
and 1Kbyte and 4Kbytes packet size in the transmission over the local area

network.

Ramakrishnan et al.[RAMlAKRISI-INAN etal 86] characterized their workload as the
151.8Kbytes data traffic per a file copy. There was 10seconds user think time
between each user request for a file copy. Each copy consists of 100 requests. The
size of the request was 1518bytes which is the maximum packet size of IEEE 802.3
Ethernet. The inter-request time, that is, the processing time between each request
in the client was characterized to be 10msec. The client must process the response
message received from the file server before sending the next successive request.
They did not consider the stand-alone processing time, or the local processing time
in the clients in their workload but considered only the remote file access
activities. Therefore they guessed that more users than indicated by their model |

might be supported in actual systems.

PERROS et al.[PERROS etal 85] used the bulk file transfer workload which consists
of the requests reading/writing 20Mbytes files. Each request was divided into
128Kbytes sub-requests with the 100msec inter-request delay and each sub-request
was further divided into the unit request of 2Kbytes size with zero inter-request

delay.

3.5.2 The Workload

This section explains the artificial workloads which this study used to drive the
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performance modecls. Table 3.5.2.A shows the used artificial workloads. They were
used as the common wofk]oads for the simulation of both the distributed file

system and the file system of the shared memory system.

(Kbite 7 transaction) heabor-of active clionts = 100
_ (transactions /sec)
Average Standard Deviation Average! Standard Deviation
Case 1 64 288 22.75 12.75
Case 2 376 2,144 4.0 3.7
Case 3 405.6 768 22,75 12.75
Case 4 2,528 6,464 4.0 3.75
Case 5 2,528 6,464 . 22.75 12.75
Case 6 14, 852 37,976 4.0 3.75

Table 3.5.2.A : The workloads used in this study

As the normal workload pair, the case 1 workload and the case 2 workload in
table 3.5.2.A were used. As the 1st alternative workload pair, the case 3 workload
and the case 4 workload in tabie 3.5.2A were used. As the sccond alternative
workload pair, the case 5 workload-and the case 6 workload in table 3.5.2.A were
used. The case 1 workload, the case 3 workload and the case 5 workload
represent the steady state workload. They are primarily based on the measurement
data over the 10minutes interval by Baker et al.[Baker etal 91].8) That is, the client
which caused aﬁy file /O over the 10minutes interval was considered to be active

and the data traffic caused by all active users during the 10minutes interval was

(8) The 40 units of 10MIPS clients workstations with the 24Mbytes to 32Mbytes main
memory individually such as the SPARCstation, the SUN 3, the DECstation 3100 and the
DECstation 5000 were configured in the Sprite Distributed System of the EECS department
of The University of California, Berkely : four file servers were used. Total 70 users
were registered : 30 daily and primary users, and 40 frequent and non primary users.
The departmental systems were used by the operating system researchers working on the
design and the simulation of the new i/o subsystems, the students and the faculty
members working on the VLSI circuit design and the parallel processing, the
administrators and the graphic¢ researchers. :
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averaged : | call these workloads as the 10minutes workloads. In the case, they
measured average 9.1(the standard deviation is 5.1) active users with the average
throughput of 8Kbytes(the standard deviation is 36Kbytes) when 40 client
workstations were connected. | interpreted it as the average transaction number of
9.1(the standard deviation is 51) per second with the average transaction size of
8Kbytes. During a short measuring period, the caused data traffic rate averaged for
the period might be less than the requested data traffic averaged for the period
even though the total amount of the caused data traffic should be same as the
total amount of the requested data traffic. If the system is measured during a long
period and the average system utilization is low, whi(;_h means low competition on
the system résources and little queueing delay, the caused average data traffic rate
per second averaged for the long period is close to the requested data traffic
averaged for the long period. The measuring period was 24 hours and the
measured value was averaged for the period.[Baker etal 91]. Dr. Shiriff, an author
of the work[Baker etal 91] confirmed that the system utilization was very low
during most of their measuring period. Hence 1 believe the artificial workloads

based on the interpretation have little difference from the rcal workloads.

The case 2 workload, the case 4 workload and the case 6 workload represent the
bursty state workload. They are primarily based oﬁ the measurement data over the
10seconds interval by Baker ct al.. That is, those who caused any file I/O over the
10seconds interval were considered to be active and the data traffic caused by all
active users during the 10seconds interval was averaged : | call these workloads as
the 10seconds workloads. In the workload pairs such as the case 1 workload and
the case 2 workload, the case 3 workload and the case 4 workload and the case 5
workload and the case 6 workload, the data transfer rate per second of the
10minutes interval workload is slightly smaller than that of the 10seconds
workload in the each pair, respectively. In terms of the characteristics of the file
1/0 traffic, the 10minutes workloads can be interpreted to represent steadiness and

the 10seconds workloads represent burstiness. Based on these interpretations, this
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study used the above 6 workloads to comparatively evaluate the effect of bursty
file 1/O traffic and steady file I/O traffic on the file system performance of the

two different system paradigms.

In the first alternative workload pair, that is, the case 3 workload and the case 4
workload, .the mean and the standard deviation of the transaction sizes are
adopted from the wc;rkloads measured by Baker et al. as they are but the mcan
and the standard déviation of the trans;action rate are adjusted so that the

performance results can be compared with those of the normal case.

In the case 5 workload of the second alternative workload pair, the mean and the
standard deviation of the transaction sizes are extrapolated from the workloads
measured by Baker et al. so that in .terms of the ratio the average size of the
transactions in the workloads has regular growth all the time.% The mean and the
standard deviation of transaction sizes of the case 6 workload, the counterpart of
the case 5 workload, are obtained by simple calculations10), The ratio between the
means of the 10minutes workloads and the means of the 10seconds workloads are
kept similar all the time.1l) The transaction arrival rates of the second workload
pair are adjusted as in table 352A so that the performance results can be
compared with those of the normal workload pair and those of the first alternative

workload pair.

After the representativeness of these 6 workloads was carcfully investigated in the
very large scale distributed system|[LEE etal 93], [LEE etal 95], the sizes of the

workloads and the transaction rates of the workloads were accepted as those of

{9) The size of the case 3 workload is 6.338 times as large as the size of the case 1
workload and the size of the case 5 workload is 6.233 times.as large as the size of the
case 3 workload. -

{10) The mean is calculated as 2528kKbits % (376Kbits / 64Kbits) = 14,852Kbits and the
standard deviation is calculated as 6464Kbits * (376 Kbits / 64 Kbits) = 37,976Kbits. -

{11} The case 1 workload : the case 2 workload = 1 : 5.875. The case 3 workload : the
case 4 workload = } : 6.21. The case 5 workload : the case 6 workload =1 ! 5.875
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the artificial workloads.

In the workloads, the transaction size is assumed to have log-normal distribution
so that every possible size of transaction can be generated within the given
boundary and runs together or it is assumed to be fixed at the mean valuc so
that the effect of the two different distributions can be compared. Tor example, the
casc 2 workload was run in the log-normal distribution with thc average of
376Kbits/sec and the standard deviation of 2,144Kbits/sec or as the constant size
of 376Kbits/sec. If the normal distribution is used for the transaction size
distribution, then I have to cut the negative values among the values generated by
the normal distribution. Unfortunately, the portion of the negative values in the
given workloads is not negligible but significant due to the relatively large
standard deviation values compared with the mean values. Thus, the left cut-off
normal distribution gives the right-skewed(positive skewness) normal distribution
and the mean and the standard deviation shift to larger values. For example, for
the first case workload of which the mean value is 8Kbytes and-the standard
deviation is 36Kbytes, I found the left cut-off normal distribution without any
compensation generates the mean values almost 4 times larger than the specified
mean values. Through eclaborate tests, I found that most of the n_‘leasured workload
values in Berkely[Baker etal 91], [Ousterhout etal 85] agree remarkably well with
the log-normal distribution. If the value of an observed variable is a random
proportion of the previously observed values, the log-normal distribution is known
to be an appropriated rﬁodel of the processes.[PRITSKER 84] 1 think the file access
activity of most users has similar characteristics to the above property. That is, 1
think the value of an observed variable in the file access activity of a user is
usually a random proportion of the previously observed values, if the number of

the observation is large enough.

As the workloads, the five different transaction sizes were used - 64Kbits, 376Kbits,

405.6Kbits, 2.528Mbits, and 14.853Mbits - so that the transaction size growing trend



Chapter 3 : File System Performance Modeling and Simulation Page 104

following the available computing power growth could be investigated. I think the
transactions of the average 64Kbits is a typical transaction size of the text data
manipulated in contemporary computer systems and the transactions of the
average 14.853Mbits is large enough to cover the transactions of the large data
manipulated in future(not very far) computer systems. Analyzing the trends in
computing practices, I expect the transactions of the average 376Kbits, 405.6Kbits,

2.528Mbits will be common soon.

“In the virtual server models, the bulk data are always divided into the requests of
which each has constant size of 12,000bits, which is based on the maximum packet
size of the IEEE 8023 Ethernet : the size of the pure transferred data is 1500bytes

and the size of the overhead portion is 18bytes.

In the workloads, the transactions are assumed to occur according to the Poisson
distributions, that is, the distributions of the inter-arrival times are the exponential
distributions or the log-normal distributions or the constant distributions at the
mean values., For example, in case of the Poisson distributions, the case 2
workload has the Poisson arrival of the average 3.75transactions/sec when either
100 workstations in the distributed file systems or 100 local users in the shared

memory systems are used.

In the Sprite distributed system environment, Baker et al. measured that read-only
accesses and write-only accesses were the majority of all accesses and the
read-write accesses were the minority of all accesses.l? Based on these
measurements, in the workloads used in this study, I did not consider the
read/write access but considered the read-only access and the write-only access.

However, my performance models and simulation programs are ready to accept

-

(12) In the Sprite distributed system environment, Baker et al.[BAKER etal 91) measured
that read-only accesses were average 88%(range :@ 82-94%) of all file accesses, the
write-only accesses were average 11%(range : 6-17%) and the read-write accesses were
only average 1%(range : 0-1%). The average percentage of each file access pattern among
all transferred data was 80%(range : 63-93%) in the read-only, 19%(range : 7-36%) in
the write-only and 1%(range : 0-3%) in the read-write,.
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read/write access without any modification.

In the several VAX/11 780 systems, QOusterhout et al.JOUSTERHOUT etal 85]
measured that majority of accesses were whole file accesses’® and the scquential
accesses were the majority accesses and the random accesses were rarc.l¥) In the
Sprite distributed system environment, Baker et al.[BAKER etal 91] measured that
the whole file accesses were also the majority and the random file accesses were
also rare.15) Based on these measurements, in the workloads used in this study,

only the sequential whole file accesses are considered.
3.6 The Performance Metrics

Typical performance indices are the response time, the queue length, the service
time, the waiting time, the resource utilization, etc.. This study measured the
response time(the average, the standard deviation, the coefficient of variation, the
minimum value and the maximum value and the distribution), the queué
length{the average, the standard deviation, the maximum length and the minimum
length), the average waiting time, the utilization(the average, the standard
deviation and the maximum utilization), the number of the transactions observed
(the average, the standard deviation, the coefficient of variation, the minimum
value, the maximum value and the distribution) and the inter-arrival time(the

average, the standard deviation, the cocfficient of variation, the minimum value,

(13) In the several VAX/11 780 systems, Ousterhout et al.[OUSTERHOUT etal 85) measured
. that "About 70% of all file accesses are whole file transfers, and about 50% of all
bytes are transferred in whole file transfers.”

(14) The sequential read-only accesses were over 90% among all read-only accesses. The
sequentjal write-only accesses were over 95% among all write-only accesses. The data
transferred sequentially were over 65% among all data transferred.

(15} Average 78% of the read-only accesses were the whole file accesses, only average
3% of the read-only accesses were the random file accesses and average 17% of the
read-only accesses were other sequential file accesses. Among the data transferred, the
average percentage was B89%, 7% and 5% respectively. In the write-only accesses, the
access average was 67% in the whole file accesses, only 4% in the random file accesses
and 29% in other sequential file accesses. Among the transferred data, the average
percentage was 69%, 11% and 19% respectively. All read-write accesses were the random
accesses,
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the maximum value and the distribution).
3.7 Simulation

The evaluation of the performance models based on the queueing network theory
can be done by either the analytic approach or the simulation approach. If we use
the analytic approach to solve the queueing network models, there cou]d be two
solutions : the exact solutions and the approximated solutions. Compared with the
simulation approach, the analytic approaches are relatively cheap to get the
solutions, nevertheless effective and flexible to be used for the queueing models
but the exact solutions exist for only some cases and the approximated solutions
are also limited. The simulation approach can solve almost all cases with the
desired accuracy but is relatively expensive in terms of the effort and the

modification of models may require relatively high expense.

In the analytic approach, the performance indices are found mathematically. The
accuracies of the analytic solutioﬁs are known to be within 10% crror for the
average job throughput and the device utilization and within 30% error for the
average response time[LAZOWSKA etal 84]]. The analytic approach is useful only
if the solutions can be obtained using a reasonable amount of computations and
storages. Exact solutions exist for the product form queueing networks and many
computationally efficient and numeric.ally stable algorithms have been proposed to
find the exact solutions for them. However, if a product form queucing network is
large, it is impossible to get the exact solution due to the unmanageably large

number of states and only approximate solutions exist.

Most of performance evaluation studies based on the queueing network theory
have produced the analytic solutions. In them, the internal details of the target
systems have been often simplified too much. However they got the required

analytic solutions with little cost for the time and the storage for the calculation of
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the solutions. The most of the queueing network models introduced in this thesis
also were solved analytically. That is, the performance modcls of the distributed
file systems by Bester et al.[BESTER etal 84], Ferrari et al[FERRARI ctal 83],
Goldberg et al.[GOLDBERG etal 83], Lazowska et al.[LAZOWSKA etal 86], Perros
et al.[PERROS etal 85] and Ramakrishnan et al. [ RAMAKRISHNAN ctal 86] and the
performance models of the network communication in the local arca networks in
Bhuyan et al.[BHUYAN etal 89], Bux[BUX 89], Jain[JJAIN 90] and Shoch et
al.[SHOCH etal 80] were solved analytically.

Analytical techniques can solve only for limited range of features, but simulations
can solve vast range of features with' the desired accuracy: simulations can solve
compléx situations which analytical techniques can not. Analytical techniques
usually provide the mean values only but simulations can provide estimates of
distributions and higher moments. Simulations can solve dynamic or transient
behaviours while analytical techniques are wusually used to solve static state
behaviours. Law et al[LAW etal 82] give some reasons for the popularity of

simulations in detail. Simulations are often used to validate analytic results.

I preferred to use simulations as the primary method to solve the performance
modcls since my models are complex and 1 want to have precise solutions for the
models. However, the analytic approach was sometimes used to solve part of the
performance models as a supplementary method. So, a hybrid approach was taken
to take advantage of both the simulation and the analytic approach in this study.

Shantikumar et al.[SHANTIKUMAR etal 83] survey hybrid techniques.

Two different types of simulations have been widely used in computer
performance evaluations : trace driven simulations and stochastic discrete event
simulations. In the trace driven simulations, a sequence of trace is first obtained
through the measurement of real existing systems and used to drive the

simulations. In the simulations, often the models do not have queucing structures.
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~ The advantage of the trace driven simulations is that analysts do not have to
construct complicated stochastic workload models. Its disadvantage is that analysts
may have difficulties in obtairﬁng good representative traces in practice. In
muItiprogramrhing systemﬁ, trace driven simulations may yicld wrong results due
to wrong driven traces. Clark|[CLARK 83] describes tﬁe difference betwecn
measured data and the result of the trace driven simulation for this reason. The
trace driven simulation is hardly found in the performance evaluation studies of

distributed file systems.

The stochastic discrete event simulation is driven by the sequences of random or
pseudorandom numbers with user specified distributions. Occasionally traced data
are used iIn conjunction with random sequences to drive queueing model
simulations[SHERMAN eétal 72]. The stochastic discrete event simulation has been
used widely in performance evaluation studies. First the analyst specifies the
model structure. Second the analyst specifies the distributions of the sequence of
random or pseudorandom numbers generated by the computer system. Third the
analyst drives the model by the sequence of random or pseudorandom numbers
generated by the computer system. In the simulations of this study, I use

stochastic discrete event simulation methods.

. General simulation languages have high level constructs and facilities common to
all simulations. They usually offer random number generating facilities, event
scheduling facilities, queue management facilities and statistics gathering and
reporting  facilities. In general purpose simulation languages, there are
GPSS[SCHRIBER  74], SIMSCRIFT[KIVIAT etal 73], GASP-IV[PRITSKER 74],
SIMULA([DAHL etal 66], [POOLEY 86]), SLAM-II[PRITSKER 84], SIMAN[PEGDEN
86], etc.. There are some general purpose simulation languages which have been
developed by the addition of simulation primitives to existing programming
languages. They are PASCAL-SIM[OKEEFE 86B], PASSIM[UYENSO etal 80],
SIMPAS[BRYANT 80], SIMCAL[MALLOY etal 86], Micro PASSIM[BARNETT 86],



Chapter 3 : File Systan Perfrmance Modeling and Sinuulation Page 109

SIMTOOLS|SEILA 88] which are based on PASCAL, A*SIM{MELDE etal 88] which
is based on ADA, SIMOD[LECUYER eﬁal 87] which is based on Modula-2, CSIM
which is based on C, VSIM|[CALHOUN etal 87] which is based on C++,.
TC-PROLOG which is based on PROLOG, etc.. This study uses SLAM-Il general
simulation language without TESS(a graphical part) facility. SLAM-Il has very
convenient functions with which 1 could easily implement the virtual server

concept of the performance models into the simulation programs.

As simulation packages for queueing network systems, there are GIST[SINCLAIR
ctal 86), NETWORK-IL5[CARRISON 87], NUMAS|MUELLER 84], PAWS[PAWS 83,
ANDERSON 84], PANACEA[RAMAKRISHNAN etal 82], QNAP[MERLE etal 78],
RESQ[SAUER etal 83, KUROSE etal 86], and RESQME[GORDON etal 86]. Sinclair
et al.[SINCLAIR etal 86] give a full list of queueing network simulation languages.
There are some high level simulation packages for specific computer systems such

as SNAP/SHOT|STEWART 79].

The stochastic discrete event simulations are statistical experiments hence their
outputs are random samples. The output should be processed carefully through the
statistical interpretation. Repeating simulations with statistically different input
sequences will produce different output. estimates. Therefore sound statistical
methods are essential in order to interpret the simulation results correctly. The
detailed discussion for these methods can be obtained from the writings of

(KLEIJEN 74], [KLEJEN 75}, [LAW etal 82], [LAVENBERG &3], [MACDOUGALL
871.

Considering statistical characteristics of simulations, there are two basic issues.
First, simulation analysts should assess random sampling effects in order to assess
the accuracy of simulation results. Second, simulation analysts should decide or
control the length of simulation run or the number of simulation run if repetition

is required. Using the confidence interval, simulation analysts can address these
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two issues. Through generating the confidence interval, simulation analysts can
assess the random sampling effect and accuracy of the simulations. Using the
generated confidence interval, they can ;':\Iso control the simulation run length until
the output result comes into the desired confidence interval. The narrower the

interval, the more confidence can be placed in the estimate.

Lavenberg et al[LAVENBERG ectal 77] and Heidelberger et al.[HEIDELBERGER etal
81] proposed algorithms to control the run length of simulation. The simulation
analysts can define the desired accuracy to the algorithms and the simulation
model is run accorciing to the algorithms until the specified accuracy is obtained.
If the specified accuracy is not obtained within the specified time limit, the

simulation is stoped.

Most simulation studies of the queueing network models for computer systems
deal with steady state characteristics rather than transient state characteristics. This
study deals with the steady state characteristics. In the transient state, the
performance simulation results using the performance models of this study may be
inaccurate. There are many proposed procedures for generating confidence intervals
for steady state characteristics. Autocorrelation and nonstationarity of simulation
output sequences hinder the direct application of standard approaches based on

[ID(Independent and Identically Distributed) observations.

Nonstationarity is due to the model’s initial conditions. The mcan steady state

response time is g= limE(X,) where X= (X, ....... ,X,) is the response time
0
output sequence generated by the simulation. The usual estimate for g is sample

—_ N —
average, that is, p=(11—v)>< 21X"' For small N, E(X,)#u or, E(u)¥#pu, that is, the

problem of nonstationarity or problem of initial transiency occurs. The

approximately unbiased estimate of x is a typical approach for decaling with the
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problem of initial transiency. It has the following 3 steps. First, determine an N,

such that E(X,)=u for N2N,. Second, delete the observation before N,. Third,

_ N
estimate u such that p=(N+N0) x 2 1X"' Schruben[SCHRUBEN 82] shows

n= Ny+

statistical tests for stationarity which can be used to test the adequacy of an Nj. I

have not gathered the simulation statistics during the 6 seconds from the starting
time of the simulation, that is, the simulations results during the initial 6 seconds
of simulated time were cut off and discarded in each simulation of mine. It was
found that the cutting-off the initial 6 seconds of the simulated time was cnough

for me to get rid of the nonstationary portions in the simulations.

The problem of autocorrclation is due to the queueing. The waiting time of the
next job will be more likely large when the waiting time of a job in a device is
large. The central limit theorem does not support correlated observations. In the

case of large sample sizes, the expression for the variance of correlated

observations is 02(5):(%;2,_(_% X KE_mpK ( pg is the autocorrclation between X,

and X,,x) That is, the variance of a correlated sequence ¢*(u) is same as the

_a(X)

N=ND) times an expansion factor,
—ivp

variance of an independent sequence

KZ ox. which is the sum of the autocorrelation function or the amount of
= -l

correlation in the sequence. Normally the expansion factor is positive and often
much larger than one in queueing network simulations and it is essential in

generating confidence intervals.

When the analysts generate confidence intervals, they can use two approaches to
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handle the correlation problem : to avoid the correlation and to compensatc the

correlation by estimation,

Three approaches are known to ayoid the correlation. Inl the first approach,
independent replications are used. It is simple but sensitive to the effect of the
initial transient and cé_n waste data if simulation analysts discard the transient part
from each replication. In the second approach, the batch mean operates on a
run[MECHANIC 66],[LAW ctal 83]. It ‘has the disadvantage that the selection of an
adequate length of blocks(batches) is statistically difficult. In the third approach,
regeneration[IGLEHART 78]-is used. It is based on the fact that regenerative
processes(stochastic sequences) have regeneration points which delimit the sequence
into {ID random length blocks. In general, computer performance evaluation
processes are not regenerative, In some case they have regeneration points but it is
usually not enough to gencrate valid confidence intervals unless the run is quite
long. These lack of generality limits the usage of this mecthod. And in some
“pathological cases, even if the result is acceptable, transicnts develop too slowly
and this method fails. This study uses the same seed values for the random
number generatidn of all the simulations so that the simulations can be
regenerative as much as possible. However, when 1 have to repeat the same
simulation, I use a seeding value different from that of the ﬁrcvious run for the
random generator each time so that the cffect by the specific seed number can be

eliminated.

Heidelberger et al.[HEIDELBERGER etal 81] proposes the spectral method, a single
run method for estimating the correlation in the sequence. This method has been
successful for various empirical computer performance models. Heidelberger et
al.[HEIDELBERGER ctal 83B] study combining initial transient dctection and
deletion, confidence interval generation and run length control into an automatic
procedure. Schruben[SCHRUBEN 82] tests procedures which combine the transient
test and spectral method. Iglehart{IGLEHART 76] and Heidelberger ct
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al.[HEIDELBERGER etal 84] propose techniques of generating confidence intervals
quantiles. Law et al.[LAW etal 82] and Schruben[SCHRUBEN 81] give applications
of multivariate statistical procedures which place simultaneous confidence intervals

on more than one paramcter.

I found that the one hour for the run length of simulated time was long enough
to keep the simulation results stable in all cases and was long enough to keep the
simulation results above 95% of confidence in most cases. When the repetition of
simulations was required, usually 10 times of repetition was enough for me to
obtain the confident simulation results. I ran the simulation programs for the same
period all the time and kept the simulation environment the same all the time by
setting the same options in SLAM II control statements so that the simuilation

results could be compared to each other with better confidence.

3.8 Summary

This chapter has described the logic and the structure of the distributed file
systems of which this study evaluates the performance. This study deals with
commonly used standard file systems, which means that if any file system follows
the structure and the logic, then it is the target file system of this study. Dctailed
explanation about the latency during the computer cormmunication and during disk

1/O has been given. As I stated clearly in section 3.2.4, this study focuses on the

local area network based distributed file systems.
The virtual server concept based on queueing network theory has been presented
in the performance modcls of the distributed file systems and in performance

models of the shared memory systems.

I have introduced a unique parameterization method which does not require any
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sophisticated performance measuring tool. The following assumptions were made
in the parameterization procedure as explained in section 3.2.7. In the first stage,
the file handling operation was interpreted to consume CPU time only, the CPU
time consumed for the file handling operation was assumed not to vary to the
data size of the read-write operation and it was assumed tha; the éonsumed CPU
service time of the disk I/O operation for the read is the same as that of the
write. In the second stage, the fixed portion of the result processing time both in
the CPU time and the I/O time was assumed to be zero. In the fourth stage, the
constant portion irrespective of the data size among the CPU service time of the
communication operation was assumed to be zero and it was assumed that the
service time demand of the send operation is equal to the service time demand of
the receive operation and the service time demand of the send/receive operation
in the client is equal to the service time demand of the send/receive operation in
the file server. In the fifth stage, it was assumed that the overhead of the RPC
request build in the client, the overhead of the RPC request evaluation in the file
server, the overhead of the RPC response build in the file server and the overhead
of the RPC response evaluation in the client are all equal. In the ninth stage, it
was assumed that the 1/O time of the result processing operation in the read
experiment is linearly proportional to the data size and the I/O service time
portion constant irrespective of the data size of the result processing was assumed '
to be zero. In the tenth stage, the I/O time portion of the communication
overhead constant irrespective of the data size was assumed to be zero, the I/O
time portion of the communication overhead proportional to the data size - the
I/O time service demand of the network interface operation and that of the
network operation - was assumed to be linearly proportional the data size and the
[/O time service demand of the network interface unit in sending was assumed to

be same as that in receiving.

Six representative and realistic workloads in three pairs have been extracted from

real measured workloads through my carefully developed workload characterization
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I preferred to use simulations as the primary method to solve the performance
models since my models are complex and I want to have precise solutions for the
models. A SLAM II simulation package has been used to solve the developed
virtual - server models. However, the analytic approach was somectimes used to
solve part of the performance models as a supplementary method. Careful
statistical analysis has been applied to the simulation results to verify the
correctness of the solutions. Almost all possible performance metrics are used in

this study.



Chapter 4

Measurement and Validation

The performance models and the simulation method for the models were described
in chapter 3. It is required to verify that the performance models are correctly
implemented into the simulation programs[GARZIA 90]. The verification was done
when I found out the performance parameters in chapter 3. For the verification, I
obtained the analytic solutions for the performance model such as the response
time and the CPU time when there is no contention for the system resources
using mathematical calculation and compared the solutions with the simu]ation
results. I found that the solutions agree with the results exactly. Therefore, I am
sure that the performance models are correctly implemented into the simulation

programs.

In order to use the simulation programs with better confidence for the
performance evaluation studies in the following chapters, I have to validate the
simulation[GARZIA 90]. That is, I have to prove that the simulation accurately
predicts the real performance or that the performance result obtained by the
simulation agrees with the measured performance result with acceptable confidence.
This chapter describes the measurement study for the validation and the
measurement study to obtain the performancé parameter values. I have already
described some of the measurement study to obtain the performance parameter

valués in chapter 3.

Page 116
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I used various workloads for the validation. I measured the real performance both

in the homogeneous distributed systems and the heterogeneous distributed systems.

Section 4.1 describes the methodology of the measurement used in this' study.
Section 4.2 shows the measured results and compares them with the simulation
results respectively in two different system paradigms. In the two system
paradigms, 1 performed two separate groups of experiments to validate the
simulation results. The first group of experiments is to measure the file access
performance when there is no contention for the system resources and the second
group of experiments is to measure the file access performance when there exists

contention for the system resources.

4.1 Measurement Methodology

How can we measure the file access performance of the system? Three methods
are available. The first method is to use system utilities provided by UNIX
systems. The response time, the CPU time, etc. can be collected by the standard
UNIX accounting facilities. In most UNIX environments, some performance
measurement tools are provided to measure the utilization of the CPU and the
disk and the data transfer rate(i.e., number of packets) per second via network as
standard utilities. The second method is to use commercially available UNIX
performance measurement tools. The third method is develop and implement ones

own performance measurement tools or modify the UNIX kernel system.

For the easy reproduction in other environments of what are obtained in this
study or to enable me or others to apply easily what is studied in this thesis to
other UNIX environments, this study used only the system provided performance
"tools. They are standard SUN UNIX accounting facilities and standard SUN UNIX

LI ] non Hon

performance measurement tools such as "perfmeter’, "gettimeofday”, "ping", "spray’,
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etc. So anyone who intends to reproduce what I obtain in this study and apply
the study to any other UNIX environment does not have to buy any special
performance measurement tool, or does not have to develop any performance
measurement tool and implement them into the éystem or modify ‘the UNIX
system at all. The measurement methodology hés generality and is easy and

simple to use, nevertheless it produces accurate measured values.

All measurement experiments were peformed in dedicated and closed
environments. Therefore, no other uninvited users were allowed to use any system
component such as the clients, the server and the network in the distributed file
systems and in the shared memory systems during the experiments. All
measurement experiments were performed according to the predefined scenarios.
~ The predefined scenarios consist of shell scripts. Each predefined scenario was
submitted in series in several second interval according to the global clock time
and finally after less than 3 minutes, all scenarios ran in each participating client
of the distributed file system at the same time. I cut off the measured data during
the first 5 minutes or sometime up to 10 minutes to get rid of the performance

data during the transient period.

I tried to avoid the caching as much as ! could during the experiments of the
normal write(read) where no caching was assumed to occur. For example, I
scattered the data evenly throughout the disk and whenever I performed the
write{read) experiments to measure the file access performance when there was no
contention for the system resources, just before the write(read) operation I read a
file with 5Mbytes or 10Mbytes meaningless data which was much larger than the
size of the system provided cache so that the content of the cache was refreshed
with the content of the large file and the cache hit could not occur. However, I
still found some caching during writes and much caching during reads. The reason
seems to be that I used the same home directory for the data in most cases. The

kind of the cache hit which I observed during the measurement was less likely
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the case that cached data were being used more than once but more likely to be
the case that the cache data were being used just once. That means it is a kind of
read-ahead and write-back caching since the same data were never accessed in

series in the experiments. The details of caching will be discussed in section 7.1.

I measured the starting time, the ending time, the response time and the CPU
time both in the distributed file systems and in the shared memory systems using
the standard Sun UNIX accounting facilities. I also measured the utilization of ‘the
CPU and the disk and the load index in the shared memory systems and the
utilization of the CPU and the disk and the load index of the file server and the
data transfer rate(number of packets per second) of the network in the distributed

file systems, uéing the standard Sun Perfmeter utilities.

In order to obtain the performance parameter values, I measured the file access
performance when there was no contention for system resources "both in file
servers and clients in the distributed file systems and when there was no
contention for system resources in the shared memory systems. In these cases, the
inter-arrival time of the request should be larger than the processing time of the
request, that is, the response time of the request. I call this the standalone

measurement in this study.

In the standalone measurement to obtain the performance parameter values in
chapter 3, I performed various performance measurement experiments using the
system provided commands such as "cat", "mkdir", "Is","rmdir", ping", "spray", etc..

Let’s look at the performance measurement experiments using the "cat" command.

In the measurement of the local write using "cat local_file_1 > local_file 2"
command for the shared memory systems, I read a file (local_file_1) in the local
disk and as a pipelined operation, wrote the read data into a file(local_file_2) in
the local disk af a location different from the location of the read file. The

experiment was performed in three classes of Sun workstations such as the Sun
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3/60 workstation, the Sun SPARCstation 470 workstaﬁon and the Sun
SPARCstation 10/30 workstation individually.

In the measurement of the local read using "cat local_filel" command for the
shared memory systems, I read a file(local_file_1) in the local disk and displayed
the read data on the window screen. The experiment was individually performed
in the three classes of Sun workstations such as the Sun 3/60 workstation where
the Sun window system, that is, "sunview", was used, the Sun SPARCstation 470
workstation where the X window system, that is, "twm" was used and the Sun
SPARCstation 10/30 workstation where both the X window system and the Sun

window system were used.

In the measurement of the remote read using "cat remote_file 1" command for the
distributed file systems, I read a file(remote_file_1) in the remote disk of the file
server and displayed the read data on the window screen of the client which
issued the command. The experiment was individually performed between two
Sun SPARCstation 10/30 workstations where the X window system and the Sun
window system were used and between two Sun SPARCstation 470 workstations
where the X window system and the Sun window system were used. The remote
read experiments in the heterogeneoué distributed file systems were also performed
between a Sun SPARCstation 10/30 workstation where the X window system and
the Sun window system were used and a Sun 3/60 workstation where the Sun

window system was used.

Three different types of remote write experiments were performed in the
distributed file systems. In the first type of remote write experiment using "cat
remote_file_1 > local_file_1", I read a file(remote_file_1) in the remote disk of the
file server and as a pipelined operation wrote the read data into a file(local_file_1)
in the local disk of the client. In the second type of remote write experifnent_

using "cat remote_file_1 > remote_file_2", I read a file(remote_file_1) in the remote
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disk of the file server and as a pipelined operation wrofe the read data into a
file(remote_file_2) in the remote disk at a location different from the location of-
the read file. In the third type of remote write experiment using "cat local_file 1 >
remote_file_1" command, I read a file(local_file_1) in the local disk of the client
and as a pipelined operation. wrote the read data into a file(remote_file_1) in the
remote disk of the file server. All the three types of experiments were performed
in the three different distributed file systems ie. in the distributed file system
which consisted of the Sun SPARCstation 10/30 workstations, in the distributed
file system which consisted of the Sun SPARCstation 470 workstations and in the
heterogeneous distributed file system which consisted of the Sun SPARCstation

10/30 workstation and the Sun 3/60 workstation.

Toe match tﬁe real environments, the input request arrival rate was varied to reflect
the input arrival rate from, for example, 9, 15, ..., 57 clients concurrently using the
distributed file systems respectively and to reflect the input request arrival rate
from, for example, 9, 15, ..., 57 local users concurrently using the shared memory
systems respectively in each experiment. I call these experiments the real world

measurement or the live measurement in this study.

The number of the actually participating workstations as the number of clients was
varied to be 2, 3, 4, 5 6, 7, 8 and 9 respectively in the distributed file systems,
Two different scenarios were used in the real world measurement of the
distributed file systems. In the first scenario, the shell script residing in the
window of each client workstation sends each request sequentially, waits until the
sent request is completed and as soon as the sent request is completed it sends
the next request. Therefore, the actual input arrival rate compietely depends on the
throughput of the distributed file system. I put up to two or three scenarios or

shell scripts in the two or three windows of each client workstation]) and the

(1) Maximum two or three since we want to ensure the client has no contention for the
systen resources and therefore the requests in the client have no queueing delay.
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number of the participating client workstations was varied.
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#include <stdio.h>
void main(acav)
int ac;
char *av[};
{
FILE *p;
char *dat=NULL;
int size;
int i,j
if (ac<3) {
printf ("writeA [size] [target_filename]\n");
-exit();
}
size=atoi(av|1]);
dat=(char *)malloc(size+1);
if {!dat) {
printf ("malloc failure\n");
exit(1);
!
dat[size]=NULL;
fp=fopen(av|2],"w");
fwrite(&dat[0],size,1,fp);
fflush(fp);
fclose(fp);

}

Figure 4.1.1 : The write program A
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In this case, the maximum number of the concurrently arriving input requests is
the same as the number of the participating clients multiplied by the number of

the shell scripts(windows).

#include <stdio.h>
void main{ac,av)
int ac;
char *av]];
{
FILE *fp;
char *dat=NULL;
int size;
int i}
if (ac<3) {
printf ("writeB [size] [target_filename]\n");
exit();
-}
size=atoi(av[1]);
dat=(char *)malloc(size + 1);
if (Idat) { |
printf ("malloc failure\n");
exit(1);
}
for (i=0ji<size; i++) datli]='w’;
dat{size]=NULL;
fp=fopen(av|2],"w");
fwrite(&dat[0],size 1,fp);
fflush{fp);
fclose(fp);
)

Figure 41.2 : The write program B
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In the second scenario, the shell script residing in the window of each cdlient
workstation sends multiple requests at the same time, and after an instructed time
interval, it sends further multiple requests at the same time regardless of the
status of the previously sent requests. The shell script repeats the above steps until
it is either externally or internally instructed to stop doing it. I put up to two or
three shell scripts in each client workstation and the number of the participating
client workstations was varied. In this case, the maximum number of the
concurrently arriving input requests is same as the number of the participating
client workstations multiplied by the number of concurrently submitted requests

and the number of shell scripts(windows).

#include <stdio.h>
void main(ac,av)
int ac;
char *avi];
{
FILE *fp;
char dat='c’;
int i,j;
if (ac<3) {
printf ("writeC [size] [target_filename]\n");
exit();
}
fp=fopen(av{2],"w"); _
for (=0; j<atoi(av[l]); j++) fwrite(&dat,1,1,fp);
fflush(fp);
fclose(fp);

}

Figure 413 : The write program C
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In the real world measurement, I used my own read program and write programs.
Three kinds of write programs were tested. In the write program A of figure 4.1.1,
the content in the memory is written into the disk. in the write program B of
figure 4.1.2, first, the memory is written with the character "W" and then the

memory content is copied into the disk.

#include <stdio.h>
void main(ac,av)
int ac;
char *av[]; .
{
char *data=NULL;
int size;
FILE *fp=NULL;
if (ac<3) {
printf ("read [size] [source_filename]\n");
exit();
}
size=atoi(av[1]);
data=({char *)malloc(size+1);
if (!data) {
perror ("malloc failure");
exit();
}
fp=fopen(av|2],"r+");
if (fread(data,size,1,fp)==0) perror("read failufé");
*(data+size)=NULL; ‘
fclose(fp);
free(data);
]

Figure 414 : The read program
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In the write program C of figure 4.1.3, first, the character "¢c" is directly written
into the disk one character by one character. I chose the write program A as the

write program. Figure 4.1.4 shows the read program which I used.

COMMAND START END REAL CPU MEAN
NAME USER TTYNAME TIME TIME (SECS) (SECS) - SIZE(K)
----------- 1500bytes transaction ---—==----==m- e
writeC root ttyp0 00:20:48 00:20:48 0.15 0.02 0.00
writeC root ttyp0 00:20:55 00:20:55 0.12 0.03 0.00
writeC root ttyp0 00:20:59 00:20:59 0.12 0.03 0.00
writeC root ttyp0 00:21:04 00:21:04 0.12 0.02 0.00
writeC root - ttyp0 00:21:11 00:21:11 0.13 0.02 0.00
----------- 8Kbytes transaction ===---—---meommmmmmm— .
. writeC root ttyp0 00:19:23 00:19:23 0.18 0.08 0.00
writeC root ttyp0 00:19:32 00:19:32 0.17 0.07 0.00
writeC root ttyp0 00:19:40 00:19:40 0.18 0.05 0.00
writeC root ttyp0 00:19:45 00:19: 45 0.17 0.07 0.00
writeC root ttyp0 00:19:50 00:19:50 0.13 0.05 0.00
------------ 50. TKbytes transaction -----~-----——cm e
writeC root ttypl 00:21:27 00:21:27 0.43 0.30 0.00
writeC root ttyp0 00:21:33 00:21:33 0.47 0.27 0.00
writeC root ttyp0 00:21:39 00:21:39 0.47 0.28 0.00
writeC root ttyp0 00:21:49 00:21:49 0.45 0.28 0.00
writeC root ttypd 00:21:53 00:21:53 0.43 0.30 0.00
------------- 150Kbytes transaction =--------=~——————m e
writeC root ttyp0 00:22:07 00:22:08 1.18 0.80 0.00
writeC root ttyp0 00:22:13 00:22:14 1.25 0.82 0.00
writeC root ttypd 00:22:18 00:22:20 2.07 0.83 0.00
writeC root ttyp0 00:22:24 00:22:25 1.22 0.85 0.00
writeC root ttyp0 00:22:28 00:22:29 1.15 0.82 0.00
--------- 300Kbytes transaction ~---——----==——--—— e emmeees
writeC root ttyp0 00:22:41 00:22:43 2.62 1.65 0.00
writeC root ttypd - 00:22:48 00:22:50 2.62 1.67 0.00
writeC root ttyp0 00:22:54 00:22:56 2.30 1.60 0.00
writeC root ttypl 00:23:02 00:23:04 2.48 1.65 0.00
writeC root ttyp0 00:23:08 00:23:10 2.77 1.67 0.00

Table 4.1.1 : Measured response time and CPU time of the remote write program C when
there is no contention for the system resources in the distributed file system which consists of
the Sun SPARCstation 10 workstations.
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Table 4.1.1 and table 4.1.2 show some of the response times and CPU times of the
write program C in the distributed file system which consists of the Sun

SPARCstation 10 workstations and in the distributed file system which consists of

the Sun SPARCstation 470 workstations.

COMMAND
NAME

writeB
writeB
writeB
writeB
writeB
writeB

writeC
writeC
writeC

writeC
writeC
writeC

writeC
writeC

writeC
writeC
vwriteC
writeC
writeC

START END

USER TTYNAME TIME

--- 1500bytes transaction ------==--=--=

root ttyp0 22:19:27
root ttyp0 22:19:3)
root ttyp0 22:19:36
root ttyp0 22:19:41
root ttyp0 22:19:45
reot ttypd 22:19:52

8Kbytes transaction ----------==e--

root ttypl 22:20: 46
root ttyp0 22:20:52
root ttyp0 22:20:58
root ttyp0 22:21:04
root ttyp0 22:21:08

50. 7Kbytes transaction ------==---=

root ttyp0 22:21:26
root ttypd 22:21:33
root ttyp0 22:21:38
root ttyp0 22:21:44
root ttypld 22:21:49

-~- 150Kbytes transaction -------------
‘Toot ttypd  22:22:43

root ttyp0 22:22:50
root ttyp0 22:22.55
root ttyp0 22:22:59
root ttyp0 22:23:08

--- 300Kbytes transaction --------~----

root ttyp0 22:27:12
root ttyp0 22:27:21
root ttyp0 22:27:31
root ttypd 22:27: 41
root ttyp0 22:27: 49

ceeooD
bt ot et ek ek [N
Nt W W W

CPU
(SECS)

Table 4.1.2 : Measured response time and CPU time of the remote write program C when
there is no contention for the system resources in the distributed file system which consists of

the Sun SPARCstation 470 workstations.
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For the measurement experiments, I have used the five workstations in table
3.2.7.A, a Sun SPARCstation 470 workstation which is same as the king470 in the

table, two workstations equivalent to the Sun SPARCstation 1 workstation?) and a
Sorborne workstation?), In all experiments, the constant distribution is used for the

transaction size,

4.2 Measurement and Validation

In obtaining the performance parameter values, I used moderate measurement
values as the representative values for the response time and the CPU time, which
means I used in most casés the most frequently observed values or sometimes the
average values as the representative values. The distributions of the measured CPU
times do not have large standard deviations so that it was not very difficult for
me to select the representative values for the parameterization. But the
distributions of the measured 1/O times have large standard deviations so that it
was very difficult to select the representative values for the parameterization.
Especially, the disk I/O times show large standard deviations since the disk arm
movement and variable latency account for large portions of the disk I/O times

and depend on the relative location of each file.

In validating the performance models and the simulation results, I first check
whether a simulation value falls into the range of the measured values, that is, it
is at least one of the measured values. If it falls into the range, then I evaluate
whether the accuracy of the simulation value is acceptable. Further I define that
the accuracy of a simulation value is 100% confident if the simulation value is
similar to the most frequently observed value, that is, the mode, among the

measured values or to the mean of the measured values. In the tables of the

(2) 12.5MIPS(20MHz) or 15.8MIPS(25MHz), 32Mbytes main memory and Panther 1. 2Gbytes SCSI
drive : 1.3msec average seek time, 8.33msec average latency, 3(5)Mbytes/sec
asynchronous(synchronous) SCSI bus transfer rate, 17.4-29, Mbits/sec disk transfer
rate.

(3) 32Mbytes main memory and 670Mbytes disk.
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following two sections, I specify the mode value, the most frequently observed
value among the measured values if the frequency of the mode value is found to
be more than 20% of the total occurrences. Otherwise, 1 leave it blank. Each read
or write file access produces a line of account information. Thereforé the total
frequency is simply obtained by counting the total number of the lines and the
frequency of the mode value is obtained by counting the total number of
occurrences of the mode value. Any frequently observed value in the accounting
record is a candidate for the mode and is tested to see if the frequency of the
mode value is found to be more than 20% of the total occurrences. As shown in
the table 4.1.1 and table 4.1.2, the accounting record show the measured response’

time to the level of 1/100 second.

In each experiment, I used both the write program of figure 411 and the read
program of figure 4.14. 1 did not find any considerable difference between the
response time of the read program and that of the write program when there was
no contention for the system resources but I found the response time of the read
program became smaller than that of the write program as the number of the
clients in the three distributed file systems and the number of the local users in
the three local systems increased. I experienced much more cache hits in the read
experiments than in the write experiments even though I tried to prevent the
cache hits occur. This study deals with the measurement results of the write
experiments in the following sections of this chapter unless the read experiments

are explicitly specified to be dealt with,

4.2.1 The Shared Memory- System

In the standalone measurement to obtain the performance parameter values for the
shared memory systems in section 3.4.2, | .performed various performance
measurement experiments using the system provided commands such as “cat’,

"mkdir", 'ls","rmdir", ping", "spray”, etc.. In this section I include some of the
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‘validation work of the performance measurement experiments using "cat"

commands.

Table 4.2.1.1, table 4.2.1.2 and table 4.2.1.3 compare the response time .and the CPU
time obtained from the virtual performance models when there is no contention
for the system resources with the measured response time(system time) and CPU
time in the standalone experiment of the local write using "cat local_file_1 >
local_file_2" command in the shared memory systems in which I read a file in the
local disk and as a pipelined operation, write the read data into a file in the local
disk at a location different from the location of the read file respectively in the
Sun 3/60 workstation, the Sun SPARCstation 470 workstation and the Sun
SPARCstation 10/30 workstatipn.

Work- Measurement (msec) ~ |Simulation{msec)
load System Time CPU time System |CPU
(kKbytes) [Min. Max. Mode [Min. Max. Mode [time time
1.5 70 230 110 20 30 30 1123 | 3025
15 100 270 20 30 30 135 32.5
150 170 470 30 80 50 | 360 55
300 220 800 600 70 100 80 610 80

Table 4.2.1.1 : The measured CPU time and the response time in the standalone local write
experiment vs. the CPU time and the response time obtained from the simulation when there is
no contention for the system resources in the Sun SPARCstation 10/30 workstation,

Work- Measurement (msec) Simulation(msec)
load System Time ' CPU time System |CPU
(kbytes) [Min. |Max. |Mode |Min. |[Max.  |Mode |time |time
1.5 120 230 160 30 50 40 1634 | 40.3
15 130 230 30 80 194 43
150 180 530 50 100 500 70
300 450 1230 880 70 120 100 840 1100

Table 4.2.1.2 : The measured CPU time and the response time in the standalone local write
experiment vs, the CPU time and the response time obtained from the simulation when there is
no contention for the system resources in the Sun SPARCstation 470 workstation.
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Work- Measurement {msec) Simulation{msec)
load System Time CPU time System (CPU
(kbytes) Min. Max. |Mode [Min. |Max. |Mode. [|time [|time
15 | 130 530 380 100 150 120 383.04 | 120.8
‘15 150 570 100 170 4644 | 128
150 570 1530 170 280 1078 200
300 2120 3130 2200 270 370 280 1902 280

Table 4.21.3 : The measured CPU time and the response time in the standalone local write
experiment vs. the CPU time and the response time obtained from the simulation when there is
no contention for the system resources in the Sun 3/60 workstation.

It was observed that both the CPU time and the response time obtained from the
simulation when there is no contention for the system resources well agree to the
measured CPU time and response time in the standalone local write experiment in

the three different systems.

Table 4.2.14, table 4.2.1.5 and table 4.2.1.6 compare the response time and the CPU
time obtained from the virtual performance models when there is no contention
for the system resources with the measured response time and CPU time in the
standalone measurement of the local read using "cat local_read_1" command in the
shared memory systems in which I read a file in the local disk and display the
read data on the window screen respectively in the Sun SPARCstation 10/30

workstation, the Sun SPARCstation 470 workstation and the Sun 3/60 workstation.

Work- Measurement (msec) Simulation(msec)
load System Time CPU time System ICPU
(kbytes) Min. Max. Mode [Min. Max, Mode |time time
15 70 120 100 20 30 20 88.5 | 25.375
15 70 420 20 50 271.25| 28.75
150 1000 2870 2770 20 80 23525 | 62.5
300 1600 5830 4680 50 130 100 4765 100

Table 4.21.4 : The measured CPU time and the response time in the standalone local read
experiment vs. the CPU time and the response time obtained from the simulation when there is
no contention for the system resources in the Sun SPARCstation 10/30 workstation.
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Work- Measurement {msec) Simulation{msec)
load Systern Time CPU time System |(CPU
(kbytes) [Min. Max. [Mode [Min. Max. |Mode [time time
1.5 50 380 150 20 50 30 161.55| 3045
15 100 1350 1120 30 70 1110 34.5
150 9620 | 11950 | 10770 50 120 10215 75
300 20270 | 22530 | 21000 70 180 120 |20490 120

Table 4.21.5 : The measured CPU time and the response time in the standalone local read
experiment vs. the CPU time and the response time obtained from the simulation when there is
no contention for the systemn resources in the Sun SPARCstation 470 workstation.

Waork- Measurement (msec) Simulation(msec)
load System Time _ CPU time System |CPU
(kbytes) |Min, Max. |[Mode |Min. Max. Mode [time time
1.5 120 6080 450 70 130 100 751.9 | 100.75
15 1720 | 31080 100 130 100 5368.2 | 107.5
150 50770 |308070 120 250 52539 | 175
300 95720 618530 [105000 170 280 200 [104951 | 250

TaBle 4.21.6 : The measured CPU time and the response time in the standalone local read
experiment vs the CPU time and the response time obtained from the sumulatlon when there is
no contention for the system resources in the Sun 3/60 workstation.

It was observed that the CPU time and the response time obtained from the -
simulation when there is no contention for the system resources agrees well with
the measured CPU time and response time in the standalone local read

experiments in the three different systems.

As explained in the previous section, three different real world measurement
experiments are possible for the shared memory systems. The first is to generate
the transactions from one local user using multiple shell scripts. The second is that
multiple local users generate the transactions independently and each local user
uses one shell script. The third is that multiple local users generate the

transactions independently and each local user uses multiple shell scripts. I
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performed the three experiments with two different shell scripts, giving a total of
six different experiments. The first shell script submits transactions sequentially one
after the previous one finishes and the second shell script submits multiple
transactions at the same time after a specified time-interval repeatedly. In general
the third experiment showed the worst response time and the first experiment
showed the best response time. In general the response times of the second
experiment showed best fitting to the response time of the simulation when I used
the workload of which the workload size is constant and the input arrival

distribution is the Poisson distribution.

Zero values in the number of the local users mean that the input arrival rate
drops to a level where the total number of the arriving transactions is only one
during the measurement period. Therefore there exists no contention for the

system resources and no queueing delay.

# of Response time (msec)
local Simulation Measurement
users |anddf |ap&tf |af&tf lap&cin |afé&tn |an&tn |min. |max. |mode
0 | 55.67| 55.67 | 55.67 | 55.67 | 55.67 | 55.67 | 30 70 [50/70
20 | 60 5841 | 55.67 | 59.96 | 56.04 | 61.11
40 | 68 62.24 | 55.67 | 65.96 | 57.63 | 71.76
60 |78 67.65 | 55.57 | 75 62 86.54
80 |96.35]| 78 55.67 | 92.82 | 69.14 {1136 | 70 130 70
9% 124 |90 55.67 [112 77  [151 70 | 180 |70/80
100 1384 ; 94.37 | 55.67 [121.3 | 81.01 |1688 | 70 230

Table 4.2.1.7 : The response times of the 6 patterns of the 8Kbyte workload obtained from the
simulation vs. the response times of the BKbytes workload whose size is constant obtained
from the real world measurement in the Sun SPARCstation 10 workstation, “a” means the input
transaction arrival distribution, "t” means the input transaction size distribution, “n” means the
log-normal distribution, "p” means the Poisson distribution and *f* mean the constant
distribution{fixed values). "min.” means the minimum value and “max.” means the maximum

value,
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# of Response time (msec)

local . Simulation Measurement

users |an&tf jap&tf |afé&tf |apé&itn |af&tn |an&tn jmin. |max. |[mode
0 19125|91.25] 91.25| 91.25| 91.25} 91.25 | 70 180 |70/80
20 111311059 91.25125.2| 101.1| 144 | 80 230 | 120
40 | 2003 144719125 210.8| 145 | 3012 | 80 350 | 170
60 1011 | 4396 | 91.25| 895.2 | 526.8 1575 | 80 1080 | 430

Table 4.21.8 : The response times of the 6 patterns of the 50.7Kbyte workload obtained from
the simulation vs. the response times of the 50.7Kbytes workload whose size is constant
obtained from the real wond measurement in the Sun SPARCstation 10 workstation.

Table 4.21.7 compares the response times of the 6 different patterns of the 8Kbytes
workload obtained from the simulation with the response times of the 8Kbyte
workload, whose transaction size is fixed, obtained from the real world
measurement using the write program A of figure 4.1.1 in the Sun SPARCstation
10 workstation. Table 4.21.8 compares the response times of the 50.7Kbytes

workload and table 4.2.1.9 compares the response times of the 150Kbytes workload.

# of Response time (msec)

local Simulation Measurement

users jantf jap&ktf |af&tf lap&tn |af&tn |an&tn min. |max. |mode
0 1174 | 174 174 | 174 174 174 220 | 420 230
10 | 2359 212.2| 174 | 349 262,91 4492
15 [ 3342 2545| 174 | 538.9| 3788 7276 | 220 | 1570
20 [ 5348|3436 | 174 | 971.3| 743 (1328 | 220 | 2070
25 1247 | 656.3| 174 (2514 [1695 (3680 | 220 | 3120

Table 4.21.9 : The response times of the six patterns of the 150Kbyte workload cobtained from
the simutation vs. the response times of the 150Kbytes workload whose size is constant
obtained from the real world measurement in the Sun SPARCstation 10 workstation.
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# of Response time (msec)
local Simulation Measurement
users janktf jap&tf |af&tf |ap&tn af&tn |an&tn [min. |jmax. |mode

0 [99.07]99.07 | 99.07 | 99.07 | 99.07 | 99.07 | 50 120 ;| 70

5 [104 102 99.07 [103  |100  [105

10 (109 (106 99.07 107 |100 [113

15 116  [110 99.07 1112 100 [121

20 11241 1158 | 99.07 11188 (1005 [131.7

25 1137 124 99.07 (128 (105  [147

30 157 135 99.07 140 110 [171

35 (187 148 99.07 155 (119 1208

40 |228.2 [1624 | 99.07 (1725 130 (2549 | 50 420

50 330  [200 99.07 1220  [160  [365 50 1800

60 [1819 |7724 | 99.07 i853.4 11819 |2555

Table 4.21.10 : The response times of the six patterns .of the 8Kbyte workload obtained from
the simulation vs. the response times of the 8Kbytes workload whose size is constant obtained
from the real world measurement in the Sun SPARCstation 470 workstation,

Table 4.21.10 compares the response times of the 8Kbytes workload in the Sun

SPARCstation 470 workstation. Table 4.21.11 compares the response times of the

50.7Kbytes workload and table 4.2112 compares the response times of the
150Kbytés workload.

# of Response time (msec)
local Simulation Measurement
users lan&tf |ap&t |af&tf jap&in |af&in |an&in min. jmax. |mode
0 | 1475|1475 1475 | 1475| 1475 | 1475 100 | 220 | 120
5 | 1564 | 155 | 1475 160.8 | 150 | 170
10 [178.1 ] 169.2 | 1475 183.1 | 1524 | 209.1
15 | 2182189 | 1475 216.2| 162 | 270
20 | 2869 | 2185 | 1475 268.3 | 184.4 | 366.4
25 | 416 | 275 14751365 | 230 | 530 | 120 | 770 | 280
30 | 7417|4051 | 1475|573 | 3259|1141 | 120 | 1620 | 420

Table 4.2.1.11 :

The response times of the six patterns of the 50.7Kbyte workload
from the simulation vs. the response times of the 50.7Kbytes workload whose size is constant
cbtained from the real word measurement in the Sun SPARCstation 470 workstation.

obtained
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# of Response time (msec) ‘ |
|local - Simulation Measurement
users |an&tf |ap&tf |af&tf |ap&tn |afé&in |an&tn imin. |[max. |mode
0 260 1260 | 260 |260 |260 |260 |220 | 970 | 260
5 | 3179301 | 260 |4034] 380 | 508.6
10 | 5185|391 | 260 {7129 5264 /1014 | 300 [2670
15 1323 | 7169|260 (1926 (1149 |3145 | 500 [4770 | 1000

Table 4.21.12 : The response times of the six patterns of the 150Kbyte workload obtained
from the simulation vs. the response times of the 150Kbytes workload whose size is constant
obtained from the real world measurement in the Sun SPARCstation 470 workstation.

If the transaction size is large e.g. 150Kbytes, some relatively very large response
times were found in the measured response times. I found that in general, as the
transaction size increases, the confidence of the simulated response time decreases.
In most cases, the average response times of the six workload patterns obtained

from the simulations falls within the range of the measured response times.

The measured utilization of the CPU is found to be larger than the simulated
utilization of the CPU in most cases. The simulation results for the shared memory

system are found to have good confidence in general.
4.2.2 The Distributed File System

In the standalone measurement to obtain the performance parameter values of the
distributed file systems explained in section 3.2.7, I performed various performance
measurement experiments using the system provided commands such as “cat",

"mkdir”, "Is""rmdir", ping", "spray", etc.. In this section ] include some of the
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validation work of the performance measurement experiments using the "cat"

command.

Table 4.2.211, table 4.2.2.2, table 4223 and table 4.2.24 compare the response time
and CPU time obtained from the virtual performance models when there is mno
contention for the system resources with the measured fesponse time and the
measured CPU time in the standalone experiment of the remote write using "cat
remote_file_1 > local_file_1" in the distributed file systems, which reads a file in
the remote disk of the file server and as a pipelined operation writes the read
data into a file in the local disk of the client respectively in the distributed file
system which consists of the Sun SPARCstation 10/30 workstations, in the
distributed file system which consists of the Sun SPARCstation 470 workstations, in
the heterogeneous distributed file system which consists of the file server of the
Sun 3/60 workstation and the clients of the Sun SPARCstation 10/30 workstations
and in the heterogeneous distributed file system which consists of the file server

of the Sun SPARCstation 10/30 workstation and the clients of the Sun 3/60

workstations.
Work- ‘Measurement(msec) Simulation(msec)
load System Time CPU time System |CPU
(kbytes) Min. _ Max. [Mode |Min. _ |[Max.  Mode |time |time
1.5 100 170 20 50 40 12595 357
15 130 220 30 80 146.5 39.98
150 320 4480 50 100 . 709 82.73
300 530 5020 1400 100 170 130 1334 130.23

Table 4.2.21 : The measured CPU times and the measured response times in the standalone
remote write experiment vs. the CPU times and the response times obtained by the simulation
when there is no contention for the system resources in the distributed file system which
consists of the Sun SPARCstation 10/30 workstations.
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Work- _ Measurement(mseé) Simulation{msec)

load System Time CPU time System |CPU
(kbytes) Min. [Max. [Mode [Min. |[Max. |Mode [time Itime
151 70 280 30 70 50 103.9 | 508
15 70 370 30 70 316.75| 55.75
150 | 320 2680 70 120 1545.25 | 105.25
300 450 4720 : 70 160 160 2910.25 | 160.25

Table 4.2.2.2 : The measured CPU times and the measured response times in the standalone
remote write experiment vs. the CPU times and the response times obtained from the
simulation when there is no contention for the system resources in the distributed file system
which consists of the Sun SPARCstation 470 workstations.

In table 4221, and table 4.2.2.2, we see that both the CPU times and the response
times obtained from the simulation when there is no contention for the system
resources agree well with the measured CPU times and the measured response
times in the standalone remote write experiment in the distributed file system
which consists of the Sun SPARCstation 10/30 workstations and the distributed file

system which consists of the Sun SPARCstation 470 workstations.

When the standalone remote write experiment is performed in the heterogeneous
distributed file system which consists of the Sun 3/60 workstation and the Sun
SPARCstation 10/30 workstations, it is found that some CPU times obtained by
the simulation are somewhat iarger than the range of the measured CPU times
and some responsé times obtained by the simulation are larger than the range of
the measured response times. As an explanation, it should be remembered that
some parameter values in the sending systems are assumed to be same as those in
the receiving systems. By removing this assumption, that is, obtaining each
parameter value separately, the simulation values are expected to be within the

range of the measured values,

Table 4.22.3, table 5.2.24, table 5225 and table 5.2.2.6 compare the response times

and the CPU times obtained from the virtual performance models when there is
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no contention for the system resources with the measured response times and the
measured CPU times in the standalone experiment of the remote read using "cat
remote_file_1" command, which reads a file in the remote disk of the file server
and displays the read data on the window screen of the client respectively in the
distributed file system which consists of the Sun SPARCstation 10/30 workstations,
the distributed file system which consists of the Sun SPARCstation 470
workstations, the heterogeneous distributed file system which consists of the file
server of the Sun 3/60 workstation and the clients of the Sun SPARCstation 10
workstations and in the heterogeneous distributed file system which consists of the

file server of the Sun SPARCstation 10 workstation and the clients of the Sun 3/60

workstations.
Work- Measurement{rmsec) Simulation{msec)
load System Time CPU time ~_|System |CPU
(kbytes) iMin. |Max. [Mode [Min, Max. |[Mode [time time
1.5 70 820 80 20 50 30 81.5 30.825
15 - 100 830 30 50 384471 | 36.225
150 720 2830 | 2730 70 180 2755.725| 90.225
300 1530 5870 | 5700 70 180 150  |5619.225 | 155

Table 4.2.2.3 : The measured CPU times and the measurad response times in the standalone
remote read experiment vs, the CPU times and the response times obtained from the
simulation when there is no c¢ontention for the system resources in the distributed file systern
which consists of the Sun SPARCstation 10/30 workstations.

Work- Measurement(msec) Simulation{msec)
toad System Time CPU time System |CPU
(kbytes) iMin.  |[Max. ~ |[Mode |Min. Max. [Mode [time  [time

1.5 70 380 20 70 40 2225 40.95

15 1110 2180 1170 30 80 1232.75 | 47.25

150 10250 | 12280 50 120 11325.251 110.25

300 21030 | 23830 | 22000 70 180 180  122560.25; 180.25

Table 4.22.4 : The measured CPU times and the measured response times in the standalone
remote read experment vs. the CPU times and the response times obtained from the
simulation when there is no contention for the system resources in the distributed file system
which consists of the Sun SPARCstation 470 workstations.

-
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In table 4223 and table 4224, it is observed that both the CPU times and the
response times obtained from the simulations when there is no contention for the
system resources agree well with the measured CPU times and the measured
response times in the standalone remote read experiment in the distributed file
system which consists of the Sun SPARCstation 10/30 workstations and in the

distributed file system which consists of the Sun SPARCstation 470 workstations.

Some response times obtained from the simulation are larger than the response
time measured in the standalone remote read experiment in the hetefogeneous
distributed file system which consists of the Sun SPARCstation 10/30 workstation
and the Sun 3/60 workstations. As an explanation, it should be remembered that
some parameter values in the sending systems are assumed to be same as those in

the receivin g systems.

Large queueing delay occurs during the screen display‘ I/O operation in the
distributed file systems as well as in the shared memory systems. But no queue is
represented for the clients in the simulations because it is assumed that there
exists no contention for the system resources in the clients. However the queueing
delay can be reflected by directly varying the parameter value instead of
representing the queues in the clients of the performance models during the

simuliations.

As explained in the previous section, three different rcal world measurement
experiments are possible for the distributed file systems. The first is that the
multiple shell scripts in one client workstation generate the transactions
independently. The second is that multiple client workstations generate the
transactions independently and each client workstation uses one shell script. The
third is that multiple client workstations generate the transactions independently
and each client workstation uses multiple shell scripts. The ;hree experiments were

performed with two different shell scripts, therefore total six different experiments

~
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were performed. The first shell script submits transactions sequentially one after
the previous one finishes and the second shell script submits multiple transactions

at the same time after a specified time-interval repeatedly.

The third experiment with the second shell script showed the worst response time
and the first experiment with the first shell script showed the best response time.
The response times of the second experiment showed best fitting to the response
times of the simulation when this study used the workload of which the size is

constant and the input arrival distribution is the Poisson distribution.

Zero values in the number of the clients means that the input arrival rate drops
to a level where the total number of the arriving transactions is one during the
measurement period. Therefore there exists no contention for the system resources

and no queueing delay.

# of Response time (msec)
clients Simulation Measurement
an&tf lap&tf laf&tf |ap&tn jafé&tn jan&tn jmin. |max. |mode
0 173337333 73.33| 73.33| 7333 | 73.33| 60 | 130 | 80
20 1768917719 | 73.33 | 8642 | 78.7 | 924
33 183 79 73.33| 99 875 | 110 60 | 130 | 80
40 | 8525} 8233 73.33|107.8 | 94 [1206
57 {96 88 73.33 140 120 146 80 | 270
60 987 8929 7333|1468 (1268 [152.8
73 {114 96 73.33 (179 153  |190 80 | 350 170
80 11227 11005 | 73.33 |198.8 [167.3 |219.2
100 {1708 121.6 | 73.33 1287.3 244 |334.6

Table 4.2.25 : The response times of the six patterns of the 8Kbyte workioad obtained from
the snmu!atlon vs. the response times of the 8Kbytes workioad whose size is constant obtained
from the real world measurement in the distributed file system which consists of the Sun
SPARCstation 10 workstations.
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Table 4.225 compares the response times of the six different patterns of the
8Kbytes workload obtained from the simulation with the response times of the
8Kbyte workload whose transaction size is fixed obtained from the real world
measurement’ using the write program A of figure 4.1.1 in the distributed file
system which consists of the Sun SPARCstation 10 workstations. Table 4.2.2.6
compares the response times of the 50.7Kbytes workload and table 4.2.2.7 compares

the response times of the 150Kbytes workload.

# of Response time (msec)
clients Simulation Measurement

an&tf |ap&tf |af&t |ap&in [af&in jané&tn jmin. |max. |[mode
0 11658 1658 | 1658 | 165.8 | 165.8 | 165.8 | 140 380
10 (200 | 190 | 1658 2354 | 220 | 280
20 | 2446 2211 | 1658 | 353 | 2825 | 420.2 | 380 520 | 420
40 | 4608 | 3335) 202 | 84341672 [1099 | 400 | 1130
60 [1864 | 895 | 202 3574 (2796 14503 | 580 | 4920

Table 4.2.2.6 : The response times of the six patterns of the 50.7Kbyte workioad obtained from
the simulation vs. the response times of the 50.7Kbytes workload whose size is constant
obtained from the real world measurement in the distributed file system which consists of the
Sun SPARCstation 10-workstations,

# of Response time (msec)
clients Simulation Measurement

an&tf japéetf laf&tf |ap&in |af&in |an&in min. |max. |mode
0 381 381 381 | 381 381 381 ; 300 1380
5 507 | 440 | 381 | 80 | 685 | 500
10 800 | 614 | 430 | 1567 | 1282 | 780 ! 500 1670
15 | 1287 | 869 | 437 | 2850 { 2377 | 1224
20 | 2616 | 1492 | 445 | 7167 | 6153 | 9332 | 1120 | 10430

Table 4.2.2.7 : The response times of the six patterns of the 150Kbyte workload -obtained from
the simulation vs. the response times of the 150Kbytes workload whose size is constant
obtained from the real world measurement in the distributed file system which consists of the
Sun SPARCstation 10 workstations.
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Table 4.2.2.8 compares the respdnse times of the six patterns of the 8Kbytes
workload obtained from the simulation with the response times of the 8Kbyte
workload whose transaction size is fixed(constant) obtained from the real world
measurement in the distributed file system which consists of the Sun SPARCstation
470 workstations. Table 4.2.2.9 compares the response times of the 50.7Kbytes

workload and table 42210 compares the response times of the 150Kbytes

workload.
# of Response time (msec)
clients Simulation Measurement

- |an&tf lap&tf |af&tf lap&in |af&tn jan&tn min. |max. mode
0 1140.7| 1407 | 140.7 | 140.7 | 140.7 | 140.7 | 100 | 280 | 120
10 1154 | 150 | 1407[ 162 | 153 | 175 :
15 162 | 156 | 1407|178 | 161 | 195 120 | 300
20 1719|1624 | 1407 | 1976 | 171 | 220.2
25 (191 [171 | 1407|225 | 187 | 255
30 (214 [182 [ 1407|260 | 207 | 305
35 (248 [ 198 1140.7] 305 |234 |375
40 | 2895|2176 140.7 | 364.1 | 268.9 | 460.6 | 180 | 530

Table 4.2.2.8 : The response times of the six patterns of the BKbyte workload obtained from
the simulation vs. the response times of the 8Kbytes workload whose size is constant obtained
from the real world measurement in the distributed file system which consists of the Sun
SPARCstation 470 workstations,

As in the share memory systems, if the transaction size is large e.g. 150Kbytes,
some relatively very large response times were found in the measured response

times.

The standard deviations of the measured response times and those of the

measured CPU times are larger in the distributed file systems than in the shared
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memory systems. This study found that in general, as the transaction size
increases, the confidences of the simulated response times decreases. In most cases,
the simulated average response times of the 6 workload patterns fall within the

range of the measured response time.

# of Response time {msec)
clients Simulation Measurement
an&tf |ap&tf |af&tf |ap&in jaf&in |an&tn [min. |max. |mode

0 |331.5]| 3315|3315 331.5 331.5| 331.5| 320 | 650 | 330/
' 350

5 1390 |380 |3315|440 | 400 | 510
10 | 471 | 429 | 3315|609.6| 505 | 735.3| 400 | 6850
15 | 590 | 495 3315|890 | 710 |1080
20 [ 8342 6161 3315 (1323 [1110 [1640
26 (1400 | 920 | 33152500 |2000 {3300
30 2237 1237 | 3456 14193 {3257 [5963

Table 4.2.2.9 : The response times of the six patterns of the 50.7Kbyte workload obtained from
the simulation vs. the response times of the 50.7Kbytes worklcad whose size is constant
obtained from the real world measurament in the distributed file system which consists of the
Sun SPARCstation 470 workstations.

# of Response time (msec)
clients , Simulation Measurement

an&tf |ap&tf |afé&tf |ap&tn laf&tn |an&ktn jmin. imax. |[mode
0 775 775 | 775 775 775 775 | 650 2680
5 [ 1418 | 1186 | 775 | 2618 ! 2294 | 3120 | 800 [80180
10 | 4399 ! 2570 | 9696 | 8849 | 6952 |15300

Table 4.2210 : The response times of the six patterns of the 150Kbyte workload obtained
from the simulation vs. the response times of the 150Kbyles workload whose size is constant
obtained from the real world measurement in the distributed file systerm which consists of the
Sun SPARCstation 470 workstations,
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This study found the measured utilization of the CPU of the file server is very
similar to the simulated utilization of the CPU : less than 5% deviation. In section
421, this study observed that the measured utilization of the CPU was larger than
the simulated utilization of the CPU in the shared memory systéms in most cases.
The simulation results in the distributed file systems are found to have good

confidence in general.
4.3 Summary

The measurement methodology used in this study has been discussed. This study
used only the system provided performance tools. All measurement experiments
were peformed in dedicated and closed environments. Two kind of experiments
were performed : the standalone measurement and the real world(live)
measurement. Shell script based predefined scenarios with either system provided
commands("cat" command, etc) or Iﬁy own programs for read or write(write

program A) were used.

In order to give better understanding of the distribution of the measured values,
the mode values with minimum values and maximums values are presented. I
specified the mode values only if the frequency of the mode value was found to

-be more than 20% of the total occurrence. Otherwise 1 left it blank.

It was observed that both the CPU time and the response time obtained from the
simulation when there is no contention for the system resources agree well with
the measured CPU time and response time in the standalone measurement
experiments both in the shared memory systems and "in the distributed file

systems.

In real world measurement in both system paradigms, if the transaction size is



Chapter 4 : Measurement and Validation ‘ Page 146

large e.g. 150Kbytes, some relatively very large response times were found in the
measured response times. In _ general, és the transaction size increases, the
confidence of the simulated response time decreases and in most cases, the
average response times of the six workload patterns obtained from the simulations
falls within the range of the measured response times. In real world measurement,
the measured utilization of the CPU is found to be Iarger than the simulated
utilization of the CPU in most cases in the shared memory systems and the
" measured utilization of the CPU of the file server is very similar to the simulated

utilization : less than 5% deviation in the distributed file systems.

The standard deviations of the measured response times and those of the
measured CPU times are larger in the distributed file systems than in the shared
memory systems. The simulation results for the two system paradigms are found

to have good confidence in general.

When the standalone remote write(for read) experiment is performed in some
heterogeneous distributed file systems, it is found that some simulation values are
somewhat larger than the range of the measured values. For an explanation, it
should be remembered that some parameter values in the sending systems are
assumed to be same as those in the receiving systems. By removing this.
assumption, that is, obtaining each parameter value separately, the simulation
values are expected to be within the range of the measured values. This remains

as a topic for further study as mentioned in chapter 8.



Chapter 5

File Access Performance Evaluation of the Two

System Paradigms

Chapter 3 described the virtual server models and performance parameters and
chapter 4 validated them in real environments. This chapter comparatively
investigates the file access performance of the two system paradigms using the

virtual server models,

As the baseline distributed file systems, this study uses the distributed file system
which consists of the Sun SPARCstation 10 workstations, the distributed file system
which consists of the Sun SPARCstation 470 workstations and the distributed file
system which consists of the Sun 3/60 workstations. As the baseline shared
memory systems, this study uses the Sun SPARCstation 10 workstation, the Sun
SPARCstation 470 workstation and the Sun 3/60 workstation. This study uses the -
six workloads individually in each system. They are .the 8kbytes workload, the
47kbytes workload, the 50.7kbytes workload, the 316kbytes(B) workload, the
316kbytes workload and the 1856kbytes workload.

In the following sections in this chapter, the following conditions hold commonly

used unless otherwise specified. Write file access is performed unless read file

access is explicitly specified to be performed. No caching occurs unless caching is

Page 147
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explicitly specified to occur. The workload pattern of the Poisson distribution for

input arrival and the logmnormal distribution for input transaction size is used

unless the workload pattern is explicitly specified.

5.1 The Effect of Workload

Here this study investigates the effect of the workload characteristics on the file
access performance and explains what workload characteristics are chosen for the

baseline cases and why they are chosen.

Section 5.1.1 compares the file access. performance of the read operations and that
of the write operations. Section 5.1.2 investigates the effect of the average
transaction size of the workload on the file access performance. Section 5.1.3
investigates the -effect of thé workload pattern on the file access performance.
Section 5.14 investigates the effect of the workload fluctuation on the file access
performance by comparing the average response time when the steady workload is

used and that when the bursty workload is used.

51.1 Read and Write

This secﬁon compares the file access performance of read and.that of write. The
baseline performance model of figure 34.1.B and the baseline performance
parameters of table 3.4.2.A are used for the simulation of the three shared memory
systems. The three shared memory systems are the Sun SPARCstation 10
workstation, the Sun SPARCstation 470 workstation and the Sun 3/60 Workstation.

The baseline performance model of figure 3.2.6.B and the baseline performance
parameters of table 3.2.7.C are used for the simulation of the three distributed file

systems. The three distributed file systems are the distributed file system which
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consists of the Sun SPARCstation 10 workstations, the distributed file system which
consists of the Sun SPARCstation 470 workstations and the distributed file system
which consists of the Sun 3/60 workstations. The 6 different workloads of table

3.5.2.A are individually used in each system of the both system paradigms.

In the read operation and the write operation, only the processing sequence is
different from each other since it is assumed that the request sending operation
has the same overhead as the response receive operation in the client and the
request sending operation in the client has the same overhead as the response
sending operation in the file server and the data reading operation from the disk

has the same overhead as the data writing operation on the disk.

R Average Response Time (sac)

© == rapd =4 write
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Figure 5.1.1.1 : 50.7Kbytes
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Figure 5.1.1.2 : 316kbytes(B) -

The average response time of the read vs. the average response time of the write in the
distributed file system which consists of the Sun SPARCstation 10 workstations.
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In the shared memory systems, ‘the read and write show the same average
response time all the time as we expect. In the distributed file systems, the
average response time of write develops faster than the average response time of
read as the contention for the system resources grows, that is, the number of
clients increases as shown in figure 51.1.1 and figure 5.1.1.2. This is due to the
correlation effect of the network, the network control unit and the CPU. The
growth pattern of average response time is similar all the time. See appendix B for

the figures of other cases.

Throughout this chapter, chapter 6 and chapter 7, the write operation is used as
the baseline file access operation unless the read operation is specified to be
performed. The read operation is less sensitive to the contention for the system
resources and in real environments, caching occurs more frequently during reading

than during writing,
5.1.2 Transaction Size

This section describes the effect of the transaction size on the file access
performance. The transaction size is increased : 8kbytes, 47kbytes, 50.7kbytes,
316kbytes and 1856kbytes. The effect is investigated using the three kinds of
systems where the system power and the system orgénization differ : the Sun
SPARCstation 10 workstation, the Sﬁn SPARCstation 470 workstation and the Sun
3/60 Workstation. The effect is investigated in two different system paradigms :
the distributed file system and the shared memory system. The baseline virtual
server model of figure 3.26.B, that of figure 34.1B, the baseline performance
parameter values of table 3.2.7.C and that of table 3.4.2.A are used. In this section,
the transactions are generated according to the Poisson distributions for the arrival

and the log-normal distributions for the size.
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Figure 5121, figure 51.23 and figure 5.1.25 show the average response time per
8kbytes data transferred of the six workloads in the distributed file system which
consists of the Sun SPARCstation 10 workstations, in the distributed file system
which consists of the Sun SPARCstation 470 workstations and in the distributed
file system which consists of the Sun 3/60 workstations respectively as the number

of clients increases gradually.

Figure 51.22, figure 5.1.24 and figure 512.6 show the average response time per |
8kbytes data transferred of the six workloads in the shared memory system of the
Sun SPARCstation 10 workstation, the Sun SPARCstation 470 workstation and the

Sun 3/60 workstation respectively as the number of local users increases gradually.
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Figure 5.1.2.7 : Zooming of figure 5.1.2.1
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As an example, I zoom figure 5.1.211 in figure ‘5.1.2.7, which shows the average
response time per 8kbytes data transferred in the distributed file system which

consists of the Sun SPARCstation 10 workstations.

The average response time per 8kbyte data transferred of the 1856kbytes workload
is much smaller than that of the 8kbytes workload when there is no contention for
the system resources. This is due to the amortization of the overheads which are

constant to the average transaction size.

In the three shared memory systems, the bursty workloads such as the 47kbytes
workload, the 316kbytes(B) workload and the 1856kbytes workload show better
average response time per 8kbyte data transferred than the counferpart steady
workloads such as the 8kbytes workioad, the 50.7kbytes workload and the
316kbytes workload. This is because the amortization effect overwhelms the bursty
effect, that is, the effect of the bursty arrivals on the file access performance is less

than the effect of the amortization on the file access performance.

In the distributed file systems, the bursty workloads such as the 316kbytes(B)
workload and the 1856kbytes workload show better average response time per
8kbytes data transferred than the counterpart steady workloads such as the
50.7kbytes workload and the 316kbytes workload up to a certain number of the
clients and beyond the number, the bursty workloads show worse and worse
average response time per 8kbytes data transferred than the counterpart steady
workloads since now the contention effect overwhelms the émortization effect. This

is commonly observed in the three systems.

It is commonly observed in the two different system paradigms that when this
study uses the workload pairs such as the 50kbytes workload and the
316kbytes(B) workload, and the 316kbytes workload and the 1856kbytes workload,

the gaps between the average response time per 8kbytes data transferred of the
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steady workloads and that of the bursty workloads are- relatively narrow and in
the workload pairs of the 8kbytes workload and the 47kbytes workload, the gap is
relatively wide. This means that in the workload pair of the 8kbytes workload and
" the 47kbytes workload, the file access performance is much affected by the
amortization anci in the two other workload pairs, the amortization has little effect

on the file access performance.

Generally the larger the average transaction size is, the better the average response
time per 8kbyte data transferred is when there is no contention for the system
resources. As the contention increases, that is, the number of dlients or the number
of local users increases, if the average the transaction size is larger, then the the
average response time per 8k data transferred grows more quickly. Therefore, there

exist crossing points in the figures.
51.3 Workload Pattern

This section describes the effect of the workload pattern on the file access
performance. Three different types of arrival distributions and two different types
of transaction size distributions are used. The three arrival distributions are the
Poisson arrival{the exponential inter-arrival time distribution), the log-normal
inter-arrival time distribution and the constant inter--arrival time distribution. The
two transaction size distributions are the log-normal distribution and the constant

distribution. The total six workload patterns are the followings.

1) The workload pattern which has the Poisson arrival distribution and the
log-normal transaction size distribution : ap&n.

2) The workload pattern which has the Poisson arrival distribution and the
constant transaction size distribution : apétf.

3) The workload paﬁern which has the log-normal inter-arrival time distribution

and the log-normal transaction size distribution : an&tn. .
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4) The workload pattern which has the log-normal inter-arrival time distribution
and the constant transaction size distribution : an&tf.

5) The workload pattern which has the constant inter-arrival time distribution and
the log-normal transaction size distribution : afé&tn.

6) The workload pattern which has the constant inter-arrival time distribution and

the constant transaction size distribution : af&tf.

The baseline virtual performance model of figure 3.26B and the baseline
performance parameter values of table 3.27.C are used for the simulation of the
distributed file system which consists of the Sun SPARCstation 10 workstations. The
baseline virtual performance model of figure 3.4.1.B and the baseline performance
parameter values of table 3.4.2.A are used for the shared memory system of the Sun
SPARCstation 10 workstation. Only the arrival distribution and the workload size

distribution are changed.
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Figure 5.1.3.1 shows the average response times of the six workload patterns when
the 50.7kbytes workload is used in the distributed file system which consists of
the Sun SPARCstation 10 workstations. Figure 51.3.2' shows the average response
‘times of the six workload patterns when the 50.7kbytes workload is used in the
shared memory system of the Sun SPARCstation 10 workstation, See af:pendix B

for the figures of other cases.

What was commonly observed is summarized below. The best average response
time is always found in the workload pattern of the constant inter-arrival time
distribution and the constant transaction size distribution. The workload pattern
shows the constant average response time as the number of clients or the number
of local users increases whatever workload is used. The worst average response
time is always found in the workload pattern of the log-normal inter-arrival time
distribution and the log-normal transaction size distribution except for three cases.
The workload - pattern of the Poisson arrival distribution and the log-normal
transaction size distribution shows the second or third worst average response time
all the time except for three cases where it takes the position of the worst average
response time instead of the workload pattern of the log-normal inter-arrival time

distribution and the log-normal transaction size distribution.

It is observed that when steady workloads are used, the workload pattern of the
Poisson arrival distribution and the constant transaction size distribution shows
worse averagé response time than the workload pattern of the log-normal
inter-arrival time distribution and the constant transaction size distribution but

when bursty workloads are used, the converse is true.

By comparing the average response time obtained from simulations with the
average response time obtained from measurements, this study finds that the
workload pattern of the Poisson arrival distribution and the log-normal transaction

size distribution accurately represents the arrival distribution and the transaction
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size distribution of the real workload, as explained in chapter 4.
5.1.4 Workload Fluctuation

As explained in section 3.5.2, this study interprets the 10minutes workloads as the
steady workloads and the 10 seconds workloads as the bursty workloads. Three
workload pairs are used in this study. The 8kbytes workload, 50.7kbytes workload
and the 316kbytes workload are the 10minutes workloads and the 47kbytes
workload, the 316kbytes(B) workload and the 1856kbytes workload are 10 seconds

workloads as already explained in chapter 3.

As an example of the bursty workloads, let's look at the 47kbytes workload. We
can interpret the 47kbytes data traffic per second as the ifo traffic caused by the
series of 8kbytes transactions or one 47kbytes transaction. The former interpretation
leads to a fine-grained workload with small inter-arrival times and the latter
interpretation leads to a coarse-grained workioad with large inter-arrival times
because the traffic rate generated should be same in the two interpretations. In the
former interpretation, the transaction arrival rate per unit time(second) is the same
both in the steady workloads and in the bursty workloads but the arrival
distribution is different. That is, the arrival distribution of the bursty workloads
follows cluster distributions or group arrival patterns. The cluster distribution or
the group arrival pattern means the distribution where the inter-arrival time inside
the cluster(the group), that is, the inter-arrival time between the members of the
cluster(the group) or intra-cluster-arrival time, is very small and the inter-arrival
time between the clusters is very large. In the case of ultimate burstiness, the
intra-cluster-arrival time tgnds to zero in its limit, that is, there is no inter-arrival

time gap inside the cluster.

Figure 51.4.1 and figure 51.4.2 show the average response times per 8kbytes data
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Figure 5.1.4.1 : The effect of the ultimately bursty workloads on the average response times
per Bkbytes data transferred in the distributed file system which consists of the Sun
SPARCstation 10 workstations,
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Figure 5.1.4.2 : The effect of the ulimately bursty workloads on the average response times
per Bkbytes data transferred in the Sun SPARCstation 10 workstation.
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transferred when the ultimately bursty workloads in the former interpretation are
used in the distributed file systen which consists of the Sun SPARCstation 10

workstations and in the Sun SPARCstation 10 workstation.

This study wuses the latter interpretation in the simulations in the following
sections. In this case, because of amortization, the average respoﬁse times of the
bursty workloads are smaller than the average response times of the bursty
workloads in the former interpretation as comparatively observed in figure 5.1.4.1

and 5.1.4.2 and figure 5.1.2.1 to figure 5.1.2.6.

In section 513, it was already pointed out that the workload pattern of the
Poisson arrival distribution and the constant transaction size distribution shows
worse average response time than the workload pattern of the log-normal
inter-arrival time distribution and the constant transaction size distribution when
the steady workloads are used but the former shows better average response time
than the latter when the bursty workloads are used, both in the distributed file

systems and in the shared memory systems.

The effect on the file access perforrﬁance by the workload fluctuation is further
explained where a_pprdpriate throughout this chapter, chapter 6 and chapter 7

when it is observed.

5.2 Utilization, Congestion and Average Response

Time

This section investigates the utilization of each system resource, congestion effect,
the effect of each system resource on the average response time. It is found out
how many clients or local users can be supported in the baseline environments

and which system resource saturates first in each system.
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5.2.1 Utilization

Figure 5.2.1, figure 5.2.2, figure 523 and figure 524 show the average utilization
" of the system resources such as the CPU, the disk, the network interface unit and
the network respectively in the distributed file system which consists of the Sun-
SPARCstation 10 workstations. Figure 5.2.5 shows the average utilization of the
CPU in the shared memory systei'n of the Sun SPARCstation 10 workstation.
Figure 5.2.6, figure 52.7 and figure 5.2.8 show the average utilization of the CPU,
the disk and the network interface unit respectively in the distributed file system
which consists of the Sun SPARCstation 470 workstations. Figure 5.2.9 shows the
average utilization of the CPU in the shared memory system of the Sun-
SPARCstation 470 workstation. Figure 5.2.10, figure 5.2.11 and figure 5.2.12 show
the average utilization of the CPU, the disk and the network interface unit
respectively in the distributed file system which consists of the Sun 3/60
workstations, Figure 5.213 shows the average utilization of the CPU in the shared

memory system of the Sun 3/60 workstation.

The figures show the utilization- in the theoretical limit. It is observed that if the
measured utilization is closer to the theoretical limit, then the file access
performance becomes better. When the 6 workloads of which the inter-arrival times
are constant and the transaction sizes are also constant are used, the utilizations of
the system resources are nearly same as that in the figures. In these cases, the
average response time is almost constant as the number of clients increases and
the throughput is the best among the 6 workload patterns in section 5.1.3. Each
line in the figures is obtained when the system resource of which the line
represents the utilization is the major bottleneck point, that is, other system

resources in the system have lower utilization than the system resource.

In the figures, the average utilization of the disk i/o subsystem, that is, the disk

and disk interface unit in the distributed file system is the same as that in the
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Figure 5213 : The average utiization of the CPU of the Sun 3/60 workstation.

shared memory system. The average utilization of the network should be constant
regardless of the system power in the distributed file system, that is, the average
utilization of the nefwork in the distributed file system wh'ich consists of the Sun
SPARCstation 10 workstations is the same as that in the distributed file system
which consists of the Sun SPARCstation 470 workstations or the Sun 3/60
workstations since the 10Mbps network is used all the time in the baseline
distributed file systems. It varies only with the average transaction size and the

number of clients in the distributed file systems.
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Figure 5214, figure 5.215, figure 5.2.16, figure 5217, figure 5218 and figure
5219 show the simulated average utilization of the system resources of the
distributed file system which consists of the Sun SPARCstation 10 workstations
and the local shared memory system of the Sun SPARCstation 10 workstation,
when the 6 workloads of which the arrival follows the Poisson distribution and

the transaction size follows the log-normal distribution are used.

The slopes of the average utilization lines of the CPU, the disk i/o subsystem, the
network interface unit 'and the network are almost straight. If more contention
arises in the system, for example when I use the workload of which both the
inter-arrival time and the transaction size follow the log-normal distribution, the

lines curve below the straight line of the theoretical limit.

5.2.2 Congestion

Table 5.2.2.1 shows the number of clients or the number of local users with which
each resource is 100% utilized and which I call the saturation point, in the
bascline cases.’ The numbers are obtained using the theoretical average utilization.
For example, the CPU of the Sun SPARCstation 10 workstation can conservatively
support up to 495 clients before saturation when the 8kbytes workload is used in
the distributed file systems where the other system resources are enhanced to be

better so that the CPU of the Sun SPARCstation 10 is the main bottleneck point.

When this study uses the 8kbytes workload or the 50.7kbytes workload among the
steady Qvorldoads or the 47kbytes workload among the bursty workloads, the disk
i/o subsystem is the main bottleneck point which saturates the three baseline
distributed file systems. The next bottleneck point is the network control unit of
the file server in the three baseline distributed file systems. When this study uses

the 316kbytes(B) workioad or the 1856kbytes workload amoﬁg the bursty
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workloads or the 316kbytes workload among the steady workloads, that is, when
this study uses the workloads of which the average transaction size is equal to or
larger than 316kbytes, the network control unit is the main bottleneck point which
saturates the three baseline distributed file systems even though the capacity of the
network is still enough to support more clients. In the three baseline distributed
file system, the next bottlenéck pbint is the disk i/o subsystem or the network
control unit. In the three baseline shared memory systems, the major bottleneck
point is the disk i/o subsystem and the CPU is the next bottleneck point in all 6

workloads.

8k 47k 50.7k| 150k | 316kb | 316k 1856k
CPU 495 1662 281 140 431 76 82
i g DISK 143 396 66 29 87 15 15
NET 578 645 105 36 98 17 16
NET-IMA 433 483 72 27 73 12 12
g CPU 775 2803 476 250 795 140 - 156
DISK 143 396 66 29 87 15 15
CPU 264 1054 180 103 341 60 70
g E DISK 63 220 37 19 59 10 11
NET 578 645 105 36 98 17 16
NET-DMA 215 249 40 14 38 6 6
CPU 407 1702 291 175 | 598 105 127
g DISK 63 - 220 a7 19 59 10 11
CPU 148 573 97 54 178 31 36
g g DISK 28 92 15 7 23 4 4
NET 578 645 105 36 98 17 16
NET-DMA 105 117 19 6 17 3 3
g CPU 198 | 769 131 73 239 42 48
DISK 28 92 15 7 23 4 4
S10 : The Sun SPARCstation 10 workstation DFS : The distributed file system
S470 : The Sun SPARCstation 470 workstation SMS : The shared memory system
S360 : The Sun 3/60 workstation NET-DMA : The network interface unit

Table 5.2.2.1 : The saturation points in the baseline systems.
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Workload Type
Paradigm [Resource| System 8k 47k 50.7k | 316k(B)| 316k 1856k
, 8360 1 1 1 1 1 1
DFS CPU S470 1.79 1.84 1,86 1.92 1.94 1.95
S10 3.35 2.91 2.9 2.43 2,46 2.3
35360 1 1 1 1 1 1
SMS CPU 5470 2.06 2.22 2.23 2.51 2.5 2.65
S10 3.92 3.65 3.64 3.33 344 3.25
DFS 5360 1 1 3 1 1 1
sﬁs DISK S470 2.25 2.4 2.47 2.57 2.5 2.75
S10 5.11 4.31 4.4 3.79 3.75 3.75
' 5360 1 1 1 1 1 1
DFS NET-DMA .| S470 2.06 2.13 2.11 2.24 2 2
S10 4.13 4,13 3.79 4,3 4 4

Table 5.2.22 : The ratio of the saturation point of each resource in the three distributed file
systems to the saturation point of each resource in the distributed file system which consists of
the Sun 3/60 workstations and that in the three shared memory systems to that in the Sun
3/60 workstation.

Table 5.2.2.2 shows the ratio of the saturation point of the system resource such as
the CPU, the disk i/o subsystem and the network interface unit among the three
distributed file systems and among the three shared memory systems when the 6

workioads are used individually.

The MIPS ratio among the three systems, that is, the ratio of the MIPS of the Sun
SPARCstation 10 workstation to the MIPS of the Sun SPARCstation 470
workstation to the MIPS of the Sun 3)60 workstation is 33.4 : 7.34 : 1. The ratios
in table 5222 are far below the MIPS ratio and different at cach resource. The
largest ratio is observed in the disk i/o subsystem and the smallest ratio is

observed in the CPU.
5.2.3 Average Response Time

This section investigates the effect of each system resource on the average response
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time when there is no contention for the system resources at all.

Figure 5.2.3.1 to figure 5.23.5 show the effect on the average response time of the
system resources such as the CPU, the disk i/o subsystem, the network interface
' unit in the clients, the netwbrk and the file server in the distributed _file system
which consists of the Sun SPARCstation 10 workstations and the effect of the CPU
and the disk i/o subsystem on the average response time in the shared memory
system’ of the Sun SPARCstation 10 workstation when the 6 workloads such as the
8kbytes workload, the 47kbytes workload, the 50.7kbytes workload, the 316kbyte
workload(B), the 316kbytes workload and the 1856kbytes workload are used
respectively and there is no contention for the system resources at all. The effect
when the 316kbytes workload(B), a bursty state workload, is used is the same as

the effect when the 316kbytes workload, the steady state workload, is used.

Figure 5.2.3.6 to figure 5.2.3.10 show the effect on the average response time of the
system resources when the Sun SPARCstation 470 workstations are used instead of

the Sun SPARCstation 10 workstations in the same environment.

Figure 52311 to figure 5.2.3.15 show the effect on the average response time of
the system resources when the Sun 3/60 workstations are used instead of the Sun

SPARCstation 10 workstations in the same environment.

In the shared memory systems, the percentage of the average CPU time in the
total average responsc time decreases as the average transaction size increases, in
other words, the percentage of the average disk i/o time in the total average
response time increases as the average transaction size increases. This agrees with
our common belief that the file access activity will use the i/o subsystem more

heavily than the CPU.

In the client of the distributed file system, the percentage of the average network
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The map of the éverége response lime when there is no queueing delay In the distributed file
system which consists of the Sun SPARCstation 10 workstations and in the Sun SPARCstation

10 workstation. Abbreviation :

DFS stands for the distributed file system. SMS stands for the

shared memory system. N-DMA stands for the network interface unit,
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The map of the average response time when there is no queueing delay in the distributed file
system which consists of the Sun SPARCstation 470 workstations and in the Sun SPARCstation
470 workstation.
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The map of the average response time when there is no queueing delay in the distributed file
system which consists of the Sun 3/60 workstations and in the Sun 3/60 workstation.
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communiﬁation time spent in the network interface unit in the average time spent
in the client increases, in other words, the percentage of the average CPU time in
the avérage time spent in the client decreases, as the average transaction size
increases. In the client of the distributed file system, the percentage of the average
network communication time spent in the network interface unit in the average

time spent in the client decreases as the power of the client grows.

In the file server of the distributed file system, the percentage of the average
network communication time spent in the network interface unit in the average
time spent in the file server increases as the average transaction size increases and
the percentage of the average network communication time spent in the network
interface unit in the average time spent in the file server decreases as the power

of the file server grows.

In the distributed file systems, the percentage of the average data transmission
time through the communication network in the total average  response time
increases as the average transaction size increases or as the power of the
component systemn increases. This means that the main bottleneck point moves to
the system resources related to network communication gradually as the power of
the component system grows or the average transaction size grows in the

distributed file systems.
53 The Two System Paradigms

One of the research objectives in this study is to compare the file access
performances of the two different system paradigms. This study compares the file
access performances of the design alternatives of the distributed file systems and
those of the. shared memory systems in the following sections. This section
compares the file access performances of the baseline distributed file systems and

the file access performances of the baseline shared memory systems in the
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environments which consist of the three different classes of Sun workstations
respectively, which are the Sun SPARCstation 10 workstations, the Sun
SPARCstation 470 workstations and the Sun 3/60 workstations.

The baseline perfofmance model of figure 3.26.B and the baseline performance
parameter values of table 3.2.7.C are used for the baseline distributed file systems
and the baseline performance model of figure 34.1.B and the baseline performance

parameter values of table 3.4.2.A are used for the baseline shared memory systems.

Figure 5.3.1 shows the average response time as the number of clients or the
number of local users increases when this study uses the 50.7kbytes workload in

the environments which consist of the SUN SPARCstation 10 workstations.
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Figure 5.3.1 : The average response time in the distributed file system which consists of the
Sun SPARCstation 10 workstations vs. the average response time in the Sun SPARCstation 10
workstation : the 50.7Kbytes workload.
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The average response times show similar trends as the number of dlients or the
number of local users increases in all cases of the two different system paradigms
when the 6 different workloads are used individually. See appendix B for the

figures of other cases.

Figure 5.3.2 shows the ratio of the average response time of the distributed file
system to the average response time of the local shared memory system. Generally
when the average transaction size grows, the line of the ratio moves upward. The
six lines, that is, the ratios of the six workloads show similar trends as the
number of dients or the number of local users increases in the two different

system paradigms.

Figure 5.3.3, figure 534 and figure 5.3.5 show the average response time as the
number of clients or the number of the users increases when we use the bursty
workloads such as the 47kbytes workload, the 316kbytes(B) workload, and the
1856kbytes workload respectively in the environments which consist of the SUN
SPARCstation 10 workstations, In the figures, the used workloads have the
maximum burstiness. For example, in the case of the 47kbytes workioad, this
study interprets the 47kbytes data traffic per second as the 1/O traffic caused by
the series of 8kbytes transactions when the intra-cluster-arrival time tends to zero

in its limit, that is, there is no inter-arrival time gap inside the cluster.

5.4 Local Processing

This section investigates the effect of local processing on the file access
performance. So far, the local processing has not been considered at all. In a job,
some portions might be processed locally, that is, only in the client without
receiving any service from the file server. During the local processing, the user
might execute the CPU-bound portion or access local files or do both of them.

When both the local processing and remote file access are done in a job, the total
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response time includes the local processing time as well and it may hide the
slowness of the remote file access. This section investigates this effect by
comparing the ratios of the average response time in the distributed file systems
to the average response time in the local system. In -figure 5.3.2, the ratio
investigated was that between the average response time in the distributed file
systém which consists of the Sun SPARCstation 10 workstations and the average

response time in the Sun SPARCstation 10 workstation.
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Figure 54.1 : The effect of the local processing on the ratio of the average response time of
the distributed file system which consists of the Sun SPARCstation 10 workstations to the the
average response time of the Sun SPARCstation 10 workstation when the 316Kbytes(B)
workload is used. : )
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The effect of local processing on the file access performance in terms of the ratiol
of the average response time in the distributed file syétem which consists of the
Sun SPARCstation 10 workstations to the average response time in the Sun
SPARGCstation 10 workstation when the 316Kbytes(B) workload is used is shown in
figure 54.1 as an example. At 0% local processing, the ratio shows the slowness of
the average file access time in the distributed file system as it is, compared to the
average file access time in the local system. At 20% local processing which means
the percentage of the average response time of the remote file access in the total
clapsed time of a job in the distributed file system is 80%, the ratio drops greatly.

At 100% local processin\g the ratio is 1.

The effect of local processing on the file access performance is generalized in

figure 5.4.2.
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Figure 5.4.2 : The effect of the local processing on the ratio of the average response time of
the distributed file system to the the average response time of the local system.
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The figure shows the relationship between the percentage of local processing in a
job and the ratio of the average response time in the distributed file system to the

average response time in the local system. The line is obtained as the following.

The total elapsed time in the distributed file svstem
The total elapsed time in the local system

The ratio =

= _Local processing time+ The response time of remote file access
Local processsing time+ The response time of local file access

If it is assumed that X(1) = The response time of local file access, X(2) = The

response time of remote file access, X(3) = Local processing time, then the ratio

X(3)+X(2)

XY E Xy By essuming that A=X(3)/X(2), B=X@/X(), the ratio =

AXX@D)+X(2) - X@x(A+1) _ B(A+1) .. _—
AXX()+X()/B - X)X (A+1/B) (AB+1) - Therefore, in its limit,

[A] tends to 0, then the ratio tends to B=X(2)/X(1). In its limit, if [A] tends to

infinity(ce), then the ratio tends to 1.

In figure 54.2, at 100% remote file access, that is, at 0% local processing in a job,
the sought ratio becomes the ratio of the average response time of the remote file
access in the distributed file system to the average response time of local file
access in the local system. At 0% remote file access, that is, at 100% local
processing, the ratio becomes one. The line 316k(B) uses the average response
times of the 316Kbytes workload in the two system paradigms when there is no
contention for the system resources as the initial ratio, i.e., the ratio when there. is

no lqca] processing, In other lines, 4, 6, 8 and 10 are used as the initial ratios.

From figure 54.2, we can see that the ratio quickly decreases. For example, the
initial ratio of 10 becomes 3.58 when the local processing time takes 20% of the

total processing time in a job. Therefore, the slowness of the remote file access
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may be hidden from the users when the total response time is given to the users.
5.5 Summary

In the shared memory systems, the read and write show the same average
respbnse time all the time as we expect. In the distributed file systems, the
average response time of write develops faster than the average response time of
read as the contention for the system resources grows, that is, the number of
clients increases. Throughout this chapter, chapter 6 and chapter 7, -the u}rite
operation is used as the baseline file access operation unless the read operation is

specified to be performed.

Generally the larger the average transaction size is, the better the average response
time per 8kbyte data transferred is when there is no contention for the system
resources, As the contention increases, that is, the number of clients or the number
of local users increases, if the average the transaction size is larger, then the the

average response time per 8k data transferred grows more quickly.

We can interpret bursty workloads in two ways : a fine grained workload with
small inter-arrival times and a coarse grained workload with large inter-arrival
times. The former shows worse average response time than the latter. This study

uses the latter interpretation in the simulations.

If the measured utilization is closer to the theoretical limit, then the file access
performance becomes better. In the distributed file systems, either the network

interface unit or disk 1/O subsystem is the major bottleneck point.

In the file server of the distributed file system, the percentage of the average
network communication time spent in the network interface unit in the average

time spent in the file server increases as the average transaction size increases and
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the percentage of the average network communication time spent in the network
interface unit in the average time spent in the file server decreases as the power

of the file server grows.

The main bottleneck gradually moves to ‘the system resources related to network
_communication’ as the power of the component system grows or the average

transaction size grows in the distributed file systems.

The average response times show similar trends as the number of clients or the
number of local users increases in all cases of the two different system paradigrﬁs

when the 6 different workloads are used individually.

The slowness of the remote file access may be hidden from the users when the

total response time is given to the users.



Chapter 6

File Access Performance Evaluation of the
Design Alternatives in the Two System

Paradigms

This chapter investigates the file access performance of various design alternatives

comparatively in the two system paradigms using the virtual performance models.

In the following sections in this chapter, the following conditions hold commonly
used unless otherwise specified. Write file access is performed unless read file
access is explicitly specified to be performeci. No caching occurs unless caching is
‘explicitly specified to occur. The workload pattern of the Poisson distribution for
input arrival and the log-normal distribution for input transaction size is used
unless the workload pattern used is specified. When this study enhances any
mechanism or improves the power of any sysfem resource or iﬁcreases the number
of any éystem resource, the Sun SPARCstation 10 workstation is used as the base
system for the shared memory system and the distributed file system which
consists of the Sun SPARCstation 10 workstations is used as the base distributed

file system unless the base system is explicitly specified.

"Page 181
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6.1 Multiple CPUs

This section investigates the effect on the file access performance. by putting
multiple CPUs in each component system of the distributed file systems and ‘in
the shared' memory systems comparatively. The best multiple proéessing
mechanism is dealt with so that the overhead to maintain multiple CPUs is
assumed to be negligible and ignored. By adding CPUs to the file server, the file
server system now becomes a shared memory multiprocessor system which uses
the shared variable mechanism not the message passing mechanism, has a shared
bus architecture and has the symmetric property as explained in section 3.3. No
parallelism such as data parallelism or program parallelism is considered in this
section. It is assumed that each‘ CPU in the Amultip]e processor system has equal
opportunity to process incoming jobs, that is, the probability to be processed in
each CPU is the same. The workstation or the system which has only one CPU is
regarded as a special case of a shared memory system which has only one CPU.
The performance model of figure 3.2.6.C and the baseline performance parameter
values of table 3.2.7.C are used for the distributed file systems and the
performance model of figure 34.1B and the baseline parameter values of table
342.A are used for the shared memory systems. Thé multiple CPUs are
represented as the service center which has multiple servers sharing a queue in

the figures.

Figure 6.1.1 shows the average response time of the 50.7Kbytes workload in the
distributed file system which consists °of Sun SPARCstation 10 workstations where
the CPUs are added as the number of clients increases gradually. Figure 6.1.2
‘shows the ‘average response time of the 50.7Kbytes workload when the number of
CPUs of the shared memory system is increased to be 2 CPUs, 4 CPUs, 8 CPUs,
10 CPUs, 16 CPUs, 20 CPUs, 24 CPUs, 26 CPUs and 30 CPUs. The base system to
which the CPUs are added is the Sun SPARCstation 10 workstation in the figure,

as in the distributed file system. See appendix C for the figures of other cases.
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Figure 6.1.1 : The effect of having multiple CPUs on the average response time in the

distributed file system which consists of the Sun SPARCstation 10 workstations :

_workioad.
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Figure 6.1.2 : The effect of having multiple CPUs on the average response time in the Sun

SPARCstation 10 workstations © the 50.7Kbytes workload.,
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The CPU is not the major bottleneck point and the utilization of the CPU is low
in both the distributed file systems and the shared memory systems. It means that
the contention in the CPU is low. It is observed that the maximum improvement
in the average response time by adding CPUs, that is, by getting rid of the
queueing delay caused by the contention in the CPU, is small in’ percentage terms
for the average response time of the baseline system in the two system paradigms.
Both in the distributed file systems and in the shared memory systems, it is
observed that 2 CPUs get rid of most of the queueing delay caused by the
contention in the CPU and even though more CPUs are added to a system which
already has 4 CPUs, the average response time improves very little regardless of
the workload. It should be remembered that it is explained in section 52 that the
ration of the consumed CPU time to the average response time in both the client
and the file server decreases as the workload size grows when there is no

contention for the system resources.

6.2 Better CPU

This section investigates the effect on the file access performance when the CPUs
of the baseline distributed file system and the CPU of the baseline shared
memory system are replaced with better CPUs. The system of which the CPU is
replaced with K(24.8,...) times more powerful CPU in MIPS or MFLOPS or
SPECrate or any other performance benchmarking, does not necessarily produce
K(248,..) times better CPU parameter values. If some processing mechanisms in
the baseline systems are enhanced, the values of related CPU parameters might
also be reduced. In this study, the K(24,8,.) times better CPU means that the
values of all CPU parameters are improved to be K(2,4,8,.) times better at the
same time, which is a theoretical assumption. The effect on the file access
performance when the value of each CPU parameter is improved individually

will be investigated in section 6.13. This section investigates the effect on the file
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access performance when the values of all the CPU parameters are improved

together at the same time.

The performance model of figure 3.2.6.B is used for the distributed file systems
and the performance model of figure 3.41B is used for the shared memory
systems. Both the baseline distributed file system and the baseline shared
memory system consist of the Sun SPARCstation 10 workstations. The
homogeneity is kept in the distributed file systems by replacing the CPU with

the better CPU both in the client and in the file server at the same time.

The following parameters are the CPU parameters in the distributed file system.
In the client, they are .the command interpretation parameter, the RPC request
build parameter and the RPC response evaluation parameter whose values are
constant for the transaction size and the request send parameter, the response
receive parameter and the result processing parameter whose values are’
proportional to the tranéaction size. In the file server, they are the file handling
parameter, the RPC request evaluate parameter and the RPC response build
parameter whose values are constant for the transaction size and the request
receive parameter, the response send parametef and the parameter of the CPU
service for the disk I/O of which the values are proportional to the transaction
size. The CPU parameters in the shared memory system are the command
interpretation parameter and the file handling parameter whose values are
constant to the transaction size and the parameter of the CPU service for the
disk I/O and the result processing parameter whose values are proportional to

the transaction size.

Figure 6.2.1 shows the average response time of the 50.7Kbytes workload in the
distributed file system as the number of clients increases gradually, In the
simulations, the CPUs of the baseline distributed file system which consists of the

Sun SPARCstation 10 workstations are replaced by the 2 times, 4 times, 8 times,
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10 times, 16 times, 20 times, 30 times, 100 times, 1000 times and infinitely better
CPUs. Figure 6.2.2 shows the average response time of the 50.7Kbytes workload in
the shared memory system as the number of local ‘users increases gradually. The
CPU of the baseline Sun SPARCstation 10 workstation is replaced by a 2 times, 4

times, 8 times, 10 times, 16 times, 20 times, 30 times, 100 times, 1000 times and

infinitely better CPU individually. See appendix C for the figures of other cases.
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Figure 6.2.1 : The effect of the better CPU on the average response time in the distributed file
system which consists of the Sun SPARCstation 10 workstations : the 50.7Kbyies workload.
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Figure 6.2.2 : The effect of the better CPU on the average response time in the Sun
SPARCstation 10 workstation : the 50.7Kbytes workload,

Since the contention in the CPU is low, the overall improvement of the average
response time in the distributed file systems and in the shared memory systems is
not significant. There are many CPU parameters and the CPU is often called for
service but because the amount of service requested is small the contention for the

CPU is not high and the utilization of the CPU is low.

It is observed that the system which has a 2 times better CPU produces somewhat
better average response time in the two system paradigms but beyond a 4 times
better CPU, the average response time of the system improves very little. Similar
patterns and characteristics are observed in both system paradigms. In the next
section, the file access performance of the better CPU case is compared with that

of the equivalent multiple CPUs case in detail.
%
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6.3 Multiple CPUs vs. ‘Better CPU

This section compares the file access performance of the better CPU case anci that
of the equivalent multiple CPU case. In order to compare them fairly, the
improvement of the CPU power is limited to the file server, that is, the CPU' of
the file server is replaced with the better CPU but not the CPUs in the clients of
the distributed file system. Now the distributed file system becomes heterogeﬁeous.
In section 6.2, both the CPU of the file server and the CPUs of the dlients were

replaced with better CPUs to maintain homogeneity.

Table 63.1 to table 6.3.5 compare the average response time of the 8Kbytes
workload, the 47Kbytes workload, the 50.7Kbytes workload, the 316Kbytes(B)
workload, the 316Kbytes workload and the 1856Kbytes workload respectively in
the two different cases of the distributed file system as the number of clients
increases gradually. The 2 times better CPU case and the 2 CPUs case are

compared in the tables.

Table 6.3.6 to table 6.3.10 compare the average response time of the 8Kbytes
workload, the 47Kbytes workload, the 50.7Kbytes workload, the 316Kbytes(B)
workload, the 316Kbytes workload and the 1856Kbytes workload respectively in
the two different cases of the shared memory system as the number of local users
increases gradually. The 2 times better CPU case and the 2 CPUs case are

compared in the tables.

It is observed that Ehe average response time of the system which has the
K(2,4.8,,) time better CPU is better than that of equivalent system which has
K(24.8,.) CPUs both in the distributed file system and in the shared memory
system. And as the contention for the system resources of the file server in the
distributed file system grows, the difference between the average response time of

the better CPU case and that of the equivalent' multiple CPUs case becomes larger
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Figure 7.8.1 : The effect on the average response time when we use the combination of
caching in the memory of the client, caching in the memory of the file server and caching in
the disk interface unit of the file server in the distributed file system which consists of the Sun
SPARCstation 10 workstations : the 50.7Kbytes workload.

Figure 7.8.1 shows the average response time of the 50.7Kbytes workload in the
distributed file systern as the number of clients increases gradually. The cache hit
rate is improved to be 20%, 40%, 60%, 80% and 100% in the three caches at the
same time, Except for these, all others are kept the same as the bascline

distributed file system which consists of the Sun SPARCstation 10 workstations.

See appendix D for the figures of other cases.

in the distributed file system, regular improvement in the average response time is
observed as the cache hit rate increases since all queuveing delays gradually
disappear at the same rate as the cache hit rate incrcascs. The saturation point

increases significantly as the cache hit rate increases,
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7.8 Combination of Caching in the Memory of the
Client, Caching in the Memory of the File Server
and Caching in the Disk Interface Unit of the File

Server

This section investigates the effect on file access performance when we use the
combination of caching in the memory of the dlient, caching in the memory of the
file server and caching in the disk interface unit of the file server in the

distributed file system.

In this combination, the requests from the client are screcned first by the cache in
the memory of the client, sccond by the cache in the memory of the file server
and third and last by the cache in the disk interface unit of the file server. If the
requested data are in the memory of the client, then the data are fetched for the
response and the remaining operations are bypassed. Thercfore the network
communication cost and all costs in the file server are saved as explained in
section 7.3. The utilization of the CPU, the disk interface unit, the disk and the
network interface unit of the file server and the network are reduced. If the
requested data are not found in the memory of the client but found in the
memory of the file server, then the cost of all disk 1/O operations arc saved as
explained in section 7.1. The utilization of the CPU, the disk interface unit and the
disk of the file server are reduced. If the requested data are not found in the
cache in memory of the client and not in the cache in the memory of the file
server but found in the cache in the disk interface unit of the file server, then the
cost of the operations for 1/O in the disk interface unit and the disk is saved as
explained in section 7.2. The utilization of the disk interface unit and the disk of

the file server are reduced.
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in general. This is also observed in the shared memory system.

The better CPU cases use theoretically better CPUs which improve the values of
all CPU parameters at the same time. If this study were tp compare the system
where the CPU is replaced with the K(24,8,..) time more powerful CPU in MIPs,
MFLOPS, etfc., with the system where the K(2,4,8,...) CPUs are used in both system
paradigms, the difference between the average response time of the better CPU
case and that of the equivalent multiple CPUs case would be much less and even
the multiple CPUs case might be better than the better CPU case in the average

response time.

The number of clients
0 20 40 60 80 100
2 CPUs 73,33 86 106, 4 144 194.8 278.1
2 Times Better CPU 57.28 69. 09 88. 07 123.7 170 244.7

Table 6-3-1 :

the Sun SPARCstation 10 workstations when the 8Kbytes workload is used.

The average response timefmsec! of the two times better CPU case vs. the
average response time of the two CPUs case in the distributed file system which consists of

The number of clients
0 20 40 60 80 100 200 300
2 CPUs 157.8 [217.5 |285.8 |381.8 |507.8 |[644.1 (2286 |5984
2 Times Better CPU (150.27 |204.47 |267.97 |354.67 |474.27 |597.37 |2090.1 |5254.1

Table 6-3-2 : The average response timelmsec) of the two times better CPU case vs. the
average response time of the two CPUs case in the distributed file system which consists of
the Sun SPARCstation 10 workstations when the 47Kbyies workload is used.

The number of clients
. 0 20 40 60
2 CPUs 165. 8 347.9 815.7 3181
2 Times Better CPU 157.88 317.2 753. 31 2647.3

Table 6-3-3 : The average response timelmsect of the two times better CPU case vs. the
average response time of the two CPUs case in the distributed file system which consists of
the Sun SPARCstation 10 workstations when the 50.7Kbytes workload is used,
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- The number of clienis

0 20 40 60
2 CPus 740.7 2265 5541 15790
2 Times Better CPU 711.9 2105 5097. 2 14094

Table 6-34 : The average response tme{msec) of the two times better CPU case vs. the
average response time of the two CPUs ‘case in the distributed file systermn which consists of
the Sun SPARCstation 10 workstations when the 316kytes(B) workload is used.

The number of clients The number of clients
0 5 . 10 0 5 10
2 CPUs 740, 7 3274 13260 4078 17400 62700
2 Times Better CPU | 711.875 2650 11973.16 | 3927.25 | 16010.95 57200.95

Table 6-3-5 : The average response time{msec) of the two times better CPU case vs. the
average response time of the two CPUs case in the distributed file system which consists of
the Sun SPARCstation 10 workstations when the 316Kbytes workload is used and the

1856Kbytes workload is used.

The number of clients
0 20 40 60 80 100
2 CPUs 55. 67 59.72 65. 39 76.11 91.04 118.1
2 Times Better CPU 42.835 46,72 52.13 6l1.2 76. 07 100.9

Table 6-3-6 : The average response time(msec) of the two times better CPU case vs. the
average response time of the two CPUs case in the Sun SPARCstation 10 workstation when
the 8Kbytes workload is used.

The number of clients
0 20 40 &0 80 100 200 300
2 CPUs 88.17 | 97.551 110.7 | 125.6 | 144.1 169 390.2 1028
2 Times Better CPU |73.712| 82.1 | 94.14 | 107.5 | 123.4 146 337.4 | 847.9

Table 6-3-7 : The average response tme(msec) of the two times better CPU case vs. the
average response time of the two CPUs case in the Sun SPARCstation 10 workstation when

the 47Kbytes workload is used.
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The number of clients
0 20 40 60
2 CPUs 91.25 124.8 209 848.9
2 Times Better CPU 76.64 106.9 179 607.4

Table 6-3-8 : The average response time{msec) of the two times better CPU case vs. the
average response time of the two CPUs case in the Sun SPARCstation 10 workstation when

the 50.7Kbytes workioad is used.

The number of clients
0 20 40 60
2 CPUs 312.3 535.5 935 1886
2 Times Better CPU 288. 5 484.9 825.3 1579

Table 6-3-9 : The average response tme{msec) of the two times better CPU case vs. the
average response time of the two CPUs case in the Sun SPARCstation 10 workstation when

the 316Kbytes(B) workload is used.

The number of clients The number of clients

0 5 10 0 5 10
2 CPUs 312.3 666.9 1645 1596 3152 7325
2 Times Better CPU | 283.475 597.8 1392 1506.17 2868 6302

Table 6-3-10 : The average response time(msec) of the two times better CPU case vs. the
average response time of the two CPUs case in the Sun SPARCstation 10 workstation when
the 316Kbytes workload is used and when the 1856Kbytes workload is used.

6.4 Multiple Disk IO Subsystems

This section investigates the effect on the file access performance when multiple
disks and -multiple disk interface units are used both in the distributed file system
and in the shared memory system comparatively. In both system paradigms, the

Sun SPARCstation 10 workstations are used.
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The performance model of figure 3.2.6.D and the baseline performance parameter
values of table 3.2.7.C are used for the distributed file system and the performance
model of figure 34.1.D and the baseline performance parameter values of table
34.2A are used for the shared memory system. The multiple disks and multiple
disk interface__ units’ are represented as_ multiple tandem servers which share a |
gueue in the performance models. Each disk interface unit is assumed to receive
I/0 requests with equal opportunity since the multiple disk I/O subsystems are
assumed to have the symmetric property. The overhead to manage the multiple
disks and the multiple disk interface units is assumed to be negligible, which

means this study considers the theoretical limit.

Average response time (msec)
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Figure 6.4.1 : The effect on the average response time of having multiple disk /O subsystems
in the file server of the distributed file system which consists of the Sun SPARCstation 10
workstations : the 50.7Kbytes workload.
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Figure 6.4.1 shows the average response time of the 50.7Kbytes workload in the
distributed file system as the number of clients increases gradually. The number of
disks and the number of disk interface unit in the file server are increased to be
2, 4, 8, 10, 16, 20, 30 100, 1000 and infinity at the same time. Except the disk and
the disk interface unit in the file server, all others are kept the same as the
baseline distributed file system which consists of the Sun SPARCstation 10
workstations. Figure 6.4.2 shows the average response time of the 50.7Kbytes
workload respectively in the shared memory system as the number of local users
" increases gradually. The number of disks and the number of disk interface units
are increased to be 2, 4, 8, 10, 16, 20, 30 100, 1000 and infinity at the same time.
Except the disks and the disk interface units, all others are kept the same as the

baseline Sun SPARCstation 10 workstation. See appendix C for the figures of other

cases.

Since the contention in the disk I/O subsystem is high and the disk I/O
subsystem is one of the two major bottleneck points, the overall improvement of
the average response time both in the distributed file system and in the shared
memory system is significant. It is observed that the average response time
significantly improves in the system which has 2 disks and 2 disk interface units
and in the system which has 4 disks and 4 disk interface units the average
response time still improves but the improved amount of the average response
time is not twice as much as that in the system which has 2 disks and 2 disk
interface units in both system paradigms. In the system which has 4 disks and 4
disk interface units, ‘most of contention in the disk i/ O subsystem disappears and
the network interface unit, the next busiest resource, now becomes the major
bottleneck point and dominates the queueing delay. Therefore, putting more than 4
disks and 4 disk interface units in the file server of the baseline distributed file
system is not efficient in terms of the performance/cost. In the system which has
multiple disks and multiple disk interface units, the saturation point, that is, the

maximum supportable number of clients, does not significantly increase since the
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saturation point of the network interface unit is a little larger than that of the disk

1/0O subsystem.

In the shared memory system, when the system has more than 4 disks and 4 disk
~ interface units, the bottleneck point is now the CPU of which the saturation poirit
is very large. Therefore, as disk and disk interface unit are added to the baseline

system one by one, the saturation point almost linearly increases.
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Figure 6.4.2 : The effect on the average response time of having multiple disk /O subsystems
in the Sun SPARCstation 10 workstation : the 50.7Kbytes workload.
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6.5 Better Disk IO Subsystem

6.5.1 Reduced Disk 10 Time

This section investigates the effect on the file access performance when only the
disk I/O time is improved comparatively in the two system paradigms. What can
improve the disk I/O time? Faster disks, disk arrays, striping mechanism, disk
interface units which have faster data transfer rates, etc. can improve the disk I/O
time. See the work by Wood and Hodges[WOOD etal 93] for the trend of DASD
performance. This section does not investigate in detail the methods to reduce the
disk I/O time but investigates the effect on the file access performance when the

disk I/O time is improved in the two different system paradigms comparatively.

The disk I/O time has not improved as much as the system power has increased
as we can see in table 3.2.7.C. The ratio of the disk 1/O time which is constant
for transaction size in the Sun SPARCstation 10 workstation to the disk I/O time
which is constant for transaction size in the Sun SPARCstation 470 to the disk 1/O
time which is constant for transaction size in the Sun 3/60 workstation is 1:3:6
and the ratio of the disk I/O time which is proportional to the transaction size is
1 : 1.37 : 3.67. They are far below the inverse of the power ratio in MIPS of the
three systems, which is 1 : 7.34 : 33.87.

Figure 6.5.1.1 shows the average response time of the 50.7Kbytes workload in the
distributed file system as the number of clients increases gradually. Both the
constanf pc;rtion and the proportional portion of the disk I/O time are improved
to be 2, 4, 8, 10, 16, 20, 30, 100, 1000 times and infinitely faster. Except for these,
all others are kept the same as the baseline distributed file system which consists
of the Sun SPARCstation 10 workstations. The baseline performance model of

figure 3.26B is used for the distributed file system. See appendix C for the
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figures of other cases.

Figure 6.5.1.2 shows the average response time of the 50.7Kbytes workload in the
shared memory system as the number of local users increases gradually. Both the
constant portion and the proportional portion of the disk I/O time are improved
to be 2, 4, 8, 10, 16, 20, 30, 100, 1000 times and infinitely faster. Except for these,
all others arc kept the same as the baseline Sun SPARCstation 10 workstation. The

bascline performance model of figure 34.1.B is used for the shared memory

system. See appendix C for the figures of other cases.
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Figure 6.51.1 : The effect of having the better disk /O subsystern on the average response
time in the distributed file systerm which consists of the Sun SPARCstation 10 workstations : the

50.7Kbytes workioad.
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Figure 6.5.1.2 : The effect of having the better disk 1O subsystem on the average response
time in the Sun SPARCstation 10 workstation : the 50.7Kbytes workload.

The overall improvement in the average response time in both the distributed file
system and the shared memory system is significant. It is observed that the 2
times faster disk 1/O improves the average response time significanﬂy in both
system paradigms. When the speed of the disk I/O is doubled each time, it is
found that the improvement rate of the average response time decreases gradually
in the distributed file system, that is, the average response time does not linearly
improve in the distributed file system. Even though the disk I/O time improves
further beyond 8 times faster in the distributed file system, the avefage response

time does not improve further.

In the shared memory system, when the speed of the disk I/O is doubled each



Chapter 6 : F.A.P.E. of the Design Alternatives Page 198

time, it is found that the average response time almost linearly improves until the
CPU becomes the major bottleneck point compared to the distributed file system.
The six different workloads produce similar patterns for the average response time

in both system paradigms.

-

6.5.2 Other improvements

The path setup, the disk connection, the interference for data transfer, etc. require
CPU service. There are two kinds of disk I/O overheads : the disk I/O service
time and the CPU service time for disk I/O. The previous section investigated the
effect of improving the disk I/O service time on the file access performance. All
other improvements in the disk I/O operations which lead to the improvement of
the CPU service time are covered in this section. What can reduce the CPU
service time for disk 1/O? This section does not investigate how to reduce the
CPU service time for disk 1/O but investigates the effect on the file access
performance comparatively in the two different system paradigms when the CPU

service time for disk I/O is improved.

The ratio of the CPU service time for disk I/O parameter value in the Sun
SPARCstation 10 workstation to that in the Sun SPARCstation 470 workstation to
that in the Sun 3/60 workstation is 1: 1.2 ;: 3.2. They are far below the inverse of
the power ratio in MIPS of the three systems, which is 1 : 7.34 : 33.87,

Figufe 6.5.21 shows the average response time of the 50.7Kbytes workload in the
distributed file system as the number of clients increases gradually. In each figure,
the CPU service time parameter value for disk I/O is improved to be 2, 4, 8, 10,
16, 20, 30 100, 1000 times and infinitely better. Except for these, all others are kept

the same as the baseline distributed file system which consists of the Sun
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SPARCstation 10 workstations. The baseline performance model of figure 3.2.6.B is
used for the distributed file system. Figure 6.5.2.2 shows the average response time
of the 50.7Kbytes workload in the shared memory system as the number of local
users increases gradually. The CPU service time parameter value for disk 1/0O is
improved to be 2, 4, 8§, 10, 16, 20, 30 100, 1000 times and infinitely better. Except
for these, all others are kept the same as the baseline Sun SPARCstation 10

workstation. The baseline performance model of figure 34.1B is used for the

shared memory system. See appendix C for the figures of other cases.
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Figure 6.5.21 : The effect of the improved CPU service time for disk I/O on the average
response time in the distributed file system which consists of the Sun SPARCstation 10
workstations : the 50.7Kbytes workload.
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Average response time (msec)
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Figure 6.5.22 @ The effect of the improved CPU service time for disk I/O on the average
response time in the Sun SPARCstation 10 workstation : the 50.7Kbytes workload.

The overall improvement of the average response time in the distributed file
system and in the shared memory system is not significant, as we expect. It has
to be recalled that in section 6.2 it was already found that when the values of all
CPU parameters were improved in the baseline systems, the average response time
does not improve significantly. The CPU service time parameter for disk 1/0O is
one of the CPU parameters, If we further improve the paramcter value which was
already improved to be 4 times better, then the improvement in the average
response time is trivial. This is observed both in the distributed file system and in
the shared memory system. The six workloads produce similar patterns for the

average response times in both system paradigms.
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6.5.3 All Improvements at the Same Time

This section investigates the effect on the file access performance comparatively in
the two different system paradigms when all paramecters values for disk 1/O are
improved at the same time, The parameters for disk I/O are the CPU service time

parameter for disk 1/0 and the disk 1/O parameter as explained ecarlier.

Figure 6.5.3.1 shows the average response time of the 50.7Kbytes workload in the
distributed file system as the number of clients increases gradually. The values of
all parameters for disk I/O are improved to be 2, 4, 8, 10, 16, 20, 30 100, 1000
times and infinitely better. Except for these, all others are kept the samc as the
bascline distributed file system which consists of the Sun SPARCstation 10

workstations. The baseline performance model of figure 3.26.B is used for the

distributed file system. See appendix C for the figures of other cases.

Figure 6.5.3.2 shows the average response time of the 50.7Kbytes workload in the
shared memory system as the number of local users increases gradually. The
values of all parameters for disk I/O are improved to be 2, 4, 8, 10, 16, 20, 30
100, 1000 times.and infinitcly better. Except for these, all others are kept the same
as the baseline Sun SPARCstation 10 workstation. The baseline performance model

of figure 34.2B is used for the shared memory system. See appendix C for the

figures of other cases.

Since the contention in the disk I/O subsystem is high and the disk 1/0
subsystem is one of the major bottleneck points, the overall improvement of the
average response time in both the distributed file system and the shared memory

system is significant.
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Figure 6.5.3.1 : The effect on the average response time when the values of all parameters for
disk /O are improved at the same time in the distributed file system which consists of the Sun

SPARCstation 10 workstations : the 50.7Kbytes workload.
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Figure 6.5.3.2 : The effect on the average response time when the values of all parameters for
disk /O are improved at the same tme in the Sun SPARCstation 10 workstation : the

50.7Kbytes workload.
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It is observed that in the 2 times better cases the average response time improves
significantly but the improvement rate of the average respdnse time decreases as
the degree of improvement increases in the distributed file system even though the
average response time improves as far as all the parameter values for disk I/O
improve. If we further improve the parameter values which were already
improved to be 8 times better, the average response time improves very little in
the distributed file system. The reason is because the 8 times better case already
gets rid of the most of the contention for the disk I/O subsystem and the network
interface unit, one of the busiest resources, now becomes the major bottleneck
point and dominates the queueing 'delay in the distributed file system. The
saturation point does not significantly increase or does not increase at all since the
saturation point of the network interface unit is a little larger or a little smaller

than that of the disk I/O subsystem according to the workload.

In the baseline shared memory system, when we continue to double all parameter
values of the disk I/O each time, almost linear improvement rate of the average
response time is observed until the CPU becomes the major bottleneck point in
contrast to the distributed file system. Except for this characteristic, the average
response time in the shared memory system follows the same pattern as that in

the distributed file system.

The six different workloads produce similar patterns for the average response

times in both system paradigms.

6.6 Multiple Disk 1O Subsystems vs. Better Disk IO

Subsystem

This section compares the file access performance of the faster disk I/O subsystem

cases of section 651 and the file access performance of the equivalent multiple
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disk I/O subsystem cases of section 64 in detail. The CPU service time for disk
I/O is kept unchanged and only the disk I/O time in the disk I/O subsystem is

improved.

Figure 6.6.1 to figure 6.6.6 compare the average respoﬁse time in the distributed
_ file system where the disk I/O time is improved to be two times faster and the
average response time in the distributed file system which has two disks and two
disk interface units when the 8Kbytes workload, the 47Kbytes workload, the
50.7Kbytes workload, the 316Kbytes(B) workload, the 316Kbytes workload and the
1856Kbytes workload are used respectively and the numbef of clients increases

gradually.

Figure 6.6.7 to figure 6.6.12 compare the average response time in the distributed
file system where the disk I/O time is improved to be four times faster and the
average response time in the distributed file systern which has four disks and four
disk interface units when the 8Kbytes workload, the 47Kbytes workload, the
50.7Kbytes workload, the 316Kbytes(B) workload, the 316Kbytes workload and the
1856Kbytes workload are used respectively and the number of clients increases

gradually.

Figure 6.6.13 to figure 6.6.18 compare the average response time in the shared
memory system where the disk 1/O time is improved to be two times faster and
the average response time in the shared memory system which has two disks and
two disk interface units when the 8Kbytes workload, the 47Kbytes workload, the
50.7Kbytes workload, the 316Kbytes(B) workload, the 316Kbytes workload and the
1856Kbytes ‘workload are used respectively and the number of local users increases

gradually.

‘ Figure. 6619 to figure 6.6.24 compare the average response time in the shared

memory systems where the disk I/O time is improved to be four times
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Figure 6.6.6 : 1856Kbytes

The average response time of the case of the two times better disk /O time vs. the average
response time of the case of the two disk /O subsystemns in the distributed file system which
consists” of the Sun SPARCstation 10 workstations.
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Figure 6.6.12 : 1856Kbytes

The average response time of the case of the four times better disk /O time vs. the average

response time of the case of the four disk I/O subsystems in the distributed file systermn which
consists of the Sun SPARCstation 10 workstations. '
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faster and the average response time in the shared memory system which has four
disks and four disk interface units when the 8Kbytes workload, the 47Kbytes
workload, the 50.7Kbytes workload, the 316Kbytes(B) workload, the 316Kbytes
“workload and the 1856Kbytes workload are used respectively and the number of

local users increases gradually.

It should be remembered that it was observed in section 6.4 that beyond 4 disks
and 4 disk interface units the average response time improved very little since the
contention for the disk I/O subsystem almost disappeared with 4 disks and 4 disk
interface units but in section 6.5.1 the average 'responée time improved as far as
the disk I/O time improved. Therefore the gap between the two average response
time increases when we use more than 4 disks and 4 disk interface units and
when we improve the disk I/O time to be more than 4 times better. Thus the
firures of the above two cases are enough for us to compare the file access

performance in all cases.

In the figures to compare the system where the disk I/O time is improved to be
two times faster and the system which uses the two disks and the two disk
interface units, the two average response time curves have one crossing point
except when the 316Kbytes(B) workload is used. When there is no contention for
the system resources, the average response time in the system where the disk /O
time is improved to be 2 times faster is always smaller than that in the system
which has 2 disks and 2 disk interface units. The average response time in the
system where the disk 1/0 time is improved to be two times faster grows more
quickly than that in the system which has 2 disks and 2 disk interface units as
the contention grows in both system paradigms. This means the average response
time in the system where the disk I/O time is improved to be two times faster is
more sensitive to the number of clients than that in the system which has 2 disks

and 2 disk interface units in both system paradigms.



Chapter 6 : F.A.P.E of the Design Alternatives

Page 208

Average response time (msec)

Average response time (mseoc)

75 180
b
70+ — 2 timas — 2 reacuross 180 = 2 rasources —%-2 times -
65 - - 140
80 - 120 4
66 100 4
80 - a0 "
45 €0 +
40 T T T T T v T T 40 T T ™ T T
o 20 40 80 B0 WO 120 MO WO WO ¢ s0 100 150 200 260 300
Number of local users Number of local users
Figure 6.6.13 : 8Kbytes Figure 6.6.14 : 47Kbytes
120 verage response time (msec) 700 verage response time (msec)
T Zrescurces ¥ 2 thnes 880 —— 2 resources %2 timea
i LR
100 4 550 -
500 -
4850
400 -
80 960 4
300 3
260
200
[:14] Lo T T T T 180 T T T T T T T
0 L] 20 30 40 &0 80 o ] 20 30 40 &0 8o 70 80

Number of local users

Figure 6.6.15 : 50.7Kbytes

Number of local users

Figure 6.6.16 : 316Kbytes(B)

o Average response time (mseq)

700 4 —+- g rescurces =2 times i
880 -

800 -
860 -
600 -
4850 -
400
980 -
300 7
2850 -
200 ,
180 T T T T T T T T T T L) T T T

& 6 7 8 9 10 H 12 13 W 15
Number of local users

Figure 6.6.17 : 316Kbytes
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Figure 6.6.18 : 1856Kbytes

The average response time of the case of the two times better disk I/O time vs. the average
response tme of the case of the two disk /O subsystems in the Sun SPARCstation 10

workstation.
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‘On]y the average response time of the 316Kbytes(B) workload has 2 intersecting
points in the distributed file system. When the 316Kbytes(B) workload is supplied,
until the first crossing point, the faster case shows a better average response time
than the multiple case and from the first crossing point to the sccond crossing
point, the order is reversed and after the second crossing point, the order is again
reversed and the order becomes the same as the .order before the first crossing

point.

In the figures to compare the system where the disk I/O time is improved to be
four times faster and the system which uses four disks and four disk interface
units, all six workloads have one crossing point before saturation even though the
crossing point is not shown in the scale of the figure for the 8Kbytes workload
and in the scale of the figure for the 47Kbytes workload. When there is no
contention for the system resources, fhe average response time in the system
where the disk I/O time is improved to be 4 times faster is always smaller than
that in the system which has 4 disks and 4 disk interface units. The average
response time in the system where the disk I/O time is improved to be 4 times
faster grows more quickly than that of the system which has 4 disks and 4 disk

interface units as the contention grows in both system paradigms.

As the disk I/O speed and the number of disks and the number of disk interface
units increase, the two lines of the average response time cross with more clients
in the distributed file system or with more local users in the shared memory
system. This means the system which has the faster disk and the system which
has multiple disks and multiple disk interface units becomes less sensitive to the
number of clients or the number of local users as the disk 1/0 speed. and the
number of disks and disk interface units increasc. As the average transaction size
increases, the two lines of the average response time cross with fewer clients in
the distributed file system or with fewer local users in the local shared memory

system. This means the system which has the faster disk is more sensitive to the
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average ftransaction size than the system which has multiple disks and multiple

disk interface units,

Generally the six workloads show similar patterns except that the average response
time of the 318Kbytes(B) workload has two crossing points in the distributed file

system.

6.7 Multiple Networks and Multiple Network Interface

Units

This section investigates the effect on the file access performance when multiple
networks and multiple network interface units are used in the file server of the

distributed file system which consists of the Sun SPARCstation 10 workstations.

The performance model of figure 3.26.E and the baseline pcrfqnnance parameter
values of table 3.27.C are used for the distributed file system. The multiplc
nctworks and the multiple network interface units are represented as multiple
servers which share a queue in the performance model. Each network interface
unit is assumed to receive the RPC requests and the RPC responses with equal
opportunity since the multiple networks and the multiple network interface units
are assumed to have the symmetric property. The overhead to manage the
multiple networks and the multiple network interface units is assumed to be

negligible, which means this study considers the theoretical limit.

Figure 6.7.1 shows the average response time of the 50.7Kbytes workload in the
distributed file system as the number of clients increases gradually. Both the
number of networks and the number of network interface units in the file server
are increased to be K(2, 4, 8, 10, 16, 20, 30 100, 1000 and infinity). Except for the

number of networks and the number of network interface units in the file server,
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all others are kept the same as the baseline distributed file system which consists
of the Sun SPARCstation 10 workstations. See appendix C for the figures of other

cases.
Average response time (msec)
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Figure 6.7.1 : The effect on the average response time of having multiple networks and
multiple network interface units in the distributed file system which consists of the Sun
SPARCstation 10 workstations : the 50.7Kbytes workload.

Since the network interface unit is one of the major bottleneck pointsl), the overall
improvement in the average response time in the distributed file system is

sighificant. When 2 networks and 2 network interface units are used, the average

(1) The table 6,.2.1 shows that the disk i/o subsystem is the busiest bottleneck point
and the network interface unit is the next busiest bottleneck point when we use the
8kbytes workload or the 47kbytes workload or the 50.7kbytes workload and the network
interface unit is the major bottleneck point and the disk i/o subsystem is the next
busiest bottleneck point when we use the 316kbytes(B) workload or the 316kbytes
workload or the 1856kbytes workload in the baseline distributed file system which
consists of the Sun SparcStation 10 workstations.
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response time improves greatly. When 4 networks and 4 network interface units
are used, the average response time improves a little further but less than twice
the amount improved when 2 networks and 2 network interface units are used.
When 4 multiple networks and 4 network interface units are used, most of the
contention for the networks and the network interface units disappears and the
disk 1/O subsystem, previously one of the major bottleneck points, now becomes
the major bottleneck point and dominates the queueiﬁg delay. Therefore, if more
nctworks and network interface units are added to the system which already has 4
networks and 4 network interface units in the system, the average response time
improves very little and it is not effective in terms of cost/performance. Even -
when an infinite number of networks and an infinite number of nectwork . interface
units are used in the baseline distributed file system which- consists of the Sun
SPARCstation 10 workstations, the saturation point increases a little or does not
increase at all since the saturation point of the disk I/O subsystem is a little
larger or smaller than that of network interface units, depending on the workload

as table 5.2.1 shows,

It should be noticed that the network interface unit is always saturated before the
network. No notable change is observed in the pattern of the average response

time as the 'workload size increases,
6.8 Faster Network Communication

6.8.1 Faster Network

This section investigates the effect on the file access performance when the

network transmission speed is improved.
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Figure 68.1.1 shows the average response time of the 50.7Kbytes workload in the
distributed file system as the number of clients increases gradually. The baseline
performance model of figure 3.2.6.B is used and only the network transmission
speed is improved to be 2(20Mbps), 5(50Mbps), 10(100Mbps), 50(500Mbps),
100(1Gbps), 1000(10Gbps) times and infinitely faster. Except for these, all others are
kept the same as the baseline distributed file systém which consists of the Sun
SPARCstation 10 workstations. The network retransmission delay may be adjusted

when the transmission speed is changed. See appendix C for the figures of other

cases,

Average response time (msec)
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Figure 6.8.1.1 : The effect of having a faster network on the average response time in the
distributed file system which consisis of the Sun SPARCstation 10 workstations : the 50.7Kbytes
workload.

The overall improvement of the average response time in the distributed file
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system is significant. When the 10 times faster(100Mbps) network is used, the
average response time improves significantly. If we improve the network speed
further beyond 10 times faster, the average response time improves a little, which
means that most of the contention for the network disappears with a 100Mbps
- network in the environment. The 100Mbps network speed is now offered - by
100Mbps Ethernct, 100Mbps FDDI, etc.. It is found that the utilization of the
network interface unit is much reduced, therefore the contention for it in the file
server is much reduced as the network speed increases since the busy period of
the network interface unit during data transmission is reduced as the network
speed increases. No notable change is observed in the pattern of the average
response time as the workload size increases. In the simulation, the network is
seized during the transmission of the whole transaction data without any
intervention. Therefore, the queueing delay due to the contention for the network
in real environments might be less than what was observed in this study. This

also applies to the disk I/O subsystem and the network interface unit.

6.8.2 Better Network Interface Unit

This section investigates the effect on the file access performance when the
performance of the network interface unit is improved. The parameter value of the
[/O time for the request send operation and that for the response receive
operation in the nctwork interface units of the clients and that for the request
receive operation and that for the response send operation in the network interface
unit of the file serQer are improved. It is ‘notable that the ratio among  the
paramecter value of the distributed file system, which consists of the Sun
SPARCstation 10 workstations, the parameter value of the distributed file system,
which consists of the Sun SPARCstation 470 workstations, and the parameter value
of the distributed file system, which consists of the Sun 3/60 worksfations, in table
3.27.C is 1: 6.18 : 18.31, which is relatively close to the inverse of the MIPS ratio

in the three component systems, 1 : 7.34 : 33.87, compared with the ratios of the
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other parameters.

Figure 6.8.21 shows the average response time of the 50.7Kbytes workload in the
 distributed file system as the number of clients increases gradually. The baseline
performance model of figure 3268 is used and the I/0O time for the request send
operation and that for the response receive operation in the nctwork interface units
of the clients and that for the request receive operation and that for the response
send operation in the network interface unit of the file server are improved to be
2 times, 4 times, 6 times, 8 times, 10 times, 16 times, 20 times, 30 times, 100
times, 1000 times and infinitcly better. Except for these, all others are kept the

same as the baseline distributed file system which consists of the Sun

SPARCstation 10 workstations. See appendix C for the figures of other cases.
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Figure 6.8.21 : The effect on the average response time of having the better netwprk interface
units in the distributed file system which consists of the Sun SPARCstation 10 workstations :
the S0.7Kbytes workload. '
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The overall improvement of the average response time in the distributed file
system is significant. It is observed that the average response time improves as far
as the parameter values are¢ improved. However, if the paramcter values are
further improved when they are already 16 times better, the improved amount of
the average response time is trivial. It means that the contention for the nctwork
interface unit almost disappears when the parameter values are improved to be 16
tirﬁes better. No notable change is observed in the ﬁattem of the average response

time as the average transaction size increases.
6.8.3 Enhanced Communication Mechanism

This section investigates the effect on the file access performance when the
communication mechanism is enhanced. Better mechanisms in the communication
software and in ‘the commﬁnication hardware can reduce the CPU service time
for the network communication as explained in section 3.2.4. Better communication
mechanisms  might reduce the I1/O time for the network communication
correspondingly as well. This section investigates the effect on the file access
performance when only the CPU service time for the network communication is

reduced.

This study changes the CPU service time for the network communication both in
the clients and in the file server at the same time in order to maintain the
homogeneity in the distributed filc system. CPU time is consumed to setup the
communication path, to move the transaction data betwcen the memory buffer and
the buffer of the network interface unit, to handle the interrupt by the network
interface unit, etc.. The ratio among the parameter value of thel distributed file
system which consists of the Sun SPARCstation 10 workstations, that of the
distributed file system which consists of the Sun SPARCstation 470 workstations
and that of the distributed file systern which consists of the Sun 3/60 workstations

in table 3.27.C is 1 : 1.12 : 1.23, far below the inverse of the MIPS ratio in the
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threc systems, 1 : 7.34 : 33.87.

Figure 6.8.3.1 shows the average. respoﬁse time of the 50.7Kbytes workload in the
distributed file system as the number of clients increases gi‘adﬁa]ly. The baseline
performance model of figure 3.26B is used and the CPU time for the request
scnd operation and that for the response receive operation in the clients and that
for the request receive operation and that for the response send operation in the
file server are improved to be 2 times, 4 times, 6 times, 8 times, 10 times, 16
times, 20 times, 30 times, 100 times, 1000 times and infinitely better. Except for
these, all others are kept the same as the baseline distributed file system which

consists of the Sun SPARCstation 10 workstations. See appendix C for the figures

of other cases.

Average response time (msec)

4000
3500 - ——normal —+ 2times —¥ 4 times —E-infinite
3000 -
2500 -
2000 1
1500 -
1000 A
500 -
N

1 T ] T T 1

0 : 10 20 30 40 50 60
Number of clients

Figure 6.8.3.1 : The effect of having the better communication mechanism on the average
response time in the distributed fiie system which consists of the Sun SPARCstation 10
workstations : the 50.7Kbytes workioad.
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The overall improvement of the average response time in the distributed file
system is small. It should be remembered that the ecffect on the file access
performance by all CPU parameters together was found to be small in section 6.1.
The effect on the file access performance investigated in this scction can not be
larger than that. No notable change is observed in the pattern of the avcrage

response time as the average transaction size increases.

6.8.4 All Improvements at the Same Time

This section investigates the effect on the file access performance when the
performance factors investigated in section 6.8.1, section 6.8.2 and section 6.8.3 are

considered at the same time.

The parameters for the network communications considered in this section are the
parameters of the network transmission, the parameter of the /O time for the
network communication and the parameters of the CPU service time for the

network communication.

Figure 6.8.4.1 shows the average response time of the 50.7Kbytes workload in the
distributed file system as the number of clients increases gradually. The bascline
performance model of figure 3.2.6.B is used and the values of all paramcters for
fhe network communication are improved to be 2 times, 4 times, 6 times, 8 timcg,
10 times, 16 times, 20 times, 30 times, 100 times, 1000 times and infinitcly better.
Except for these, all others are kept the same as the bascline distributed file
-system which consists of the Sun SPARCstation 10 workstations. The network
speed is set to be 50Mbps not 40Mbps for the 4 times better case and 100Mbps
for the 8 times better case and for the 16 times better case. In all other cases, the

degree of improvement is kept the same for all parameters. Sce appendix C for

the figures of other cases.
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Figure 6.84.1 : The effect of the better communication on the average response time in the
distributed file system which consists of the Sun SPARCstation 10 workstations : the 50.7Kbytes
workioad,

The overall improvement of the average response time in the distributed file
system is significant. The average response time further improves even though the
amount of improvement is getting smaller and smaller as the degree of
improvement in the paramcter values is doubled. When we improve the parameter
values further in the distributed file system where the values were already
improved to be 16 times better, then the further improved amount becomes trivial.
It means that the queucing delay due to the contention during the network
communication almost disappears when the paramcter values are improved to be

16 times better.
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When all communication parameter values are improved to be infinitely better,
then the average response time of the distributed file system is aimost the same as
the average response time of the baseline shared memory system since now the
only difference between the file access overheads of the two system paradigms is
the RPC related overhead which is small and constant for the average transaction
size. When all communication parameter values are improved to be 16 times better
in the baseline distributed file system which consists of the Sun SPARCstation 10
workstations, the average response time of the distributed file system becomes
very close to the average response time of the baseline shared memory system as
we see in figure 6.8.4.1. Even with 10 times better communication parameters, the
bascline distributed file system show the file access performance close to the

baseline shared memory system.

6.9 Multiple Networks vs. Better Network

This section compares the file access performance of the distributed file system
which uses a faster network and a better network interface unit in the file server
and the distributed file system which uses multiple networks and multiple network

interface units.

In order to compafe them fairly, this study does not modify the clients at all but
replaces the network with a faster network and the network interface unit of the
file server with a better network interface unit in the distributed file system. Now
the distributed file system becomes heterogeneous. In section 6.8.1, section 6.8.2,
section 6.8.3 and section 6.8.4, the related parameter values were changed both in

the file server and in the clients to maintain homogeneity.

Figure 6.9.1 to figure 6.9.6 compare the average response timec of the distributed

file system which uses the 2 times faster network and the 2 times better network
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interface unit in the file server and the average re‘sponse time of the distributed
file system which uses the 2 networks and the 2 network interface units in the file
server when the 8Kbytes workload, the '47Kbytes workload, the 50.7Kbytes
workload, the 316Kbytes(B) workload, the 316Kbytes workload and the 1856kbytés

workload are used respectively and the number of clients increases gradually,

Figure 6.9.7 to figure 6.9.12 compare the average response time of the distributed

file system which uses a 4 times faster network and a 4 times better network .

interface unit in the file server and the average response time of the distributed

file system which uses 4 networks and 4 network interface units in the file scrver
when the 8Kbytes workload, the 47Kbytes workload, the 50.7Kbytes workload, the
316Kbytes(B) workload, the 316Kbytes workload and the 1856Kbytes workload are

used respectively and the number of clients increases gradually.

Figure 6.9.13 to figure 6.9.18 compare the average response time of the distributed
file system which uscs a 10 times faster network and a 10 times better network
interface unit in the file server and the average response time of the distributed
file system which uses the 10 networks and the 10 network interface units in the
file server when the 8Kbytes workload, the 47Kbytes workload, the 50.7Kbytes
workload, the 316Kbytes(B) workload, the 316Kbytes workload and the 1856Kbytes

workload are used respectively and the number of clients increases gradually,

When there is no contention for the system resources, the average response time
in the distributed file system which uses the faster network and the better network
interface unit in the file server is always smaller than that in the distributed file
system which has the multiple networks and the multiple network interface units
in the file server. The average response time in the distributed file system which
uscs the faster network and the better network interface unit in the file server
develops more quickly than the average response time in the distributed file

system which has the multiple networks and the multiple network interface units
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The average response time of the case of having the 2 times faster network and the 2 times
better network interface unit vs. the average response time of the case of having the 2
networks and the 2 network interface units in the distributed file system which consists of the
Sun SPARCstation 10 workstations.
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The average response time of the case of having the 4 times faster network and the 4 limes
better network interface unit vs. the average response time of the case of having the 4
networks and the 4 network interface units in the distributed file system which consists of the

Sun SPARCstation 10 workstations,
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The average response time of the case of having the 10 times faster network and the 10
times better network interface unit vs. the average response time of the case of having the 10
networks and the 10 network interface units in the distributed file system which consists of the

Sun SPARCstation 10 workstations.
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in the file server. Therefore, the two lines of the average response time cross once
in the figures. This happens since the average response time of the distributed file
system which has muiltiple networks and multiple network interface units in the
file server is less sensitive to the number of clients than the average response time
of the distributed file system which has the faster network and the better network

interface unit in the file server.

Let's see where the two lines cross. First we look at figure 6.9.1 to figure 6.9.2.
The two lines cross at around 30 clients when the 8Kbytes workload is used, at
around 30 dlients when the 40.7Kbytes workload is used, at around 15 clicnts
when the 50.7Kbytes workload is used, at around 15 clients when the 316Kbytes(B)
workload is used, at around 1.5 clients when the 316Kbytes workload is used and
at around 2.2 clients when the 1856Kbytes workload is used. It is found that as
the workload size increases, the two lines cross earlier, that is, with fewer clients.2)
This happens since the average response time of the aistributed file system which
has multiple networks and multiple network interface units in the file server is
less sensitive to the average transaction size than the average responsc time of the
distributed file system “which has the faster network and the better network

interface unit in the file server.

Let’s look at figure 6.9.7 to figure 6.9.12. In figure 6.9.7 to figure 6.9.12, where the
degree of multiplicity and the degree of improvement is 4, the two lines cross at
around 60 clients when the 8Kbytes workload is used, at around 60 clients when
the 40.7Kbytes workload is used, at around 40 clients when the 50.7Kbytes
workload is ﬁsed, at around 33 clients when the 316Kbytes workload is used, at
around 5.2 clients when the 316Kbytes workload is used and at around 6.2 clicnts

when the 1856Kbytes workload is used. In the figures, as the degree of

{2) This is true among the steady state workloads or among the bursty state workloads.
But it is not true across the steady state workloads and bursty state workloads. For
example, it is not true when we compare the crossing point when we use the 316kbytes
vorkload and the crossing point when we use the 1856kbytes workload. ‘
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multiplicity and the degree of improvement increases, the two lines of the average

response time cross with more clients or with more contention.

It is notable that the number of clients where the two lines cross when the degree
of multiplicity and the degree of improvement is 4 is more than two times as
large as the crossing point when the degree of mutiplicity and the degree of
improvement is 2. The improvement is getting smaller and smaller as the degree
is doubled each time. Generally the six workloads show similar patterns for the

average response fimes.

6.10 Other Enhancements

6.10.1 Enhanced File System Mechanism

This section comparatively investigates the effect on the file access performance
when the file system mechanism is enhanced both in the distributed file system

and in the shared memory system.

When the file system mechanism is enhanced, the CPU service time for the file
handling operations such as directory handling file table lookup, updating file
tables, opening files, closing files, etc. is reduced. This scction analyzes the cffect
on the file access perfon:nance when the CPU service time for the file handling
operations is improved. It does not matter whether it is directly improved by the
enhancement of the file system mechanism or indirectly improved by any other or
complex enhancement. For example, in the case of parallel file systems, if the
parallel file system enhances the file system mechanism and thercfore improves the
'CPU service time, then the effect is also analyzed in this section and if it

improves disk 1/O time then the effect was already analyzed in section 6.5.
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The overhead from the file system mechanism in the file server is 20msec in: the
distributed file system which consists of the Sun 3/60 workstations, 10mscc in the
distributed file system which consists of the Sun SPARCstation 470 workstations
and 5msec in the distributed file systém which consists of the Sun SPARCstation
10 workstations. The ratio is 4 : 2 : 1 while the MIPS ratio in the three

component systems is 1 : 7.34 : 33.87.

- Let's look at the cffect on the file access performance of the overhead of the file
system mechanism in the file server when the average transaction size of the
workload is increased in the environment where there is no contention for the
system resources. First it is fooked at in the distributed file system. When the
8Kbytes workload is used, the overhead of the file system mechanism takes 5.8%
of the average responsc time in the distributed file system which consists of the
Sun 3/60 workstations, 7.2% of .the average response time in the distributed file
system which consists of the Sun SPARCstation 470 workstations and 6.9% of the
average response time in the distributed file system which consists of the Sun
SPARCstation 10 workstations. When the 1856k bytes workload is used, the
overhead of the file system mechanism takes 0.13%, 0.12% and 0.13% in the three
distributed file systems respectivcly. It is found that as fhe average transaction size
of the workload increases, the effect on the average response time decrcases and
becomes trivial. This is due to amortization since the overhead of the file system

mechanism does not vary with the transaction size.

Now let's look at the effect on the file access performance when the average
transaction size of the workload is increased in the shared memory system where
there is no contention for the system resources. The overhead of the file system
mechanism in the shared memory system is same as that in the distributed file
system. When the 8Kbyte workload is used, the overhead of the file system
mechanism takes 7.9% of the average response time in the Sun 3/60 workstation,

10.1% of the average response time in the Sun SPARCstation 470 workstation and
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9% of the average response time in the Sun SPARCstation 10 workstation. When
the 1856k bytes workload is used, the overhead of the file system mechanism
takes 0.32%, 0.46% and 0.32% in the three distributed file systems respectively. It
is found that as the average transaction size of the workload incrcases, the effect
on the average response time decreases and becomes trivial as in the distributed

file system..

It was found that as the number of clients increased, the cffect of the paramcter
of the file processing mechanism decreased further and became trivial. It was
observed that the average response time improved very little when the paramecter
value was improved to be 2, 4, 8, 10, 16,.20, 30 100, 1000 times and infinitely
better respectively and the 8Kbytes workload, the 47bytes workload, the 50.7Kbytes
workload, the 316Kbytes(B) workload, the 316Kbytes workload and the 1856Kbytes
workload were used respectively in the distributed file system which consisted of
. the Sun SPARCstation 10 workstations. This dissertation does not include these

figures since the performance cffect is trivial.

It was observed that the average response time improved very little when the
parameter value was improved to be 2, 4, 8, 10, 16, 20, 30 100, 1000 times and
infinitcly better respectively and the 8Kbytes workload, the 47bytes workload, the
50.7Kbytes wofkload, the 316Kbytes(B) workload, the 316Kbytes workload and the
1856Kbytes workload were used respectively in the Sun SPARGCstation 10
workstation. This dissertation does not include these figures since the performance

cffect is trivial.

Since the parameter is a CPU service time paramcter, the effect of the parameter
on the file access performance should be always smaller than the cffect of all CPU
service time parameters on the file access performance which was already

investigated in Section 6.2.
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Since the overhead by the file system mechanism in the shared memory system is
the same as that in the distributed file system, "the effect on the file access
performance in the shared memory system is larger than that in the distributed

file system even though the effect is trivial in both paraciig‘ins.

6.10.2 Enhanced RPC Mechanism

This section investigates the effect on the file access performance when the RPC
mechanism is enhanced in the distributed file system. For the detailed investigation
of various RPC mechanisms, refer to the papers of [ANANDA etal 93],[TAY etal
90] which survey the RPC mechanisms.

Four performance parameters are related to the RPC mechanism. They are the
parameter of the RPC build operation in the client, the parame‘ter of the RPC
cvaluation operation in the file server, the parameter of the RPC build operation
in the file server, the parameter of the RPC evaluation operation in the client. All
the parameters belong to the CPU parameters. Therefore, when the RPC
mechanism is enhanced, the CPU service time for the RPC operations is reduced.
This section investigates the effect on the file access performance whcn the

parameter values are improved in the distributed file systcm

The total RPC overhcad both in the file server and in the clients is 13.32msec in
the distributed file system which consists of the Sun 3/60 worke;.tations, 10msec in
the distributed file system which consists of the Sun SPARCstation 470
workstations and 5msec in the distributed file system which consists of the Sun
SPARCstation 10 workstations. The ratio is 267 : 2 : 1 while the MIPS ratio in

the three component systems is 1 : 7.34 : 33.87.

Let’s look at the cffect of the RPC overhead on the file access performance when

the average transaction size of the workload is increased in the distributed file
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system-where there is no contention for the system resources. When the 8Kbytes
workload is used, the total RPC overhead takes 3.9% of the average responsc time
in the distributed file system which consists of the Sun 3/60 workstations, 7.2% of
the average response time in the distributed file system which consists of the Sun
SPARCstation 470 workstations and 6.9% of the average response time in the
distributed file system which consists of the Sun SPARCstation 10 workstations.
When the 1856k bytes workload is used, the RPC overhead takes 0.13%, 0.12% and
0.13% in the three distributed file systems respectively. It is found that as the
average transaction size of the workload increases, the effect on the average
response time decreases and becomes trivial. This is due to amortization since the
RPC overhead does not vary with the transaction size. As the number of clients
increases, the cffect of the RPC parameters on the file access  performance

decreases further and becomes trivial.

it was observed that the average response time improved very little when the
values of all RPC parameters were improved to be 2, 4, 8, 10, 16, 20, 30 100, 1000
times and infinitely better respectively and the 8Kbytes workload, the 47bytes;
workload, the 50.7Kbytes workload, the 316Kbytes(B) workload, the 316Kbytes
workload and the 1856Kbytes workload were uscd respectively in the distributed
file system which consisted of the Sun SPARCstation 10 workstations. This

dissertation does not include these figures since the performance effect is trivial.

Since the parameters belong to the CPU service time parameters, the effect of the
parameters on the file access performance should be always smalier than the effect
of all CPU service time parameters on the file access performance which was
alrcady investigated in Section 6.2. The pattern of the effect on the file access
performance by enhancing the RPC mechanism is similar to that by enhancing the

file system mechanism.
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6.10.3 Enhanced Command Interpretation Mechanism

This section comparatively investigates the effect on the file access performance
when the command interpretation mechanism is enhanced both in the distributed

file system and the shared memory system.

The parameter of the command interpretation operation is one of the CPU
parameters. When the command interpretation is enhanced, the CPU scrvice time
for the command interpretation operation is reduced. This section investigates the
cffect on the file access performance when the parameter value is improved in

both system paradigms.

The overhead of the command interpretation operation is 80msec in the distributed
file system which consists of the Sun 3/60 workstations, 20msec in the distributed
file system which consists of the Sun SPARCstation 470 workstations and 20msec
in the distributed file system which consists of the Sun SPARCstation 10
workstations. The ratio is 4 : 1 : 1 while the MIPS ratio in the three component

systems is 1 : 7.34 : 33.87.

Let's Jook at the cffect on the file access performance of the overhead of the
command interpretation operation when the average transaction size of the
workload is increased in the environment where there is no contention for the
system resources. First it is looked at in the distributed file system. When the
8Kbytes workload is used, the overhead takes 23.4% of the avcrage response time
in the distributed file system which consists of the Sun 3/60 workstations, 15.3%
of the average response time in the distributed file system which consists of the
Sun SPARCstation 470 workstations and 27.3% of the average response time in the
distributed file system which consists of the Sun SPARCstation 10 workstations.
When the 1856k bytes workload is rused, the overhead of the command

interpretation operation takes 0.5%, 0.24% and 0.5% of the average response time
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in the three distributed file systems respectively. It is found that as the average
transaction size of the workload increases, the effect on the average response time
decreases and becomes trivial. This is due to amortization since the overhead docs

not vary with the transaction size.

Now let's look at the ecffect of the overhead of the command interpretation
operation on the file access performance -when the average transaction size of the
workload is increased in the baseline shared memory system where there is no
contention for the system resources. The overhead in the shared memory system is
the same as that in the distributed file system. When the 8Kbytes workload is
used, the overhead takes 31.5% of the average response time in the Sun 3/60
workstation, 202% of the average response time in the Sun SPARCstation 470
workstation and 35.6% of the average response time in the Sun SPARCstation 10
workstation. When the 1856k bytes workload is used, the overhcad takes 1.3%,
0.92% and 1.26% of the average response time in the three systems respectively. It
is found that as the average transaction size of the workload incrcases, the cffect
on the average response time decreases and becomes trivial as in the distributed

file system.

As the number of clicnts increases, the effect on the file access performance of the
parameter quickly decreases to be trivial in the distributed file system because the
command interpretation overhcad is paid by the clients and has nothing to do
with the queucing delay in the file server. But in the shared memory system, as
the number of local users increases, the cffect on the file access performance of the

parameter increases due to the queueing delay.

It was observed that the average response time improved by the same amount as
the decreased amount of the command interpretation overhead all the time when
the pafameter value was improved to be 2, 4, 8, 10, 16, 20, 30 100, 1000 times and
infinitely better respectively and the 8Kbytes workload, the 47bytes workload, the



Chapter 6 : F.A.P.E of the Design Alternatives _ Page 234

50.7Kbytes workload, the 316Kbytes(B) workload, thc 316Kbytes workload and the
‘1856Kbytes workload were used respectively in the distributed file system which
consisted of the Sun SPARCstation 10 workstations. For example, the 10mscc(50%)
improvement in the command interpretation overhead always leads to 10mscc
improvement of the average response time regardless of the workload used and
the number of clients. Therefore, the relative effect on the avefage responsc time
becomes smaller when a workload with larger average transaction size or more
clients is used even though the cffect is significant when the 8Kbytes workload is

used and there is very low contention in the system.

The cffect on the average response time is a little larger in the shared memory
system than in distributed file system since the overhead in the shared memory
system is the same as that in the distributed file system and the overhead
contributes to the queueing delay in the shared memory system unlike in the

distributed file system.

Since the parameter is also one of the CPU service time parameters, the cffect on
the file access performance of the parameter should be always smaller than the
cffect on the file access performance .of all CPU service time paramcters which
were already investigated in Section 6.2. This dissertation does not include these

figures here.

6.10.4 Enhanced Screen Display Mechanism

If the read data are required to be displayed on the user screen or the designated
window, then the screen display mechanism comes into paly and the additional
overhead for the result processing for it should be paid. This section comparatively
investigates the effect on the file access performance when the screen display

overhead is improved both in the distributed file system and in the shared
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memory system.

The overhead is paid by the clients and has nothing to do with the qucueing
de]ayI in the file server. The I/O time due to the screen display operation is
520msec in the the Sun 3/60 workstation, 100msec in the Sun SPARCstation 470
workstation and 22msec in the Sun SPARCstation 10 workstation. The ratio is
23.7 : 46 : 1 while the MIPS ratio in the three systems is 1 : 7.34 : 33.87. The
valuc is proportional to the size of the transaction and therefore the effect of the
overhead on the average response time overwhelms the other effects as the

average size of the transaction increases.

Table 6.10.4.1 shows the overhead when the six workloads are used and there is
no contention for the system resources in the Sun SPARCstation 10 workstation, in
the Sun SPARCstation 470 workstation and in the Sun 3/60 workstation. The effect

is considerable when the 1856Kbytes workload is used.

1/O time (mscc) CPU time (msec) .
Workload 5360 5470 s10 5360 8470 s10
8k 27734 5334 | 1174 1.87 16 134
| 475k | 16328 31334 | 689.4 10.97 94 7.84
50k 17576 3380 743.6 11.83 10.14 845
316k 109546.7 | 21000.7 | 46347 73.74 63.2 52,67
| 1856k 6434134 | 1237334 | 272214 | 43307 | 3712 309.34

Table 6.10.4.1 : The screen display overhead when there is no contention for the system
resources., :

In the distributed file system, as the number of clients increascs, the cffect on the
file access performance of the parameter decreases because the overhead is paid by

the clients and has nothing to do with the queucing delay in the file server. Since
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. no queueing delay is correlated 'with the overhcad, it is straight-forward to find
out the average response time by simple calculations. The relative effect on the
“average response time becomes smaller when more clients use -the system.
However, the overhead is so large that it dominates the average response time,
The cffect on the average response time is larger in the shared memory system
than in the distributed file system since the overhead in the shared memory
systems is same as that in the distributed file system and the overhead contributes
to the queueing delay in the shared memory system unlike in the distributed file
system. This dissertation does not include the figures of the average response time
when we improve the value of the screen display parameter in both system
paradigms since I think the response time is too large to be considered when the

6 workloads are used.

6.11 Multiple Resources in the System

This section investigates the effect on the file access performance when more
CPUs, more disks and more disk interface units are added at the same time in the
file server of the distributed file system, that is, when multiple CPUs, multiple
disks and multiple disk interface units are used all together in the file server of
the distributed file system. This section also comparatively investigates the cffect
on the file access performance when multiple CPUs, multiple disks and multiple
disk interface units are used in the shared memory system. The cffect on the file
access performance when multiple CPUs are used and the effect on the file access
performance when multiple disks and multiple disk interface units are used were
-investigated in section 6.1 and in section 6.4 respectively. This section investigates

the ecffect of the combination on the file access performance.

As the base system to which more system resources are added, the Sun

SPARCstation 10 workstations are wused in both system paradigms. The
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performance model of figure 3.26.C and figure 326D and the baseline
performance parameter values of table 3.27.C are used for the distributed file
system and the performance model of hgure 34.1.B and the baseline performance
parameter values of table 34.2.A are used for the shared memory system. Each
group of the multiple resources is represented as multiple servers which share a
queue in the performance models. Each service center is assumed to serve with.
equal opportunity since each group of the multiple resources is assumed to have
the symmetric property. The overhead to manage the multiple resources is

assumed to be negligible, which means this study considers the theoretical limit.

. Average response time (sec)

—=-= Normal —+— 2 resources —f— 4 resource
—&- Infinite ’ — 8 resources
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Figure 6.11.1 : The effect on the a\/erae response time of having multiple resources in the file
server of the distributed file system which consists of the Sun SPARCstation 10 workstations :
the 50.7Kbytes workioad.
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Figure 6.11.1 shows the average response time of the 50.7Kbytes workload in the
distributed file system which consists of the Sun SPARCstation 10 workstations as
the number of clients increases gradually.d The number of resources in the file
server is increased to be 2, 4, 8, 10, 16, 20, 30 100, 1000 and infinity. Except for
these, all others are kept the same as the baseline distributed file system. Figure

6.11.2 shows the average response time of the 50.7Kbytes workload in the shared
memory system of the Sun SPARCstation 10 workstation as the number of local
users increases gradually. The number of resources is increased to be 2, 4, 8, 10,

16, 20, 30 100, 1000 and infinity. Except for these, all others are kept the same as

the baseline shared memory system. See appendix C for the figures of other cases.
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Figure 6.11.2 : The effect on the average response time of having multiple resources in the
Sun SPARCstation 10 workstation : the 50.7Kbytes workload.
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It is observed that the distributed file system which has 2 resources improves the
average response time most efficiently so the best performance/cost can be
obtained in the environment and the contention for the system resources almost
disappears in the distributed file system which has 4 resources. Thercfore, putting
more resources to the distributed file system which has 4 resources already

improves the average response time little.

No notable change is observed in the pattern of the average response time as the
average ftransaction size increases. Neither is any notable difference observed
between the patterns for the average response times when steady workloads are
used and the patterns for the average response times when bursty workloads arc

used.

The notable difference between the figures for the distributed file system and the
figures for the shared memory system is that in the figures for the distributed file
system the number of clients which saturates the distributed file system does not
incrcase much since the 10Mbps network remains as the major bottleneck point,
even though the overall improvement of the average response time is significant,
but in the shared memory system the number of local users which saturates the
shared memory system increases almost linearly as the degree of multiplicity

increases.

6.12 Better System

This section investigates the effect on the file access performance comparatively
when better systems are used in the distributed file system and in the shared
memory system, for eicamp]e, when the Sun SPARCstation 10 workstations are
replaced with better component systems in the bascline distributed file system and

in the bascline shared memory system. In this case, all the performance parameters
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both in the file server and in the clients of the distributed file system except the
parameters of the network communication in table 3.2.7.C are improved at the
same time and all the performance parameters in the shared memory system in

table 34.2.A are improved at the same time,

The cffect on‘ the file access performance when the performance parameters are
improved sepérately one by one or group by group, were already investigated in
previous sections. This section. investigates the effect of combinations on the file
access performance. As.the base system where all parameter values are improved
at the same time, the Sun SPARCstation 10 workstation is used in the two system
paradigms. The baseline performance model of figure 3.26B and the modified
- performance parameter values based on table 3.2.7.C are used for the distributed
file system and the baseline performance model of figure 3.4.1.B. and the modified
performance parameter values based on table 34.2.A are used for the shared

memory system,

Figure 6.12.1 shows the average response time of the 50.7Kbytes workload in the
distributed file system as the number of clients increases gradually. The valucs of
all paramecters except the network trahsmission speed in table 3.2.7.C are improved
to be 2, 4, 8, 10, 16, 20, 30 100, 1000 times and infinitely better. Except for these,
all others are kept the same as the baseline distributed file system which consists

of the Sun SPARCstation 10 workstations. See appendix C for the figures of other

cases.

We observe that the distx;ibuted file system where all parameter values except the
parameter of the network speed are improved to be 2 times better shows the best
performance/cost. Until the degree of improvement reaches ecight, the average
response time improves by a reasonable amount. No notable change is observed in

the pattern of the average response time as the average transaction size increases.
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Neither is any notable difference observed between the patterns for the average

response times when steady workloads are used and the patterns for the average

response times when bursty workloads are used.
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Figure 6.12.1 : The effect of the better system on the average response time i the distributed
file system which consists of the Sun SPARCstation 10 workstations : the 50.7Kbytes workload,

Figure 6.12.2 shows the average response time of the 50.7Kbytes workload in the
shared memory system as the number of local users increases gradually. The
values of all paramcters are improved to be 2, 4, 8, 10, 16, 20, 30 100, 1000 times

and infinitely better. Except for these, all others are kept the same as the baseline

Sun SPARCstation 10 workstation. See appendix C for the figures of other cascs.
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Figure 6.12.2 : The effebt of the better system on the average response time in the Sun
SPARCstation 10 workstation : the 50.7Kbytes workioad.

In the figures for the shared memory system, the regular improvement in the
average response time is observed as the degree of improvement increases unlike
in the figures for the distributed file system. No notable change is observed in the
pattern of the average response time as the average transaction size increases like
in the distributed file system. Neither is any notable difference observed between
the patterns for the average response times when steady workloads are used and

the patterns for the average response times when bursty workloads are used as in
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the distributed file system.

The notable difference between the figures for the distributed file system and the
figures for the shared memory system is that in the figures for the distributed file
system, the saturation point does not increase much since the 10Mbps nctwork
remains as the major bottleneck point, even though the overall improvement of the
avcrage response time is significant, but in the shared memory system the
saturation point increases almost lincarly as the degree of improvement incrcases

since the parameter values of the bottleneck resource improve at the same time.

Figure 6123 to figure 6.12.8 compare the average response times of the threc
shared memory systems when the 8Kbytes workload, the 47Kbytes workload, the
50.7Kbytes workload, the 316Kbytes(B) workload, the 316Kbytes workload and the
1856Kbytes workload are used respectively. The three shared fnemory systems are
the Sun SPARCstation 10 workstation, the Sun SPARCstation 470 workstation and

the Sun 3/60 workstation.

In the figures, let's investigate what relationship exists between the MIPS value
and the file access performance. In order to look at the accuracy of the MIPS
values of the computer systems used in this study, the confidence of the MIPS
value of a system is defined as the following. The MIPS value of the computer
system is normalized to the MIPS value of a baseline computer system and the
average response time of the computer system is normalized to the average
resjaonse times of the baseline computer system. If the inverse of the normalized
MIPS value is the same as the normalized average response time of the file access
request when there is no contention for the system resources, then the confidence
of the normalized MIPS value in the file access performance is defined to Be
100%. If the inverse of the normalized MIPS value is not found in the normalized
average response times until the system saturates due to contention, then the

confidence of the normalized MIPS value in the file access performance is defined
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Figure 612.7 ;: 316Kbytes Figure 6.12.8 : 1856Kbytes

The average response time in the Sun SPARCstation 10 workstation, the Sun SPARCstation
470 workstation and the Sun 3/60 workstation,
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to be 0%.

If the inverse of the normalized MIPS value is found in the normalized average
response times when the contention for the system resources is acceptable or
below the acceptable level, that is, the utilization of system resources is acceptable,
then the confidence of the normalized MIPS value in the file access performance is
defined to be acceptable. Otherwise, the confidence of the normalized MIPS valuc
in the file access performance is defined to be unacceptable. For the acceptable
‘level of the utilization, this study uses what the rule of thumb in computing
practice commonly tells. According to the rule of thumb in computing practice, the
utilization of the disk I/O subsystem and the utilization of the communication
facilities are recommended not to exceed an average 40% to 50% while the

utilization of the CPU is not limited up to 100% for acceptable performance.

s3/60 | 470 s10 | 2 times | 4 times | 8 times |
8k 4.57 1.78 1 0.5 0.25 0.125
47k 422 1.63 1 0.5 0.25 0.125
507k | 4.2 1.63 1 0.5 0.25 0.125
316k | 3.79 144 1 0.5 0.25 0125
1856k 3.65 1.38 1 0.5 0.25 0.125

Table 6.12.1 : The average response time in the three shared memory systems when there is
no contention for the system resources, normalized to the response tme In the Sun
SPARCstation 10 workstation when there is no contention for the system resources.

Now lct’s look at the figures. The MIPS ratio among the Sun SPARCstation 10
workstation, the Sun SPARCstation 470 workstation and the Sun 3/60 workstation
is 3387 : 7.3¢ : 1. The ratios of the average response times of the shared memory
systems to the Sun SPARCstation 10 workstation when there is no contention for
the system resources is shown in table 6.12.1. It is found that the confidence of

the MIPS ratio among the three systems in the file access performance is never
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100% rwhatever workload is used.

Let's look at the average response time in the figures when contention for the
system resources exists. First we look at the average response time when the
8Kbytes workload is used. With 55 local users where the utilization of the CPU
and the disk 1/O subsystem are 13.6% and 87.4% respectively, the average
response time of the Sun SPARCstation 470 workstation normalized to that of the
Sun SPARCstation 10 workstation is 5.3 which is a litfle larger than the inversc of
the normalized MIPS value(4.62). At near the saturation point, the average
response time of the Sun 3/60 workstation normalized to that of the Sun
SPARCstation 10 workstation becomes the same as the MIPS ratio of the Sun
SPARCstation 10 workstation to the Sun 3/60 workstation. Therefore the confidence
of the normalized MIPS values of the three systems in the file access performance

is said to be low or unacceptable when the 8Kbytcs workload is used.

Sccond we look at the average response time when the 47Kbytes workload is used
in the figures. At 150 local users where the utilization of the CPU and the disk
1/O subsystem are 89% and 68.2% respectively, the normalized average responsc
time of the Sun SPARCstation 470 workstation is 3.36 which is smaller ‘than the
inverse of the normalized MIPS valﬁe(4.62). At 80 local users where the utilization
of the CPU and the disk [/O subsystem are 10.5% and 87.2% respectively, the
normalized average response time of the Sun 3/60 workstation is 34.25 which is
larger than the inverse of the normalized MIPS value(33.87). Therefore the
confidence of the normalized MIPS values of the three systems in the file access
performance is said to be low or unacceptable when the 47Kbytes workload is

used.

Third, we ook at the average response time when the 50Kbytes workload is used,
when the 316Kbytes(B) workload is used, when the 316Kbytes workload is used

and when the 1856Kbytes workload is used in the figures. In all figures, at ncar
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the saturation point, the normalized average response time becomes the same as
the inverse of the normalized MIPS value. Therefore the confidence of the
normalized MIPS values of the three systems in the file access performance is said
to be low or unacceptable when the 50Kbytes workload is used, when the
316Kbytes(B) workload is used, when the 316Kbytes workload is used and when
the 1856Kbytes workload is used.

From the investigation, it is concluded that the confidence of the normalized MIPS
values of the three systems in the file access performance is low or unacceptable

regardless of the workload used.

Figure 6129 to figure 6.12.14 compare the average response time of the three
distributed file systems when the systems are supplied with the 8Kbytes workload,
the 47Kbytes workload, the 50.7Kbytes workload, the 316Kbytes(B) workload, the

316Kbytes the 1856Kbytes three

workload and workload respectively. The
distributed file systems are the distributed file system which consists of the Sun
SPARCstation 10 workstations, the distributed file system which consists of the Sun
SPARCstation 470 workstations and the distributed file system which consists of

the Sun 3/60 workstations.

s3/60 s470 s10 2 times | 4 times | 8 times
8k 47 2 1 0.73 0.59 0.52
47k 49 2 1 0.74 0.61 0.54
50.7k | 491 2 1 0.74 0.61 0.54
316k 5.04 2.05 1 0.75 0.62 0.56
1856k 5.08 2.06 1 0.75 0.62 0.56

Table 6.12.2 : The normalized average response time in the distributed file systems when there
is no contention for the system resources.
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Let's investigate what relationship exists between the MIPS value and the file
access performance in the figures for the distributed file systems as we did in the
shared . memory systems previously. First, we investigate it when there is no
contention for the system resources. Table 6.12.2 shows the average response time
of the distributed file systems when there is no contention for the system
resources normalized to the average response time of the baseline distributed file
system which consists of the Sun SPARCstation 10 workstations when there is no
contention for the system resources. It is found that the confidence of the
normalized MIPS values of the component systems in the file access performance
is never 100% whatever workload is used when there is no contention for the

sy stem resources.

Second we irwestigate the relationship when the contention for the system
resources exists. Let's look at the average response time when the 8Kbytes
workload is used in the figures. At 45 clients where the utilization of the CPU,
the disk I/O subsystem, the network interface unit and the network is 17.1%,
71.5%, 21.3% and 7.8% respectively, the average response time in the distributed
file system which consists of the Sun SPARCstation 470 workstations normalized to
the average response time in the distributed file system which consists of the Sun
SPARCstation 10 workstations is 4.62 which is the inverse of the normalized MIPS
value(4.62). At near the saturation point, the average response time of the
distributed file system which consists of the Sun 3/60 workstations normalized to
the average response time in the distributed file system which consists of the Sun
SPARCstation 10 workstations becomes the same as the inverse of the normalized
MIPS value. Therefore the confidence of the normalized MIPS values of the
component systems of the three distributed file systems in the file access
performance is said to be low or unacceptable when the 8Kbytes workload is

used.

Let's look at the average response time when the 47Kbytes workload is used. At
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100 clients where the utilization of the CPU, the disk I/O subsystem, the network
interface unit and the network is 9.5%, 45.5%, 40.2% and 15.6% respectively, the
normalized average response time of the distributed file system which consists of
the Sun SPARCstation 470 workstations is 5.29 which is larger than the inverse of
the normalized MIPS value(4.62). At 70 dients where the utlization of the CPU,
the disk I/O subsystem, the network interface unit and the network is 12.3%,
76.1%, 60% and 10.9% respectively, the normalized average response time of the
distributed file system which consists of the Sun 3/60 workstations is 38.21 which
is larger than the inverse of the normalized MIPS value(33.87). Therefore the
confidence of the MIPS ratio between the component systems of the former two
distributed file systems in the file access performance is said to be high and
acceptable but the confidence of the normalized MIPS ratio between the component
systems of the latter two distributed file systems is said to be low or unacceptable

when the 47Kbytes workload is used.

Let's look at the average response time when the 50.7Kbytes workload is used. At
25 clients where the utilization of the CPU, the disk I/O subsystem, the network
interface unit and the network is 13.9%, 67.6%, 62.5% and 23.9% respectively, the
normalized average response time of the distributed file system which consists of
the Sun SPARCstation 470 workstations is 5 which is larger than the" inverse of
the normalized MIPS wvalue(4.62). At near the saturation point, the normalized
average response time of the distributed file system which consists of the Sun
3/60 workstations becomes the same as the inverse of the normalized MIPS value.
Therefore the confidence of the normalized MIPS values of the three component
systems in the file access performance is said to be low or unacceptable when the

50Kbytes workload is used.

Let's look at the the average response time when the 316Kbytes workload(B) is
used. At 25 dients where the utilization of the CPU, the disk 1/O subsystem, the
network interface unit and the network is 74%, 424%, 658% and 256%
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respectively, the normalized average response time of the distributed file system
which consists of the Sun SPARCstation 470 workstations is 4.65 which is slightly
larger than the inverse of the normalized MIPS value(4.62). The normalized
average response time of the distributed file system which consists of the Sun
3/60 workstations become never the same as the inversé of the normalized MIPS
value. Therefore the confidence of the normalized MIPS ratio between the Sun
SPARCstation 10 workstation and the Sun SPARCstation 470 workstation is said to
be low or unacceptable in the file access pefformance of the two distributed file
systems and the confidence of the MIPS ratio between the Sun SPARCstation 10
workstation and the Sun 3/60 workstation is said to be 0% in the file access
performances of the two distributed file systems when the 316Kbytes(B) workload

is used.

Let’s look at the aﬁerage response time when the 316Kbytes workload is used. At
4 clients where the utilization of the CPU, the disk I/O subsystem, the network
interface unit and the network is 6.7%, 40%, 66.7% and 23.6% respectively, the
normalized average response time of the distributed file system which consists of
| the Sun SPARCstation 470 workstations is 4.19 which is smaller than the inverse
of the normalized MIPS value(4.62). The normalized average response time of
distributed file system which consists of the Sun 3/60 workstations becomes the
same as the inverse of the normalized MIPS value near the saturation point.
Therefore the confidence of the normalized MIPS values of the three component
systems in the file access performance is said to be low or unacceptable when the

316Kbytes workload is used.

Let's look at the average response time when the 1856Kbytes workload is used. At
2 clients where the utilization of the CPU, the disk I/O subsystem, the network
interface unit and the network is 29%, 18.2%, 33.4% and 12.5% respectively, the
normalized average response time of the distributed file system which consists of

the Sun SPARCstation 470 workstation is 5.04 which is larger than the inverse of
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the normalized MIPS value(4.62). At 2 clients where the utilization of the CPU, the
disk I/O subsystem, the network interface unit and the network is 5.6%, 50%,
66.7% and 12.5% respectively, the normalized average response time of the
distributed file system which consists of the Sun 3/60 workstations is 45.05 which
is larger than the inversé of the normalized MIPS v;alue(33.87).‘ Therefore - the
confidence of the MIPS ratio between the Sun SPARCstation 10 workstation and
the Sun SPARCstation 470 workstation is said to be high or acceptable in the file
~access performances of the two distributed file systems and the confidence of the
MIPS ratio between the Sun SPARCstation 10 workstation and the Sun 3/60
workstation is said to be low or unacceptable in the file access performances of

the two distributed file systems when the 1856Kbytes workload is used.

From the investigation, it is observed that in the distributed file system which
consists of the Sun SPARCstation 10 workstations and the distributed file system
which consists of the Sun SPARCstation 470 workstations, the confidence of the
normalized MIPS values is high or acceptable when the 47Kbytes workload or the
1856Kbytes workload is used and low or unacceptable when any one of the other
four workloads is used. The normalized MIPS value of the distributed file system
which consists of the Sun 3/60 workstations is oi)sei'ved to have low or zero
confidence in file access performance. Generally, the confidence of the normalized
MIPS values in file access performance is observed to be better in the distributed

file systems than in the shared memory systems.

6.13 Multiple File Servers

This section investigates the effect on the file access performance when the
 distributed file system has multiple file servers. Files are assumed to be replicated
in the file servers and the file replication overhead in the multiple file servers is

assumed to be negligible, which is the best theoretical case. The file servers are
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assumed to be homogeneous. The performance model of figure 3.26.G and the
baseline performance parameter values of table 3.2.7.C are used for the distributed
file system which consists of the Sun SPARCstation 10 workstations. In the model,

each file server is assumed to serve the incoming requests with equal opportunity.

Figure 6.13.1 to figure 6.13.6 show the average response time of the 8Kbytes
workload, the 47Kbytes workload, the 50.7Kbytes workload, the 316Kbytes(B)
workload, the 316Kbytes workload and the 1856Kbytes workload respectively in
the distributed file system as the number of clients increases gradually., In each
figure, the number of file servers is increased to be 2, 4, 6, 8, 10, 14, 16, 20, 24,
and 27. Except for these, all others are kept the same as the baseline distributed

file system which consists of the Sun SPARCstation 10 workstations.

Figure 6.13.7 and figure 6.13.8 show the average response time of the 50.7Kbytes
workload and the 316Kbytes(B) workload respectively when a 100Mbps network is
used instead of a 10Mbps network and figure 6.13.9 and figure 6.13.10 show the
average response time of the 316Kbytes workload and the 1856Kbytes workload

respectively when a 1Gbps network is used instead of a 10Mbps network.

It 1s observed that when 2 file servers are used the distributed file system shows
the best performance/cost and the improved amount of the average response time
between when 4 file servers are used and when 27 file servers are used is same
as that between when 2 file servers are used and when 4 file servers are used.
This is due to the network speed limit. Therefore, it is efficient in terms of

performance/cost to use up to 4 file servers in the 10Mbps LAN environment.

Let's check it when the 47Kbytes workload is used. Within 500msec average
response time, the distributed file system which has one file server supports up to
80 clients, two file severs up to 120 clients, four file servers up to 160 clients, six

file servers up to 180 clients, eight file servers up to 185 clients, 10 file servers up
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The effect of having multiple file servers on the average response time in the distributed file
systern which consists of the Sun SPARCstation 10 workstations via the 10Mbps LAN.
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system which consists of the Sun SPARCstation 10 workstations via the 100Mbps LAN,
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The effect of having multiple 'ﬁle servers on the average response fime in the distributed file
systemn which consists of the Sun SPARCstation 10 workstations via the 1Gbps LAN.
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to 195 dients, 20 file servers up to 200 dlients and 27 file servers up to 210

clients.

Let's check it when the 50Kbytes workload is used. Within 750msec average
response time, the distributed file system which has one file server supports up to
35 clients, two file severs up to 60 clients, four file servers up to 73 clients, 6 file
servers up to 78 clients, eight fileservers.up to 82 dients and 10 file servers up

to 85 clients and 20 file servers up to 90 clients.

Let's check it when the 316Kbytes(B} workload is used. Within 3.5 second average
response time, the distributed file system which has one file server supports up to
30 clients, two file severs up to 50 clients, four file servers up to 55 dlients, six

file servers up to 60 clients and 27 file servers up to 64 clients.

No notable change is observed in the pattern of the average response time as the
average transaction size increases. Neither is any notable difference observed in the
patterns for the average response times when steady workloads are used and those

when bursty workloads are used.

When a 100Mbps network is wused for the 50.7Kbytes workload and the
316Kbytes(B) workload, it is observed that the average response time improves
more evenly than when a 10Mbps network is used as we expect. The average
response times of the two workloads are within 3 seconds, which is generally
known as the maximum response time the users can wait even though they do
not havé patiency. The average response time of the 50.7Kbytes workload is within
1 second up to a reasonable number of clients. In this sense, I think that a
100Mbps network is desirable for the distributed file system which has multiple
file servers when one of the two workloads is used. No notable change is
observed in the pattern of the average response time as the average transaction

size increases. Neither is any notable difference observed between the patterns for
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the average response times when steady workloads are used and the patterns for

the average response times when bursty workloads are used.

When a 1Gbps network is used for the 316Kbytes workload and the 1856Kbytes
‘workload,' it is observed that up to 27 file servers, the average response time
improves almost linearly. 1t improves much more evenly than when we use a
10Mbps network, as we expect. The avefage response times of the two workloads
are within 3 seconds up to a reascnable number of clients. The figures show that
~a 1Gbps network is desirable for the environment which has multiple file servers
when one of the two workloads is used. No notable change is observed in the
pattern of the average response time as the average transaction size increases.
Neither is any notable difference observed between the patterns for the average
response times when steady workloads are used and the patterns for the average

response times when bursty workloads are used.

6.14 Multiple Resources in the File Server vs. Better

File Server vs. Multiple File Servers.

This section compares the file access performance of the distributed file system
which has multiple resources in the file server, that which has a better file server
and that which has multiple file servers. In order to compare them fairly, only the
file server is éhanged in this section. Therefore, the heterogeneous distributed file
system “which has the better file server in this section is different from the
homogenéous distributed file system which has the better file server and the better
clients in section 6.12. In order to compare them fairly, I put multiple network
interface units as well as multiple CPUs, multiple disks and multiple disk interface
units in the file server for the multiple resources case. However, puttihg more
than two network interface units in the file server does not improve the system

performance further since up to two network interface units are utilized unless
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multiple networks are provided. That is, one of the two network interface units is
used for the incoming data from the clients and the other is used for the outgoing
data to the clients. In this section, the enhancement of the distributed file system
is done based on the baseline distributed file system which consists of the Sun

SPARCstation 10 workstations.

Figure 6.14.1 to figure 6.14.6 compare the average response when the system has
two CPPUs, two disks, two disk interféce units and two network interface units at
the same time in the file server, when the system has a two times better file
server and when the system has two file servers. The two times better file server
means all performance parameters in the file server are improved to be two times
better. The average response time of the 8Kbytes workload, the 47Kbytes workload,
the 50.7Kbytes workload, the 316Kbytes(B) workload, the 316Kbytes workload and
the 1856Kbytes workload are shown respectively as the number of clients increases

gradually in the figures.

In each figure of all 6 workloads, there exists at least one crossing point. The first -
crossing point occurs between the multiple resources case and the better system
case since the average response time of the better system case develops faster than
that of the multiple resources case. This mean the average response time of the
distributed file system which has the better file server is more sensitive to the
number of clients than the average response time of the distributed file system

whose file server has multiple resources.

The crossing point occurs at 73 clients when the 8Kbytes workload is used, at 30
cients when the 47Kbytes workload is used, at 20 clients when the 50.7Kbytes
workload is used, at 10 clients when the 316Kbytes(B) workload is used, at 1.5
dients when the 316Kbytes workload is used and at 15 clients when. the
1856Kbytes workload is used. It is observed that the crossing point occurs at fewer

clients as the average transaction size increases.
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It is notable that except in figure 6.14.1, that is, when the 8Kbytes workload is
used, in each figure, there exist two crossing points. At the first crossing point, the
line of the average response time of the better file server case intersects the line of
the average response time of the multiple resources case and at the second
crossing point, the line of the better file server case intersects the line of the
multiple file servers case. Therefore beyond the second crossing point, the average
response time of the better file server case becomes the worst. This means the
average response time of the distributed file system which has the better file

server is most sensitive to the number of clients among the three cases.

Figure 6.14.7 to figure 6.14.12 compare the average response when the system has
4 CPUs, 4 disks, 4 disk interface units and 4 network interface units at the same
time in the file server, when the system has a 4 time-s better file server and when
the system has 4 file servers. The average response time of the 8Kbytes workload,
the 47Kbytes workload, the 50.7Kbytes workload, the 316Kbytes(B) workload, the
316Kbytes workload and the 1836Kbytes workload are shown respectively as-the

number of clients increases gradually in the figures.

In each figure of all 6 workloads, there exists at least one crossing point as in
figure 6.14.1 to figure 6.14.6. The first crossing point occurs between the multiple
resources case and the better file server case since the average response time of

the better system case develops faster than that of the multiple file servers case.

We also see that the crossing point occurs at fewer clients as the average
transaction size increases. This happens since the average response tiﬁe of the
distributed file system which has the better file server is more sensitive to the
average transaction size than the average response time of the distributed file

system whose file server has multiple resources.
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We also see that except in figure 6.14.7, that is, when the 8Kbytes workload is
used, in each figure, there exist two intersecting points as in the previous

comparison.

Figure 6.14.13. and figure 6.14.18 compare the average response when the system
has 8 CPUs, 8 disks, 8 disk interface units and 8 network interface units at the
same time in the file server, when the system has 8 times better file server and
when the system has 8 file servers. The averagé response time of the 8Kbytes
workload, the 47Kbytes workload, the 50.7Kbytes workload, the 316Kbytes(B)
workload, the 316Kbytes workload and the 1856Kbytes workload are shown

respectively as the number of clients increases gradually in the figures.

In each case, there exists at least one crossing point even though when the
8Kbytes workload is used the crossing point is not shown in the given scale. In
each case except when the 8Kbytes workload is used and when the 316kbtytes(B)
workload is wused, there exist two crossing points. As in the two previous
comparisons, it is also observed that the crossing point occurs at fewer clients as
the average transaction size increases. It is notable that there exist three crossing

points when the 316Kbytes workload is used.

From the 3 comparisons, we find the following as common facts. First, the average
response time of the distributed file system which has the better file server is
more sensitive to the number of clients than the average response time of the

distributed file system whose file server has multiple resources.

Second, when the 8Kbytes workload is used, there exist almost constant gaps
between the average response times of the multiple file servers cases and those of

the better file server cases, even though the number of clients increases. qu
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example, about 20msec gap in figure 6.14.1, about 40msec gap in figure 6.14.7 and
45msec gap in figure 6.14.13.

Third, the average response time of the distributed file system which has the
better file server is more sensitive to the average transaction size than the average
response time of the distributed file system whose file server has multiple

resources.

Fourth, the better file server case always shows the best average response time,
the multiple resources case and the multiple file servers case show the next best

average response time, when there is no contention in the file server.

Fifth, as the contention grows beyond the first crossing point, the average response
time of the better file server case develops faster than that of any other cases and
becomes worse than that of the multiple resources case while the multiple file

servers case still shows the worst average response time.

Sixth, as the contention grows beyond the second croésing point if it exists, the
better file server case shows the worst average reéponse time and the multiple file
servers case shows the second worst average response time. As the contention
grows beyond the third crossing point if it exists, the multiple file servers case
shows the best average response and the better file server case shows the worst

average response time.

Seventh, it is observed that the crossing point occurs at more clients as the degree
of improvement or the number of multiple resources or the number of file servers

increases regardless of the average transaction size used.
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Eighth, no notable effect on the average response time due to workload fluctuation
is found in the figures. Ninth, generally, the six workloads show a similar pattern

in the average response times.

6.15 Multiple Resources in the Shared Memory System

vs. Better Shared Memory System

This section compares the file access performance of a shared memory system
when the system has multiple resources and when the system has better resources.
The file access performance when multiple resources are used was already
investigated in section 6.11 and the file access performance when a better resource
is used was already investigated in section 6.12. The modification of the shared

memory system in this section is based on the Sun SPARCstation 10 workstation.

Figure 6.15.1 to figure 6.15.6 compare the average response time when the system
has 2 CPUs, 2 disks and 2 disk interface units at the same time and when the
system is improved to be 2 times better. The two times better system means that
the values of all parameters are improved to be two times better. The average
response time of the 8Kbytes workload, the 47Kbytes workload, the 50.7Kbytes
workload, the 316Kbytes(B) workload, the 316Kbytes workload and the 1856Kbytes
workload are shown respectively as the number of local users increases gradually

in the figures.

Figure 6,157 to figure 6.15.12 compare the average response time when the system
has 4 CPUs, 4 disks and 4 disk interface units at the same time and when the
system is improved to be 4 times better. The average response time of the 8Kbytes

workload, the 47Kbytes workload, the 50.7Kbytes workload, the 316Kbytes(B)
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work]oéd, the 316Kbytes workload and the 1856Kbytes workload are shown

respectively as the number of local users increases gradually in the figures.

Figure 6.15.13 to figure 6.15.18 compare the average‘ response time when the
system has 8 CPUs, 8 disks and 8 disk interface units at the same time and when
the system is improved to be 8 times better. The average response time of the
8Kbytes workload, the 47Kbytes workload, the 50.7Kbytes workload, the
316Kbytes(B) workload, the 316Kbytes workload and the 1856Kbytes workload are

shown respectively as the number of local users increases gradually in the figures.

The average response time in the figures shows the following pattern in general.
First, in each figure of all 6 workloads, there exists one crossing point even
fhough the crossing point is not shown in the given scale in some figures. The
crossing point occurs since the average response time of the better system case

grows faster than that of the multiple resources case.

Second, the better system case always shows better average response time, when
there is no contention for the system resources in the shared memory system. As
the contention grows the average response time of the better system case develops
faster than that of the multiple resources case and beyond the fifst crossing point
the better system case shows worse average response time than the multiple

resources case.

Third, the average response time of the better system case is more sensitive to the
average transaction size than the average response time of the multiple resources
case and the crossing point occurs at fewer local users as the average transaction

size increases.
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Fourth, the average response time of the system becomes less sensitive to the
number of local users as the degree of improvement or the number of multiple
resources increases regardless of the transaction size used and it is observed that
the crossing point occurs at more clients as the degree of improvement or the

number of multiple resources increases regardless of the transaction size used.

Sixth, no notable cffect due to workload fluctuation on the average response time
is found in the figures. Seventh, generally the six workloads show similar patterns

for the average response times.
6.16 Concurrency

This section considers the effect of concurrency on the file access performance.
Possible concurrency can happen in the following two cases. First, concurrency can
happen between the CPU and the network interface unif during network
communication(send/reccive) operations in the clients and in the file server.
Second, concurrency can happen between the CPU and the disk interface unit
during disk I/O operations in the file server of the distributed file system and in
the shared memory system. The degree of concurrency has an effect on the file
access performance in both system paradigms. The following sections investigate

the effect on the file access performance of concurrency in the two cases.

6.16.1 Concurrency during Disk IO Operations

This section investigates the effect on file access performance of concurrency

during disk I/O operations comparatively in both system paradigms.

Let’s recall what was already explained about disk I/O operations in section 3.2.6.

In the virtual server models, the disk interface unit and the CPU cooperate to do

~
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the preprocessing work such as disk I/O path set-up, etc, before starting the
physical disk I/O operations. They also cooperate to do postprocessing work such
as moving data from the buffers of the disk interface unit into the buffers of the
memory, etc., after finishing the physical disk 1/O operations. For cooperation for
disk I/O operations, the disk interface unit and either the disk or the CPU are
seized and rcleased at the same time. If any of the two required resources is
unavailable -then the other must wait until the unavailable one becomes free and

both of them can be seized at the same time.

If the disk interface unit is enhanced to do disk I/O operations for itself without
the cooperation of the CPU, for the released time the CPU can better spend its
power for other operations and the disk interface unit itself will be assigned with
more opportunities when it is asked to serve since the two system resources have
to be seized and released no longer at the same time and therefore, even though
any of the two required resources is unavailable, the other does not have to wait
until the unavailable one becomes free. This means the degree of concurrency is

enhanced.

In the worst system in terms of the concurrency, the CPU has to cooperate with
the disk even for low-level disk I/O operations. But the disk interface unit of the
baseline Sun SPARCstation 10 workstation already provides some concurrency and

the CPU does not have to do it there.

If the disk interface unit of the baseline Sun SPARCstation 10 workstation is
replaced with a disk interface unit which has better mechanisms to improve the
concurrency between them, what will be the effect on the file access performance?
The enhancement is quantified as the relative percentage of the degree of
concurrency to the degree of concurrency in the Sun SPARCstation 10 workstation
in this study. For example, an improvement in concurrency of 20% -means that

20% of the current CPU service time for disk 1/O operations is reduced and
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during the period, the CPU is freed but on the other hand, the service time of the
disk interface unit increases by that amount and‘ the disk interface unit is that
much more utilized or becomes that much busier. The disk interface unit is
already the most heavily utilized system resource in the shared memory system
and one of the heavily utilized system. resources in the distributed file system.
Therefore, asking more service of the disk interface unit will obviously damage the
average response time in both system paradigms. Reducing the CPU service time
demand by this amount will not improve the average response time much since
the CPU is under-utilized and it is the most idle system resource all the time in
both system paradigms. However, the CPU and the disk interface unit will
provide better opportunities to be acquired when they - are asked to serve since
now they do not have to cooperate with each other for the disk I/O operations

during the saved time period.
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Figure 6.16.1.1 : The effect of the improved concurrency during disk |/O operations on the
average response time in the distributed file system which consists of the Sun SPARCstation 10
workstations : the 50.7Kbytes workload.



Chapter 6 : F.A.P.E. of the Design Alternatives _ Page 274

Figure 6.16.1.1 shows the average response time of the 50.7Kbytes ‘workload in the
" distributed file system which consists of the Sun SPARCstation 10 workstations as _
the number of clients increases gradually. The degree of concurrency in the disk
interface unit of the file server is improved to be 20%, 40%, 60%, 80% and 100%
better respectively. At 100% improvement, the CPU and the disk interface unit are
absolutely independent of each other during the disk I/O operations. Except for
these, all others are kept the same as the baseline distributed file system which

consists of the Sun SPARCstation 10 workstations.
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Figure 6.16.1.2 : The effect of the improved concurrency during disk /O operations on the
average response time in the Sun SPARCstation 10 workstation : the 50.7Kbytes workioad.
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Figure 6.16.1.2 shows the average response time of the 50.7Kbytes workload in the
shared memory system as the number of local users increases gradually. The
degree of concurrency in the disk interface unit is improved to be 20%, 40%, 60%,
80% and 100% better respectively. Except for them, all others are kept the same as

the baseline Sun SPARCstation 10 workstation. See appendix C for the figures of

other cases.

Contrary to our intuition, the file access performance of each case shows slight
improvement, that is, the average response time decreases slightly. This means the
effect of freeing the CPU and the disk interface unit for the times gained due to
the improved concurrency and the effect of reducing the CPU service time
demand by the time gained is larger than the effect of putting the burden of the
_ time gained on the already busy disk interface unit. The pattern is similar in the

figures for both system paradigms and for the six workloads.

6.16.2 Concurrency during Communication Operations

This section investigates the effect of concurrency during the network

communication operations on the file access performance.

Let's recall what was already explained about network communication operations
in section 3.2.6. In the virtual server model, before data transmission, both the
network interface unit and the CPU of the client cooperate to do the preprocessing
work for data sending, for example, moving data from the memory buffers to the
buffers of the network interface unit at the sending site. After transmission
activity, the network interface unit and the CPU of the file server cooperate to do
postprocessing work for data receiving, for example, moving the received data in
the buffers of the network interface unit into the memory buffers. For cooperation

during network communication operations, the network interface unit and either
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the network or the CPU are seized and released at the same time. If any of the
two required resources is unavailable then the other should wait until the

unavailable one becomes free and both of them can be seized at the same time.

If. the | network interface unit is enhanced to do the network communication
operations for itself without the cooperation of the CPU, during the released time
the CPU can better spend its power for other operations and the network interface
unit itself will be assigned with more opportunities when it is asked to serve since
the two system resources have to be seized and released no longer at the same
time and therefore even though any of the two required resources is unavailable
the other does not have to wait any longer until the unavailable one becomes free.

This means the degree of concurrency is enhanced.

In the worst system in terms of concurrency, the CPU has to cooperate with the
network even for low-level data transmission operations through the network. But
the network interface unit of the baseline Sun SPARCstation 10 workstation already

provides some concurrency and the CPU does not have to do it there.

If the network interface unit of the baseline Sun SPARCstation 10 workstation is
replaced with a network interface unit which has a better mechanism to improve
the concurrency between them, what will be the effect on the file access

- performance?

To measure the effect on the file access performance, the improvement is
quantified by the relative percentage of the degree of concurrency to the degree of
concurrency of the Sun SPARCstation 10 workstation. For example, the
improvement of the concurrency by 20% means that 20% of the current CPU
service time for network communication is reduced and during the period the
CPU is freed. However service time of the network interface unit increases by that

amount and the network interface unit is that much more utilized and becomes
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that much busier. The network interface unit is already one of the most heavily
utilized syétem resources in the distributed file system. Therefore, asking  the
network interface unit to do more service will obviously damage the average
response time of the distributed file system. Reducing the CPU service time
demand by the relevant amount will not contribute much to the improvement of
the average response time since the CPU is under-utilized and it is the most idle
system resource all the time in the distributed file system. However, the CPU and
the network interface unit will provide more opportunities to be acquired when
they are asked to serve since now they do not have to cooperate with each other

for network communication operations during the saved time period.

Figure 6.16.2.1 shows the average response time of the 50.7Kbytes workload in the
distributed file system which consists of the Sun SPARCstation 10 workstations as
the number of clients increases gradually. The degree of concurrency is improved
to be 20%, 40%, 60%, 80% and 100% better. At 100% improvement, the CPU and
the network interface unit are absolutely independent from each other during the
network communication operations. Except for these, all others are kept the same

as the baseline distributed file system which consists of the Sun SPARCstation 10

workstations. See appendix C for the figures of other cases.

Contrary to what was found about the effect on the file access performance when
the concurrency during the disk 1/O operations is improved, the file access
performance shows slight deterioration, that is, the average response time increases
slightly. This means the effect of freeing the CPU and the network interface unit
during the time gained due to the improved concurrency and the effect of
reducing the CPU service time demand by the time gained is smaller than the
effect of putting the burden of the time gained on the already busy network

interface unit. The patterns are similar in the figures for the six workloads.
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Figure 6.16.2.1 : The effect of the improved concurrency during communication operations on
the average response time in the distributed file system which consists of the Sun

SPARCstation 10 workstations © the 50.7Kbytes workload.

6.17 Everything Better

So far 1 have investigated the effect on the file access performance when we

improve the power of the system resources or add more resources or enhance the

processing mechanism separately"one by one or group by group. This section

investigates the file access performance of two different system paradigms when all

parameter values of table 3.2.7.C or table 3.4.2.A which this study has investigated

so far are reduced at the same time by enhancing the processing mechanisms or

improving the powers of the system resources.
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As this study already investigated, using a two times better system resource than
a system resource used in a baseline system does not necessarily mean that the
related parameter values are reduced to half of those of the bascline system. This
is simply proved by observing the parameter values in table 3.2.7.C and table
34.2.A. The system power ratic among the three systems, that is, the ratio of the
MIPS value of the Sun SPARCstation 10 workstation to the MIPS value of the Sun
SPARCstation 470 workstation to the MIPS value of the Sun 3/60 workstation is
33.87 : 7.34 : 1 but no ratio among the parameter values in the table 3.2.7.C or
table 34.2.A reaches the inverse of the MIPS ratio. The closest one is the ratio of
the parameter value of the result processing i/o time(proportional portion) which

is1:46:237.

This section deals with the homogeneous distributed file systems. The baseline
performance model of figure 3.2.6.B is used for the distributed file systems and the
baseline performance model of figure 34.1B is used for the shared memory

systems.

Figure 6.17.11 shows the average response time of the 50.7Kbytes workload in the
distributed file system which consists of the Sun SPARCstation 10 workstations
when all parameter values are improved to be 2, 4, 8, 10, 20, 30, 100 and 1000
times better. For the distributed file system where all parameter values are
improved to be four times better, a network of 50Mbps speed is used, therefore
the network speed is five times faster, not four time faster. For the distributed file
system where all parameter values are improved to be 8 times better and 16 times
better, a network of 100Mbps speed is used, therefore the network speed is 10

times faster, not 8 times faster or 16 times faster. See appendix C for the figures

of other cases.

In figure 6.12.2 the effect on the file access performance was alrcady investigated
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when all parameter values of the Sun SPARCstation 10 workstation. are improved

to be 2, 4, 8 10, 16, 20, 30, 100 and 1000 times better when the 50.7Kbytes

workload are used.
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Figure 6.17.1 : The effect on the average response time of improving the power of all
resources in the distributed file system which consists of the Sun SPARCstation 10 workstations
i the 50.7Kbytes workload. :

It is observed that the ratio of the average response time in the baseline
distributed file system to the average response time in the distributed file system
where all parameters are improved to be X(2448,..) times better including the
network speed is equal to or larger than the degree of improvement, that is,
X(248,..) up to a reasonable number of clients. This is also true in the shared

memory system.
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One method to measure the file access performance of a system is to find out
when the average response time reaches to a given level as the contention
increases. Let's look at the figures for the distributed file system. The average
response time of the éKbyte workload is within 300msec up to 100 clients in the
baseline system, and it is so up to more than 1000 dients in the system which are
eight times better than the baseline system in all parameter values. The average
respoﬁse time of the 47Kbytes workload is within 660msec up to 100 clients in the
bascline system, it is so up to 300 clients in the two times better system in all
paramecter values, and. it is so up to far more than 1000 clients in the 8 times
better system in all parameter values. When we use the 50.7Kbytes workload, the
baseline distributed file system shows an average response time of 550msec at near
30 clients and the system where all parameters are improved to be two times
better shows an average response time of 500msec at near 80 clients and the
system where all parameters are improved to be 4 times better, shows an average
response time of 500msec at 170 clients. The average response time of the
316Kbytes(B) workload is always larger than 1 second and already 3.5 seconds at
near 30 clients in the bascline system but it is around 500msec at near 450 clients
in a 16 times better system in all parameter values. The average response time of
the 316Kbytes workload is 516msec at near 80 clients in a 16times better system in
all parameter values and only 44mscc at near 500 clients in a 100times better
system in all parameter values. The average response time of the 1856Kbytes
workload is more than 4 seconds even when there is no contention for the system
resources and near 10 seconds at already 3 clients in the bascline system but it is
within 200msec up to 400 clients in a 100 times better system in all parameter

values.

Let’s find out how much the file access performance is improved by looking at
when the average response time reaches a given level as the number of local users
increases in figure 6.15.7 to figure 6.15.12 for the shared memory system, where

we improve the power by reducing all parameter values at the same time. The
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average response time of the 8Kbytes ‘workload is within 130msec up to 100 local
users in the baseline system, and it is so up to more than 500 local users in the 4
times better system in all parameter values. The average response time of the
47Kbytes workload is within 160msec up to near 100 local‘ users in the bascline
system, it is so up to more than 300 local users in‘ the two times better system in
all parameter values, and it is so up to 1000 local users in the 4 times better
system in all parameter values. The aﬁerage response time of the 50.7Kbytes
workload is 160msec at near 30 local users in the baseline system and it is so up
to more than 400 local users in the 8 times better system in all parameter values.
The average response time of the 316Kbytes(B) workload is 540msec at near 20
local users in the baseline system but it is around 500msec at 500 local users in
the 8 times better system in all parameter values. The average response time of
the 316Kbytes workload is 670msec at 5 local users in the baseline system but it is
only 61msec at near 100 local users in the 16 times better system in all parameter
values. The average response time of the 1856Kbytes workload is more than 1.5
seconds when there is no contention for the system resources and already 7.3
seconds at 10 local users in the baseline system but it is 44msec at 200 local users

in the 100 times better system in all parameter values.

Now we find out how much we have to improve the power of the baseline
distributed file system which consists of the Sun SPARCstation 10 workstations in
order that the average responsc time of the workload whose average transaction
size is very large, for example, the 1856Kbytes workload, becomes similar to thét
of the 8Kbytes workload. 1856Kbytes is 232 time as large as 8Kbytes. Therefore do
we have to improve the system power by 232 times? From the figures, we find
that if the baseline distributed file system is improved to be 100 times better in all
parameter values, then the average response time of the 1856Kbytes workload
becomes much better than that of the 8Kbytes workload. In the system, the
average response time of the 1856Kbytes workload is 41msec when there is no

contention for the system resources and 177msec at 400 clients and even 1000
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clients do not saturate the system while in the baseline system the average
response time of the 8Kbytes workload is 74msec when there is no contention for
the system resources and 288msec at 100 clients and 150 clients saturate the

system.

Let's also find out how much we have to improve the power of the Sun
SPARCstation 10 workstation in order that the average response time of the
1856Kbytes workload becomes similar to that of the 8Kbytes workload as we did
in the distributed file system. From the figures, we find that if the baseline shared
memory system is improved to be 100 times better in all parameter values the
average response time of the 1856Kbytes workload becomes 16émsec when there is
no contention for the system resources and 44msec at even 500 local users while
in the baseline system the average response time of the 8Kbytes workload is
56msec when there is no contention for the system resources and 122msec at 100
local users. If the bascline shared memory system is improved to be 16 times
better in all parameter values, the average response time of the 1856Kbytes
workload is 100msec when there is no contention for the system resource and

416msec at 120 local users.

How much do we have to improve the power of the baseline distributed file
system which consists of the Sun SPARCstation 10 workstations in order that the
average response time becomes similar to that in the Sun SPARCstation 10
workstation? From the figures, we find that if the baseline distributed file system
which consists of the Sun SPARCstation 10 workstations is improved to be 2 times
better in all parameter values, the average response time of the 8Kbytes workload
in the distributed file system is much better than that of the Sun SPARCstation 10
workstation all the time as the transaction arrival rate increases. This is also true
when we use the 47Kbytes workload or fhe 50.7Kbytes workload. When we use
the 316Kbytes(B) workload or the 316Kbytes workioad or the 1856Kbyfes workload,

the average response time in the improved distributed file system is similar to that
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of the Sun SPARCstation 10 workstation. As the workload size grows, the gap
between the average response time in the improved distributed file system and

that in the Sun SPARCstation 10 workstation decreases gradually.

6.18 Summary

The six different workloads produce similar ‘patterns of average response time in

both system paradigms in each case.

The maximum improvement in the average response time by adding CPUs or
improving the CPU power, that is, by getting rid of the queueing delay caused by
the contention in the CPU, is small in perccntage terms for the average response
time of the baseline system in the two system paradigms. Both in the distributed
file systems and in the shared memory systems, 2 CPUs or a two times better

CPU get rid of most of the queueing delay caused by the contention in the CPU.

The average response time of the system which has a K(24,8,,) times better CPU
is better than that of an equivalent system which has K(2,4,8,...) CPUs both in the
distributed file system and in the shared memory system. And as the contention
for the system resources of the file server in the distributed file system grows, the
difference between the average response time of the better CPU case and that of
the equivalent multiple CPUs case becomes larger in general. This was also

observed in the shared memory system.

The average response time significantly improves in the system which has 2 disks
and 2 disk interface units. Putting more than 4 disks and 4 disk interface units in
the file server of the baseline distributed file system is not efficient in terms of the

performance/ cost.

When the CPU service time for disk I/O is improved, the overall improvement of
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the average response time in the distributed file system and in the shared memory

system is not significant, as we expect.

The average response time in the system where the disk I/O time is improved to
be two times faster is more sensitive to the number of clients than that in the

system which has 2 disks and 2 disk interface units in both system paradigms.

The system which has a faster disk and the system which has multiple disks and .
multiple disk interface units becomes less sensitive to the number of clients or the
number of local users as the disk I/O speed and the number of disks and disk
interface units increase. System which has a faster disk is more sensitive to the
average transaction size than a system which has multiple disks and multiple disk

interface units.

The overall improvement in the average response time in the distributed file
system is significant when multiple network interface units are used in the file

server and multiple networks are used in the baseline distributed file system.

Most of the contention for the network disappears with a 100Mbps network. The
overall improvement of the average response time in the distributed file system is
significant when the performance of the network interface unit is improved. The
contention for fhe network interface unit almost disappears when the parameter
values are improved to be 16 times better. The overall improvement of the average
response time in the distributed file system is small when the communication

mechanism is enhanced.

The average response time of the distributed file system which has multiple
networks and multiple network interface units in the file server is less sensitive to
the number of clients than the average response time of the distributed file system

which has the faster network and the better network interface unit in the file
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SeTrver,

The average response time of the distributed file system which has multiple
networks and multiple network interface units in the file server is less sensitive to
the average transaction size than the average response time of the distributed file
system which has the faster network 'and the better network interface unit in the

file server.

As the average transaction size of the workload increases, the effect of the
overhead of the file system mechanism on the average response time decreases
and becomes trivial. As the number of clients or the number of local users
increases, the effect of the parameter of the file processing mechanism decreases
further and becomes trivial. These facts hold in the case of the effect of RPC
overhead on the average response time and the effect of command interpretation
overhead on the average response time. The screen display overhead is
proportional to the size of the transaction and therefore the effect of the overhead
on the average response time overwhelms the other effects as the average size of

the transaction increases.

The distributed file system which has 2 resources improves the average response
time most efficiently so the best performance/cost can be obtained and the
contention for the system resources almost disappears in the distributed file system

which has 4 resources.

We observe that the distributed file system where all parameter values except the
parameter of the network speed are improved to be 2 times better shows the best

performance/ cost.

The confidence of the normalized MIPS values of the three bascline shared

memory systems in the file access performance is low or unacceptable regardless
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of .the workload used. In the distributed file systems which consists of the Sun
SPARCstation 10 workstations and the distributed file system which consists of the
Sun SPARCstation 470 workstations, the confidence of the normalized MIPS values
is high or acceptable when the 47Kbytes workload or the 1856Kbytes workload is
used and low or unacceptable when any one of the other four workloads is used.
The normalized MIPS value of the distributed file system which consists of the
Sun 3/60 workstations is observed to have low or zero confidence in file access
performance. Generally, the confidence of the normalized MIPS values in file
access performange is observed to be better in the distributed file systems than in

the shared memory systems.

When 2 file servers are used the distributed file system shows the best
performance/cost and it is efficient in terms of performance/cost to use up to 4
file servers in the 10Mbps LAN environment. A 100Mbps network is desirable for
the distributed file system which has multiple file servers when either 50.7Kbytes
workload or 316Kbytes(B) workload is used. A 1Gbps network is desirable for the
environment which has multiple file servers when either 316Kbytes workload or

1856Kbytes workload is used.

The average response time of the distributed file system which has the better file
server is most sensitive to the number of clients among the three cases : the better
file server case, the multiple file servers case and the multiple resources case. The
average response time of the distributed file system which has the better file
server is more sensitive to the average transaction size than the average response

time of the distributed file system whose file server has multiple resources.

In shared memory systems, the average response time of the better system case
grows faster than that of the multiple resources case and the average response
time of the better system case is more sensitive to the average transaction size

than the average response time of the multiple resources case.
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The file access performance of each case shows slight improvement when the
degree of concurrency in the disk interface wunit is improved. When the
concurrency during the communication operations is improved, the average

- response time increases slightly.



Chapter 7

File Access Performance Evaluation of Caching in

the Two System Paradigms

This chapter investigates the file access performance of caching comparatively in

the two system paradigms using the virtual server models.

In the following sections in this chapter, the following conditions hold unless
otherwise specified. Write file access is performed unless read file access is
explicitly specified to be performed. The workload pattern of the DPoisson
distribution for input arrival and the log-normal distribution for input transaction
size is used unless the workload pattern used is specified. The Sun SPARCstation
10 workstation is used as the base system for the shared memory system and the
distributed file system which coﬂsists of the Sun SPARCstation 10 workstations is
used as the base distributed file system unless the base system is explicitly

specified.

Many operating systems and distributed file systems have used caches to improve

file access performance. Before an actual request for data occurs, the data can be

Page 289
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prefetched into the cache by prediction so that the request is serviced directly by
the cached data if it is requested later. The requested data can also be written into
the cache and later the data written to the designated disk. Successive accesses to
the same data in the cache are carried out without accessing the disk where the

actual data reside.

If the cached data are used just one time, then no systcm power is saved since
the caching expense is paid sometime somewhcre after all. Tor example, in
read-ahead caching and write-back caching, the response time of the request will
be better than the response time without caching but the expense which is saved
by using the cached data should be paid before the cached data are used or after
the cached data are used. So by using the cached data, the system shows faster
response time but actually all operations for the file access occur after all and no
operation is saved at all. In this caching, the data traffic amount is the same, that

is, the system load is same as that without caching.

However, when the same cached content is reused, there exists no hidden
overhead due to the cache hit except the cache consistency maintenance overhead

and the cache access overhead. So the hidden expense is saved.

If the cached data are used just one time, that is, if caching overhead is required
before or after the cached data are used, then that cache hit is not the concern in
this section. This study deals with the cache hits which do not require any
pre-operations or post-operations at all, that is, if the same cached data are
accessed more than one time, then the first access is not the concern but from the

second access to the last access among all accesses are the concern of this chapter.

This caching has two distinct advantages. First, delays are reduced by caching

since the requested data are already in the cache. This is also true even though
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the cached data are accessed just one time. Second, the contention for the disk
I/O related devices such as the CPU, the disk interface unit, the disk, etc., is
reduced so ‘that processes attempting to access the same I/O related devices will
have a better chance to access them with less waiting ti-me‘ This is not true if the
cached data are accessed just one time but true only if they are accessed more

than one time.

There are overheads for the system to operate a caching mechanism such as the
cache consistency mechanism overhead, the caching policy overhead, etc.. However
the overheads are usually small compared with the benefits gained by Eaching, as
we can see in the Sprite distributed file system[BAKER etal 91]. Measurement
studies of some time-sharing systems also show that caching gives substantial
benefits and the large size of caches in large physical memories give more

benefits[BAKER etal 91],[LEFFLER etal 84],JOUSTERHOUT etal 85].

In designing the distributed file system or the file system of the shared memory
system, we have to decide several things for the caching. First, shall we have to
use the caching mechanism? Second, if we use the caching mechanism, where shall
we have the cache : only in the file server or both in the file server and in the
clients in case of designing the distributed file systems? Third, if we do caching in
the clients as well, where shall we put the cached files : in the main memories of
the clients or the local disks of the clients in case of designing the distributed file
systems? Fourth, shall we do additional file caching in the disk interface unit as
well as in the main memory of the file server of the distributed file system or in
the main memory of the shared memory system? That is, is it worthwhile to do
caching in the disk interface unit of the file server which already does caching in
the main memory? File caching is usually performed in the memory. Additional

file caching in the disk interface unit is now wide spread and will continue,

Performance evaluation of caching mechanisms is one of the benchmarks which we

e
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should rely on when we have to decide the above matters. This chapter studies
the effect of the caching mechanisms on file access performance. This chapter
investigates the effect at given cache hit rates but does not discuss how the cache
hit rates can be achieved in each mechanism. This chapter does not discuss the
details of the caching mechanism such as the cache‘replacemcnt algorithm, the

cache size, the block size, the cache consistency maintenance mechanism, etc..

Baker et al.[BAKER etal 91] show the measured data for the file caches in the
Sprite distributed system, discuss issues of file caching such as file cache sizes, the
'effect of caching on file ftraffic, cache consistency mechanisms, etc. and show
simulation results of a cache consistency mechanisrﬁ which is similar to the cache
consistency mechanism in some Sun NFS implementations. Qusterhout et
al [OUSTERHOUT etal 85] show the simulation results of file caching in local
UNIX systems and discuss the issues of file caching such as file cache size, block
size and write policy, which this study does not deal with. Lilja[LILJA 93] surveys
cache coherence mechanisms in shared memory systems, discusses design issues,
and studies the performance effect of the issues using trace driven simulations,
which this study does not deal with. Karedla]KAREDLA 94] discusses . caching
strategies and studies the performance effect of cache replacement algorithms by
simulation which this study does not deal with. Smith{SMITH 82][SMITH 85]
discusses various cache memories and caching mechanisms in general and in

detail.

Below, what are investigated in the following sections is described. With which
caching mechanism, does the system show the best file access performance? How
much does the file access performance improve with a given caching mechanism?
What operations are saved with the given caching mechanism? At what cache hit
rate, does the average response time become acceptable even when the workloads
of large average transaction size such as the 316Kbytes workload and the

1856Kbytes workload are used? What is the pattern of the average response time
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as the contention grows given a caching mechanism? When we use the caching
mechanism, is there any difference in the pattern of the average response time
between the distributed file system and the shared memory system? Does the
pattern of the average response time vary as the average transaction size varies
when we fix the cache hit rate to a given value? What is the pattern of the
average response time when the cache hit rate varies? These are investigated in

the following sections.

The performance effects of the four standalone caching mechanisms such as
caching in the memory of the file server, caching in the disk interface unit of the
file server, caching in the memory of the client and caching in the disk of the
client of the distributed file system are investigated respectively in section 7.1,
section 7.2, section 7.3 and section 74. The effects on the file access performance
of the two standalone caching mechanisms such as caching in the memory of the
shared memory system and caching in the disk interface unit of the shared
memory system are also investigated respectively in section 7.1 and section 7.2.
Section 7.5 comparés the effects on the file access performance of four caching
mechanisms in the distributed file system and of two caching mechanisms in the

shared memory system.

The effects on file access performance of the combinations among the four
standalone caching mechanisms in the distributed file system and of the
combination of the two standalone mechanisms in the shared memory system are
investigated in the following 5 sections. They are the combination of caching in
the memory of the client and caching in the memory of the file server in the
distributed file system in section 7.6, the combination of caching in the disk of the
client and caching in the memory of the file server in the distributed file system
in section 7.7, the combination of caching in the memory of the client, caching in
the memory of the file server and caching in the disk interface unit of the file

server in the distributed file system in section 7.8, the combination of caching in
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the disk of the client, caching in the memory of the file server and caching in the
disk interface unit of the file server in the distributed file system in section 7.9
and the combination of caching in the memory and caching in the disk interface
unit in the shared memory system in section 7.10. Finally, the effects on file access
performance of the 4 standalone caching mechanisms and the 5 combined caching

mechanisms are compared in section 7.11.

In all following sections, it is assumed that the cache consistency maintenance
overhead is zero, which is the theoretical limit. Additional operations to read the
cached data from the cache are required. 1 measured the memory access time to

be 0.1msec per 1500bytes data in the three systems for the case of memory cache.

In the following sections, unless this study explicitly specifies the configuration of
the systemn used, for the simulations this study uses the distributed file system
which consists of the Sun SPARCstation 10 workstations and the Sun
SPARCstation 10 workstation for the shared memory system. In the following
sections, unless this study explicitly specifies the performance model used and the
performance parameter table used, the performance model of figure 3.2.6.F and the
baseline performance parameter values in table 3.2.7.C are used for the distributed
file system and the performance model of figure 34.1.C and the baseline
performance parameter values in table 34.2.A are used for the shared memory

system.

71 Standalone Caching in the Memory of the File

Server

This section comparatively investigates the effect of caching in the memory of the
file server of the distributed file sjstems and caching in the memory of the shared

memory systems on file access performance. If the requested data are in the cache,
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then all disk 1/O operations are bypassed as shown in figure 3.26F and figure
3.4.1.C. Therefore the CPU service time for disk 1/0, the service time of the disk
interface unit for the disk I/O and disk I/O time are saved and the utilization of

the CPU, the disk interface unit and the disk are reduced.

Figure 7.1.1 shows the average response time of the 50.7Kbytes workload in the
distributed file system as the number of clients increascs gradually. The cache hit
ratc is improved to be 20%, 40%, 60%, 80% and 100%. Except for these, all others
are kept the same as the baseline distributed file system which consists of the Sun
SPARCstation 10 workstations. Figure 7.1.2 shows the average response time of the
50.7Kbytes workload in the shared memory system as the number of local users
increases gradually. The cache hit rate is improved to be 20%, 40%, 60%, 80% and

100%. Except for these, all others are kept the same as the baseline Sun

SPARCstation 10 workstation. See appendix D for the figures of other cases.
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Figure 7.1.1 : The effect on the average response time of caching in the memory of the file
server of the distributed file system which consists of the Sun SPARCstation 10 workstations :
the 50.7Kbytes workipad.
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Figure 7.1.2 : The effect on the average response time of caching in the memory of the file
server in the Sun SPARCstation 10 workstation : the 50.7Kbytes workioad.

In the distributed file system, it is observed that at 20% hit rate, the improvement
rate of the average response time per cache hit rate is the largest, then gradually
it reduces. In the shared memory systern, a regular improvement in the average
response time is observed as the cache hit rate increases unlike in the figures of
the distributed file system. In the distributed file system, the saturation point does
not significantly increase but increases a little up to the saturation point of the
network interface unit as the cache hit rate increases. In 'the shared memory
system, the saturation point increases significantly and almost linearly as the cache

hit rate increases.
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In the distributed file system the queueing delay due to the contention for the
system resources related to network communication service remains unchanged
even though the overall improvement in the average response time is significant,
but in the shared memory system the queueing delay gradually disappears as the
cache hit rate increases. Because of this, the patterns of the average response times
are different in the two system paradigms. In the distributed file system, even at
100 % cache hit rate, the average response time of the 316Kbytes workload and
1856Kbytes workload are still far above 1 second all the time but in the shared
memory system, the average response time of. the 1856Kbytes workload are bclow
1 second up to more than 15 clients at 80% cache hit rate. The average response
~time of the 8Kbytes workload in the distributed file system when the 40% cache
hit occurs shows a similar trend to the average response time of the 8Kbytes

‘workload in the shared memory system when no caching occurs.

All six workloads show similar trends in the average response times. No notable
change is. observed in the pattern of the average response time as the workload
size increases and no notable difference is observed between the patterns of the
average response times when steady workloads are used and those when bursty

workloads are used.

7.2 Standalone Caching in the Disk Interface Unit

This section comparatively investigates the effect on file access perfonngnce when
we use caching in the disk interface unit of the file server of the distributed file
system and caching in the disk interface unit of the shared memory system. If the .
‘requested data are in the cache, then the disk 1/O operations are bypassed as
shown in figure 3.26.F and figure 3.4.1.C. Therefore the service time of the disk

interface unit for the disk 1/O and the disk 1/O time are saved and the utilization
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of the disk interface unit and that of the disk are reduced.

Figure 7.21 shows the average response time of the 50.7Kbytes workload in the
distributed file system as the number of clients increases gradually. The .cache hit
rate is improved to be 20%, 40%, 60%, 80% and 100%. Except for these, all others
are kept the same as the bascline distributed file system which consists of the Sun
SPARCstation 10 workstations. Tigure 7.2.2 shows the average response time of the
50.7Kbytes workload in the shared memory system as the number of local users
increases gradually. The cache hit rate is improved to be 20%, 40%, 60%, 80% and

100%. Except for these, all others are kept the same as the baseline Sun

SPARCstation 10 workstation. See appendix D for the figures of other cases.
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Figure 7.2.1 : The effect on the average response time of caching in the disk interface unit of
the file server in the distributed file systern which consists of the Sun SPARCstation 10
workstations : the 50.7Kbytes workload.
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Figure 7.2.2 : The effect on the average response time of caching in the disk interface unit of
the file server in the Sun SPARCstation 10 workstations : the 50.7Kbytes workload.

The average response time in the standalone caching in the disk interface unit of
the file server shows the same pattern as the average response time in the
standalone caching in the memory of the file server, even though the former is
always larger than the latter. In the distributed file system, even at 100% cache hit
rate, the average responée time of the 316Kbytes workload and that of the
1856Kbytes workload are still far above 1 second since the network communication
overhead remains unchanged but in the shared memory system, the average
response time of the 1856Kbytes workload is below 1 second up to more than 15

clients at 80% cache hit rate. When the 60% cache hit occurs, the average response
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time of the 8Kbytes workload in the distributed file system already shows a
similar trend to the average response time of the 8Kbytes workload in the shared
memory system when no caching occurs. All six workloads show similar trends in
the average response‘timcs. No notable change is observed in the pattern of the
average response time as the workload size increases and no notable difference is
observed between thé patterns of the average response times when the steady

workloads are used and those when the bursty workloads are used.

7.3 Standalone Caching in the Memory of the Client

This section investigates the cffect on file access performance when we use caching
in the memory of the client of the distributed file system. If the requested data
are in the cache, then all operations in the file server and the network
communication operations are bypassed as shown in figure 3.2.6.F. Thercfore, the
utilization of the file server and that of the network are reduced. In this case, the
~ required operations are similar to those when the cache hit occurs in the memory
of the shared memory system : in fact, this is better since there is no contention
for the system resources in the clients but there is contention for the system

resources in the shared memory system.

Figure 7.3.1 shows the average response time of the 50.7Kbytes workload in the
distributed file system as the number of clients increases gradually. The cache hit
rate is improved to be 20%, 40%, 60%, 80% and 100%. Except for these, all others

are kept the same as the baseline distributed file system which consists of the Sun

SPARCstation 10 workstations. See appendix D for the figures of other cases.

In the distributed file system, regular improvement in the average response time
per cache hit rate is observed as the cache hit rate incrcases since all queueing.

delays gradually disappear as the cache hit rate increases. The saturation point
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increases significantly as the cache hit rate increases. It is notable that the average

response time of the 1856Kbytes workload is below 1 second up to more than 20

clients at 80% cache hit rate.
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Figure 7.31 : The effect on the average response time when we use caching in the disk
interface unit of the Sun SPARCstation 10 workstation : the 50.7Kbytes workload.

At 20% cache hit rate, the average -response time of the 8Kbytes workload, the
47Kbytes workload and the 50.7Kbytes workioad alrcady show better trends than
those in the baseline shared memory system where no caching occurs. At 60%

cache hit rate, the average response time of the 316Kbytes(B) workload, the
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316Kbytes workload and the 1856Kbytes workload alrcady show better trends than

those in the baseline shared memory system where no caching occurs.

In all cases except the case for the 100% cache hit, the average response time is
slightly highef than that in caching in the memory of the shared memory system
since the requests which are missed in the cache must perform all the required
operations and the opcrations are more expensive in the distributed file system

than in the shared memory system.

However, at 100% cache hit, regardless of the kind of workload, the average
response time is slightly lower than that in caching in the memory of the shared
memory systems since there is no contention for the related system resources
during operations such as command interpretation, file searching, etc, in the
cdlients of the distributed file system but there are contentions for the related

system resources during operations in the shared memory system.

All six workloads show similar trends in the average respoﬁse times. No notable
change is observed in the pattern of the average response time as the average
transaction size increases and no notable difference is observed between the
patterns of the average response times when the steady,wdrkloads are used and

those when the bursty workloads are used.

74 Standalone Caching in the Disk of the Client

This section investigates the effect on file access performance when we use caching

in the disk of the client of the distributed file system.

If the requested data are in the cache, then all operations in the file server and

the network communication operations are bypassed as shown in figure 3.2.6.F.
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The utilization of the file server and the utilization of the network are reduced.
However, additional operations to read the cached data from the disk cache of the
client are required. The required operations for the requests are similar to those in
the baseline shared memory system where there is no caching except that there is
no queueing delay due to the contention for the  disk I/O subsystem in these
cases since they are performed in the client.. Thercfore, it is expected that the
average response time at 100% cache hit rate should be better than the average

response time in the bascline shared memory system where no caching occurs.

Figure 7.4.1 shows the average response time of the 50.7Kbytes workload in the
distributed file system as the number of dients increases gradually. The cache hit
rate is improved to be 20%, 40%, 60%, 80% and 100%. Except for these, all others

are kept the same as the bascline distributed file system which consists of the Sun

SPARCstation 10 workstations, See appendix D for the figures of other cases.

In the distributed file system, regular improvement in the average response time
per cache hit rate is observed as the cache hit rate increases since all queueing
dclays gradually disappear as the cache hit rate incrcases. The saturation point
increascs significantly as the cache hit rate increases. The average response time of
the "316Kbytes workload is below 1 second up to more than 20 clients at 80%
cache hit rate. At 40% cache hit rate, the average response times of the 8Kbytes
workload, the 47Kbytes workload and the 50.7Kbytes workload are better than
those in the bascline shared memory system where no Eaching occurs respectively.
At 60% cache hit rate, the average response times of the 316Kbytes(B) workload,
the 316Kbytes workload and the 1856Kbytes workload are better than those in the
baseline shared memory system where no caching occurs. It is observed that the
average response time at 100% cache hit rate is constant regardless of the number

of clients. This is because there exists no contention in the clients.
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Figure 74.1 : The effect on the average response time when we use caching in the disk of
the client in the distributed file system which consists of the Sun SPARCstation 10 workstations
: the 50.7Kbytes workload.

All six workloads show similar patterns for the average response times. No
notable change is observed in the pattern of the average response time as the
average transaction size increases and no notable difference is obscrved between
the patterns of the average response times of the stcady workloads and those of

the bursty workloads.

7.5 Comparison of the Standalone Caching

Mechanisms

This section compares the effects on file access performance when we usc the four
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standalone caching mechanisms which were investigated in the previous four
sections, that is, standalone caching in the memory of the file server, standalone
caching in the disk interface unit of the file server, standalone caching in the
memory of the client and standalone caching in the disk of the client in the
_distributed file system. This section also compares the performances of the
previously investigated two caching mechanisms, that is, standalone caching in the
memory and standalone éaching in the disk interface unit of the shared memory

system.

Figure 7.5.1 to figure 7.55 compare the average response times of the 50.7Kbytes
workload when the cache hit rate is 20%, 40%, 60%, 80% and 100% respectively
both in the distributed file system and in the shared memory system. Similar
‘patterns are found in the other cases and the figures of the other cases are not

included in this section.

Among the four standalone caching mechanisms in the distributed file system, the
best  performance, that is, the lowest average response time and the lowest
utilizations of the systems resources such as the CPU, the disk 1/0 subsystefn and
the network interface unit of the file server are found in the cases when the -
caching is done in the memory of the client. The next best performance is found
in the cases when the caching is done in the disk of the client. The third best
performance is found in the cases when the caching is done in the memory of the
file server and the worst performance.is found in the cases when the caching is

done in the disk interface wunit of the file server.

As expected, caching in the memory of the shared memory system shows better
performance, that is, a lower average response time than for caching in the disk

interface unit of the system.
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Figure 7.5.3 : 60% cache hit rate Figure 7.5.4 : 80% cache hit rate

Comparison of the average response times of the four standalone caching mechanisms when
the 50.7Kbytes workload is used in the Sun SPARCstation 10 workstation and in the distributed
file system which consists of the Sun SPARCstation 10 workstations respectively. Abbreviation :
Normal means the average response time in the distributed file system without caching, local
means the average response time in the shared memory system without caching, s—mem
means the average response time in the caching in the memory of the file server of the
distributed file system, I-mem means the average response time in the caching in the memory
of the shared memory system, s-dma means the average response time in the caching in the
disk interface unit of the file server of the distributed file system, |-dma means the average
response time in the caching in the disk interface unit of the shared memory system, c-mem
‘means the average response time in the caching in the memory of the client of the distributed
fle system and c-disk means the average response time in the caching in the disk of the
client of the distributed file system.
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Figure 7.5.5 : Comparison of the average response times of the standalone caching
mechanisms at 100% cache hit when the 50.7Kbytes workload is used in the Sun
SPARCstation 10 workstation and in the distributed file system which consists of the Sun
SPARCstation 10 workstations respectively. -

The utilizations of the network communication facilitics such as the network and
the network interface unit in the file server and in the clicnt when the caching is
done in the memory of the client are same as those when the caching is dore in
the disk of the client in the distributed file system. Thercfore, in the two caching
mechanisms, the saturation points are same. It increases almost lincarly as the
cache hit rate increases regardless of the kind of the used workload. But when
caching occurs in the memory of the file server or in the disk interface unit of the
file server in the distributed file system, the éaturation point increases a little up
to the saturation point of the network control unit as tﬁe cache hit rate increases
regardless of the kind of workload used, because the utilization of the network

control unit remains unchanged.
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In the shared memory system, the caching in the memory shows slightly better
average response time than caching in the disk interface unit since caching in the
memory saves the CPU service time for the disk I/O operations further as well as

it bypasses the operations which caching in the disk interface unit also bypasses.

Figure 7.5.6 compares the averagé response times of the 50.7Kbytes workload when
the caching is done in the memory of the client of the distributed file system and
the average response times of the 50.7Kbytes workload when the caching is done

in the memory of the shared memory system.

When caching is done in the memory of the client of the distributed file system,
ekcept in the cases for the 100% cache hit, the average respbnse time is still
slightly higher than that when the caching is done in the memory of the shared
memory system since the requests which are missed in cache cause the full
operations and they are more expensive in the distributed file system than in the

shared memory system.

However, at 100% cache hit, regardless of the kind of the workload, the average
response time in caching in the memory of the client of the distributed file system
is slightly (]ower than that in caching in the memory of the shared memory system
since there is no contention for the system resources during the operations such as
command interpretation, file searching, etc., in the client of the distributed fiie

system but there is contention for the system resources during the operations in

the shared memory system.

Generally the six workloads show similar file access performance patterns. It is
found that the workload fluctuation does not cause any noticable effect on file

access performance.
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Figure 7.5.6 : The average response times of the 50.7Kbytes workload when caching is done in the memory of the
client of the distributed file system which consists of the Sun SPARCstation 10 workstations vs. the average response
times of the 50.7Kbytes workload when caching is done in the memory of the Sun SPARCstation 10 workstation,
Abbreviation : SMS@20% stands for 20% cache hit in the shared memory system and DFS@20% stands for 20%
_cache hil in the distributed file system. : :
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So far this study has investigated the effects on file access performance when we
usc the standalone caching mechanisms but the following sections investigate the
effects on file access performance when we usc the combinations of the standalone

caching mechanisms.

7.6 Combination of Caching- in the Memory of the
Client and Caching in the Memory of the File

Server

This scction investigates the effect on file access performance when we use the
combination of caching in the memory of the client and caching in the memory of

the file server at the same time in the distributed file system.

In this combination, the requests from the client are screened first by the cache in
the memory of the c]icnt- and second by the cache in the memory of the file
server. If the requested data are in the memory of client, then the data are fetched
for the response and the remaining operations are bypassed. Thercfore the network
communication cost and all costs in the file %ﬁer are saved as explained in
scction 7.3. The utilization of the CPU, the disk interface unit, the disk and the

nctwork interface unit of the file server and the network are reduced.

If the requested data are not in the memory of the client but in the memory of
the file server, then the cost of the disk I/O opcrations is saved as exp]aiﬁcd in
section 7.1 and the utilization of the CPU, the disk interface unit and the disk of

the file server are reduced.

Figure 7.6.1 shows the average response time of the 50.7Kbytes workload in the

distributed file system as the number of clients increases gradually. The cache hit
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rate is improved to be 20%, 40%, 60%, 80% and 100% in both caches at the same
time. Except for these, all others are kept same as the baseline distributed file

system which consists of the Sun SPARCstation 10 workstations. Sec appendix D

for the figures of other cases.
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Figure 7.6.1 : The effect on the average response time when we use caching both in the
memory of the client and in the memory of the file server in the distributed file system which
consists of the Sun SPARCstation 10 workstations when the hit rate of the both caches
improves at the same time : the 50.7Kbytes workload.

Figure 7.6.2 shows the average response time of the 50.7Kbytes workload in the

distributed file system when the hit rate of the cach¢ in the memory of the client
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is improved to be 20%, 40%, 60%, 80% and 100% while the hit rate of the cache
in the mémory of the file server is fixed to be 60%. Except for these, all others

are kept the same as the baseline distributed file system which consists of the Sun

SPARCstation 10 workstations. See appendix D for the figures of other cases.
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Figure 7.6.2 : The effect on the average response time when we use caching both in the
memory of the client and in the memory of the file server in the distributed file system which
consists of the Sun SPARCstation 10 workstations when the hit rate of the cache in the
memory of the client improves while the hit rate of the cache in the memory of the file server
is fixed to be 60% : the 50.7Kbytes workload.

In the distributed file system, regular improvement in the average responsc time is

obscrved as the cache hit rate increases since all queucing delays gradually
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disappear at the same rate as the cache hit rate increases. The saturation point
increases significantly as the cache hit rate increases. Generally the performance
pattern when the hit rate is varied in both caches -at the same time is similar to
that when the hit rate is varied in one of the two caches while the hit rate in the

other cache is fixed all the time.

At 100% cache hit rate, the average response time is the same as the average
response time of the standalone caching in the memory of the client. At 100%
cache hit rate, the average response time is constant as the number of clients

increases since there is no contention for the system resources.

The combined caching shows better average response time than the standalone
caching in the memory of the client. All six workloads show similar patterns of
the average response times. No notable change is observed in the pattern of the
average response time as the average transaction size increases and no notable
diffcrence is observed between the patterns of the average response times of the

steady workloads and those of the bursty workloads.

7.7 Combination of Caching in the Disk of the Client

and Caching in the Memory of the File Server

This section investigates the file access performance when caching is done in the
disk of the client and in the memory of the file server at the same time in the

distributed file system.

In this combination, the requests from the client are screened first by the cache in
the disk of the client and sccond by the cache in the memory of the file server. If

the requested data are in the disk of the client, then the data are fetched for the
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response and the remaining operations are bypassed. Thereff;re the network
communication cost and all costs in the file server are saved as explained in
section 7.3. The utilization of-the CPU, the disk interface unit, the disk and the
network interface unit of the file server and the network are reduced. Howeve'r,
the cost of the disk I/O operations is paid in the client where theré is no
contention for the system resources. If the requested data are not in the disk of
the client but in the memory of the file server, then only the cost of the disk I/O
operations is saved as explained in section 7.1. The utilization of the CPU, the

disk interface unit and the disk of the file server are reduced.

Average response time (msec)
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Figure 7.7.1 : The effect on the average response time when we use caching both in the disk
of the client and in the memory of the file server in the distributed file system which consists
-of the Sun SPARCstation 10 workstations when the hit rate of the both caches improves at the
same time : the 50.7Kbytes workload.
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Figure 7.7.1 shows the average response time of the 50.7Kbytes workload in the
distributed file system as the number of dlients increases gradually. The cache hit
rate is improved to be 20%, 40%, 60%, 80% and_‘lOO% in both caches at the same
time. Except for these, all others are kept the same as the bascline distributed file

system which consists . of the Sun SPARCstation 10 workstations. See appendix D

for the figures of other cases.
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Figure 7.7.2 : The effect on the average response time when we use caching both in the disk
of the client and in the memory of the file server in the distributed file system which consists
of the Sun SPARCstation 10 workstations when the hit rate of the cache in the memory of the
client improves while the the hit rate of the cache in the memory of the file server is fixed to
be 60% : the 50.7Kbytes workioad. '
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Figure 7.7.2 shows the average response time of the 50.7Kbytes workload in the
distributed file system when the hit rate of the cache in the disk of the client is
improved to be 20%, 40%, 60%, 80% and 100% while the hit rate of the cache in
the memory of the file server is fixed to be 60% all the time. Excépt for these, all
others are kept the same as the baseline distributed file system which consists of

the Sun SPARCstation 10 workstations. See appendix D for the figures of other

cascs.

In the distributed file system, regular improvement in the average response time is
observed as the cache hit rate incréases since all queueing declays gradually
disappcar at the same rate as the cache hit rate increases. The -saturation point
increases significantly as the cache hit rate increases. Generally the performance
pattern when the hit rate is varied in both caches at the same time is similar to
the performance pattern when the hit rate is varied in one of the two caches

while the hit rate in the other cache is fixed all the time.

At 100% cache hit rate, the average response time is same as the average response
time of the standalone caching in the disk of the clients. At 100% cache hit rate,
the average response time is constant as the number of clients increases since

there is no contention for the system resources.

The combined caching shows better average response time than the standalone
caching in the disk of the client. All six workloads show similar patterns of the
average response times. No notable change is observed in the pattern of the
average response time as the workload size increases and no notable difference is
obscrved between the patterns of the éverage response’ times of the steady

workloads and those of the bursty workloads.
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At 100% cache hit rate, the average response time is the same as the average
response time of the standalone caching in the memory of the dient. At 100%
cache hit rate, the average response time is constant as the number of clients

increases since there is no contention for the system resources in the client.

The combined caching shows better average response time than the combination of
caching in the memory of the client and caching in the memory of the file server

whose file access performance was investigated in section 7.5.

All six workloads show similar patterns of average response times. No notable
change is observed in the pattern of the average response time as the workload

size increases and no notable difference is observed between the patterns of the

average response times of steady workloads and those of bursty workloads.

7.9 Combination of Caching in the Disk of the Client,
Caching in the Memory of the File Server and
Caching in the Disk Interface Unit of the File

Server

This section investigates the effect on file access performance when we use the
combination of caching in the disk of the client, caching in the memory of the file
server and caching in the disk interface unit of the file server in the distributed

file system.

In this combination, the requests from the client are screened first by the cache in
the disk of the client, second by the cache in the memory of the file server and

third and last, by the cache in the disk interface unit of the file server. If the
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requested data are in the disk of the client, then the data are fetched for the
response and the remaining operations are bypassed. Therefore the network
communication cost and all costs in the file server are saved. The utili;atioh of the
CPU, the disk interface unit, the disk -and the network interface unit of the file
server and the network are reduced. However, the cost of the disk 1/O operations
accessing the disk cache is paid in the client where there is no contention for the
system resources as explained in section 7.3. If the requested data are not found
in the disk of the client but found in the memory of the file server, then all disk
I/O operations in the file server are saved as explained in section 7.1. The
utilization of the CPU, the disk interface unit and the disk of the file server are
reduced. If the requested data are not found in the cache in the disk of the dlient
and not in the cache in the memory of the file server but found in the cache in
the disk interface unit of the file server, then the cost of the operations for /O in
the disk interface unit and the disk is saved as explained in section 7.2. The
utilization of the CPU, the disk interface unit and the disk of the file server are

reduced.

Figure 7.9.1 shows the average response time of the 50.7Kbytes workload in the
distributed file system as the number of dients increases gradually. The cache hit
rate is improved to be 20%, 40%, 60%, 80% and 100% in the three caches at the
same time, Except for these, all others are kept the same as the baseline

distributed file system which consists of the Sun SPARCstation 10 workstations.

See appendix D for the figures of other cases.

In the distributed file system, regular improvement in the average response time is
observed as the cache hit rate increases since all queueing delays gradually
disappear at the same rate as the cache hit rate increases. The saturation point

increases significantly as the cache hit rate increases.
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Figure 7.9.1 : The effect on the average response time when we use caching in the disk of
the client, in the memory of the file server and in the disk interface unit of the file server in
the distributed file system which consists of the Sun SPARCstation 10 workstations : the
50.7Kbytes workload.

At 100% cache hit rate, the average response time is the same as the a{rerage
response time of the standalone caching in the disk of the client. At 100% cache
hit rate, the average response time is constant as the number of clients increases

since there is no contention for system resources.

This combined caching shows better average response time than the combined
caching in the disk of the client and the memory of the file server whose file

access performance was investigated in section 7.7.
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All six workloads sho“; similar patterns of the average response time. No notable
change is observed in the pattern of the average response time as the workload
size increases and no notable difference is observed between the patterns of the
average response timés of the steady workloads and those of the bursty

workloads.

710 Combination of Caching in the Memory and

Caching in the Disk Interface Unit in a System

.

This scction investigates the effect on file access performance when we use the
combination of caching in the memory of the file server and in the disk interface
unit of the file server in the distributed file system. Comparatively in the shared
memory systemn, the effect on file access performance is also investigated when the

caching is done in the memory and in the disk interface unit at the same time.

In this combination, the requests from the client are screened first by the cache in
the memory of the file server and second by the cache in the disk interface unit
of the file sever in the distributed file system. If the requested data are found in
the memory, then all disk 1/O operations are saved as explained in section 6.21.1.
The utilization of the CPU, the disk interface unit and the disk are reduced. If the
requested data are not found in the memory but found in the disk interface unit,
then the operations for the disk I/O in the disk interface unit and the disk are
saved as explained 'in section 7.2. The utilization of the disk interface unit and the

disk are reduced.

Figure 7.10.1 shows the average response time of the 50.7Kbytes workload in the



Chapter 7 : F.AP.E. of Caching Page 323

distributed file system as the number of clients increases gradually. The cache hit
rate is improved to be 20%, 40%, 60%, 80% and 100% in both caches at the same
time. Except for these, all others are kept the same as the bascline distributed file

system which consists of the Sun SPARCstation 10 workstations. Sce appendix D

for the figures of other cases.
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Figure 7.10.1 : The effect on the average response time when we use caching both in the
memory of the file server and in the disk interface unit of the file server in the distributed file
system which consists of the Sun SPARCstation 10 workstations when the hit rate of the both
caches improves at the same time : the 50.7Kbytes workload.

Figure 7.10.2 shows the average response time of the 50.7Kbytes workload in the

distributed file system when the hit rate of the cache in the disk interface unit of



Chapter 7 : F.A.P.E. of Caching Page 324

the file server is improved to be 20%, 40%, 60%, 80% and 100% while the hit rate
of the cache in the memory of the file server is fixed to be 60% all the time.
Except for these, all others are kept the same as the basecline distributed fi]e'

system which consists of the Sun SPARCstation 10 workstations. Sec appendix D

for the figures of other cases.
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Figure 7.10.2 : The effect on the average response time when we use caching both in the
memory of the file server and in the disk interface unit of the file server in the distributed file
systemm which consists of the Sun SPARCstation 10 workstations when the hit rate of the cache
in the memory of the client improves while the the hit rate of the cache in the memory of the
file server is fixed to be 60% : the 50.7Kbytes workload.

Figure 7.10.3 shows the average response time of the 50.7Kbytes workload in the

shared memory system as the number of local users incrcases gradually. The ‘cache
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hit rate is improved to be 20%, 40%, 60%, 80% and 100% in both caches at the

same time. Except for these, all others are kept the same as the baseline Sun

SPARCstation 10 workstation. See appendix D for the figures of other cases.
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The effect on the averape response time when we use caching both in the

memory and in the disk interface unit of the Sun SPARCstation 10 workstation when the hit
rate of the both caches improves at the same time : the 50.7Kbytes workload.

In the distributed file system, it is observed that the 20% hit rate case shows the

best improvement rate of the average response time per cache hit rate, then

gradually the improvement rate reduces.
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In the shared memory systém, almost linear improvement of the average response
time is observed as the cache hit rate increases since all queucing dcelays gradually

disappear at the same rate as the cache hit rate increascs.

The queueing delay caused by the contention for system resources during network
communication remains unchanged in the distributed file system but all qucucing
dclays gradually disappear in the shared memory system as the cache hit rate
increases. The saturation point of the distributed file system increases a little up to
the saturation point of the network interface unit but the saturation point for the

shared memory system increases significantly as the cache hit rate increases.

At 100% cache hit ratc, the average response time is the same as the average
response time of the standalone caching in the memory in both system paradigms.
The combined caching shows better average response time than the standalone
caching in the memory. All six workloads show similar patterns of the average
response times, No notable change is observed in the pattern of the average
response time as the workload size increases and no notable difference is observed
between the patterns of the average response times of the stecady workloads and

those of the bursty workloads.

711 Comparison of All Caching Mechanisms

This section compares the effects on the file access performance in the distributed
file system when we use the 4 standalone caching mechanisms and 5 combined
caching mechanisms which were investigated in the previous 9 sections. They are

the following.

- Standalone caching in the memory of the file server.

- Standalone caching in the disk interface unit of the file server.
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- Standalone caching in the memory of the client,

- Standalone caching in the disk of the dlicnt.

- The combination of caching in the memory of the client and caching in the
memory of the file sever.

- The combination of caching in the disk of the client and caching in the
memory of the file scver.

- The combination of caching in the memory of the client, caching in the
memory of the file sever and caching in the disk interface unit of the
file server.

- The combination of caching in the disk of the client, caching in the
memory of the file sever and in the disk interface unit of the file server.

- The combination of caching in the memory of the file server and caching

in the disk interface unit of the file sever.

This scction also compares the effects on the file access performance in the shared
memory system when we use the two standalone caching mechanisms and one
combined caching mechanism which were investigated in the previous 3 sections.

They arc the following,

- Standalone caching in the memory.
- Standalone caching in the disk interface unit.

- The combination of caching in the memory and in the disk interface unit.

So far this study has used absolute cache hit rates at each cache all the time. In
order to compare all caching mechanisms including the combined caching
mechanisms, it is useful to know relative cache hit rates at each cache. For
example, when caching is done in the memory of the client, in the memory of the
file server and in the disk interface unit of the file server at the samc time, the
60% cache hit rate at cach of the three caches, which is called a 60% absolute
cache hit rate, means a 60% cache hit rate in the first cache in the memory of the

¥
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client, a 24% cache hit rate, which is called a 24% relative cache hit rate in 'thc
second cache in the memory of the file server, since the second cache hit occurs
among the portions which are missed in the first cache, and a 9.6% relative cache
hit rate in the third cache in the disk interface unit of the file server. Therefore,
when the absolute hit rate is 60% in each of the three cache_s, the total relative hit
rate is 60% at the first cache, 84% at the second cache and 93.6% at the third
cache. The table 7.11.1 shows the relative cache hit rate, the total rclative cache hit
ratc and the total relative cache miss rate at the absolute cache hit rate of 20%,

40%, 60%, 80% and 100% respectively.

Absolute Rclative cache hit Total relative cache| Total relative cache

cache hit rate (%) hit rate (%) miss rate (%)

rate (%} 1st 2nd | 3rd | Ist 2nd | 3rd Ist | 2nd | 3rd
20 20 16 .| 128 20 36 | 488 80 64 51.2
40 40 24 | 144 40 64 | 784 60 36 21.6
60 60 24 9.6 60 84 | 936 40 16 6.4
80 80 16 3.2 80 9% | 99.2 20 4 0.8
100 100 | O 0 100 | 100 [100 0 0 0

Table 7.11.1 : Absolute cache hit rate, relative cache hit rate, total relative cache hit rate and
total relative cache miss rate.

Figure 7.11.1 and figure 7.11.2 compare the average responsc times of the 9
caching mechanisms at the cache hit ratc of 40% and 60% when the 50.7Kbytes
workload is used in the distributed file system and the average response times of
the 3 caching mechanisms at the cache hit rate of 40% and 60% when the
50.7Kbytes workload is used in the shared memory system. In the figures, the

following abbreviations are used.
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Figure 7.11.1 : The average response times of the 9 caching mechanisms at 40% hit in each cache when the
50.7Kbytes workload is used in the distributed file system which consists of the Sun SPARCstation 10 workstations and

the average response times of the 3 caching mechanisms at 40% hit in each cache when the 50.7Kbytes workload is
used in the Sun SPARCstation 10 workstation,



Page 330

Chapter 7 : F.AP.E. of Caching

Average response time (msec)

600 -
400 ~
300 -
/3
100 -
1
0 T
30 40 50 60

Number of clients or local users

Figure 7.11.2 : The average response times of the 9 caching mechanisms at 60% hit in each cache when the
50.7Kbytes workload is used In the distributed file system which consists of the Sun SPARCstation 10 workstations and
the average response times of the 3 caching mechanisms at 605% hit in each cache when the 50.7Kbytes workload is
used in the Sun SPARCstation 10 workstation.
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In the distributed file system,

- SA1 :'Standalone caching in the memory of the file server.

- SAZ : Standalone caching in the disk interface unit of the file server.

- 5A3 : Standalone caching in the memory of the client.

- SA4 : Standalone caching in the disk of the clicnt.

- CB1 : The combination of caching in the memory of the client and caching in
the memory of the file sever.

- CB2 : The combination of caching in the disk of the client and caching in the
memory of the file sever.

- CB3 : The combination of caching in the memory of the client, caching in the
memory of the file sever and caching iﬁ the disk interface unit of the
file server.

- CB4 : The combination of caching in the disk of the client, caching in the
memory of the .rfile sever and in the disk interface unit of the file
server.

- CB5 : The combination of caching in the memory of the file server and

caching in the disk interface unit of the file sever.

In the shared memory system,
- SM5-5A1 : Standalone caching in the memory.
- SMS-5A2 : Standalone caching in the disk interface unit.
- SMS-CB1 : The combination of caching in the memory and in the disk

interface unit.

At 100 % cache hit rate in the distributed file system, the average response time is
the same in the three caching mechanisms, that is, the standalone caching in the
memory of the client, the combination of caching‘ in the memory of the client and
caching in the memory of the file server and the combination of caching in the
memory of the client, caching in the memory of the file server and caching in the .

disk interface unit of the file server and the average response time is the same in
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the three caching mechanisms, that is, the standalone caching in the disk of the
client, the combination of caching in the disk of the client and . caching in the
memory of the file server, and the combination of caching in the disk of the
client, caching in the memory of the file server and caching in the disk interfaco‘

unit of the file server.

Also at 100% cache hit rate, the average response time is constant for the six
caching mechanisms above as the number of clients increases since there is no

contention for the system resources.

At 100 % cache hit rate in the shared memory system, the average response time
is the same in the two caching mechanisms, that is, the standalone caching in the
memory and the combination of caching in the memory and caching in the disk

interface unit.

Among the 9 caching mechanisms in the distributed file system, the best
performance, that is, the lowest average response time and the lowest utilization is
found when caching is done in the memory of the client, in the memory of the
file sever and in the disk interface unit of the file server at the same time. The
worst performance is found when standalone caching is done in the disk interface
unit of the file server. The following shows the descending order from the best to

the worst .in terms of the file access performance in the distributed file system.

1) The combination of caching in the memory of the client, in the memory of the
file sever and in the disk interface unit of the file server.

2) The combination of caching in the memory of the client and in the memory of
the file sever.

3) or 4) or 5) Standalone caching in the memory of the client.

- 4) or 3} The combination of caching in the disk of the client, in the memory of

the file sever and in the disk interface unit of the file server.
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5) or 4) The combination of caching in the disk of the client and in the memory
of the file sever.

6) Standalone caching in the disk of the client.

7) The combination of caching in the memory of the file server and in the disk
interface unit of the file scver.

8) Standalone caching in the memory of the file server.

9) Standalone caching in the disk interface unit of the file server.

In the shared memory system, the combination of caching in the memory and in
the disk interface unit shows the best file access performance, the standalone
caching in the memory shows the second best file access performance and the
standalone caching in the disk interface unit shows the worst file access
performance. In the shared memory system, caching in the memory shows slightly
better average response time than caching in the disk interface unit since caching
in the memory saves the CPU service time for the disk 1/O operations as well as

it bypasses the operations which caching in the disk interface unit also bypasses.

The utilization of the network is lowest when caching is done in the client and
highest when caching is done in the file server. The utilizations of the network
communication facilitics such as the network and the network interface unit in the
file server and the client when caching is done in the memory of the client are
the same at given cache hit rates as those when caching is done in the disk of
the client in the distributed file system, Therefore, in the two caching mechanisms,
the saturation points are same. The saturation points of the two caching
mechanisms increase almost lincarly as the cache hit rate increases regardless of
the kind of the workload used. But when caching is done in the memory of the
file server or in the disk interface unit of the file server in the distributed file
system, the saturation point increases a little up to the saturation point of the
network interface unit as the cache hit rate increascs regardless of the kind of the

workload wused, since the uwtilization of the network. interface unit remains
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unchanged.

At 100% cache hit, regardless of the kind of the workload used, the average
response time of caching in the memory of the client in the distributed file system
is slightly lower than the average response time of caching in the memory of the
sharcd memory system since the operations such as command interpretation, file
scarching, etc., are performed in the client and it is assumed that there is no
contention for the system resources in the clicnt of the distributed file system but
in the shared memory system there is contention for the system resources and the

operations performed there compete with other operations.

Generally the six workloads show similar file access performance patterns. It is
found that the workioad fluctuation does not cause any noticable effect on file

access performance.
7.12 Summary

This study dealt with the cache hits which did not require any pre-operations or
post-operations at all. It was assumed that the cache consistency maintenance
overhead was zero, which was the theorctical limit. This study has used absolute

cache hit rates at each cache all the time.

All six workloads show similar trends in the average response times. In each case,
no notable change is obscrved in the pattern of the average response time as the
workload size increases and no notable difference is observed between the patterns
of the average response times when steady workloads are used and those when

bursty workloads are used.

The average response time of the 8Kbytes workload in the distributed file system

with a 40% cache hit shows a similar trend to the average response time of the
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8Kbytes workload in the shared memory system when no caching occurs.

The saturation point increases significantly as the cache hit rate increases in the
memory of the client of the distributed file system. At 20% -cache hit rate, the
average response time of the 8Kbytes workload, the 47Kbytes workload and the
50.7Kbytes workload already show better trends than those in the baseline shared
memory system where no caching occurs. At 60% cache hit rate, the average
response  time of the 316Kbytes(B) workload, the 316Kbytes workload and the
1856Kbytes workload already show better trends than those in the baseline shared

memory system where no caching occurs.

Among the four standalone caching mechanisms in the distributed file system, the
best performance, that is, the lowest average response time and the lowest
utilizations of the systems resources such as the CPU, the disk I/O subsystem and
the network interface unit of the file server are found in the cases when the
caching is done in the memory of the client. The next best performance is found
in- the cases when the caching is done in the disk of the client. The third best
performance is found in the cases when the caching is done in the memory of the
file server and the worst performance is found in the cases when the caching is

done in the disk interface unit of the file server.

Among the 9 caching mechanisms in the distributed file system, the best
performance, that is, the lowest average response time and the lowest utilization is
found when caching is done in the memory of the dlient, in the memory of the
file sever and in the disk interface unit of the file server at the same time. The
worst performance is found when standalone caching is done in the disk interface
unit of the file server. The utilization of the nctwork is lowest when caching is

done in the client and highest when caching is donc in the file server.

In the shared memory system, the combination of caching in the memory and in
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the disk interface unit shows the best file access performance, the standalone -
caching in the memory shows the second best file access performance and the
standalone caching in the disk interface unit shows the worst file access

performance.



Chapter 8

Remarks

8.1 Conclusions

At the beginning of this dissertation, I presented the research problems and the
research objectives. From chapter 2 to chapter 7, this study proceeded to seek the
solutions of the research problems and to achieve the research objectives. Below, I

summarize the solutions of the research problems.

1) How to accurately and efficiently model the two computer system
paradigms using the queueing network theory?

Chapter 3 presents the virtual server models. It is easy to construct the
performance models usihg the virtual server concept. The virtual server models are
flexible and easily modified to accommodate the changes in the target systems and
‘yet the models which were used are found to predict the file access performance

of the real systems very precisely.

2) What performance parameters will this study wuse for the performance
models and how to obtain the parameter values?

Chapter 3 presents the special parameterization methodology. Chapter 3 and

Page 337
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chapter 4 describe the measurement methodology to obtain the parameter . values.
No special performance measurement tool except the available standard UNIX
facilities was used to measure the file access’ performance to obtain the parameter
values. Nonetheless I got very accurate parameter .values using the
parameterization methodology. This enables me .and others to reproduce easily
what has been studied in this thesis in other UNIX environments or to apply

them to other UNIX environments.

3) How to obtain the accurate, realistic and representative artificial
workloads for the performance models from the real measured wbrkloads in
the two system paradigms?

This study proposed the workload characterization methodology which consists of
six steps. As the baseline data, this study used file I/O statistics measured in the
three VAX 11/780 systems with BSD 4.2 UNIX and the file I/O statistics measured
in Sprite distributed system of the Computer Science Department of University of
California, Berkeley. The six realistic and representative artificial workloads were
obtained after the representativeness of them was carefully investigated in another

very large scale distributed system,

4) How to solve the performmance models?

Simulation was used as the main methodology and the analytic approach was
used as an auxiliary method to solve the performance models in this research.
Using SLAM-II simulation packages, the virtual server models were easily
implemented as simulation programs. It was observed that the simulation predicted
the file access perfoﬁnance of the target systems very precisely. This study used
most of the typical performance indices such as response time, queue length,

waiting time, utilization, etc. during the simulations.

5) How to verify the simulation programs?

This study compared the simulation results with the analytic solutions case by case
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after obtaining the parameter values and confirmed the two were exactly same.

6) How to measure the real performance and validate the performance
models? |

This study performed standalone measurement experiments and real world
measurement experiments in the environments of the two system paradigms to
validate the performance models and the simulation results. It is more difficult
than simply measuring the performance in the real environments of the two
system paradigms since deliberately designed scenarios should be carefully
executed and we have to capture the real performance accurately in time. As in
the measurement to obtain the performance parameter values, no special
performance measurement tool except the standard UNIX faciliies was used to

measure the file access performance to validate the parameter models.

Below 1 summarize what this study has found while achieving the research

objectives, recalling the objectives presented in chapter 1.

The first objective is to comparatively evaluate the file access performmances
of the two system paradigms using currently available systems.

The distributed file systems and the shared memory systems showed similar
patterns of file access performance in general. The average response time of the
distributed file system was always larger than the average response time of the
equivalent shared memory system as expected. When the communication overhead
was reduced to be infinitesimal by using faster computer communication, better
hai‘_dware and better mechanisms, the average response time of the distributed file
system became very close to that of the equivalent shared memory system as

expected.

The second objective is to explore the file system design issues.

When this study compared the file access performance of the better CPU cases
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with the file access performance of the equivalent multiple CPU cases, the average
response times of the systems wHich had the K(2,4,8,,) times better CPU were
better than those of equivalent systems which had K(24,8,.) CPUs both in the
distributed file system and in the shared memory system. And as the contention
for the system resources of the file server in the distributed file system grew, the
difference between the average response times of the better CPU cases and those
of the equivalent multiple CPU cases became larger. This was also observed in the

shared memory system.

When this study compared the file access performances of the faster disk 1/0
subsystem cases of section 6.5.1. with the file access performances of the equivalent
multiple disk I/O subsystems cases of section 6.4, the average response times of
the faster disk I/O subsystem cases were more sensitive to the number of clients
and the number of local users than the average response times of the equivalent
multiple disk I/O subsystems cases up to a certain number of clients and up to a
certain number of local users in both system paradigms. When there was no

contention for the system resources, the former was always smaller than the latter.

When this study compared the file access performance of the distributed file
system which used the faster network and the better network interface unit in the
file server with the file access performance of the distributed file system which
used the equivalent number of multiple networks ahd the equivalent number of
multiple network interface units, the average response time of the former was
more sensitive to the number of clients than the average response time of the
latter up to a certain number of clients. When there was no contention for the
system resources, the average response time of the former was always smaller than

the average response time of the latter.

This study compared the file access performance of the distributed file system

when the system had multiple resources in the file server, when the system used
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a better file server and when the system used multiple file servers. The average
response time of the distributed file system which had the better file server was
most sensitive to the number of clients and to the average transaction size among
the three cases. The better file server cases always showed the best average
response time, the multiple resource cases show the next best average response
time and the multiple file server cases showed the worst average response time,
when there was no contention in the file server. The three cases became less
sensitive to the number of clients as the degree of improvement and the number
of multiple resources and the number of file servers increased regardless of the
workload size. No notable performance effect due to the workload fluctuation was
found. Generally, the six workloads showed similar patterns for the average

response time.

This study investigated the effect on the file access performance when the file
system mechanism was enhanced in the distributed file systems and in the shared
memory systems comparatively. The average response time improved very little
and the effect on the average response time decreased as the average transaction
size of the workload increased and became trivial due to amortization in the two

system paradigms.

This study investigated the effect on the file access performance when the RPC
mechanism was improved in the distributed file systems. The average response
time improved very little and the effect of the RPC parameter on the file access

performance decreased as the number of clients increased and became trivial.

This study comparatively investigated the effect on the file access performance
wﬁen the command interpretation mechanism was enhanced respectively in the
distributed file system and in the shared memory system. The effect on the
average response time decreased due to amortization. The effect on the average

response time was a little larger in the shared memory system than in the
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distributed file system. The relative effect on the average response time became
smaller when the workload of the larger average transaction size was supplied or
more clients used the system even though the effect was significant when the

8Kbytes workload was used and there was very low contention in the system.

In chapter 7, this study coinparative]y investigated the effect on the file access
performance when we used the 4 standalone caching mechanisms and the 5
combined caching mechanisms in the distributed file system and the 2 standalone
caching mechanisms and the 1 combined caching mechanism in the shared
memory system. It was observed that caching improved the file access performance

significantly in most cases.

The third objective is to evaluate the effect of the chauges in computing
practice on the file access performance.

This study investigated the effect on the file access performance when the CPU of
the baseline distributed file system and the CPU of the bascline shared memory
system were replaced with better CPUs up to the theoretical limit and found that
the overall improvement of the average response time of the distributed file
system and that of the shared memory system were not significant since the

contention in the CPU was low.

This study investigated the effect on the file access performance when only the
disk I/O time was improved, when only the CPU time for the disk I/O was
improved and when the two parameter values were improved up to the theoretical
limit at the same time separately and comparatively in the two system paradigms.
The overall improvement of the average response time in the distributed file

system and in the shared memory system was significant.

This study investigated the effect on the file access performance when the network

transmission speed was improved in section 6.8.1, when the performance of the
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network interface unit was improved in section 6.8.2, when the communication
mechanism was enhanced in section 6.83 and when the three factors investigated
in section 6.8.1, section 6.8.2 and section 6.8.3 were improved up to the theoretical
limit at the same time respectively. In all cases, the overall improvement of the
average response time in the distributed file system was significant since the
communication facility was one of the major bottleneck points. With the infinitely
faster network, the file access performance of the distributed file system was close

to that of the shared memory system as expected.

This study investigated the effect on the file access performance effect when better
systems were used in the distributed file system. The distributed file system where
the all parameter values except the parameter of the network speed were
improved to be 2 times better showed the best performance/cost in the 10Mbps

local area network.

It was observed that the ratio of the average response time in the distributed file
syétem, of which all parameters were improved to be X(24,8,..) time better
including the network speed, to the average response time in the baseline
distributed file system was equal to or larger than the degree of improvement,
that is, X(24,8,.) up to a reasonable number of clients. This was also obscrved in

the shared memory system.

The baseline distributed file system wlﬁch consists of the Sun SPARCstation 10
workstations supports up to around 140 clicnts when the 8Kbytes workload is
used, around 60 clients when the 50.7Kbytes workload is used and around 15
clients when the 316Kbytes workload is used. Therefore, the 316Kbytes workload
or larger workloads seem to be too large to be accc;mmodated in the system. Only
when the disk I/O speed and the communication speed are improved at the same
time, does the maximum number of supportable clients increase significantly. If the

baseline system is improved to be 100 times better in all parameter values, then
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the average response time of the 1856Kbytes workload is 41msec when there is no
contention for the system resources and 177msec at 400 clients and even 1000
cdients do not saturatc the system while in the baseline system the average
response time of the 8Kbytes workload is 74msec when there is no contention for
the system resources and 288msec at 100 clients and 150 clients saturate the
system. The 316Kbytes workload and larger workloads are too big to be

accommodated also in the baseline shared memory system.

When this study investigated the effect on the file access performance of
concurrency during the disk I/O operation comparatively in the two system
paradigms, it was observed that the file access performance showed slight
improvement, that is, the average response time decreased slightly. When this
study investigated the effect on the file access performance of concurrency during
the network communication operation, it was observed that the file access
performance showed slight deterioration, that is, the average response time

increased slightly.

The fourth objective is to quantitatively evaluate the effect of the workload
characteristics on the file access performance.

It was observed that the read operatibn was less sensitive to the contention for the
system resources and in real environment, caching occurred more frequently in

reading than in writing,

The best average response time was always found in the workload pattern with
constant inter-arrival time distribution and constant transaction size distribution.
The worst average response time was found in the workload pattern with
log-normal inter-arrival time distribution and log-normal transaction size
distribution most time. The workload pattern with Poisson arrival distribution and
log-normal transaction size distribution showed the second or third worst average

response time most times. It was observed that when steady workloads were used,
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the workload pattern with Poisson arrival distribution and constant transaction size
distribution always showed worse average response time than the workload
pattern with log-normal inter-arrival time distribution and constant transaction size

distribution but when bursty workloads were used, the reverse was true.

At 100% remote file access, in other words, 0% local processing in a job, we sce
the average response time in the distributed file systems as it is. The average
response time in the distributed file system becomes closer to the average response
time of the equivalent local system as the percentage of local processing increases
in a job. Therefore, the slowness of the remote file access is hidden to the users

when the total response time is observed by the users.

It cannot be emphasized too much that 1 have to be careful in attempting to
generalize the research results. Nonetheless, 1 believe that many research results
obtained in this research are not only the properties of the particular systems but

also have generality.
Below, I highlight the major contributions made in this dissertation.

1) This study developed the queueing network performance models for the two
system paradigms. They are accurate, flexible in accommodating the changes in the

target systems easily and can be simulated with reasonable effort.

2) This study presents the virtual server concept which cnables us to easily
construct precise and yet flexible performance models based on the queueing

network theory.

3) This study presents an accurate and yet easy parameterization methodology
which does not require any special performance measurement tool but uses only

the standard UNIX facilities.
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4) This study proposes a workload characterization methodology which consists of

six steps.

5) Six realistic and representative file access workloads were obtained from the real

measured data of the two system paradigms.

6) This study presents the standalone performance measurement methodology and
the real world performance measurement methodology for the validation and uses
the two methodologies to measure the real file access performance and validate the

simulation results,

7) The file access performance of the two system paradigms was comparatively
and quantitatively investigated and the various design topics were quantitatively

discussed.

8) This study evaluates the file access performances of the various design
alternatives in the two system paradigms comparatively so that the system

designers can find the optimal solutions for their needs.

9) This study evaluates the effect on the file access performance of the major
changes in computing practices such as computer communications speed growth,
computing power growth, transaction size growth, etc. in the two system
paradigms comparatively so that the system designers can interpret the changes

quantitatively from the viewpoint of file access performance.

10) This study quantitatively finds out the theoretical limit of the file access
performance from the various improvements in the two system paradigms
comparatively so that the system designers can have better understanding of the

two system paradigms.
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8.2 Further Work

The research in this thesis mainly focuses on the homogeneous distributed file
systems which consist of the same type and the same power of systems for the
file server and the dients, though heterogeneous distributed file systems are also
evaluated. This study finds that the confidence of the simulation values becomes
worse in the heterogeneous distributed file system when the current parameter
values are used. I think the reason is because some parameter values in the
sending systems. are assumed to be the same as those in the receiving systems. I
think the confidence of the simulation results of the heterogeneous distributed file
systems can be improved to the level of that of the homogeneous distributed file

systems by getting rid of this assumption.

The workloads used in this thesis do not include voice data and image data
explicitly. Jones and Hopper[JONES etal 93] describe the methodology used m the
Pandora project to handle audio and video streams in a local area ﬁetwork based
distributed environment. Audio and video data should be delivered in time. Real
time synchronization is essential in order to maintain the integrity of the data
being presented. Coulson and BlairJCOULSON etal 94] address the real-time
synchronization requirements of multi-media data in distributed environments.
Anderson and Osawa|ANDERSON etal 92] present a file system called as the
CMF5(Continuous Media File System) which supports real-time storage and
retrieval of digital audio data and video data on disk. Further work is required in

this area.

This study investigated the file access performances in the shared memory systems
when only local users used the systems. It is also common that these systems are
accessed via local area network using "telnet" or any other remote access facility. It

will be interesting to compare the file access performance of the networked access
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case with the that of the case done in this thesis. I think the networked access
case can be investigated with the expansion of the performance models developed

in this research and the performance parameters obtained in this research.

As explained in chapter 7, this dissertation only deals with the cache hit which
does not require any pre-operation or post-operation at all. If the same cached
content is reused then there exists no overhead before and after .cache hit except
the cache consistency maintenance overhead and the cache access overhead. In
other words, if the same cached data are accessed more than one time, then the
first access is not dealt with in this thesis but all accesses from the second access
to the last access are dealt with in this thesis. If the cached data are used just one
time, then no system power is saved since the caching expense is paid sometime
somewhere after all. In this cache hit, the data traffic amount and the system load
are the same. Further work is required in order to represent this kind of cache hit

using the performance models.
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Appendix A

The Implementation of the Virtual Server

Concept

Let us look at the two virtual CPU servers - the request evaluation virtual CPU
server and the request processing(file processing) virtual CPU server - of the file
server in figure 3.2.6 as a sample case for explanation. Figure A.1 shows part of a

SLAM-II program which implements those two virtual servers.

In figure A.1, a real CPU server is represented as a resource. The identification
number of this resource is "4" : "RESOURCE/4". "SCPUK(1), 4" means it has one
resource named as SCPUK and a queue with identification number "4" is assigned

for the resource.

If the request evaluation virtual CPU server is called for service, then that virtual
server calls the SCPUK resource for acquisition. That virtual CPU server should
compete with other virtual servers, for example, the request processing virtual CPU
server for acquisition of the SCPUK resource. After using the SCPUK resource
during the activity period, that virtual server releases(frees) the SCPUK resource. In
figure A1, the queue "4" is assigned to the resource SCPUK with FCF5(First Come
First Served) queueing discipline. However, the two virtual queues for the two

virtual CPU servers can be represented in many ways according to the mechanism
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of the real system. For example, it can be represented as multiple queues with

various queueing disciplines such as Round Robin, etc..

INTLC, XX(29}=1.25; Constant : CPU Request Evaluation
INTLC, XX{30}=5: Constant : CPU Request Processing {File Processing)

......

......

NETWORK:

------

RESOURCE/4, SCPUK(1), 4: Number =1 to 30

oooooo

......

......

File server : Request Evaluation : CPU

AWAIT(4), SCPLK:
ACT/44,XX(29):
FREE, SCPLK:

File server : Request Processing(File processing) : CPU

AWAIT(4), SCPUK:
ACT/46, XX(30):
FREE, SCPLK;

Figure A1 : A SLAM-II program.



Appendix B
The Effect of the Paradigms

B.1 The Effect of Workload

B.1.1 Read and Write

Figure B.1.1.1 to figure B.1.1.6 show the average response time of the read and the
average response time of the write in the distributed file system which consists of

the Sun SPARCstation 10 workstations.

Figure B.1.1.7 to figure B.1.1.12 show the average response time of the read and
the average response time of the write in the distributed file system which consists

of the Sun SPARCstation 470 workstations.

Figure B.1113 to figure B.1.1.18 show the average response time of the read and
the average response time of the write in the distributed file system which consists

of the Sun 3/60 workstations.

B.1.2 Workload Pattern

Figure B.1.21 shows the average response times of the six workload patterns when
the 8kbytes workload is used as the number of clients increases in the distributed

file system which consists of the Sun SPARCstation 10 workstations.

Figure B.1.22 to figure B.1.2.6 show the average response time of the 47kbytes
workload, the 50.7kbytes workload, the 316kbyte(B) workload, the 316kbytes
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workload and the 1856kbytes workload respectively in the distributed file system

which consists of the Sun SPARCstation 10 workstations.

Figure B.127 to figure B.1.2.12 show the average response time of the 8kbytes
workload, the 47kbytes workload, the 50.7kbytes workload, the 316kbyte(B)
workload, the 316kbytes workload and the 1856kbytes workload respectively in the

shared memory system of the Sun SPARCstation 10 workstation.

Figure B.1.213 to figure B.1.218 show the average response time of the 8kbytes
workload, the 47kbytes workload, the 50.7kbytes workload, the 316kbyte(B)
workload, the 316kbytes workload and the 1856kbytes workload respectively in the

distributed file syétem which consists of the Sun SPARCstation 470 workstations.

Figure B.1.219 to figure B.1.2.24 show the average response time of the 8kbytes
workload, the 47kbytes workload, the 50.7kbytes workload, the 316kbyte(B)
workload, the 316kbytes workload and the 1856kbytes workload respectively in-the

shared memory system of the Sun SPARCstation 470 workstation.

| Figure B.1.2.25 to figure B.1.2.30 show the average response time of the 8kbytes
workload, the 47kbytes workload, the 50.7kbytes workload, the 316kbyte(B)
workload, the 316kbytes workload and the 1856kbytes workload respectively in the

distributed file system which consists of the Sun 3/60 workstations.

Figure B.1.2.31 to figure B.1.2.36 show the average response time of the 8kbytes
workload, the 47kbytes workload, the 50.7kbytes workload, the 316kbyte(B)
workload, the 316kbytes workload and the 1856kbytes workload respectively in the

Sun 3/60 workstation.

The effect of the workload pattern on the average response time is analyzed as

follow. First, see the figures obtained when this study used the 8kbytes workload
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in fhe distributed file systems. The workload pattern with the log-normal
inter-arrival time distribution and the log-normal transaction size distribution shows
the worst average response time and the workload pattern with the Poisson arrival
distribution and the log-normal transaction size distribution shows the next worst
average réspoﬂse time. In the distributed file system which consists of the Sun
SPARCstation 10 workstations, the workload pattern with the constant inter-arrival
time distribution and the log-normal transaction size distribution shows the third
worst average response time and the workload pattern with the log-normal
inter-arrival time distribution and the constant transaction size distribution shows
the fourth worst average response time. In the distributed file system which
consists of the Sun SPARCstation 470 workstations and in the distributed file
system which consists of the Sun 3/60- workstations the order of the third worst
and the fourth worst is reversed. The second best average response time is
observed in the workload pattern with the Poisson arrival distribution and the
constant transaction size distribution. The workload pattern with the constant
inter-arrival time distribution and the constant transaction size distribution always
shows best average response time in both system paradigms. I find an interesting
fact that the workload pattern with the constant inter-arrival time distribution and
the constant transaction size distribution shows constant average response time as
the number of clients or the number of local terminals increases up to near the
saturation point. It is notable that even when the inter-arrival time is smaller than
the average response time, the average response time seldom increases. This is
commonly observed in the six workloads, in all three systems and in the two
system paradigms. For example, when. the 8kbyte workload is used, the average
response time is 73.33msec all the time and when the 316kbytes workload is used,
the average response time is 740.7msec all the time in the distributed file system

which consists of the Sun SPARCstation 10 workstations.

Second, see the figures obtained when the 8kbytes workload was used in the

shared memory systems. In the three systems such as the Sun SPARCstation 10
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workstation, the Sun SPARCstation 470 workstation and the Sun 3/60 workstation,
the order of the average response time is the same whatever workload is used.
The order from the worst average response time to the best average response time

is the following,

1) The workload pattern which has the log-normal inter-arrival time distribution
and the log-normal transaction size distribution.

2) The workload pattern which has the log-normal inter-arrival time distribution
and the constant transaction size distribution.

3) The workload pattern which has the Poisson arrival distribution and the
log-normal transaction size distribution.

4) The workload pattern which has the Poisson arrival distribution and the
constant transaction size distribution.

5) The workload pattern which has the constant inter-arrival time distribution and
the log-normal transaction size distribution.

6) The workload pattern which has the constant inter-arrival time distribution and

the constant transaction size distribution.

When the 8kbytes workload is used in the two different paradigms, it is
commonly observed that the workload pattern with the log-normal inter-arrival
time distribution and the log-normal transaction size distribution shows the worst
average response time and the workload pattern with the constant inter-arrival
time distribution and the constant transaction size distribution shows the Dbest
average response time. The workload pattern with the Poisson arrival distribution
and the log-normal ‘transaction size distribution, which is taken as the baseline
workload pattern in this study, shows the second worst average response time in
the distributed file systems and the third worst average response time in the

shared memory systems.

Third, see the figures obtained when the 47kbytes workload was used in the
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distributed file systems. In the three distributed file systems, the order of average
response time is the same except for the order of the worst average response time
and the second worst average response time. The order from the worst average

response time to the best average response time is the following.

1) The workload pattern which has the log-normal inter-arrival time distribution
and the log-normal transaction size distribution, or, the workload pattern which
has the Poisson arrival distribution and the log-normal transaction size
distribution. |

3) The workload pattern which has the constant inter-arrival time distribution and
the log-normal transaction size distribution. )

4) The workload pattern which has the Poisson arrival distribution and the
constant transaction size distribution.

5) The workload pattern which has the log-normal inter-arrival time distribution
and the constant transaction size distribution.

6) The workload pattern which has the constant inter-arrival time distribution and

the constant transaction size distribution.

Fourth, see the figures obtained when the 47kbytes workload was used in the
shared memory systems. In the three systems, the order of the average response
time is the same. The order from the worst average response time to the best
average response time is also the same as the order in the distributed file systems.
The difference between the worst average response time and the second worst
average response time is very small. When the B8kbytes workload is used, the
workload pattern with the Poisson arrival distribution énd the constant transaction
size distribution shows worse average response time than the workload pattern
with the log-normal inter-arrival time distribution and the constant transaction size
distribution but when the 47kbytes workload is used, the former shows better
average response time than the latter. This is also observed in the workload pair

of the 50kbytes workload and the 316kbytes(B) workload and the workload pair of
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the 316kbytes workload and the 1856kbytes workload. This means that when
steady workloads are used, the workload pattern with the Poisson arrival
distribution and the constant transaction size distribution shows worse average
response time than the workload pattern with the log-normal inter-arrival time
distribution and the constant transaction size distribution but when bursty

workloads are used, the reverse is true.

Fifth, see the figures obtained when the 50.7kbytes workload was used in the
distributed file systems. In the three systems the order of the average response
time is same. The order from the worst average response time to the best average

response time is the following,.

1) The workload pattern which has the log-normal inter-arrival time distribution
and the log-normal transaction size distribution.

2) The workload pattern which has the Poisson arrival distribution and the
log-normal transaction size distribution.

3) The workload pattern which has the constant inter-arrival time distribution and
the log-normal transaction size distribution.

4) The workloéd pattern which has the log-normal inter-arrival time distribution
and the constant transaction size distribution.

5) The workload pattern which has the Poisson arrival distribution and the
constant transaction size distribution.

6) The workload pattern which has the constant inter-arrival time distribution- and

. the constant transaction size distribution.

Sixth, see the figures when the 50.7kbytes workload was used in the shared
memory syétems. In the three systems the workload pattern with the log-normal
inter-arrival time distribution and the log-normal transaction size distribution shows
the worst average response time and the workload pattern with the constant

inter-arrival time distribution and the constant transaction size distribution shows.
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the best average response time like the previous cases. The workload pattern with
the Poisson arrival distribution and the log-normal transaction size distribution
shows the second worst average response time in the Sun SPARCstation 10
workstation and .the third worst average response time in the Sun SPARCstation
470 workstation and the Sun 3/60 workstation. The average response times of the
six workload patterns in the Sun SPARCstation 470 workstations and the Sun 3/60

workstations are in the same order.

Seventh, see the figures obtained when the 316kbytes(B) workload, a bursty
workload, was used in the distributed file systems. In the three systems the order
of the average response time is same. The order from the worst average response

time to the best average response time is the following.

1) The workload pattern which has the log-normal inter-arrival time distribution
and the log-normal transaction size distribution.

2) The workload pattern which has the Poisson arrival distribution and the
log-normal transaction size distribution.

3) The workload pattern which has the constant inter-arrival time distribution and
the log-normal transaction size distribution.

4) The workload pattern which has the Poisson arrival distribution and the
constant transaction size distribution.

5) The workload pattern which has the log-normal inter-arrival time distribution
and the constant transaction size distribution.

6) The workload pattern which has the constant inter-arrival time distribution and

the constant transaction size distribution.

The order is the same as the order when the 50.7kbytes workload is used in the
distributed file systems except that the fourth and the fifth are reversed which is

commonly observed when the bursty workloads are used.
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Eighth, see the figures obtained when the 316kbytes(B) workload, a bursty
workload, was used in the shared memory systems. in the three systéms the
average response time is in the same order. The order is also the same as the

order which was observed in the distributed file systems.

Ninth, see the figures when the 316kbytes workload, a steady workload, was used
in the distributed file systems. In the three systems the average response time is
in the same order. The average response times is in the the same order as the
order when the 316kbytes workload, a bursty workload, is used except that the
fourth and the fifth are reversed which is commonly observed when steady

workloads are used.

Tenth, see the figures obtained when the 316kbytes workload, a steady workload,
was used in the shared memory systems. In the three systems the average
response time is in the same order. The order of the average response times is the
same as the order when the 316kbytes workload is used in the distributed file

systems,

Eleventh, see the figures when the 1856kbytes workload, a bufsty workload, ‘was
used in the distributed file systems. The best average response time is observed in
the workload pattern with the constant inter-arrival time distribution and the
constant transaction size distribution. The second best average response time is
observed in the workload pattern with the log-normal inter-arrival time distribution
and the constant transaction size distribution. The third best average response time
is observed in the workload pattern with the Poisson arrival distribution and the

constant transaction size distribution, This order is the same in the three systems.

Twelfth, see the figurés when the 1856kbytes workload, a steady workload, was
used in the. shared memory systems. The order of the best three in terms of the

average response time is the same in the three systems and also the same as the
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order in the distributed file systems.

B.2 The Two. System Paradigms

Figure B.21 to figure B.2.6 shows the average response time as the number of
clients or the number of local users increases when this study uses the 8kbytes
workload, the 47kbytgs workload, the 50.7kbytes workload, . the 316kbytes(B)
workload, the 316kbytes workload and 1856kbytes workload respectively in the

environments which consist of the SUN SPARCstation 10 workstations.

Figure B.27 to figure B.2.12 shows the average response rtime as the number of
clients or the number of local users increases when this study uses the 8kbytes
workload, the 47kbytes workload, the 50.7kbytes workload, the 316kbytes(B)
workload, the 316kbytes workload and 1856kbytes workload respectively in the

environments which consist of the SUN SPARCstation 470 workstations.

Figure B.2.13 to figure B.2.18 show the average response time as the number of
clients or the number of local users increases when this study uses the 8kbytes
workload, the 47ki3ytes workload, the 50.7kbytes workload, the 316kbytes(B)
workload, the 316kbytes workload and 1856kbytes workload respectively in the

environments which consist of the SUN 3/60 workstations.
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The effect of the workload pattern on the average response time in the distributed file system

which consists of the Sun 3/60 workstations.
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The effect of the workioad pattern on the average response time in the Sun 3/60 workstation.
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The average response time in the distributed file system which consists of the Sun
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The average response time in the distributed file system which consists of the Sun
SPARCstation 470 workstations vs. the average response time in the Sun SPARCstation 470
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The average response time in the distributed file system which consists of the Sun 3/60
workstations vs. the average response time in the Sun 3/60 workstation,
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The Effect of the Design Alternatives

C.1 Multiple CPUs

Figure C1.1 shows the average resi:onse time of the 8kbytes workload in the
distributed file system which consists of Sun SPARCstation 10 workstations where
CPUs are added as the .number of clients increases gradually. Figure C1.2 to
figure C1.6 show the average response time of the 47kbytes workload, the
50.7kbytes workload, the 316kbytes(B) workload, the 316kbytes workload and the
1856kbytes workload respectively.

Figure C1.7. to figure C1.12 show the average response time of the 8kbytes
workload, the 47kbytes workload, the 50.7kbytes workload, the 316kbytes(B}
workload, the 316kbytes workload and the 1856kbytes workload respectively when
the number of CPUs of the shared memory system is increased to be 2 CPUs, 4
CPUs, 8 CPUs, 10 CPUs, 16 CPUs, 20 CPUs, 24 CPUs, 26 CPUs and 30 CPUs. The
base system to which the CPUs are added is the Sun SPARCstation 10 workstation

in the figures, as in the distributed file system.
C.2 Better CPU

Figure C21 to figure C26 show the average response time of the 8kbytes
workload, the 47kbytes workload, the 50.7kbytes workload, the 316kbytes(B)
workload, the 316kbytes workload and the 1856kbytes workload respectively in the

distributed file system as the number of clients increases gradually. In the

Page 389
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simulations for each figure, the CPUs of the baseline distributed file system which
consists of the Sun SPARCstation 10 workstations are replaced by the 2 times, 4
times, 8 times, 10 times, 16 times, 20 times, 30 times, 100 times, 1000 times and

infinitcly better CPUs.

Figure C2.7 to figure C212 show the average response time of the 8kbytes
workload, the 47kbytes workload, the 50.7kbytes workload, the 316kbytes(B)
workload, the 316kbytes workload and the 1856kbytes workload respectively in the
shared memory systems as the number of lo‘c'al users increases gradually. In each
figure, the CPU of the baseline Sun SPARCstation 10 workstation is replaced by a
2 times, 4 times, 8 times, 10 times, 16 times, 20 times, 30 times, 100 times, 1000

times and infinitely better CPU individually.

C.3 Multiple Disk IO Subsystems

Figure C31 to figure C.3.6 show the average response time of the 8kbytes
workload, the 47kbytes workload, the 50.7kbytes workload, the 316kbytes(B)
workload, the 316kbytes workload and the 1856kbytes workload respecti\;ely in the
distributed file system as the number of clients increases gradually. In each figure,
the number of disks and the number of disk interface unit in the file server are
increased to be 2, 4, 8, 10, 16, 20, 30 100, 1000 and infinity at the same time.
Except the disk and the disk interface unit in the file server, all others are kept
the same as the baseline distributed file system which consists of the Sun

SPARCstation 10 workstations.

Figure C3.7 to figure C.3.12 show the average response time of the 8kbytes
workload, the 47kbytes workload, the 50.7kbytes workload, the 316kbytes(B)
workload, the 316kbytes workioad and the 1856kbytes workload respectively in the

shared memory system as the number of local users increases gradually. In each
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figure, the number of disks and the number of disk interface units are increased
to be 2, 4, 8 10, 16, 20, 30 100, 1000 and infinity at the same time. Except the
disks and the disk interface units, all others are kept the same as the baseline Sun

SPARCstation 10 workstation.

C.4 Better Disk 1O Subsystem

C.4.1 Reduced Disk 1O Time

Figure C4.1.1 to figure C4.1.6 show the average response time of the B8kbytes
workload, the 47kbytes workload, the 50.7kbytes workload, the 316kbytes(B)
workload, the 316kbytes workload and the 1856kbytes workload respectively in the
distributed file syétem as the number of clients increases gradually. In each figure,
both the constant portion and the proportional portion of the disk I/O time are
improved to be 2, 4, 8, 10, 16, 20, 30, 100, 1000 and infinitely faster. Except for
them, all others are kept the same as the baseline distributed file system which
consists of the Sun SPARCstation 10 workstations. The baseline performance model

of figure 3.26.B is used for the distributed file system.

Figure C4.1.7 to figure C4.1.12_show the average response time of the 8kbytes -
workload, the 47kbytes workload, the 50.7kbytes workload, the 316kbytes(B)
workload, the 316kbytes workload and the 1856kbytes workload respectively in the
shared memory system as the number of local users increases gradually. In each
figure, both the constant portion and the proportional portion of the disk I/O time
are improved to be 2, 4, 8, 10, 16, 20, 30, 100, 1000 and infinitely faster. Except
for them, all others are kept the same as the baseline Sun SPARCstation 10
workstation. The bascline performance model of figure 341.B is used for the

shared memory systém.
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C.4.2 Other improvements

Figure C4.21 to figure C.4.26 show the average response time of the 8kbytes
- workload, the 47kbytes workload, the 50.7kbytes 'work]oad,. the 316kbytes(B}
workload, the 316kbytes workload and the 1856kbytes workload respectively in the
distributed file system as the number of clients increases gradually. In each figure,
the CPU service time parameter value for disk I/O is improved to be 2, 4, 8, 10,
16, 20, 30 100, 1000 times and infinitely better. Except for them, all others are kept
the same as the baseline distributed file system which consists of the Sun
SPARCstation 10 workstations. The baseline performance model of figure 3.2.6.B is

used for the distributed file system.

Figure C4.2.7 to figure C4.2.12 show the average response time of the 8kbytes
workload, the 47kbytes workload, the 50.7kbytes workload, the 316kbytes(B)
workload, the 316kbytes workload and the 1856kbytes workload respectively in the
shared memory system as the number of local users increases gradually. In each
figure, the CPU service time parameter value for disk I/O is improved to be 2, 4,
8, 10, 16, 20, 30 100, 1000 times and infinitely better. Except for them, all others
are kept the same as the baseline Sun SPARCstation 10 worl;station. The baseline

performance model of figure 34.1.B is used for the shared memory system.
C4.3 All Improvements at the Same Time

Figure C4.31 to figure C4.3.6 show the average response time of the B8kbytes
workload, the 47kbytes workload, the 50.7kbytes workload, the 316kbytes(B)
workload, the 316kbytes workload and the 1856kbytes workload respectively in the
distributed file system as the number of clients increases gradually. In each figure,

‘the values of all parameters for disk I/O are improved to be 2, 4, 8, 10, 16, 20, 30 .
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100, 1000 times and infinitely better. Except for them, all others are kept the same
as the bascline distributed file system which consists of the Sun SPARCstation 10
workstations. The baseline performance model of figure 3.26.B is used for the

distributed file system.

Figure C4.3.7 to figure C4.3.12 show the average response time of the 8kbytes
workload, the 47kbytes workload, the 50.7kbytes workload, the 316kbytes(B)
Workload, the 316kbytes workload and the 1856kbytes workload respectively in the
shared memory system as the number of local users increases gradually. In each
figure, the values of all parameters for disk I/O are improved to be 2, 4, 8, 10,
16, 20, 30 100, 1000 times and infinitely better. Except for them, all others are kept
the same as the baseline Sun SPARCstation 10 workstation. The baseline

performance model of figure 3.4.2.B is used for the shared memory system,

C.5 Multiple Networks and Multiple Network

Interface Units

Figure C5.1 to figure C.5.6 show the average response time of the 8kbytes
workload, the 47kbytes workload, the 50.7kbytes workload, the 316kbytes(B)
workload, the 316kbytes workload and the 1856kbytes workload respectively in the
distributed file system as the number of clients increases gradually. In each figure,
both the number of networks and the number of network interface units in the
file server are ‘increased to be K(2, 4, 8, 10, 16, 20, 30 100, 1000 and infinity).
Except the number of networks and the number of network interface units in the
file server, all others are kept .the same as the bascline distributed file system

which consists of the Sun SPARCstation 10 workstations.
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C.6 Faster Network Communication

C.6.1 Faster Network

Figure C6.1.1 to figurc C.6.1.6 show the average response time of the 8kbytes
workload, the 47kbytes workload, the 50.7kbytes workload, the 316kbytes(B)
workload, the 316kbytes workload and the 1856kbytes workload respectively in the
distributed file system as the number of clients increases gradually. In each figure,
the baseline performance model of figure 4.2.6.B is used and only the network
transmission speed is improved to be 2(20Mbps), 5(50Mbps), 10(100Mbps),
50(500Mbps), 100(1Gbps), 1000(10Gbps) times and infinitely faster. Except for them,
all others are kept the 'same as the baseline distributed file system which consists
of the Sun SPARCstation 10 workstations. The network retransmission delay may

be adjusted when the transmission speed is changed.
C.6.2 Better Network Interface Unit

Figure C.6.21 to figure C.6.26 show the average-response time of the 8kbytes
workload, the 47kbytes workload, the 50.7kbytes workload, the 316kbytes(B)
workload, the 316kbytes workload and the 1856kbytes workload respectively in the
distributed file system as the number of clients increases gradually. In each figure,
the baseline performaﬁce modcl of figure 4.26.B is used and the 1/O time for the
request send operation and that for the response receive operation in the network
interface units of the clients and that for- the request receive operation and that for
the response send operation in the network interface unit of the file server are
improved to be 2 times, 4 times, 6 times, 8 times, 10 times, 16 tirpes, 20 times, 30
times, 100 times, 1000 times and infinitely better., Except for them, all others are
kept the same as the baseline distributed file system which consists of the Sun

SPARCstation 10 workstations.
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C.6.3 Enhanced Communication Mechanism

Figure C6.3.1 to figure C.6.3.6 show the average response time of the Bkbytes
workload, the 47kbytes workload, the 50.7kbytes workload, the 316kbytes(B)
workload, the 316kbytes workload and the 1856kbytes workload respectively in the
distributed file system as the number of clients increases gradually. In each figure,
the bascline performance modcl of figure 4.26.B is used and the CPU time for the
rcquest send operation and that for the response receive operation in the dients
and that for the request receive operation and that for the response send operation
in the file server are improved to be 2 times, 4 times, 6 ﬁ'mes, 8 dmes, 10 times,
16 times, 20 times, 30 times, 100 times, 1000 times and infinitely better. Except for
them, all others are kept the same as the baseline distributed file system which

consists of the Sun SPARCstation 10 workstations.

C.6.4 All Improvements at the Same Time

Figure C64.1 to figure C64.6 show the average response time of the 8kbytes
workload, the 47kbytes workload, the 50.7kbytes workload, the 316kbytes(B)
workload, the 316kbytes workload and the 1856kbytes workload respectively in- the
distributed file system as the number of clients increases gradually. In each figure,
the baseline performance model of figure 4.2.6B is used and the values of all
parameters for the network communication are improved to be 2 times, 4 times, 6
times, 8 times, 10 times, 16 times, 20 times, 30 times, 100 times, 1000 times and
infinitely better. Except them, all others are kept the same as the baseline
distributed file system which consists of the Sun SPARCstation 10 workstations.
The network speed is set to be 50Mbps not 40Mbps for the 4 times better case
and 100Mbps for the 8 times better case and for the 16 times better case. In all

other cases, the degree of improvement is kept same in all parameters.
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C.7 Multiple Resources in the System

Figure C71 to figure C7.6 show the. average response time of the 8kbytes
workload, the 47kbytes workload, the 50.7kbytes workload, the 316kbytes(B)
workload, the 316kbytes workload and the 1856kbytes workload respectively in the
distributed file system which consists of the Sun SPARCstation 10 workstations as
the number of clients increases gradually. In each figure, the number of resources -
in the file server is increased to be 2, 4, 8, 10, 16, 20, 30 100, 1000 and infinity.
Except for them, all others are kept the same as the baseline distributed file

system.

Figure C7.7 to figure C.7.127 show the average response time of the 8kbytes
workload, the 47kbytes workload, the 50.7kbytes workload, the 316kbytes(B)
workload, the 316kbytes workload and the 1856kbytes work]éad re§pectively in the
shared memory system of the Sun SPARCstation 10 workstation as the number of
local users increases gradually. In each figure, the number of resources is increased
to be 2, 4, 8, 10, 16, 20, 30 100, 1000 and infinity. Except for them, all others are

kept the same as the baseline shared memory system.

C.8 Better System

Figure CB8.1 to figure C.8.6 show the average response time of the B8kbytes
workload, the 47kbytes work]oe;d, the 50.7kbytes workload, the 316kbytes(B)
workload, the 316kbytes workload and the 1856kbytes workload respectively in the
distributed file system as the number of clients increases gradually. In each figﬁre,
the values of all parameters except for the network transmission speed in table
427.C are improved to be 2, 4, 8, 10, 16, 20, 30 100, 1000 times and infinitcly

~ better. Except for them, all others are kept the same as the baseline distributed file
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system which consists of the Sun SPARCstation 10 workstations.

Figure C87 to figure CB8.12 show the average response time of the Skbytes
workload, the 47kbytes workload, the 50.7kbytes workload, the 316kbytes(B)
workload, the 316kbytes workload and the 1856kbytes workload respectively in the
shared memory system as the number of local users increases gradually. In cach
figure, the values of all parameters are improved to be 2, 4, 8, 10, 16, 20, 30 100,
1000 times and infinitcly better. Except for them, all others are kept the same as

the bascline Sun SPARCstation 10 workstation.

C.9 Concurrency

C.9.1 Concurrency during Disk IO Operations

Figure C9.1.1 to figure C9.1.6 show the average response time of the 8Kbytes
workload, the 47Kbytes workload, the 50.7Kbytes work]oad, the 316Kbytes(B)
workload, the 316Kbytes workload and the 1856Kbytes workload respectively in
the ldistributcd file system which consists of the Sun SPARCstation 10 workstations
as the number of clients increases gradually. In each figure, the degree of
concurrency in the disk interface unit of the file server is improved to be 20%,
40%, 60%, 80% and 100% better respectively. At 100% improvement, the CPU and
the disk interface unit are absolutely independent of each other during the disk
I/0 operaﬁons. Except for them, all others are kept the same as the baseline

distributed file system which consists of the Sun SPARCstation 10 workstations.

Figure C9.1.7 to figure C9.1.12 show the average response time of the 8Kbytes
workload, the 47Kbytes workload, the 50.7Kbytes workload, the 316Kbytes(B)
workload, the 316Kbytes workload and the 1856Kbytes workload respectively in

the shared memory system as the number of local users increases gradually. In
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each figure, the degree of concurrency in the disk interface unit is improved to be
20%, 40%, 60%, 80% and 100% better respectively. Except for them, all others arc

kept the same as the baseline Sun SPARCstation 10 workstation.
C.9.2 Concurrency during Communication Operations

Figure C9.21 to figure C9.2.6 show the average response time of the 8Kbytes
workload, the 47Kbytes workload, the 50.7Kbytes workload, the 316Kbytes(B)
workload, the 316Kbytes workload and the 1856Kbytes workload respectively in
the distributed file system which consists of the Sun SPARCstation 10 workstations
as the number of clients increases gradually. In each figure, the degree of
concurrency is improved to be 20%, 40%, 60%, 80% and 100% better. At 100%
improvement, the CPU and the network interface unit are absolutely independent
of each other during the network communication operations. Except for them, all
others are kept the same as the baseline disiributed file system which consists of

the Sun SPARCstation 10 workstatibns.

C.10 Everything Better

Figure C10.1 shows the average response time of the 8Kbyte workload in the
distributed file system which consists of the Sun SPARCstation (10 workstations
when all parameter values are improved to be 2, 4, 8, 10, 20, 30, 100 and 1000
times better. Figure C.10.2 to figure C.10.6 show the average response time of the
47Kbytes workload, the 507Kbytes workload, the 316Kbytes(B) workload, the
316Kbytes workload and the 1856Kbytes workload respectively. For the distributed
file system where all parameter values are improved to be four times better, a
network of 50Mbps speed is used, therefore the network speed is five times faster,
not four times faster. For the distributed file system where all parameter values

are improved to be 8 times better and 16 times better, a network of 100Mbps
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speed is used, therefore the network speed is 10 times faster, not 8 times faster or

16 times faster.
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The effect of the better CPU on the average response time in the distributed file system which

consists of the Sun SPARCstation 10 workstations.
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The effect on the average response time of having multiple disk /O subsystems in the file
server of the distributed file system which consists of the Sun SPARCstation 10 workstations.
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The effect on the average response time of having muitiple disk /O subsystems in the Sun
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The effect of having the better disk /O subsystem on the average response time in the
distributed file system which consists of the Sun SPARCstation 10 workstations.
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The effect of the improved CPU service time for disk I/O on the average response time in the
distributed file system which consists of the Sun SPARCstation 10 workstations.
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The effect on the average response time when the values of all parameters for disk /O are
improved at the same time in the distributed file system which consists of the Sun
SPARCstation 10 workstations,
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The effect on the average response time when the values of all parameters for disk /O are
improved at the same time in the Sun SPARCstation 10 workstation.
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The effect on the average response time of

having multipfe networks and multiple network

interface units in the distributed file system which consists of the Sun SPARCstation 10

workstations,




Appendix C : The Effect of the Design Alternatives Page 413
| 0 Average response time (mseo) 7 Average response time {(sec)
280 —— Normal —+— infinits  —S- WOMbps  —— 1abps 6 ——pormal |~ 100 mbps ——1gbps  ~S- Inflalte
260 -
240 4 5
220
200 4-
180
160 - 3
140 -
120 4 2
100 - 1 -
80 4
60 . . . , : ' . ; . 0
0 0 20 S0 40 & 60 TO 80 €0 WO 0 50 00 150 200 260 300 |
Number of clients : Number of cllents H
Figure C.6.1.1 : 8Kbytes Figure C.6.1.2 : 47Kbytes
4000 Average response time (msec) 0 Average response time (sec)
2600 - ——normal —+— WO mbps ¥ 1gbpe —5- Intinite ——normal —+ 100 mbps - tgbps S intinite
16
3000
2500 124
2000 4
1600 8-
1000
a-
500 1 _____.»5“’*44‘5’4$f _—<=========:T
0 . ol . . ; 0 : — . . T
o 10 20 30 40 50 80 o 10 20 30 40 " B0 €0

Number of clients

Figure C.6.1.3 : 50.7Kbytes

Number of clients

Figure C.6.14 : 316Kbytes(B)

6 Average response time (sec)

0 Average response time (sec)

——normal —— 10O mbps ~* 1ghps -~ Intinite /
12
9
8
a4 .
; A "ﬁ
T e ——

a 1 2 3 4 & 8 7 ]
Number of clients

_ Figure C.6.1.5 : 316Kbytes

—— normal — 100 mbps

—4—1gbps 5 infinite

601

60

40 1

30 1

20+

10 1

0 1 2 3 4 [ 6 7 8 9
Number of clients

Figure C6:1.6 : 1856Kbytes

The efiect of having the faster network on the average response lime in the distributed file
system which consists of the Sun SPARCstation 10 workstations.
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The effect on ‘the average response time of having the better network interface unit in the
distributed file system which consists of the Sun SPARCstation 10 workstations.
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The effect of having the better communication mechanism on the average response time in the
distributed file system which consists of the Sun SPARCstation 10 workstations.
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The effect of the better communication on the average response time in the ﬁle server of the
distributed file system which consists of the Sun SPARCstation 10 workstations.
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The effect on the average response time of having multiple resources in the file server of the
distributed file system which consists of the Sun SPARCstation 10 workstations.




Appendix C ;: The Effect of the Design Alternatives

Page 418

Average responge fime {msec)

Average respcnase time {mseo)

400
Number of local usera

800

Figure C.7.7 : 8Kbytes

ke ttd

normal
2 resouross
4 resowoes
intinite
8 resowross

—

T v T
0 200 400

Number of local users

Figure C.7.8 : 47Kbytes

800 800 1000 1200 W00 W00 B0

Average response time {mseo)

120

110
100& /
L - s

" normal
—S~ 18 ressurosa

—— 2 reacurces
—+= 8 resouross

—#—= 4 rasouroes
—6= 1000 resources

e0
0

&0 100 150 200 260 -

Number of local users

300 3%0 400

Figure C.7.9 : 50.7Kbytes

Average response time (mseo}

380
366 1
3850 1
345 1
340
336
330
326
920
216 1

—— 2 reacuross
——a

—— normal
“B- 000

—3— 4 resources
—— B resournes

310+ T T T T T T
100 180 200 250
Number of local users

300

T

350

Figure C.7.10 : 316Kbytes(B)

Average response time (mseo)

Average response time (maec)

50 4500
800 — hormal — 2 miouross = 4 resvurces - norma = 2 rescurves —#— 4 rescuroes
‘] "6 1000 eacurcas - 8 resouroes —4= % rasources 4000 -o Infinie —H- B resourosa == 1 rasouross
&850
3600
800 -
480 - 3000
400 2500 4
360 1 : / 2000 -
300 T - . i [ o—=o /!1
. 1600 T T T T Y T v t T
’ * umbor oflocatusers | 0 M 40w e o o uo wo w0 0
Figure C.7.11 : 316Kbytes Figure C.7.12 : 1856Kbytes
The effect on the average response tme of having multiple resources in the Sun

SPARCstation 10 workstation,




Appendix C : The Effect of the Design Alternatives

Page 419

60 Average response time (msec)

—— Hormal —+2timas 4 timen

320

=&- 3 timas  —E~Infinite

A ti
1200 wverage response time (maec)

1100 -
1000
900 4
800
700 A
800
600
400
300

~——normal —— 2 times 4 times 58 ties

=i~ intin}

Q- T T T T T T T T T T ¥ Q- T T i T T T T T T T T
0 25 60 75 100 126 150 176 200 226 250 278 300 0 26 650 76 K0 126 180 76 200 226 260 276 300
Number of ¢lients Number of ollents
Figure C.8.1 : 8Kbytes Figure C.8.2 : 47Kbytes
0 Average response time (msec) . Average response time (sec)
10004 —— pormal —— 2 times -¥=4 timea ~S-8 times —E-Infinite e norma) 0 thies - 4 times 5 8 times B~ knilnita
e
900 x
800
700 A
€00
§00 -
400 -
300 -
200 1
100
1] T T T T T T T
0 10 20 30 be 401 0"0:; 1] 70 80 0 0 20 20 P 50 80
umber o Number of clients
Figure C.8.3 : 50.7Kbytes Figure C.8.4 : 316Kbytes(B)
5 Average response time (sec) Average rasponse time {sec)
—— normal -~ 2 timss -4 timen -5~ 8 timas  —E—infinite o noreal =2 timas  —%— 4 tioes  ~O- 8 timas  —S— Infinite
30+
28
20
-
15 o
4
104
6-
T o - T 1 T ¥ T T T T 1
°©o 1 2 s 4 & €& T &8 @ W o 1 2 § 4 & 8 1T 8 9 W

Number of clients

Figure C.8.5 : 316Kbytes

Number of cllents

Figure C.8.6 : 1856Kbytes_

The effect of the better system on the average response time in the distributed file system
which consists of the Sun SPARCstation 10 workstations.
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The effect of the better system on the average response time in the Sun SPARCstation 10
workstation.
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The effect of the improved concurrency during disk I/O operations on the average response
time in the distributed file system which consists of the Sun SPARCstation 10 workstations.
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The effect of the improved concurrency during disk /O operations on the average response

time in the Sun SPARCstation 10 workstation.
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The efiect of the improved concurrency during communication operations on the average
response time in the distributed file system which consists of the Sun SPARCstation 10

workstations.
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The effect on the average response time of

improving the power of all resources in the

distributed file system which consists of the Sun SPARCstation 10 workstations.
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The Effect of Caching

D.1 Standalone Caching in the Memory of the File

Server

- Figure D11 to figure D.1.6 show the average response time of the 8Kbytes
workload, the 47Kbytes workload, the 50.7Kbytes workload, the 316Kbytes(B)
workload, the 316Kbytes workload and the 1856Kbytes workload respectively in
the distributed file system as the number of clients increases gradually. In each
figure, the cache hit rate is improved to be 20%, 40%, 60%, 80% and 100%. Except
for them, all others are kept the same as the baseline distributed file system which

consists of the Sun SPARCstation 10 workstations.

Figure D.1.7 to figure D.1.12 show the average response time of the 8Kbytes
workload, the 47Kbytes workload, the 50.7Kbytes workload, the 316Kbytes(B)
workload, the 316Kbytes workload and the 1856Kbytes workload respectively in
the shared memory system as the number of local users increases gradually. In
each figure, the cache hit rate is improved to be 20%, 40%, 60%, 80% and 100%.
Except for them, all others are kept the same as the baseline Sun SPARCstation 10

workstation.

Page 425
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D.2 Standalone Caching in the Disk Interface Unit

Figure D21 to figure D.26 show the average response time of the 8Kbytes
workload, the 47Kbytes workload, the 50.7Kbytes workload, the 316Kbytes(B)
workload, the 316Kbytes workload and the 1856Kbytes workload respectively in
the distributed file system as the number of clients increases gradually. In éach
7 figure, the cache hit rate is improved to be 20%, 40%, 60%, 80% and 100%. Except
for them, all others are kept the same as the baseline distributed file system which

consists of the Sun SPARCstation 10 workstations

Figure D.27 to figure D.2.12 show the average response time of the 8Kbytes
workload, the 47Kbytes workload, the 50.7Kbytes workload, the 316Kbytes(B)
workload, the 316Kbytes workload and the 1856Kbytes workload respectively in
the shared memory system as the number of local users increases gradually. In
each figure, the cache hit rate is improved to be 20%, 40%, 60%, 80% and 100%.
Except-for them, all others are kept the same as the baseline Sun éPARCstation 10

workstation.

D.3 Standalone Caching in the Memory of the Client

Figure D31 to figure D.3.6 show the average response time of the 8Kbytes
workload, the 47Kbytes workload, the 50.7Kbytes workload, the 316Kbytes(B)
workload, the 316Kbytes workload and the 1856Kbytes workload respectively in
the distributed file system as the number of clients increases gradually. In each
figure, the cache hit rate is improved to be 20%, 40%, 60%, 80% and 100%. Except
for them, all others are kept the same as the basecline distributed file system which

consists of the Sun SPARCstation 10 workstations.
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D.4 Standalone Caching in the Disk of the Client.

Figure D41 to figure D4.6 show the average response time of the 8Kbytes
workload, the 47Kbytes workload, the 50.7Kbytes workload, the 316Kbytes(B)
workload, the 316Kbytes workload and the 1856Kbytes workload respectively in
the distributed file system as the number of clients increases gradually. In each
figure, the cache hit rate is improved to be 20%, 40%, 60%, 80% and 100%. Except
for them, all others are kept the same as the baseline distributed file system which

consists of the Sun SPARCstation 10 workstations.

D.5 Combination of Caching in the Memory of the
Client and Caching in the Memory of the File

Server

Figure D51 to figure D.5.6 show the average response time of the 8Kbytes
workload, the 47Kbytes workload, the 50.7Kbytes workload, the 316Kbytes(B)
workload, the 316Kbytes workload and the 1856Kbytes workload respectively in
the distributed file system as the number of clients increases gradually. In each
figure, the cache hit rate is impi-oved to be 20%, 40%, 60%, 80% and 100% in both
caches at the same time. Except for them, all others are kept the same as the
baseline distributed file system which consists of the Sun SPARCstation 10

workstations,

Figure D57 to figure D.5.12 show the average response time of the 8Kbytes
workload, the 47Kbytes workload, the 50.7Kbytes workload, the 316Kbytes(B})
workload, the 316Kbytes workload and the 1856Kbytes workload respectively in
the distributed file system when the hit rate of the cache in the memory of the

client is improved to be 20%, 40%, 60%, 80% and 100% while the hit rate of the
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cache in.the memory of the file server is fixed to be 60%. Except for them, all
others are kept the same as the baseline distributed file system which consists of

the Sun SPARCstation 10 workstations.

D.6 Combination of Caching in the Disk of the Client

and Caching in the Memory of the File Server

Figure D6.1 to figure D.6.6 show the average response time of the 8Kbyte5
workload, the 47Kbytes workload, the 50.7Kbytes workload, the 316Kbytes(B)
workload, the 316Kbytes workload and the 1856Kbytes worl;load respectively in
the distributed file system as the number of clients increases gradually. In each
figure, the cache hit rate is improved to be 20%, 40%, 60%, 80% and 100% in both
caches at the same time. Except for them, all others are kept the same as the
baseline distributed file system which consists of the Sun SPARCstation 10

workstations.

Figure D67 to figure D.6.12 show the average response time of the 8Kbytes
workload, the 47Kbytes workload, the 50.7Kbytes workload, the 316Kbytes(B)
workload, the 316Kbytes workload and the 1856Kbytes workload respectively in
the distributed file system when the hit rate of the cache in the disk of the client
is improved to be 20%, 40%, 60%, 80% and 100% while the hit rate of the cache
in the memory of the file server is fixed to be 60% all the time. Except for them,
all others arc kept the same as the baseline distributed file system which consists

of .the Sun SPARCstation 10 workstations.
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D.7 Combination of Caching in the Memory of the
Client, Caching in the Memory of the File Server
and Caching in the Disk Interface Unit of the File

Server

Figure D.71 to figure D.7.6 show the average response time of the 8Kbytes
workload, the 47Kbytes workload, the 50.7Kbytes workload, the 316Kbytes(B)
workload, the 316Kbytes workload and the 1856Kbytes workload respectively in
the distributed file system as the number of clients increases gradually. In each
figure, the cache hit rate is improved to be 20%, 40%, 60%, 80% and 100% in the
three caches at the same time. Except for them, all others are kept the same as
the baseline distributed file system which consists of the Sun SPARCstation 10
workstations.

¢

D.8 Combination of Caching in the Disk of the
Client, Caching in the Memory of the File Server
and Ca'ching in the Disk Interface Unit of the File

Server

Figure D81 to figure D.8.6 show the average response time of the 8Kbytes
workload, the 47Kbytes workload, the 50.7Kbytes workload, the 316Kbytes(B)
workload, the 316Kbytes workload and the 1856Kbytes workload respectively in
the distributed file system as the number of clients increases gradually. In each
figure, the cache hit rate is improved to be 20%, 40%, 60%, 80% and 100% in the
three caches at the same time. Except for them, alI. others are kept the same as
the baseline distr'ibt-Jtcdl file system which consists of the Sun SPARCstation' 10

workstations.
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D.9 Combination of Caching in the Memory and

Caching in the Disk Interface Unit in a System

Figure D91 to figure D.9.6 show the average response time of the 8Kbytes
workload, the 47Kbytes workload, the 50.7Kbytes workload, the 316Kbytes(B)
workload, the 316Kbytes workload and the 1856Kbytes wofkload respectively in
the distributed file system as the nﬁmber of clients increascs gradually. In each
figure, the cache hit rate is improved to be 20%, 40%, 60%, 80% and 100% in both
caches at the same time. Except for them, all others are kept the same as the
baseline distributed file system which consists of the Sun SPARCstation 10

workstations.

Figure D97 to figure D912 show the average response time of the 8Kbytes
workload, the 47Kbytes workload, the 50.7Kbytes workload, the 316Kbytes(B)
workload, the 316Kbytes workload«and the 1856Kbytes workload respectiv'e]y in
the distributed file system when the hit rate of the cache in the disk interface unit
of the file server is improved to be 20%, 40%, 60%, 80% and 100% while the hit
rate of the cache in the memory of the file server is fixed to be 60% all the time.
Except for them, all others are kept the same as the baseline distributed file

system which consists of the Sun SPARCstation 10 workstations.

Figure D913 to figure D.9.18 show the average response time of the 8Kbytes
workload, the 47Kbytes workload, the 50.7Kbytes workload, the 316Kbytes(B)
workload, the 316Kbytes workload and the 1856Kbytes workload respectively- in
the shared memory system as the number of local users increases gradually. In
each figure, the cache hit ratc is improved to be 20%, 40%, 60%, 80% and 100% in.
both caches at the same time. Except for them, all others are kept the same as the

baseliﬁe Sun SPARCstation 10 workstation,
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The effect on the aVerage response time ©f caching in the memory of the file server of the
distributed file system which consists of the Sun SPARCstation 10 workstations.
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The efiect on the average response time of caching in the disk interface unit of the file server
in the distributed file system which consists of the Sun SPARCstation 10 workstations.
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The effect on the average response time of caching in the memory of the client in the
distributed file systern which consists of the Sun SPARCstation 10 workstations.
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The effect on the average response time of caching in the disk of the client in the distributed
file system which consists of the Sun SPARCstation 10 workstations.
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The efiect on the average response time of caching both in the memory of the client and in
the memory of the file server in the distributed file system which consists of the Sun
SPARCstation 10 workstations when the hit rate of the both caches improves at the same

time.
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The effect on the average response time of caching both in the memory of the client and in
the memory of the file server in the distributed file system which consists of the Sun
SPARCstation 10 workstations when the hit rate of the cache in the memory of the client
improves white the hit rate of the cache in the memory of the file server is fixed to be 60%.
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The effect on the average response time Of caching both in the disk of the client and in the
memory of the file server in the distributed file systern which consists of the Sun SPARCstation
10 workstations when the hit rate of the both caches improves at the same time.



Appendix D : The E ffect of Caching

Page 440

Average response time {msec)

Mrerage responge time (sec)

300 7
::g: —normal  ~—208 —%-40% -O-00% - s0m - 100M ~—notmal ——20% —H-40% -S-80% 80N —S-wWON
240 |
220 1
200 4
180 4
180
140 1
120
100 4
80 4
80 4
40 T
[+] 0 20 30 40 50 80 70 80 [ o 0 50 0o 1580 200 260 300
Number of cllents Numbaer of clients
__ Figure D.6.7 : 8Kbytes Figure D.6.8 : 47Kbytes
Average response time {meseo) Average response time (mseo)
600 | so00
8809 ——norenmt ——204 -H-40m -S-808 -H-p08 0w 48600 {— normal —— 0% -¥40% —S-q0% a0 W0 N
4000 -
3500
3000 -
2800
2000 1 k
1500
1000 - ———%
800 &

, &0 T T v T T

30 40
Number of cllents

____ Figure D.69 : 50.7Kbytes

[-14]

30 40 50 80
Number of clients

Figure D.6.10 : 316Kbytes(B)

Avarage rasponee time (msec)

Averagoe response timo (aec)

Number of olients

Figure D:6:11 : 316Kbytes

8000
4800 {—normal —+20% 409 -S-g0% —ao% —“twO% | 184 —onormatl —=20% =400 .-0-00% ‘304 —O W00
4000 18 1
3800 1 14 -
3000 - 12 4
25800 10 4
2000 4 81
1600 + i 8 b
1000 b 41 _/
800 ; 2 *
0 1 2 3 L) 8 [] 7 8 [} 0 Q 1 2 3 4 -] 7 [} 1 0

[}
Number of citents

Figure D.6.12 : 1856Kbytes

The effect on the average response time of caching both in the disk of the cfient and in the
memory of the file server in the distributed file system which consists of the Sun SPARCstation
10 workstations when the hit rate of the cache in the memory of the client improves while the
the hit rate of the cache in the memory of the file server is fixed to be 60%.
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The effect on the average response time of the combination of caching in the memory of the
client, caching in the memory of the file server and caching in the disk interface unit of the file
server in the distributed file system which consists of the Sun SPARCstation 10 workstations.
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The effect on the average response time of caching in the disk of the client, in the memory of
the file server and in the disk interface unit of the file server in the distributed file system
which consists of the Sun SPARCstation 10 workstations.
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The effect on the average response time of caching both in the memory of the file server and
in the disk interface unit of the file server in the distributed file system which consisis of the
Sun SPARCstation 10 workstations when the hit rate of the both caches improves at the same

time.
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The effect on the average response time ©f caching both in the memory of the file server and
in the disk interface unit of the file server in the distributed file system which consists of the
Sun SPARCstation 10 workstations when the hit rate of the cache in the memory of the client
improves while the the hit rate of the cache in the memory of the file server is fixed to be

60%.
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The effect on the average response time of caching both in the memaory and in the disk
interface unit of the Sun SPARCstation 10 workstation when the hit rate of the both caches

improves at the same time.




