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Abstract

Psychotic disorders represent a severe category of mental disorders affecting about one
percent of the population. Individuals experience a loss or distortion of contact with reality
alongside other symptoms, many of which are still not adequately managed using existing
treatments. While animal models of these disorders could offer insights into these disorders
and potential new treatments, translation of this knowledge has so far been poor in terms of
informing clinical trials and practice. The aim of this project was to improve our
understanding of these pre-clinical studies and identify potential weaknesses underlying

translational failure.

| carried out a systematic search of the literature to provide an unbiased summary of
publications reporting animal models of schizophrenia and other psychotic disorders. From
these publications, data were extracted to quantify aspects of the field including reported
quality of studies, study characteristics and behavioural outcome data. The latter of these

data were then used to calculate estimates of efficacy using random-effects meta-analysis.

Having identified 3847 publications of relevance, including 852 different methods used to
induce the model, over 359 different outcomes tested in them and almost 946 different
treatments reported to be administered. | show that a large proportion of studies use simple
pharmacological interventions to induce their models of these disorders, despite the
availability of models using other interventions that are arguably of higher translational
relevance. | also show that the reported quality of these studies is low, and only 22% of
studies report taking measures to reduce the risk of biases such as randomisation and

blinding, which has been shown to affect the reliability of results drawn.

Through this work it becomes apparent that the literature is incredibly vast for studies looking
at animal models of psychotic disorders and that some of the relevant work potentially
overlaps with studies describing other conditions. This means that drawing reliable
conclusions from these data is affected by what is made available in the literature, how it is
reported and identified in a search and the time that it takes to reach these conclusions. |
introduce the idea of using computer-assisted tools to overcome one of these problems in

the long term.

Translation of results from studies looking at animals modelling uniquely-human psychotic
disorders to clinical successes might be improved by better reporting of studies including
publishing of all work carried out, labelling of studies more uniformly so that it is identifiable,
better reporting of study design including improving on reporting of measures taken to

reduce the risk of bias and focusing on models with greater validity to the human condition.
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Lay Summary

Psychotic disorders are a group of debilitating mental disorders affecting about one percent
of the population. These disorders are characterized by symptoms where individuals
experience a loss or distortion of contact with reality. Despite the availability of treatments for
these individuals, symptoms are not uniformly managed across different individuals and a
large proportion of people remain unresponsive to these medications. Experiments using
animals to model these human conditions are informative and are carried out with the aim of
improving our understanding of the underlying biology of these disorders, while also
providing a platform from which new potential treatments can be tested before they are taken
forward to clinical trials. Unfortunately these data collected pre-clinically have not led to
significant changes in clinical practice. The aim of this work was to better understand this
area of research and identify the reasons underlying their weaknesses in informing clinical

research.

| performed a search of the scientific literature to identify a set of publications that report
experiments of animal models of all psychotic disorders including schizophrenia. Once all
studies of relevance were identified, information reported within these publications was
extracted. This included the reported quality of methodology, details about experimental
design and finally results from these experiments. This information was then used to quantify
the field and summarise some of these data to calculate overall effectiveness of a model or

overall efficacy of certain treatments.

The search performed identified almost 4000 publications of relevance, including over 800
different methods used to create each animal model, over 300 different outcomes used to
measure performance of these animals and almost 1000 different treatments tested in these
animals. | show that about 40% of these studies use simple drug-induced methods to create
their models of these disorders, despite the availability of models that are perhaps more
relevant to the human condition. | also show that study quality is not well reported across
studies, which has been shown previously by other research to negatively affect the
reliability of results drawn. Overall, it is clear that the literature describing these experiments
using animal models of psychotic disorders is very broad and that some experiments
described are similar to experiments performed as part of research looking at other
disorders. In order to be able to draw meaningful conclusions and use these to then inform
clinical research and practise, we need to be able to identify all the relevant research that
has been carried out pre-clinically, which is affected by cases where research is not
published or not described in a manner expected. Moreover as there are a large number of
these pre-clinical studies that have been and continue to be performed, summarising these
data takes time and new tools need to be considered to be able to provide conclusions from

these data faster and more up-to-date.



The potential of studies using animal models of psychotic disorders in informing clinical
studies in future might be improved by better reporting of studies including publishing of all
work carried out, labelling of studies more uniformly so that it is identifiable, better reporting

of study quality and design and concentrating on research involving models that have more
relevance to the human condition.



"If | have seen further, it is by standing upon the shoulders of giants"

Sir Isaac Newton

From a letter written to a fellow scientist, Robert Hooke (1675)

1 Introduction

1.1  The Burden of Mental Health

Mental Health is defined by the World Health Organization (WHO) as a “a
state of well-being in which every individual realizes his or her own potential, can
cope with the normal stresses of life, can work productively and fruitfully, and is able
to make a contribution to her or his community” (World Health Organization, 2001).
While good mental health is not simply the result of the absence of a defined mental
disorder, mental disorders are becoming an exponentially increasing burden on our
society with about 450 million people worldwide affected (World Health
Organization, 2001).

In the clinic, the diagnosis of mental health disorders is carried out using two
universally established tools. These are the International Statistical Classification of
Diseases and Related Health Problems, 10th Revision (ICD-10) published by the
WHO; and the Diagnostic and Statistical Manual of Mental Disorders, 5" Revision
(DSM-5) distributed by the American Psychiatric Association (APA) (American
Psychiatric Association, 2013; World Health Organization, 2016). These
classification systems have some limitations due to their categorical approach to the
classification of mental disorders, which fails to capture the individual differences in
the severity of mental disorders (Brown and Barlow, 2005). Broadly speaking all the
disorders described under mental and behavioural disorders are characterized by
some mixture of atypical thoughts, emotions and behaviours and clinical profiles
therefore overlap between many of these disorders so that diagnosis is often not
clear-cut (Stern et al., 2008; World Health Organization, 2016). Results from
scientific literature databases such as PubMed reveal that mental disorders at the

cognitive—emotional interface over the last decade have received growing attention



in research. Psychotic disorders represent a severe category of these mental

disorders.

1.2 Psychosis and Psychotic Disorders

Psychosis was introduced into the literature in 1841 by Canstatt and later used by
Feuchtersleben from 1945 onwards to describe mental disorders that were
“diseases of the personality” and therefore affected personality as a whole, eluding
to “compound conditions” where the disorder was not exclusively limited to just the
mind or the body (Beer, 1996; Burgy, 2008). The modern translation of the word
means “any iliness of the mind” (Beer, 1996) and today we recognise psychosis in
itself not as a distinct medical diagnosis, but as a common feature of many mental
disorders, which are characterised by a loss of contact with reality (Stern et al.,
2008). These disorders represent a group of incredibly mysterious mental disorders,
which are marked by disorganized thinking and perceptions that manifest
themselves most illustriously through delusions and hallucinations. The overall
prevalence of psychotic disorders has been reported to be about 0.4% in the United
Kingdom in adults aged 16 to 64 years (Great Britain Office for National Statistics,
2002), with incidence rates being the highest for non-affective psychoses at 23 per
100 000 person-years and schizophrenia accounting for about 15 per 100 000
person-years (Kirkbride et al., 2012).

1.2.1 Nosology

Broadly speaking we can group psychotic disorders into four main diagnostic
categories. These include: (1) non-affective psychotic disorders that are primarily
considered to be psychotic disorders and include examples like schizophrenia and
schizoaffective disorder; (2) affective psychotic disorders, or mood disorders that
present with psychotic features, like bipolar disorder or major depressive disorder
with psychotic features; (3) secondary psychotic disorders such as substance-
induced psychotic disorders; and (4) psychotic disorders due to a general medical

condition (van Os and Kapur, 2009).

Primary psychotic disorders including schizophrenia spectrum disorders are
thought to occur along a spectrum, with schizoid disorder on the mild end and
schizophrenia on the severe end of the spectrum (Arciniegas, 2015). Symptoms of

psychosis are usually seen alongside other dimensions of neuropsychiatric



disturbances in these disorders. And therefore psychotic disorders are characterised
by a diverse psychopathology and have to include abnormalities in at least one of

the following domains (American Psychiatric Association, 2013):

1) delusions, or false beliefs that are fixed even in the context of conflicting
evidence; 2) hallucinations, defined as perceptions without corresponding
external stimuli;

3) cognitive deficits such as disorganized thinking and perception, including
speech; 4) disorganized motor behaviour, including catatonia;

and 5) negative symptoms, such as avolition and blunted emotional
expression, which are more prominent in schizophrenia than other psychotic

disorders.

In the clinic, these psychotic disorders are heterogeneous in their symptomology.
Diagnosis is made in the clinic based on history and examination of mental state,
there are no diagnostic tests (Owen et al., 2016). Schizophrenia, the most common
and debilitating of the psychotic disorders, is best characterized by a triad of
symptoms including positive symptoms such as hallucinations and delusions;
negative symptoms such as anhedonia and avolition; and cognitive deficits,
especially in memory, attention, verbal fluency and executive function (Andreasen,
1995; Savilla et al., 2008). These symptoms are required to be present for at least 6
months. If the total duration of illness is less than 6 months then it is classed as
schizophreniform disorder, and if it less than a month but more than a day it is
classified as a brief psychotic disorder (American Psychiatric Association, 2013).
Schizoaffective disorder is characterized by a mood disturbance in the form of major
depressive or manic episode occurring with other active phase symptoms of
schizophrenia. Making a differential diagnosis between schizophrenia,
schizoaffective disorder and depressive or bipolar disorder with psychotic features is
often difficult due to the large overlap in symptomology. Delusional disorder is
characterized by delusions that persist for 1 month or longer and differs from
schizophrenia and schizophreniform disorder in that other characteristic symptoms
of schizophrenia are absent and the disorder usually has a much later onset
(American Psychiatric Association, 2013; Marek and Merchant, 2005). Psychosis
can also be secondary to certain medical conditions or substances of abuse. These
are categorized by delusions and hallucinations developed during or after substance

intoxication or during withdrawal from substance, or where these symptoms are the



direct consequence of another medical condition (American Psychiatric Association,
2013). This syndromic approach of diagnostic criteria has been useful in
categorizing disorders in the clinic, however, the assumption that these criteria map
onto valid disease entities with specific causes and pathophysiology is believed to
have hampered research progress over the years in these fields of research (Owen
et al., 2016).

Schizophrenia, being the most heterogeneous and least understood of the psychotic
disorders has seen an incredible amount of research interest over the last century. It
is difficult to summarise and make sense of all this research as several hundred
thousand books and papers have been published on the topic of schizophrenia. A
quick search of the literature in PubMed suggests that about 6000 publications
relating to schizophrenia were published in the year 2017 alone. It is also predicted
that this is an underestimate as it does not account for studies not indexed or those
published in foreign languages and therefore not picked up during a search of the
literature. Our overall understanding of this disorder is limited by abstracts of studies
that do not report clear findings, those with methodological limitations not often
obvious, and findings that are rarely replicable. This makes it difficult to identify
important leads within the field (Tandon et al., 2008). As the maijority of pre-clinical
evidence identified and reviewed in this thesis refers to experimental conditions
modelling schizophrenia, | will mainly focus on what we know about schizophrenia
from here on. | will discuss some highlights in our understanding based on findings
in the field that are thought to potentially play a role in the development of the
disorder. Unfortunately, even in the context of these findings, our understanding of
the disorder still remains limited in many ways, warranting further research in the

area despite the slow progress.
1.2.2 What we think we know about schizophrenia

1.2.2.1 Clinical presentation

In the clinic schizophrenia has a heterogeneous presentation with wide inter-
individual variation in terms of disease development, clinical course of the disorder,
and symptoms appearing with varying levels of prominence throughout the course of
the disorder (American Psychiatric Association, 2013; Rietschel et al., 2017). The
positive symptoms of the disorder relapse and remit over time; however, some

individuals can have long-term psychotic symptoms. Negative symptoms and



cognitive deficits on the other hand, may persist when positive symptoms are in
remission and are therefore chronic and are associated with long-term burden on
social function (Owen et al., 2016). Schizophrenia primarily has a peak of onset in
young adulthood, and very rarely occurs before adolescence or after middle age
(American Psychiatric Association, 2013). There also seem to be sex differences
whereby men have a greater lifetime risk of developing the disorder, with an earlier
age of onset (i.e. by about 3-5 years), more pronounced negative symptoms and
higher deficits in social functioning (Rietschel et al., 2017). Women on the other
hand, are reported to experience more depressive and paranoid symptoms and
usually report better outcomes (Kelly, 2006). There is also a strong link to
environmental influences, whereby schizophrenia appears to be more prevalent
among lower socio-economic classes and migrant and minority ethnic populations
(Morgan et al., 2010), as well as being associated with urbanicity (Vassos et al.,
2012).

1.2.2.2 Genetic liability and susceptibility

Most psychotic disorders have a strong genetic component as shown by a
heritability rate of 81% for schizophrenia, and about 82-85% for other psychotic
disorders (Cardno et al., 1999; Sullivan et al., 2003). This strong genetic component
to the disorder is reiterated by the fact that biological relatives of individuals
diagnosed with schizophrenia also show mild cognitive deficits (i.e. in attention,
learning and memory) (Snitz et al., 2006), and are more often affected by psychiatric

disorders themselves (Onstad et al., 1991).

Our understanding of the genetics underlying schizophrenia is continuously
evolving. Before genome-wide association studies (GWAS), genomic research in
schizophrenia focused on candidate genes (Farrell et al., 2015). However, it is now
thought that most past studies of these candidate gene associations had too low
statistical power to detect a true association, and thus the idea of a particular gene
being associated with schizophrenia has been challenged in recent years (Farrell et
al., 2015). Nevertheless, many of these early genes identified and linked to the
disorder converge functionally and seem to support the hypothesis that
schizophrenia develops as a result of deficits in connectivity and synaptic signalling
(Harrison and Weinberger, 2005). GWAS since then have identified more than 100
distinct genome-wide significant loci linking schizophrenia to multiple common

genetic variants, all with small effect sizes (Schizophrenia Working Group of the



Psychiatric Genomics Consortium et al., 2014), and they continue to find common
genetic variants in individuals with schizophrenia to associate with the disorder.
Many of these relate to the function and plasticity of certain neurotransmitter
receptors and synapses, specifically those of N-methyl-D-aspartate receptors and
glutamatergic synapses (Friston et al., 2016). Therefore, the genetic liability for
schizophrenia is thought to be polygenic. Risk alleles have been identified in many
different genes and many of these overlap with other psychiatric disorders (Rees et
al., 2015), reiterating the limitations of stratifying psychiatric disorders according to
current diagnostic criteria (Owen et al., 2016). High heritability rate suggests that the
risk is mainly inherited, however, de novo mutations (i.e. mutations arising for the
first time in a family) also occur and rates are found to be higher in individuals with
schizophrenia (i.e. 5% compared to 2% in control subjects) (Malhotra et al., 2011).
Next-generation DNA sequencing techniques are also uncovering single nucleotide
polymorphisms (SNPs, i.e. variations in the DNA sequence by a single nucleotide)
and copy number variants (CNVs, i.e. large sections of the genome are repeated or
deleted) that have been implicated in the disorder (Jia et al., 2017). Ultimately, it is
thought that disease susceptibility is most likely a result of the interplay between a
number of different genetic changes (Friston et al., 2016). However, despite this
collection of knowledge, most of these genetic discoveries have not yet been
applied to clinical use of genetic diagnoses for schizophrenia (Owen et al., 2016),
suggesting we still have some way to go in our understanding of the contribution of

these factors.

1.2.2.3 Environmental risk factors

Other non-genetic risk factors, such as environmental influences are also thought to
play a role in the aetiology of schizophrenia. For example, evidence shows that
common or shared environmental influences account for about 11% of liability to
schizophrenia in twins (Sullivan et al., 2003). Twin studies also show that the
concordance rates for these diagnoses between identical twins is just below 50%
(Cardno et al., 1999), suggesting that genetics alone don’t explain the entirety of the
story and do not necessarily predict the development of complex psychotic disorders
like schizophrenia (Maynard et al., 2001). In fact, some research shows that
environmental influences such as rearing environments can also have a strong
effect on the development of symptoms of serious mental ilinesses in children,

contributing an additional risk to genetics (Tienari, 1991).



Environmental hits are varied and can be damaging at any time from conception to
the onset of illness in early adulthood (Dean and Murray, 2005). Risk factors during
early life include complications during birth, the season the birth occurs in, infections
to the mother affecting the foetus in utero or the baby postnatally, malnutrition of the
mother, stress to the mother and any other insults potentially affecting brain
development (Dean and Murray, 2005). These observations are the main basis for
the neurodevelopmental hypothesis of schizophrenia (Murray and Lewis, 1987),
where abnormalities in neural development in utero starting as early as late first
trimester, can lead to the activation of pathological changes in later life (Fatemi and
Folsom, 2009). In childhood, factors such as early experiences of adverse
upbringing, abuse or even head injury can affect the development of the brain and
increase the risk of schizophrenia seen in later life. Triggers in later life might include

drug abuse, chronic stress and other traumatic life events (Dean and Murray, 2005).

While these factors are correlated with the development of the disorder, they don’t
sufficiently predict the onset of the disorder and therefore it is thought that both
genetics and environmental factors play a role in the development of the disorder
(Maynard et al., 2001). Initially described as the “two-hit hypothesis” of the
disorders, this theory implied that early disruptions to the central nervous system,
such as an individual's genetic makeup establishes a sort of predisposition to the
disorder, making them more vulnerable to another insult from the environment
leading to the development of symptoms (Maynard et al., 2001). More modern
versions of this hypothesis recognise that genetic, environmental and other
vulnerability factors are likely to be cumulative and interactive with each other in a
more complex way then previously explained by the original binary two-hit model. It
is thought that the development of schizophrenia is likely a result of a multi-hit
threshold model where key neurodevelopmental milestones are affected (Davis et
al., 2016).

Our understanding of how these factors interact exactly are still limited. While there
have been several theories on the possible mechanisms underlying the
development and manifestation of the disorder, no single mechanism has been

established that directly correlates with the onset of the disorder.



1.2.2.4 Structural and Functional abnormalities of the schizophrenic brain

The nature of pathological abnormalities in the brain and their exact pathogenic
mechanisms underlying schizophrenia are not yet completely understood, however,
there have been a number of robust observations made based on post-mortem
tissue studies, as well as neuroimaging and molecular biology studies. Overall, it is
thought that a set of multiple, subtle changes arise affecting the neural circuitry in

the brain (Harrison and Weinberger, 2005).

Research shows that cerebral volume is reduced and total ventricular volume is
greater in chronic schizophrenic individuals (Wright et al., 2000). For example, about
80% of magnetic resonance imaging (MRI) studies show an enlargement of the
lateral ventricles, and about 73% of studies show third ventricular enlargement in
individuals diagnosed with schizophrenia. This enlargement of lateral ventricles is
thought to imply tissue loss in surrounding brain regions or failures in normal

development (Shenton et al., 2001).

In addition, there seems to be a loss of cortical grey matter without cell death (Sekar
et al., 2016), which has been found to be localized to mainly frontal and temporal
areas of the brain (Kuperberg et al., 2003). These regions are involved in episodic
memory, auditory information processing, short term memory acquisition and
decision making (Karlsgodt et al., 2010). This abnormality is likely a result of
abnormal thinning in cortical volume (Cannon et al., 2015) and reduced dendritic
spine density in pyramidal neurons of the cortex (Garey et al., 1998). These are
often targets of afferents from subcortical structures such as the thalamus, which
has also been reported to be reduced in volume in schizophrenic individuals
(Brickman et al., 2004). The thalamus connects multiple regions in the cortex and is
thought to play a role in gating of sensory input to the cortex, which is negatively
affected in schizophrenia (Rao et al., 2010). Ultimately, reductions in both grey
matter volume and thalamus volume have been linked to more pronounced negative

symptoms in schizophrenic individuals (Anderson et al., 2002; Rao et al., 2010).

In addition to grey matter changes, there are also disruptions in white matter
integrity within the brains of individuals with schizophrenia. White matter volume has
been shown to be reduced in both first-episode and chronic schizophrenic
individuals, and these abnormalities seem to be localized primarily to white matter in

frontal and temporal regions (Kubicki et al., 2005). Greater disruptions in white



matter are associated with a greater severity in symptoms across the schizophrenia

spectrum (Lener et al., 2015)

Medial temporal lobe structures including the amygdala-hippocampal complex and
parahippocampal gyrus are also reduced in volume, as observed in both first-
episode schizophrenia and chronic schizophrenia (Shenton et al., 2001). These
structures are involved in associative and retrieval processes in memory, which are
thought to underlie aberrant auditory and language processing functions seen in
schizophrenia. Reductions in the volume of the hippocampus seem to correlate with
a decline in reduced verbal and spatial memory performance (Allen et al., 2016),
and an earlier onset of psychosis (Stefanis et al., 1999). Anatomically, hippocampal
neurons in the pyramidal cell layer are normal in schizophrenia, however studies
show that there is a reduction in the number of parvalbumin-positive interneurons in
the CA1 and CA4 sectors and somatostatin-positive interneurons in all three
hippocampal sectors. These changes are thought to be linked to psychotic
symptoms and deficits in memory and other hippocampal functions (Konradi et al.,
2011). Changes in hippocampal volume seem especially influenced by

environmental factors (Stefanis et al., 1999).

Activation patterns in certain brain regions are also different in individuals with
schizophrenia. For example, the dorsolateral prefrontal cortex has been shown to be
activated to a lesser degree in schizophrenic individuals compared to healthy
individuals during the performance of working memory and executive tasks (Glahn
et al., 2005). This supports the theory of hypofrontality, or the reduced physiological
activity in the prefrontal cortex (PFC) of the brain, seen in brain-imaging studies of
the frontal and temporal lobes in schizophrenia (Davidson and Heinrichs, 2003). In
comparison to this, imaging studies show an increase in activation of the anterior
cingulate cortex and left frontal pole regions of the cortex (Glahn et al., 2005). This
complex pattern of hypo- and hyper-activation of different brain areas supports the
proposal that normal functional connectivity in the frontal and limbic structures is
disturbed in schizophrenia, making it a syndrome of dysconnectivity (Glahn et al.,
2005).

Despite robust evidence establishing associated structural abnormalities in the
brains of schizophrenic individuals, it is sometimes unclear at what stage of disease
development they occur and how they develop over time (Dietsche et al., 2017).

Some evidence shows that many structural changes such as lateral and third



ventricles enlargement, overall brain and hippocampal size reduction and white
matter abnormalities are already seen at early stages of or stages leading up to the
disorder (Dean et al., 2016; Vita et al., 2006). This implies that these features are
not secondary to disease progression or seen as a result of anti-psychotic
medication and that an aberrant course of brain development likely contributes to
the onset of the disease (Karlsgodt et al., 2010). In comparison, however, there is
no significant evidence to show that some other structural changes associated with
schizophrenia such as a reduction in temporal lobe and amygdala volumes are
present at these early stages of disease progression (Vita et al., 2006). Evidence
shows that there is a significant reduction in the volume of the brain in schizophrenic
individuals which occurs both before and after maximum brain volume attainment
(Woods et al., 2005), implying that both aberrations in early development and at

later developmental stages can negatively affect the brain.

Despite these findings, no single functional or anatomical abnormalities have been
identified that are specific to schizophrenia separating it from other disorders (Owen

et al., 2016), limiting the applicability of these findings in the clinic.
1.2.2.5 Neurochemical mechanisms

Several influential hypotheses of schizophrenia exist regarding the neurobiology
underpinning schizophrenia, implicating different neurotransmitter systems. The two
most influential hypotheses involve a dysfunction of the dopaminergic and
glutamatergic systems; however, serotonin and other neurotransmitters are also

thought to be potentially involved.

1.2.2.5.1 Dopamine

The dopamine hypothesis initially came from observations that dopamine agonists
like amphetamine which increase extracellular dopamine concentrations
exacerbated psychotic symptoms in individuals with schizophrenia (Lieberman et al.,
1987) and were able to induce acute psychotic symptoms in healthy individuals
(Bell, 1973). Moreover, most anti-psychotic medication block D2 dopamine
receptors and their clinical efficacy in controlling hallucinations and delusions
correlates with their affinity for the receptor (Seeman et al., 1976). Finally, drugs that
deplete dopamine levels such as reserpine reduce psychotic symptoms (Howes and

Kapur, 2009). Molecular imaging studies using radiotracers have found dopamine
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release in schizophrenic individuals to be higher than in control subjects, which
seems to directly relate to the degree of psychotic symptom severity seen in these
individuals (Pogarell et al., 2012). More specifically, it is thought that increased
release of dopamine in subcortical structures leads to increased dopamine D2
receptor stimulation (Abi-Dargham et al., 2000), and in turn positive symptoms,
which are thought to be mediated through a disturbed cortical pathway through the
nucleus accumbens (Brisch et al., 2014). Not surprisingly, these symptoms respond
better to current anti-psychotic medication, all of which as mentioned, show
antagonistic activity at dopamine D2 receptors (Abi-Dargham et al., 2000). This
dopamine circuit has been implicated in emotional and motivational processing and
plays a role in encoding and expressing salient learning and memory formation
(Laviolette, 2007).

The negative symptoms of schizophrenia on the other hand, have been attributed to
a reduction in dopamine D1 receptor activation in the PFC and nucleus (Abi-
Dargham et al., 2000; Brisch et al., 2014). The PFC is involved in executive
functioning, which has been shown to be impaired in individuals diagnosed with
schizophrenia (Weinberger and Gallhofer, 1997) and patients with dorsomedial PFC
lesions show behaviours similar to negative symptoms seen in schizophrenic
individuals (Orellana and Slachevsky, 2013). Dopamine D3 receptors are also
thought to possibly be involved in these latter group of symptoms as overexpression

of them in the striatum of mice disrupts motivation (Simpson et al., 2014).

As a whole, the dopaminergic system is very vulnerable to outside factors such as
disturbances during and around birth and development (Laviolette, 2007). Evidence
shows that certain environmental factors can dysregulate the dopamine system to
cause psychotic symptoms especially in individuals who already vulnerable (Stokes
et al., 2013).

Nevertheless, there are some limitations to the dopamine hypothesis. For example,
psychosis-like symptoms can also be induced in healthy individuals and
exacerbated in schizophrenic individuals by drugs that do not directly interact with
dopaminergic receptors. These include glutamate antagonists, anti-cholinergics and
agonists of the cannabinoid CB1 receptor system (Laviolette, 2007). Similarly, many
individuals experiencing schizophrenic symptoms do not respond well to mainly
dopaminergic antipsychotic drugs or any other manipulations that involve the

depletion of presynaptic dopamine (Remington et al., 2012). Finally, drugs that
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modulate dopaminergic pathways and affect the presentation of psychotic
symptoms such as reserpine and amphetamine, also affect other monoamines in
the brain (Howes et al., 2015).Therefore, dopaminergic dysfunction is not thought to

be able to fully explain the abnormal neurobiology of schizophrenia.

1.2.2.5.2 Glutamate and GABA

Some research suggests that the dopamine system is in fact “normal” in its
configuration, but something else is abnormally driving the dysregulation of it in the
brains of individuals with schizophrenia (Grace, 2012). The glutamatergic system is
another system that has attracted a lot of attention in recent years. Glutamate
signalling is involved in synaptic plasticity and cortical processing (Steeds et al.,
2015), through the ability of glutamate receptors to stimulate neurite outgrowth,
synaptogenesis and maturation of the synapse during development of the brain
(Gaur et al., 2008). Evidence for the involvement of glutamate in schizophrenia
pathophysiology comes from observations that drugs that manipulate glutamate
transmission, especially N-methyl-d-aspartic acid (NMDA) receptor-interacting ones,
like dissociative anaesthetics that block the receptor, are able to induce
psychotomimetic states including negative symptoms and cognitive impairments that
closely resemble schizophrenia (Javitt and Zukin, 1991). Moreover, a reduction in
NMDA receptor binding has been shown in medication-free schizophrenia patients
(Pilowsky et al., 2006), and enhancing NMDA receptor function has been shown to
reduce negative symptoms and positively affect cognitive deficits in schizophrenic
subjects (Goff and Coyle, 2001). This has led to the NMDA receptor hypofunction

hypothesis if schizophrenia.

In addition to glutamate, another key player of this hypothesis is the inhibitory
neurotransmitter, gamma aminobutyric acid (GABA). Decreased GABAergic
signalling in the PFC has been reported consistently in post-mortem schizophrenia
compared to healthy individuals (Lodge et al., 2009). This seems to be restricted
mainly to the calcium-binding protein parvalbumin-containing class of GABAergic
interneurons (Lewis et al., 2005) and this dysfunction in the dorsolateral PFC has

been linked to deficits in working memory (Lewis et al., 2004).

It is thought that an excessive glutamate output in the glutamatergic pathway
projecting from cortical pyramidal neurons through GABAergic inhibitory

interneurons to dopaminergic neurons in the ventral tegmental area (VTA) leads to
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overactivation of this communication pathway contributing to a hyperdopaminergic
state in the mesolimbic area. This is thought to underlie the positive symptoms of
schizophrenia (Homayoun and Moghaddam, 2007; Marsman et al., 2014; Stahl and
Muntner, 2013). In support of this theory is the observation that administration of
ketamine, an NMDA receptor antagonist, in healthy individuals leads to
dopaminergic dysregulation, similar to that seen in schizophrenia (Kegeles et al.,
2000).

Additionally, the mesolimbic area also gets input from the hippocampus, which can
also similarly cause a hyperdopaminergic state in the mesolimbic area (Stahl and
Muntner, 2013). In support of this, research has found evidence for a decreased
density of parvalbumin-containing interneurons in the hippocampus (Zhang and
Reynolds, 2002), as well as increased hippocampal activity, which in turn seems to
correlate with psychotic symptoms, especially auditory hallucinations (Heckers,
2001; Silbersweig et al., 1995). It has been proposed that hippocampal hyperactivity
could drive the dopaminergic system to be hyper-responsive to stimuli and enter a
state called aberrant salience (Kapur and Mamo, 2003), where all stimuli are treated
similarly and given maximal attention and reaction (Grace, 2012). This impairment in
information processing means that individuals affected have an inability to ignore
irrelevant stimuli as often seen in schizophrenic individuals (Heckers, 2001).
Evidence shows that stress, drug abuse and other environmental factors can also
affect the hippocampus (Battistella et al., 2014; Grace, 2012; Jacobus and Tapert,
2014; Mondelli et al., 2010).

Negative symptoms and cognitive deficits characteristic of schizophrenia, can also
be explained to a certain degree by glutamate. It is proposed that an overactivation
of a different population of glutamate neurons negatively modulates dopamine

neurons in the VTA which project to the PFC, leading to the hypoactive state in the

mesocortical dopamine pathway (Stahl and Muntner, 2013).

1.2.2.5.3 Serotonin

Serotonin (or 5-hydroxytryptamine; 5-HT) has also been suggested to potentially
play a role in the formation of psychotic symptoms (Steeds et al., 2015). 5-HT2A
receptor agonists, like the hallucinogens D-lysergic acid diethylamide (LSD) and
psilocybin, induce symptoms similar to those seen in first episode schizophrenic

individuals, which include agitation, anxiety and hallucinations (Steeds et al., 2015).
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These drugs are also able to disrupt pre-pulse inhibition (PPI) of the startle reflex
response, which is a phenomenon observed in schizophrenic individuals and serves
as an operational measure of sensorimotor gating (Halberstadt and Geyer, 2010).
Moreover, many atypical anti-psychotics such as clozapine, risperidone and
olanzapine also have additional modulating activity on the serotonergic system by

antagonising 5-HT2A receptors (Ichikawa et al., 2001).

Serotonergic hallucinogens enhance glutamatergic transmission, through the
activation of 5-HT2A (i.e. subtype of the 5-HT2 serotonin receptor) stimulation in the
PFC (Aghajanian and Marek, 2000). This and the fact that blockade of 5-HT2A
receptors reverses the effects of NMDA receptor antagonists, suggests the
involvement of serotonergic mechanisms in the NMDA receptor hypofunction model
of psychosis (Steeds et al., 2015). It is thought that atypical anti-psychotics with 5-
HT2A and D2 receptor antagonistic activities lead to distal activation of the
mesocortical pathway and thus increased dopamine release in the medial PFC,
through the promotion of 5-HT1A stimulation (Celada et al., 2013). As a hypoactive
dopaminergic system in the PFC has been implicated in the formation of negative
symptoms and cognitive deficits, 5-HT2A receptor antagonists have been suggested
to have therapeutic value for negative symptoms and cognitive deficits in individuals
with schizophrenia (Ichikawa et al., 2001; Roth et al., 2004). Clozapine, an atypical
anti-psychotic often suggested to be superior to other anti-psychotics and
recommended for treatment-resistant schizophrenic individuals, displays agonistic
properties at the 5-HT1A receptor and has in some cases been shown to have an
effect on both positive and negative symptoms of schizophrenia (Celada et al.,
2013).

1.2.2.5.4 Cholinergic system

It is also hypothesized that misregulated, cortical cholinergic inputs play a role in the
development and manifestation of attentional deficits seen during positive symptoms
of schizophrenia. Its dysregulation is a correlate of the abnormal mesolimbic
dopaminergic transmission underlying positive symptoms (Moore et al., 1999; Sarter
et al., 2005). Dopamine agonists have been shown to increase acetylcholine outflow
in the cortex (Day and Fibiger, 1993). Normally acetylcholine (ACh) release is vital in
the PFC for normal cognitive functioning, and the cholinergic system plays a role in
information processing and cognition (Steeds et al., 2015). Changes in markers for

the ACh and levels of the ACh synthesizing enzyme, choline acetyltransferase
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(ChAT) have been frequently reported in individuals with schizophrenia (Terry and
Jr, 2008). Muscarinic M1 and M2 receptors that play a role in neuronal excitability,
synaptic plasticity and learning and memory, seem to be especially affected. The
literature also shows that administration of muscarinic antagonists like scopolamine
and atropine can induce a psychotic state which is similar to the symptoms seen in
schizophrenia (Steeds et al., 2015; Terry and Jr, 2008). In addition to this a
reduction in the a7 subtype of nicotinic Ach receptors is also observed in many
cases of schizophrenia and has been linked to sensory gating deficits (Freedman et
al., 2005). Interestingly, abuse of anticholinergic drugs is widespread among
schizophrenic individuals who report functional benefits, including improvements in
negative symptoms and cognitive abilities as a result of taking these drugs (Koukouli
et al.,, 2017; Wells et al., 1989).

Ultimately, schizophrenia is thought to involve a disruption of neuronal connectivity
in turn causing a deficit in the coordinated processing of information (Gaspar et al.,
2009). Our current understanding is that a set of processes at a functional level,
including a number of subtly altered networks throughout the brain contribute to
reductions in synaptic activity and integration, and thus a disruption in functional
dysconnectivity and miscommunication between different brain areas (Cannon et al.,
2015; Pettersson-Yeo et al., 2011). A prevailing view is that de novo or inherited
mutations in one or multiple genes cause a failure of neuromodulation, which arises
as a result of aberrant interactions of neuromodulator systems involving
neurotransmitters discussed above. Because of how closely neurotransmitter
systems in the brain are connected with one another, it is difficult to tease out which
changes seen in neurobiology are primary, secondary or even tertiary signs of the
disorder and therefore the exact mechanisms behind schizophrenia remain unclear
(Zink and Correll, 2015). With genes of low penetrance, environmental factors are
likely to also play a role in the development of the disorder, whereas much rarer high
penetrance genes might be able to cause manifestation of the disease early on
leading to a more severe form of the illness (Ahn et al., 2014; Friston et al., 2016).
This molecular pathology leads to an inability to process sensory evidence
appropriately and can lead to false inferences in the form of hallucinations and
delusions (Friston et al., 2016). Anatomical changes described above are thought to

develop overtime (van Haren et al., 2011).
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1.2.3 Clinical management

1.2.3.1 Current treatment of psychotic disorders and weaknesses

Pharmacological treatment is recognised as the foundation of the clinical
management of individuals who experience psychotic symptoms; however,
psychotherapies like cognitive behavioural therapy (CBT) have also been shown to
be effective in some cases, especially when used in combination with
pharmacological medication (Miyamoto et al., 2005). The serendipitous discovery of
the psychotropic drug chlorpromazine in the 1950s paved the way for
pharmacological treatment of psychosis and led to development of first generation
or “typical” anti-psychotics; and later, in the 1990s, of second generation or
“atypical” anti-psychotics (Geyer et al., 2012). Both groups of drugs bring a burden
of serious side effects and those taking these medications are observed to have
extrapyramidal symptoms with first-generation antipsychotics and weight gain and
metabolic syndrome with second-generation antipsychotics (Leucht et al., 2009).
Clinical observations suggest that in general second-generation antipsychotics have
little additional value compared with first-generation antipsychotics (Gupta, 2010;
Leucht et al., 2009). Current NICE guidelines suggest that selection of treatment
should be based on assessment of the balance between benefits and adverse
effects for each individual (National Collaborating Centre for Mental Health (Great
Britain), 2014). Unfortunately, over 60 years on from the identification of the first
anti-psychotic, chlorpromazine, successive pharmacotherapies since
chlorpromazine have largely been modifications of early drugs and current
antipsychotic treatments still converge on the same mechanism of dopamine D2
blockade for the management of psychosis (Kapur and Mamo, 2003; Zink and
Correll, 2015). Our limited understanding of the pathophysiology of these disorders
has hindered the development of novel treatments for psychotic disorders with no

real, major breakthroughs having been made in recent decades.

Despite available treatment options, the management of psychotic disorders
continues to be problematic, stemming from a number of seemingly unmet
therapeutic needs. National statistics report that just two-thirds of people identified
as having had a psychotic episode in 2007 in the UK received medication,
counselling or any other form of treatment (Great Britain Department of Health,
2007). Moreover, one of the biggest issues with current treatment options are that

there are a great proportion of individuals experiencing psychosis who are
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unresponsive to medication available (Kapur and Mamo, 2003). In fact, the James
Lind Alliance has established treatment of those experiencing schizophrenia that are
unresponsive to treatment as the number one research priority in terms of treatment
uncertainty (Lloyd and White, 2011). Recent estimations report that about 30% of
patients respond to anti-psychotic treatment well and meet full remission criteria,
while another 30% only show partial response to the drugs available and about 20-
30% do not respond to medication at all (Steeds et al., 2015). It is widely accepted
that current available medication only manages symptoms, and of these mainly
positive symptoms, however, there is no evidence to show that these medications
also correct the underlying biological problem (Kahn et al., 2015). In fact another
central criticism of current medication is that there is little proof indicating that these
anti-psychotics alleviate much other than the psychosis, which is especially
problematic for individuals who also experience negative symptoms and cognitive
deficits alongside the positive symptoms of psychosis, commonly seen in
schizophrenia (Geyer et al., 2012). Moreover while initially it was thought second
generation anti-psychotics could replace the burdensome extra-pyramidal side
effects of first generation anti-psychotics, it soon became apparent that previous
side effects had just been replaced with newer ones (Leucht et al., 2009). In fact,
evidence from the UK Database of Uncertainties about the Effects of Treatments
show that many patients worry about the side effects of current treatments
especially in the long term (https://www.library.nhs.uk/duets/). Perhaps
unsurprisingly, possibly partly due to some of these factors, it is estimated that
around half of schizophrenia patients don’t adhere to treatment recommendations
(Gibson et al., 2013). This data suggests that new treatments should be tested in
consideration of what outcomes matter the most to the people that will ultimately

end up receiving these treatments (Lloyd and White, 2011).

1.2.4 Challenges in developing new treatments for psychotic disorders

The odyssey of drug development typically involves a slow process of basic
research and discovery, testing and development of promising therapeutic
compounds in animal models of the human deficit, and assessment of the
compound in three stringent phases of clinical trials. This is followed by an
anticipative approval by the appropriate agency (i.e. US Food and Drug
Administration (FDA) or regional regulatory bodies in the European Union) (DiMasi
et al., 2003; Steinmetz and Spack, 2009). This is usually an incredibly lengthy and

costly process that usually takes years, and costs billions of dollars (Morgan et al.,
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2011; Van Norman, 2016). A recent study estimated that the likelihood of approval
by the FDA for a new drug entering its first phase of clinical trials is on average
about 10.4% (Hay et al., 2014), or about one in nine interventions that make it
through the development process and go on to be approved by European or US
regulatory bodies (Kola and Landis, 2004). Most compounds fail at Phase Il and
Phase lll of development, however, it has also been shown that about 30% of drugs
designed for treatment of the central nervous system (CNS) fail at registration (Kola
and Landis, 2004).

As mentioned, there has been very little progress in terms of new drug development
for schizophrenia in recent years and it is clear that this is somewhat as a result of
our still limited understanding of the underlying mechanisms of schizophrenia. One
major limitation of progress in the field is that many findings associated with the
disorder are not specific to schizophrenia and any functional and chemical changes
are also associated with other psychiatric disorders, making it very difficult to thus
use these observations as predictors of the disorder (Maynard et al., 2001).
Moreover, there is a large extent of variability and heterogeneity between the clinical
profiles of different individuals diagnosed with schizophrenia. These issues make it
difficult to predict outcome in any given individual and develop treatments effective
for all (Harrison and Weinberger, 2005). Currently no biomarker exists for
schizophrenia, but it is also highly unlikely in the context of this clinical heterogeneity
of the disorder that a single biomarker will be able to account for the multiple
underlying pathophysiological processes that are currently thought to play a role in
the development of schizophrenia (Weickert et al., 2013). Individuals who
experience psychotic disorders such as schizophrenia have been shown to have an
8.5-fold higher risk of suicide than when compared to the general population (Harris
and Barraclough, 1998). Moreover, symptoms of schizophrenia are usually
associated with a general low quality of life which is not often significantly improved
by newer anti-psychotic treatments (Bobes et al., 2007), therefore current

management of these disorders is clearly suboptimal and this needs to change.

1.2.5 Pre-clinical studies and the role of animal models

Naturally one of the biggest concerns when releasing a new drug into the
marketplace is that they are safe and effective for the purpose that they were
intended for. Low attrition rates in clinical drug development can be mainly attributed

to inadequate efficacy and clinical safety (Kola and Landis, 2004; Arrowsmith,
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2011). These are both factors that rely on pre-clinical studies involving animal
models, therefore suggesting that current animal model experiments lack predictive
value (Kola and Landis, 2004)

An animal model in science is considered to be an experimental preparation that
has been developed for the purpose of studying a condition in the same or a
different species (Geyer and Markou, 2000). Animal models are invaluable tools in
neuropsychiatric research as they provide an environment where disease
progression can be monitored at a much higher rate as opposed to humans. This
allows researchers to evaluate underlying structural and neurochemical changes
that lead to the brain abnormality causing the disorder (Jones et al., 2011). For the
purposes of novel drug development, pre-clinical studies allow for the investigation
of a proposed therapeutic compound’s safety, efficacy and its toxicity in animal
models, before they are given to humans. These experiments can also aid the
design of the first phase of clinical trials in humans, by providing information about
dosage to be evaluated and for example what signs to look for in humans to
evaluate safety of the drug (Lo et al., 2009). It is imperative to keep in mind that
extrapolating evidence from animals to humans is rarely straightforward and there
are a number of limitations, including poor design, conduct of experiments as well as
the obvious issue of lack of generalisability between the two species (Bracken,
2009; van der Worp et al., 2010)

Two ways in which researchers have attempted to create models of validity for
psychiatric disorders is by reiterating the behavioural and cognitive abnormalities
that are seen in the clinical phenotype of the disorder or by replicating the relevant
neural, neurochemical, molecular or anatomical aspects of the disorder in question
(Fernando and Robbins, 2011). In neuropsychiatric research we can broadly cluster
models into four different groups: pharmacological-, genetic-, developmental- and
lesion-induced models (Jones et al., 2011). Modelling disorders in animals is
especially difficult for psychotic disorders, as these are heterogeneous in their
symptomology and often present with high levels of co-morbidity (Fernando and
Robbins, 2011; Geyer and Moghaddam, 2002). For this reason, more often than not,
emphasis tends to be put on modelling symptoms rather than a disorder per se
(Fernando and Robbins, 2011). While it is not clear that a rodent can experience
psychosis as we understand it in humans (Powell and Miyakawa, 2006), such

models may provide useful tools to study these complex human disorders and their
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underlying structural and neurochemical changes, while also providing an assay to

screen novel therapeutics in (Jones et al., 2011).

Animal models are thought to have translational relevance to the symptoms of the
human disorder in question, if they have construct, face and predictive validity for
the disorder being modelled (Jones et al., 2011). These criteria suggest that animal
models should have etiologic validity (i.e. etiologic relevance of the methods by
which a model is created), ethological validity (i.e. observable outcomes of
relevance), and pharmacological validity (i.e. response to treatment predictive of
effects in humans) for the disorder, respectively (Belzung and Lemoine, 2011;
Nestler and Hyman, 2010). Of course, the validity of an animal model is often
subjective and it is suggested that greater agreement on how to judge validators
would improve research in the field (Nestler and Hyman, 2010). There is also some
ambiguity to the definition of some of these validities and how they are used to judge
animal models. Throughout this thesis, | will define etiologic, or construct validity, as
the theoretical relevance and rationale of the methods used to construct the model
to the disease; face or ethological validity as the measure of how well the model
constructed manages to recapitulate the pathophysiology of the human disease; and
predictive validity as the ability for an animal model to respond to treatments in the
same way as humans would. By these definitions an animal model with high
construct validity to a disorder would be created through the same etiologic
processes as those that underlie the disorder, one with strong face validity would
display anatomical, biochemical, neuropathological and behavioural features similar
to those in humans, and finally one with good predictive validity would be able to
predict the effect of a treatment in humans with the disorder (Belzung and Lemoine,
2011; Nestler and Hyman, 2010; Varga et al., 2010). Overall, despite many great
appraisals of pre-clinical models published over the last two decades in the

literature, there has not been any sort of quantification of the animal research field.

1.2.6 Translation of knowledge from basic science to the clinic and its failure

Translational medicine is the process of using information obtained in one research
domain to inform and guide research in a different research domain (Figure 1.1).
This term has gained popularity in the last decade as we are now beginning to
question more and more why the large expansion of basic biomedical research has
not seemed to make a considerable benefit to medical practice. While animal

studies are invaluable in terms of informing subsequent research domains and
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eventually healthcare practice, evidence shows that only about a third of highly cited
animal studies (i.e. with more than 500 citations) are subsequently carried forward
and translated to human randomized trials, and an estimated 11% of these
interventions replicated in humans go on to be approved for the clinic (Hackam and
Redelmeier, 2006). Across a number of different research fields, there seems to be
an obvious breakdown in the drug development process between research done in
animal models and successful drug candidates that are carried forward into clinical
trials to be approved for the treatment of human patients. Many candidate
treatments developed for schizophrenia have also turned out to be false positives
(i.e. they have shown efficacy in animal models, but not in clinical trials) (Moore,
2010).

Novel Drugs
for Treatment

Figure 1.1 Translation of research from basic science to health

and practice requires us to build on building blocks of knowledge
This raises the fundamental question: what can we blame for this apparent attrition
rate between bench and bedside in CNS disorders research? One perspective is
that results from both domains of research are accurate, but human physiology and
disease are not sufficiently exemplified by animal models and therefore animal
models fail to replicate human disease with sufficient fidelity to predict efficacy of
treatments in humans (van der Staay et al., 2009). Alternatively, the animal literature
is affected by biases in the design, conduct and reporting of experiments so that
they provide an incomplete picture of the overall physiology (loannidis, 2012; van
der Worp et al., 2010). Previous analyses of pre-clinical studies from a number of

neurological diseases suggest that the value of research using animal models is
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marred by issues with inadequate methodological quality of studies, limited
construct validity of models used, and by limited external validity of experimental
design applied (van der Worp et al., 2010). Overall, research is considered to be
informative and of high-quality, when experiments are well-designed in advance,
when they are rigorously carried out during, and results obtained are analysed
correctly afterwards (Samuel et al., 2016). How valid a study is, is determined firstly,
by whether the question a study is asking is answered ‘correctly’ and how confident
we can be in the data presented. This eludes to the quality of the methodology and
whether it is in general free from bias (i.e. termed “internal validity”) (Krauth et al.,
2013). Secondly, we need to consider whether the research question being asked is
appropriate to begin with. This is termed as “external validity” and looks at whether
the study is fit for the purpose it has been designed (Higgins and Green, 2008), and
whether we are able to make reasonable extrapolations to humans (Geyer and
Markou, 2000). Even if studies are without the possibility of bias, translation of
results from animal studies may still fail if there are differences between the animal
model paradigm and either the clinical picture of the disorder or clinical trials testing

the proposed treatment (van der Worp et al., 2010).

These are both importantly recognized dimensions of validity for clinical studies and
therefore are also of relevance to in vivo research. Weaknesses in these measures
could lead to translational failure between research at the bench and bedside as
they can lead to false interpretations of the data (Higgins and Green, 2008).
Moreover, for research to be informative, the “completeness of reporting” (Moher et
al., 2015) should also be of a high standard. This is essential in science if we are to

build on previous observations and drive scientific progress (Landis et al., 2012).

1.2.7 Systematic reviews and their utility

To elucidate what might be to blame for this translational failure between
pre-clinical and clinical research, it is clear we need a more systematic approach to
evaluating animal research. A systematic review is a review that allows for the
identification, synthesis and analysis of all available research in the literature in
relation to a given research question (de Vries et al., 2014). It allows for the
synthesis of the state of current knowledge so that it can guide future research in a
more objective way than narrative reviews could, by putting any future research in

the context of existing knowledge (Higgins and Green, 2008).
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Single studies can rarely offer the opportunity to see the entire biological picture. By
combining information from individual studies through a meta-analysis, if
appropriate, power and precision of results can be increased (Noordzij et al., 2009).
Systematic reviews are thought to be transparent and comprehensive and can
generally offer a less biased picture than narrative reviews, for example, as they can
minimise subjective selection bias of evidence. As a result, they have the potential
to maximise the research that has been so far carried out in order to reduce the
number of resources wasted, and replace and refine experiments so that they have
higher informative value. This in turn better aids the bridging of knowledge from

basic to clinical sciences.

While systematic reviews are promising and clearly useful, at current the process of
distillation of knowledge using this tool is confounded by a number of both
uncontrollable and controllable factors. Essentially a review can only take into
account the literature that is available and reported and the part of the literature that
it manages to capture. This includes important and often uncontrollable confounding
factors in the review process such as poor or incomplete reporting of experimental
designs, and exclusion of relevant data from a review due to data from a research
study remaining unpublished or indexed in a way, which makes it unidentifiable
using a certain set of search terms. Moreover it is possible to introduce systematic
flaws and potential biases into the systematic review process through limitations in
design and conduct of these reviews. Novel, emerging tools such as the ROBIS tool
will allow us to assess these risks of bias in systematic reviews more efficiently in
future (Whiting et al., 2016). Ultimately, all of these limitations can lead to a
distortion of the true biological picture when summarising evidence, even when

summarised in a systematic way (Rosenthal, 1979; Sena et al., 2010).

Nevertheless, by reviewing the literature on in vivo experiments, we can assess and
critically appraise studies in the literature, to shed light on potential weaknesses in
the pre-clinical field and where design and conduct of future experiments can be
improved upon (de Vries et al., 2014). This is only possible if we have a bird’'s eye
view of what is out there already. This overview then has the potential to inform what
we think we know; both about how these disorders are modelled in animals, and

about how they support clinical drug development.
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1.3 Aim and Objectives

In order to begin to explore and unravel potential reasons for the limited progress in
translation of research from animal studies of psychotic disorders to clinical research
and practise, | wanted to initially improve our understanding of the preclinical
research field and the role that animal models play in the drug discovery process.
The work presented here was carried out with the aim of providing a transparent and
comprehensive summary of the use of animal models of psychosis in the research
field.

This thesis reports the results of a systematic review of the preclinical literature of
psychotic disorders wherein studies that test animal models of psychotic disorders
against naive, control animals have been identified to help our understanding of the
underlying pathophysiology of these conditions in humans. In addition, | also include
studies that investigate the therapeutic potential of certain treatment drugs. | review
the literature in the context of four themes. | explore whether limited translation
might be explained by a) a disorganized field whereby the identification of patterns
in information becomes difficult, b) experiments carried out and published being of
limited relevance to the clinical condition, c) studies published and methodological
designs of experiments being of limited quality, and d) the data that can be captured

from the literature being skewed or misrepresentative of the field.

Chapter 2 describes the methodology | have used for this review, including
explanations of calculations for meta-analyses carried out. Results of the search and
the characterization of studies identified is presented and discussed in Chapter 3.
Here | include a summary of models most commonly used, outcomes most widely
measured and a list of treatment compounds that are tested in the literature
identified. In Chapter 4 | take a subset of this data forward to explore four forms of
validity — external, face, construct and predictive — in order to assess the relevance
of animal models and experimental paradigms describing these have for the clinical
condition. In Chapter 5 | introduce a novel technique for the categorisation of
publications according to the reporting of a list of risk of bias and other
methodological quality criteria. This is an automated tool that was developed while
spending time at Obuda University in Budapest, Hungary and uses text mining to
speed up the process of reading and extracting data from publications. In Chapter 6
| demonstrate the use for this tool, while reviewing the reporting of risk of bias items

and other methodological quality criteria across the entire field. In Chapter 7 |
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explore the difficulty in capturing all of the relevant data in relation to my research
question and thus review the robustness of my obtained data. Finally, Chapter 8
summarizes my results and thoughts on the field, discussing any trends identified
and consequent suggestions | believe might help advance our understanding further

of the use of animal models of psychotic disorders.

The thesis will focus mainly on schizophrenia as this is the most commonly
described psychotic disorder in the field of preclinical research. Nevertheless, as
psychotic symptoms are shared by all of the psychotic disorders, any data reporting
outcomes measured in animals thought to be of relevance to human psychosis is
likely to improve our understanding of all these disorders and | try to make
inferences to all psychotic disorders where possible. As a result this review includes
all outcomes described in the context of psychotic disorders including negative

symptoms and cognitive deficits.

| believe that the data collected here is beneficial to the field because it is becoming
more and more apparent that there is no panacea for all individuals who experience
psychotic symptoms. It is imperative that we create a well-structured system of
preclinical research that is continuously informed by and built on existing knowledge.
For this, research needs to be comprehensive and informative, exploring different
methodological designs to define the best dose, route and frequency to take forward
to clinical trials; complete, so that all research endeavours are made public; and
readily translatable so that animal models more closely model human pathogenesis
and thus have maximised value in the drug discovery process for human psychotic
disorders. The field of pre-clinical psychotic research has evolved over the years
with our ever-increasing knowledge, and this knowledge has thus increased the
breadth of research that is currently being carried out. There is a risk, however, that
this will also potentially lead to a large number of false positive if research is not
sufficiently guided by theories of aetiology, pathogenesis and cognition in the
context of human psychosis (Moore, 2010). A more detailed and structured roadmap
of the current field, would allow future studies to identify which models work best for
modelling different clusters of signs resembling human symptoms of psychosis and
therefore identify treatment drugs that might give equally promising results in the

clinic for the management of psychotic disorders.
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2 Methods

In this chapter, | discuss the general methodology that | used to conduct my
systematic search of the research field and how | extracted the data | used for meta-
analysis at later stages of the project. Any other methods used throughout my
project, more specific, are described within the corresponding chapter. | have also
developed a new methodological technique to trial the use of text mining in order to
speed up the process of reviewing the studies | included in my review, and this is
discussed in Chapter 5. As a recognition of the importance of transparency and in
light of the importance of specifying your methodology at the start of a project to
avoid the introduction of bias, a detailed outline of the methods used for the main
systematic review and meta-analysis part of the project has been published in a
protocol format (Bahor et al., 2016). The contribution of other individuals to my work
is acknowledged in more detail at the beginning of each specific chapter. Within this
chapter | refer to Cristina Nunes-Fonseca (CF) and Hannah Vesterinen (HV) for

their work.

2.1 Systematic Review

Studies that characterise animal models of psychotic disorders and/or test
interventions in these animal models were identified from the literature using the
electronic database PubMed. | chose to search a single database to perform a
shallow, but broad review of the field, and thus get an exploratory snapshot of the
research that was out there. This of course could have introduced a certain extent of
selection bias into my overall findings and affected the robustness of my overall
results (Higgins and Green, 2008), which is a limitation of the current work. While
much of the literature on clinical systematic reviews recommends performing
systematic review searches using multiple electronic databases (Higgins and Green,
2008; Stevinson and Lawlor, 2004), there is also some evidence that has found
performing these additional searches only has a modest impact on overall results
(Halladay et al., 2015), with little change to overall statistical significance of results
(Hartling et al., 2016). Guidance for systematic reviews of animal models has so far
been less clear-cut and certainly the effect of how many and which databases are
searched seems highly dependent on the topic being explored even for human
studies (Hartling et al., 2016).
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| defined psychotic disorders as a group of psychiatric disorders including non-
affective psychotic disorders, affective psychotic disorders, substance-induced
psychotic disorders and psychotic disorders due to a general medical condition.
Studies were identified using search terms synonymous to the word “psychosis” and
a list of psychotic mental disorders. These disorders were primarily decided on using
the classification list of mental disorders outlined in Chapter V of the International
Statistical Classification of Diseases and Related Health Problems 10th Revision
(ICD-10) (World Health Organization, 2016). Information from the DSM-5
Schizophrenia Spectrum and Other Psychotic Disorders chapter (American
Psychiatric Association, 2013) was also used, to include only those that | considered

to be primarily psychotic disorders (Figure 2.1).
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Figure 2.1. Venn Diagram of Disorder Classifications based on ICD-10 and DSM-5 for three major groups of disorders —psychotic,
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Using ICD-10, psychotic disorders were identified under Chapter 5 of Mental and
Behavioural Disorders, which included disorders of psychological development.
More specifically, | chose to include the following items in the list of classifications:
Schizophrenia, schizotypal and delusional disorders (F20-29), which covered
schizophrenia, schizotypal disorder, persistent delusional disorders, induced
delusional disorders, schizoaffective disorders, acute and transient psychotic
disorders, other nonorganic psychotic disorders and unspecified nonorganic
psychosis. This list was supplemented using the chapter Schizophrenia Spectrum
and Other Psychotic Disorders from the DSM-5 to also include catatonia, substance-
or medication-induced psychotic disorder and psychotic disorders due to another
medical condition. | also considered affective disorders with psychotic features to be
relevant in this review. Based on my list of disorders identified through the two
classification systems used, and associated synonyms of these disorders |

performed the search using the terms:

(CCCCCCCCCCCCCcCccc((((psychot*) OR psychosis) OR psychoses) OR paranoia) OR
paraphrenia) OR sensitive beziehungswahn) OR involutional paranoid state) OR
folie deux) OR cataton*) OR delusion*) OR hallucinat*) OR schizotyp*) OR
psychoactive) OR oneirophrenia) OR psychogen*) OR bouffee delirante) OR
hebephrenia) OR schizophren*) OR schizoaffect*) OR manic stupor)) NOT
comment*[Publication Type]) NOT case report*[Publication Type]) NOT
letter*[Publication Type]) NOT review*[Publication Type];

In light of the project’s exploratory nature, | tried to keep search terms as broad as
possible to maximise the number of relevant publications captured. For this same
reason, | did not include any outcome measure terms in the search criteria. Other
than including exclusions for certain publication types within the search terms, the
search was also limited by an animal filter published previously in the literature by
Hooijmans et al. (Hooijmans et al., 2010b), claiming to a be an improved alternative
to the default animal filter available on PubMed already. The search was completed
on January 2013. No limits were imposed on this identified set of studies in terms of
date published or language published in. A more detailed and expanded list of

search terms can be found in the Appendix.

The results of the search were exported into EndNote 6.0, which was used to also
import any available PDFs through the University’s subscription system. Then using

Reference Manager 12, studies were imported into an MS Access database | built to
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be able to review studies in more detail during the study selection stages. The
architecture of this database was simple, in that all the data were held within one
table where each record corresponded to a single study identified within my search
and held bibliographic information about that study. | then designed forms for each
of the selection phases of the review process, which was essentially a user-friendly
interface that filtered the relevant fields of each record to display only those that

were required for that phase of the project.

2.1.1 Stages of study selection and data extraction

Study selection of relevant studies for this review was divided into three main
phases that coincided with two levels of data extraction:

(1) Pre-screening of studies based on title and abstract to identify relevant studies
and exclude non-primary animal studies;

(2) Full text screening: involving categorizing publications according to model used,
treatment tested and outcome measured; and the recording of reporting of
experimental risk of bias; and

(3) Screening at the level of data extraction for papers looking at behavioural

outcome measures.

The extraction of information regarding the reporting of experimental risk of bias items
was simply to obtain an overall picture of the extent that these measures are reported
in the literature and | did not use this as a variable to exclude papers from further

analysis.

2.1.2 Phase I: Pre-screening based on title and abstract

After identification of studies, the first shallow level of inclusion and exclusion of
studies was performed, based on the title and abstracts of all identified papers
(Figure 2.2). Studies were screened by two independent reviewers (myself and CF)
against a pre-defined inclusion and exclusion criteria, and a third independent
investigator (HV) resolved any disagreements. During this first phase of the
screening process we categorized publications by the human condition they claimed
to model. Categories were schizophrenia, substance-induced psychosis, medical

condition-induced psychosis, postpartum psychosis and unspecified psychosis.
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2.1.2.1 Inclusion/Exclusion criteria

This criteria demanded the inclusion of studies that reported experiments describing
an in vivo model of a psychotic disorder and measuring an anatomical,
electrophysiological, neurochemical, or psychosis-related behavioural outcome,
and/or tested the effect of therapeutic interventions on the same outcomes in these
models. This meant that studies characterising an animal model where these
animals were compared to healthy animals; and those testing the effect of a drug in
some of these models and comparing them to untreated animals, were included.
Overall, studies were retained if they were primary research articles involving whole,
non-human animal models of psychotic disorders that intended to model any human
symptom related to psychotic disorders specified above, including transgenic animal
models. This meant that any studies that were case reports, human studies, letters
or comments, reviews, conference and seminar abstracts without data were
excluded. Only studies looking at non-human animals were retained and all other
experiments including those performed on in vitro samples were excluded. Abstracts
were assessed for the reporting of an induction of any psychosis-related or other
schizophrenia-associated behaviours or structural changes in the animal described.
At this stage studies that did not report any of the outcome measures deemed
appropriate for this review (behavioural, anatomical, electrophysiological and
neurochemical) were also excluded from further analysis. Experiments considered
to be of relevance were not limited in any way to animals of a specific age, sex or
species; or interventions of a specific dosage, duration or frequency of
administration. Studies of in vivo experiments where no disease model had been
induced before treatment administration (i.e. drugs were not given to alleviate
phenotype of model, such as toxicity studies examining side-effects of anti-psychotic
drugs) were excluded as these experiments were not recognised to represent
animal models of psychotic disorders. Moreover experiments investigating drug
withdrawal, drug discrimination and any other drug addiction investigation models in
animals, were excluded. All publications that had not been excluded at this stage by
this pre-defined inclusion and exclusion criteria went on to the next phase of the

project (Figure 2.2).
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Figure 2.2. Screenshot of the form used in MS Access in order to screen studies
identified in search against inclusion/exclusion criteria. There was a separate form for
screeners 1 and 2 that looked identical.

2.1.2.2 Disagreements between reviewers

After phase | screening of abstracts by two screeners, a query was created to filter
out and identify studies where there were differences in the screening classifications
made by these screeners. These were reconciled by a third investigator, using
separate forms created especially to display these results where studies could also
be categorized based on full-text screening (Figure 2.3). As this was going on at the

same time as Phase Il of the project, forms for these stages were very similar.
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Figure 2.3. Form used for reconciliation of studies not agreed upon by screeners 1
and 2 regarding inclusion/exclusion as well as simultaneous categorization.

2.1.3 Phase Il Full text screening, categorization and assessment of

reporting of experimental risk of bias

The second phase of study selection was the first stage in the review process where
studies were screened on a full-text basis (Figure 4). This phase of the screening
process involved a detailed categorization process and was also the stage at which
the reporting of measures taken within these experiments to reduce the risk of bias
was assessed for. Unfortunately, where | was unable to obtain the PDF for a full-text
article, the publication had to be excluded from further analysis as an abstract was
simply not considered reliable enough to be able to categorise and ascertain

reported study quality from.

2.1.3.1 Inclusion/Exclusion criteria

Here those studies that did not report the induction of a whole animal model of a

psychotic disorder, including studies where a drug considered to be therapeutic for
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psychotic disorders was administered without model induction, were excluded.
Reviews or otherwise studies with no quantitative data were also excluded from
further analysis. Where an experiment measured outcomes in animal models not
thought to be of relevance to psychotic disorders (i.e. positive symptoms, negative
symptoms or cognitive deficits), it was not considered to be relevant for the current
review and was not included in any further stages of the review. Studies only
reporting metabolic activity or modelling drug addiction were also excluded at this

stage of the review.

Publications that did not report behavioural measures were included still at this
phase of the review, but were excluded from any further stages of the review due to
time constraints. No studies were excluded based on their level of reporting of
measures taken to reduce the risk of bias. Any studies that had to be excluded at
this point due to inclusion/exclusion criteria were labelled with a reason for

exclusion.

=] = Mental lilness_Screening : Database- S\TRIALDEVACAMARADES\Mental lliness_Screening.accdb (Access 2007 - 2013 file format) - Access i x
9 9
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e e ]

Navigation Pane
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Figure 2.4. Phase Il categorization form for studies that had been included by both
screeners allowing the input of fields concerning reported study quality, disease
model induction details, details of any treatments tested in these models and
outcomes measured within the study for these models.
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2.1.3.2 Categorization

Studies were categorized according to certain aspects of experimental design
reported. Here details about the exact method used to create the animal model, the
names of any treatments tested in these models and finally the type of outcome
measure recorded during experimentation were logged. More specifically, | recorded
information about the method used within a study to induce the experimental
condition used to model the disorder of interest in a model animal. Where more than
one model was used, | recorded each relevant model mentioned. Where an animal
was given two different hits to model a condition, this was recorded as an example
of a combination model. Where comparisons for both single and combination

models could be identified, both were recorded (Figure 2.5).
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Figure 2.5 Screenshot of drop-down options for studies where more than one model was
reported within the same study

Experimental designs where treatments were administered to animal models, were
also recorded in a separate field. Where studies were only looking at characterising
the model and were given no therapeutic interventions this field was left blank. |
recorded all treatments tested in relevant models even if they were reported to not

have any significant effect on the model.
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In a similar way, | recorded the outcome measures that were reported within each
study. Specific detail such as the exact name of outcome measure and what it
measured was only recorded for behavioural outcome measures as these were the

ones data was extracted for in the next phase of the project.

Categorization of studies was not only done to get a better overview of the field, but
also in order to allow for the filtering of studies at a later time point for specific
models. For studies that needed to be reconciled from disagreements at phase | of
the review, studies were categorised in a similar way. This was carried out jointly by

myself and HV.

2.1.3.3 Extraction of details about reported methodological quality and

reported risk of bias

During this phase of categorization, studies were also scored against an 8-item
study design checklist. This was to assess for both the extent to which bias might
have been introduced during experimentation as reported within a study, as well as
a possible reduction in imprecision and quality due to the lack of reporting of certain

methodological aspects.

This built on a checklist used by our group in previous projects (Macleod et al.,
2004), and was adapted to include the following items: (1) Randomisation; (2)
Blinded conduction of experiment; (3) Blinded assessment of outcome; (4)
Statement of Inclusion and Exclusion Criteria; (5) Sample Size Calculation; (6)
Statement of possible Conflict of Interest; (7) Statement of compliance with Animal

Welfare Regulations; and (8) Availability of a study protocol.

| was interested in the prevalence of reporting of each item and study characteristics
that might be related to these results (Figure 2.6). Two independent investigators
normally carry out this phase of a systematic review project, however, resources
only allowed for screening by a single investigator for each study here. An
automated technique was developed (see Chapter 5) to address difficulties with the
screening of so many studies. | did not exclude any studies from my final analysis,
based on their overall study quality score as | wanted to assess the impact of these

factors on the outcomes that were reported in the studies analysed.
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Figure 2.6. Screenshot from the database used to record details about the reporting of
items from our list of study quality items.

2.1.4 Phase lll: Collection and Extraction of Data from Publications

The final phase of screening was the final inclusion for data extraction and meta-
analysis and involved the screening of studies on a full-article level. At this phase of
screening an in-depth level of data extraction was performed, where further details
about the experiments performed and outcome data reported within each paper

were recorded and extracted.

2.1.4.1 Inclusion/Exclusion criteria

As mentioned before, this was the stage | excluded studies not reporting a
behavioural outcome from further analysis. | also excluded studies where data being
referred to was not clear from a publication or were missing appropriate control
groups. For meta-analysis three important pieces of data (n numbers, mean,
SD/SEM) are required, therefore | could not include studies were this was not clearly
reported in any further stages of this review. Any studies not meeting these criteria
were excluded from the meta-analysis, but were retained for an overall review of the
field (i.e. results from Phase |l of the project) that describes this particular research

field of interest.
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2.1.4.2 Extraction of details about publication and model used

Study characteristics that were extracted included further details specific to each
study: name of first and corresponding authors, year of publication, title of article
and name of journal. | was also interested in recording the type of journal article
data were extracted from, to see whether this could have an effect on the reporting

of certain kinds of data (Figure 2.7).
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Figure 2.7. Screenshot from the database used to record study identification details.

Details about the animal model used within an experiment were also collected and
recorded to include species, strain and sex, labelled as ,unknown” if otherwise not
specified. Age at the time of testing and weight of animals used was also recorded if
it was reported, if not these fields were left blank. | also chose to record specific
details about the method of model induction including type of model the model could
be categorized as — this would be one of the following: pharmacological,
developmental, lesion, genetic or a combination model. Other data that were
extracted in this section were: details about the specific method used to induce the
model; the site of this induction or injury; the dose or severity of the damage, where
appropriate; details of the time and duration of administration, damage or exposure
to condition; and control animals used to compare experimental groups to (Figure
2.8).
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Figure 2.8. Screenshot from database detailing fields where data about animal model
characteristics were entered.

For developmental studies only (i.e. such as those inducing the animal model using
isolation rearing), where other details such as husbandry and housing were
important, additional fields were used to extract these data. Data were taken, where
reported, detailing the conditions that experimental animals were placed in, such as
diet, food availability, details about housing and conditions of laboratory used to
keep animals as well as handling of animals (Figure 2.9). These were items that
were based on a previous systematic review of animal models of neuropathic pain,
where data about husbandry of animals were taken in greater detail (Seretny et al.,
2014).
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Figure 2.9. Screenshot of database showing fields used to extract data about animal
husbandry and housing for specific studies

Multiple entries were created for studies where more than one model or more than
one treatment drug had been tested. Data for each of these experiments were

entered on different pages, but linked by the publication’s unique identifier.

2.1.4.3 Extraction of outcome data

All relevant comparisons of behavioural outcomes meeting the pre-specified
inclusion and exclusion criteria were identified within each study. This meant that
data were extracted separately for comparisons where variables such as age, sex
and species of animals differed in the groups of animals being tested in an
experiment. Data were also extracted separately for outcomes measured as a result
of different treatment regimes. As many of the outcomes reported were measured
over a period of time, where data were reported at multiple time points within the
same group of animals over time, every single time point was taken, which would

later be used to combine and calculate overall performance.
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Characteristics of therapeutic interventions tested were extracted for studies that
had looked at the effect of a treatment drug. These included the dose of the drug
given, mode and time of delivery, frequency of administrations and the length of the
treatment regimen. Details about the time taken between the recording of outcome
measurements and treatment administration as well as time of outcome assessment
relative to time of model induction, were also recorded (Figure 2.10). For studies
characterising the model and not testing the effect of a treatment drug these fields

were left blank.

Treatment Drug  Route of Delivery  Time of first - Time of last Tatal Timeof  Age of animals Time of User Defined 2 Time of outcome

[oze and Units admin admir number outcome  at separation [d]  outcome o azzessment rglative to
relative to  relativeto  of adming  assessment (Lt azzessment Ul Pioc 2 last drug adrmin [hours]
maodel madel [hours] Telative to
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Figure 2.10. Screenshot of database where details about treatment tested and time of
outcome assessment were recorded.

In terms of outcome measurement details, the exact name of the outcome being
measured, the method used to do this, or in other words the tools and way of
measurement (e.g. count of beam breaks for locomotor activity), the units of
measurement and whether the larger the numerical data recorded would indicate a
better or worse outcome, were recorded. For later analysis, a note was also made of
the number of experimental groups that were compared to the same cohort of
control animals within an experiment, and for multiple measurements taken within
the same experiment from the same cohort of animals, letters of the alphabet were
used to identify different cohorts of animals (Figure 2.11). These data were
important in order to avoid counting the same group of animals more than once at

later stages of analysis when it came to pooling the data using meta-analysis.

42



Dutcome Measure Units of Dutcome  Specific Larger walue Mumber of

kMeazure tethad of indicates araups served
Outzome improvement or b thiz control
bl eazurement WOTEENING I group
outzome?
Locomotor Activiby |num|:uer w | [|LhA count |wu:urse e | B
R
Fleasze tick when entry is complete W

Azzigned Cohart Letter |a s

Reverzal Learning Taszk |Z w | ||Comect |I:uetter e | B
V [esponses

ok Lk [ Azzigned Cohart Letter ||:. s

Figure 2.11. Screenshot of database showing fields where details of outcome
measures would be recorded.

For outcome measures of behaviour that required further information, this was
extracted as additional information into a ‘user defined field’ (Figure 2.10). This was
utilised mainly for experiments where pre-pulse inhibition (PPI) was measured, and
we recorded details such as the strength of pre-pulse stimulus used, that were not

otherwise a variable for other behavioural outcome measures.

Within each of these comparisons for each outcome measure a mean, standard
deviation or standard error of the mean and number of animals contributing to that
mean (n) were extracted for both experimental and control groups. Where n
numbers were given as a range, the most conservative estimate was taken (Figure
2.12).
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Figure 2.12. Screenshot of database showing fields where specific outcome data
measures from experiments were recorded.

Preferably, these numerical data were extracted from the text of each publication,
including cases where this was presented in a tabular format. In most cases,
however, as results were presented graphically, Adobe Reader Measuring Tool in
Adobe Acrobat XI was used to obtain numerical data needed for each comparison. It
was decided early on that comparisons where data were unclear from graphs,
authors would be contacted to clarify values and obtain correct data. In the absence

of a response from these authors, data were excluded from further analysis.

Unfortunately, where any of these data (mean, SD or SEM, n) were absent in a
paper, that specific comparison had to be excluded from further analysis as it could
not be included in the meta-analysis, however, these papers were retained in the

overall descriptive summary of the systematic review.
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2.2 Meta-analysis

| describe my methodological approach to the meta-analysis part of the project,
based on the stages that normally follow the process of a meta-analysis. First, for
each comparison, | calculated an effect size, which were then weighted and used to
calculate a summary effect size. Finally, heterogeneity present in the data were
calculated, to explore the impact of pre-defined study characteristics and how much
of the heterogeneity can be attributed to any of these variables (Vesterinen et al.,
2014).

2.2.1 Identification and definition of comparisons

Studies characterising the model and those testing the effect of a drug in these
models, were chosen to be analysed separately. Based on this a comparison was
defined as a measure of neurobehavioural outcome in a group of animals that had
been exposed to an intervention believed to induce an animal model of a human
psychotic disorder, compared with a group of animals that had not been exposed to
this intervention. Suitable controls in these comparisons were considered to be
naive animals for developmental and genetic studies, those that had been given
sham surgery in the place of the lesion for lesion studies, and the administration of
saline or another vehicle for pharmacological studies. Comparisons for studies
testing the efficacy of a therapeutic intervention, were defined as a comparison of
neurobehavioural outcomes measured in two different groups of animals that had
been exposed to the same intervention to induce the model, but one had also been
given a treatment drug to ameliorate behaviours, while the control group had not.
Suitable control groups in this case for pharmacological studies included both those

animals that had been given a vehicle as a treatment and non-treated animals.

For analysis where data were reported from separate groups of animals, data
collected from these groups were treated as independent comparisons and were
included separately within the meta-analysis. Where more than one outcome
measure was measured and reported for the same group of animals within a study,
data were nested using the fixed effects model. This was considered separately for

model-characterising comparisons and therapeutic drug comparisons. Where a
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control group served multiple experimental groups within a study, the number of
animals contributing to the meta-analysis was corrected for by dividing the number

of animals that was reported by the number of experimental groups it had served.

2.2.2 Individual comparison effect size estimate

The data being extracted from publications included in the review were continuous
data. These data required the extraction of a mean outcome of all animals in each
group and its variance. Using these data it would have been possible to calculate an
absolute difference in means, a normalised difference in means, or a standardised
difference in means.

An absolute difference in means (MD) allows for the simple calculation of the
difference between the reported means of the two groups (control and treatment)

within a comparison and its corresponding variance (equations 2.1,2.2, and 2.3)

MD, =X .— X . 2.1
Where

X . = sample mean of control group animals

X r. = Sample mean of treatment group animals

With Standard error calculated as:

SE; = |—— 52 2.2

nRxxné pooled

Where
ng, = humber of animals in treatment group

n; = true number of control animals (corrected for number of

treatment groups served by same control)

Spootea= the pooled standard deviation calculated

N = total number of animals in treatment group and in adjusted

control group
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With Sp401eq4 Calculated as:

nl—1)SDZ+(ngx—1)SD3
Spooled = \/( D) CN(_ZRX ) R 23

Where

SDZ =reported standard deviations for control group (convert from

standard error if necessary)

SDg, = reported standard deviations for treatment group (convert

from standard error if necessary)

| decided against using this method to estimate effect size for each comparison,
because this method would have required my data being analysed to have come
from the same outcome measure and be reported on the same scale across all my
included studies. Considering the large differences in outcomes measured and the
method used to do this across different studies, this would not have given a reliable

effect size estimate.

Normalised mean difference (NMD), an alternative method, is appropriate for data
where the score of a normal, untreated or “sham” animal is already known or can be
derived and therefore we can use this to express an absolute difference in means as

a proportion of the mean in the control group (equations 2.4, 2.5 and 2.6)

X _X (X . _X
NMDL — ( c siam) (_ Rx Sham)x 100% 24
(.x - X

sham)

Where

X . =sample mean of control group animals

X ry = Sample mean of treatment group animals

X sham = Sample mean of sham group
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Standard error calculated as:

2.5

Where

SD¢, = standard deviation of control group expressed as a
percentage of the control group and normalised to the sham group

value

SDZ,.= standard deviation of treatment group expressed as a
percentage of the control group and normalised to the sham group

value (see below)

Normalised standard deviations calculated as:

SD¢, = 100% x —>2¢ and  SDgy. = 100% x — 2R
'xc_'xsham xc_xsham
(2.6)
Where

SD. = reported standard deviation for control group
SDy, = reported standard deviation for treatment group

It was decided right at the start of the project that where the performance of a naive,
unlesioned or wild-type animal could be inferred or was already known in at least
80% of the experiments, NMD would be used to calculate individual effect size
estimates as the primary outcome and standardised mean difference as a sensitivity
analysis. If the performance of these animals was not known for more than 80% of
the experiments then it was decided | would use NMD only as a sensitivity analysis
and instead would use standardised mean difference meta-analysis as the primary

outcome.

Standardised mean difference (SMD) is mostly used where we do not know or
cannot infer how a naive animal would perform. This is especially relevant for some
of our data where spontaneous locomotor activity would be measured in a group of
animals as a neurobehavioural outcome. This method calculates a difference

between the means of each group and divides this by a pooled variance. This allows
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for all outcome measures to be changed so they now are on a standardised scale

with units given in standard deviations (SDs)(equations 2.7 and 2.8).

X _X
SMDL = (S:Jo—oledRX) X (1 - ﬁ) X direction 2.7

Where
Spootea= the pooled standard deviation calculated as before

Direction = correction factor used to define the direction of the

effect size

Standard error calculated as:

2
SEi=\/ Ny 2.8

NReXNg  2(N—3.94)

This approach is helpful for analysis of data where performance for the same
outcome reported are on different measurement scales. This is especially important
for experiments where locomotor activity is being assessed as this can be recorded
by counting number of beam breaks, analysing distance travelled over a period of

time or number of runs, etc.

Hedge’s G was used to calculate standardised mean difference, where appropriate.
The reason for using this method was because this equation corrects for bias
introduced by small sample sizes. This is especially relevant as animal studies in
general and thus many experiments included in this review include small samples of
animals in each of their groups (“small sample” defined here as less than 10 animals
per group). Importantly though, here we had to take into account the direction of the
effect (whether a higher score represents a better or worse outcome) and so this
direction of effect was recorded at time of data extraction and later used to adjust

overall effect sizes accordingly (i.e. multiply by 1 or -1).
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2.2.3 Weighted and pooling of effect sizes to give summary effect size

Since this review combined multiple studies of various precision, a weighted mean
was calculated for each comparison, before all the data could be pooled. This was
essential for the estimation of the overall effect size as this would allow for the
studies that were more precise to carry more weight in their contribution to the final
estimated combined effect, than those that were less precise and thus carried less
information. The calculation of the distribution of effect sizes from individual
comparisons had an estimated summary estimate (the weighted mean), an estimate
of heterogeneity (the weighted sum of the deviations from this mean squared) and
finally a measurement called tau-squared to represent the estimate of the variation
between observed effects across different studies beyond that which we would
expect to be explainable by random sampling error.

For computing a pooled effect size there are two models available in meta-analysis

— the fixed effects model and the random effects model.

Using the fixed effect model we assume that there is a single true effect size where
different studies give an estimate of the same effect. This makes the combined
effect an estimate of the common effect size, where individual observed effect sizes
deviate from this true effect simply as a result of random sampling error. Here |
would have calculated the weight of each comparison using the inverse variance
method, where each individual effect size would be multiplied by the inverse of their

standard error (SE) squared (equation 2.9).

Weight of each study under the fixed effects model:

Wi = - 29

Therefore weighted effect size under fixed effects model is:

WES; = ES; X — 2.10

Then individual effect sizes are multiplied by their attributed weight (equation 2.10,
above), and the sum of these calculations is divided by the sum of the weights

alone, to give us a summary effect estimate (equations 2.11, 2.12, and 2.13).

YK W*ESg;
ESfixea = 5y 2.11
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Where ESy; = effect size estimate for each individual study
W* = calculated weight for each study, so that

W*ESg; = weighted effect size estimate for each individual

study

With standard error calculated as:

1

SEfixed = 2 12
T, we
And 95% Confidence intervals as:
95% CI = ESfixeq *1.95996 X SEfixeq 2.13

Under the random effects model we expect the true effect to vary between different
studies as a consequence of varying study characteristics used in different
experiments (i.e. an array of different drug doses, animal species, or methods of
model induction used). Therefore, the combined effect will represent the mean of the
population of true effects and will take into consideration both the sampling error we
consider in the fixed-effects meta-analysis (within study variance), as well as
differences in true effect sizes between studies (between-study variance). For this
reason when weighing studies under this model, the inverse of the sum of within
study variance has to be used (inverse variance calculation as before) and also Tau-
squared (12), which is a measure of excess-between study variation (equations 2.14,
2.15,2.16, 2.17, 2.18 and 2.19). 12 is estimated using the method of moments
(DerSimonian and Laird, 1986).
Weight of each study under random effects model:

* 1

= — 2.14

+712 T (SEgi+T2)
Where tau is estimated using the equation:
2= Y 2.15

Where t2 = estimation of between-study variance
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Q = sum of the squared differences in effect sizes between
studies and the pooled effect size (see equation 2.20 further

below)

df = degrees of freedom calculated by taking number of

components in the strata and detracting 1

C = measure used to convert the heterogeneity value into an

average and put the value back into original units

Therefore, weighted effect size under the random effects model:
ES;and = ESQL' X W_:Tz 2.16

Once studies have been weighted, | could calculate a random effects estimate of the
combined effect (equation 2.13, 2.14, 2.15)

k *

— Zi:lESrand
ESrandom - Zk w* 2.17
i=1"472

With standard error calculated as:

1

SErandom = . "
it W2

And 95% Confidence intervals same as before:

2.18

95% CI = ESyqngom + 1.95996 X SE,andom 2.19

| used the fixed-effects meta-analysis to combine multiple outcomes from the same
experimental cohorts as here performance would be obtained from the same
population of animals. For the overall statistical model of analysis when it came to
estimating the combined effect, | used the random-effects model of analysis as there

was considerable amount of diversity in study design characteristics.
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2.2.4 Assessing for heterogeneity

Considering the large amount of heterogeneity across studies included in my review
with respect to experimental design, | thought it would be interesting to know
whether any differences between groups such as certain study characteristics
influenced reported outcome. To assess heterogeneity Cochran’s Q and I?> was
calculated.

Cochran’s Q is the estimate of between study heterogeneity and is calculated as the
weighted sum of differences between individual effect sizes and the pooled effect

across studies under the fixed effects model squared (equation 2.20).
Q = X W* X (ESp; — ESfixea)? 2.20
Where W* = calculated as before in equation 2.9

The values of Q follow a chi-squared distribution under the assumption that if studies
come from the same population of studies measuring the same thing, then any
heterogeneity we see is a result of sampling error and Q will equal the degrees of
freedom. Q is sensitive to the number of comparisons, so that it has a low power of
test of heterogeneity when the number of comparisons is small, and too much power

when there are a large number of comparisons.

| also calculated 12, a statistic that estimates what proportion of the variation across
different studies can be attributable to heterogeneity (i.e. true differences in effect
sizes) and not chance (equation 2.21). This value is not sensitive to the number of
comparisons used within a meta-analysis. The estimate of this value can help to
decide whether fixed or random effects model of meta-analysis should be used.
While this is subjective, it was decided based on a previous review (Vesterinen et
al., 2015) that the random effects model of meta-analysis would be used where 12
values were above 50% and thus interpreted as moderate or high heterogeneity.

12 = Q‘T‘lf x 100% 2.21

53



2.2.5 Exploring sources of heterogeneity

Stratified meta-analysis builds on the assumption that studies which share certain
characteristics will be similar in terms of outcome than those which do not share
these characteristics. So heterogeneity is partitioned into these groups of studies
that are similar and between groups of studies. For each strata | would calculate a
random effects size and Cochran’s Q, which denotes the heterogeneity. These
heterogeneity statistics are then summed and deducted from the total heterogeneity
to give an estimate of the remaining heterogeneity that we assume comes from the
differences between groups. We can test the significance of differences between Q
and the variation we would have expected to see if the studies were from the same

population of studies using the chi squared distribution (equation 2.22).

p = CHIDIST (Qgopar — Sum(Qseraca) ) » Af) 2.22

Where Qg10pa1 = @mount of heterogeneity for the global estimate of

effect size

Qstrata = @mount of heterogeneity within components of the

strata

df = degrees of freedom calculated by taking number of

components in the strata and detracting 1

Meta-regression, takes this approach further and allows the effects of continuous
and categorical characteristics to be investigated, where also more than one study
characteristic can be taken into account at a time (i.e. multi-variate analysis). This
method can tell us more about the data than stratified meta-analysis as it takes into
account both within- and between- study variance. The only limitation is that this
method requires a large number of studies for the analysis to be meaningful. Meta-
regression is a form of weighted linear regression, where we measure the
relationship between a dependent outcome variable (our effect estimate) and one or
more independent explanatory variable (study characteristics). Therefore, we need
to assign a weight to each study and select an appropriate model (fixed or random

effects).

54



If we can presume that the explanatory variable we are interested in is attributable
for all the heterogeneity observed between studies, then a fixed-effects meta-
regression is appropriate, as this model does not allow for between study variation.
Usually, however, it is more suitable to use random effects meta-regression, which
allows for extra heterogeneity among the effects that cannot be explained by

covariates and therefore both within study and between study variation.

Where appropriate and data were sufficient (i.e. over 25 comparisons included in the
meta-analysis), univariate meta-regression was performed to investigate potential
sources of heterogeneity. This was decided on in the context that recent research
shows that both univariate and multivariate regression are more reliable at detecting
an effect of a variable of interest than stratified meta-analysis — which is shown to
have substantial false positive rate with NMD estimates and low statistical power
with SMD estimates of effect size (Wang et al., 2018). In the current review |
describe heterogeneity using tau? (estimation of excess between-study variance),
residual I (the percentage of residual variation explained by between-study
heterogeneity) and adjusted R? (adj R?; the proportion of between-study variance
explained by the model). Statistical analyses were performed using code written in R
for combining data and Shiny Meta-analysis application
(https://qgianying.shinyapps.io/Multi/) for meta-analysis and meta-regression. | use
meta-regression to investigate possible sources of heterogeneity including
components of study quality and methodological criteria checklist and study design
characteristics. | examined different study characteristic subgroups as potential
sources of heterogeneity for model-characterising and treatment exploring studies

by univariate analysis (Table 2.1).
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Table 2.1 Variables of interest in exploring sources of heterogeneity for model-
characterising and treatment exploring studies

MODEL-CHARACTERISING STUDIES TREATMENT EXPLORING STUDIES
Species of animals used Species of animals used
Gender of animals used Gender of animals used
Specific intervention used to induce model  Specific intervention used to induce model

For schizophrenia models: Method of model For schizophrenia models: Method of model
induction (i.e. developmental, genetic, induction (i.e. developmental, genetic,
pharmacological, lesion or combination) pharmacological, lesion or combination)

Extent of lesion/dose of drug used to induce Extent of lesion/dose of drug used to induce

model model
Outcome being measured Outcome being measured
Exact methods used to assess outcome Exact methods used to assess outcome
measure measure
Time of outcome measurement (in relation  Time of outcome measurement (in relation
to model induction) to model induction and/or treatment

administration)

Treatment given
Dose of treatment given
Time of administration

2.2.6 Bonferroni correction

The Holm-Bonferroni method was used to adjust significant values of p. This was
necessary, because there were multiple comparisons when assessing differences
between subgroups during the partitioning of studies according to certain study
characteristics. Study characteristics were grouped separately for those that could
be classed as experimental quality items and those that explored study design

items. An adjusted p value was calculated independently within these groups.
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2.3 Publication Bias

To see whether the potential unavailability of some research results could have
skewed our perception of the research field, three different analyses were performed
to assess for publication bias. This would appraise the extent to which the published
literature used for the basis of my conclusions, was representative of the population
of completed studies. This issue of publication bias widely affects all areas of
research including pre-clinical studies (ter Riet et al., 2012), where these issues can
lead to an overstatement of effects within studies (Sena et al., 2010).

Risk of publication bias was evaluated using funnel plot assessment and Egger’s
regression. | then used trim-and-fill analysis using STATA to identify possible
missing studies in the literature. These evaluations were conducted independently
for each outcome measure using non-nested data, to avoid suppressing any studies
during analysis that might have contributed comparisons where different outcome
measures were reported from the same cohort of animals. | was aware at the time of
performance, that these analyses rarely take into account reasons for asymmetry
seen in the literature other than publication bias and can be affected heavily by

increasing between-study heterogeneity.

2.3.1 Funnel plotting

Funnel plotting uses a simple scatter plot of the relationship between calculated
effect sizes plotted on the X-axis against a study’s precision on the Y-axis, to allow
visual assessment of the potential presence of publication bias. While in systematic
reviews it has been common practice to calculate precision as the inverse of the
variance for a study (Vesterinen et al., 2014), in light of recent research that has
been published | chose to use 1/vn to calculate precision. It has been shown that
with the use of SMD when an effect is present within a meta-analysis there is a risk
for substantial distortion in the estimation of asymmetry when plotting SMD against
standard error. It is suggested that for estimation of publication bias for studies of
small sizes such as preclinical studies, a sample size-based precision estimate is

more suitable (Zwetsloot et al., 2017).
Funnel plots build on the idea that precision of a study increases as the size of the

study increases and as a result we see the smaller studies scattered widely on the

bottom of the graph, with the larger studies less widely dispersed towards the top of
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the graph. If there is no sign of publication bias a symmetrical, inverted funnel shape
is expected to be created by the data points centred on the global estimate of overall
estimate. If the graph is asymmetrical it can be concluded that publication bias was
likely and the more notable this asymmetry, the more likely that | could expect a

significant extent of publication bias (Higgins and Green, 2008).

2.3.2 Egger regression

Egger regression builds on the expectation that publication bias is more likely to
affect small studies and these are likely to be of lower quality and show larger
intervention effects. If this is not true then the effect sizes in a meta-analysis should
vary due to random error more for small studies and less so with bigger studies
(Egger et al., 1997). For this approach, | plotted a linear regression of normalized
effect estimates (effect sizes divided by their standard error) on the Y-axis against
precision (1/vn) on the X-axis. Whether the regression line crossed the origin was
then visually assessed. Presence of publication bias was concluded if it did not.
Results were reviewed with the knowledge that this method has a low power for
detecting bias in studies of a small sample size, something that is common in pre-

clinical studies (Vesterinen et al., 2014).

2.3.3 Trim and fill

The trim and fill method was used to both identify and to correct for potentially
missing studies in the literature, using funnel plot asymmetry arising from publication
bias. The method first ‘trims’ small studies from the funnel plot that cause the
asymmetry. Secondly, using the funnel plot of remaining studies, it estimates a ‘true’
centre of the funnel. Finally it replaces the trimmed studies and fills in areas around
the centre where potential studies could be missing. This therefore not only gave me
an estimate of the number of potentially missing studies, but it also gave me an

adjusted effect size estimate, by including filled in studies in a meta-analysis.
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3 Systematic Search Results and Characterization of the

Literature

3.1 Introduction

Before we can begin to improve something, there needs to be some level of clarity
over what that something is and what it is aiming to do. It is very difficult to solve a
problem if you do not understand what the problem is in the first place. In order to

see whether changes are making a difference we have to quantify the field

somehow.

The motivation behind performing a systematic search was the desire to summarise
the field of pre-clinical psychosis research in a way that allows for an unbiased,
categorized and complete collection of the published literature. The search
performed was a shallow, but broad overview aiming to quantify animal studies

related to psychosis and psychotic conditions.

First, | wanted to categorise studies according to the experimental design used to
investigate these conditions in animals by looking at the way they induced their
models, how they quantified these models and if they had tried to ameliorate the
effects created in these models at all using an additional intervention. This catalogue
of the literature in theory would give us a snapshot of the literature as it stands. |
then wanted to explore this catalogue further to see how variables changed in

relation to one another and whether there were any obvious gaps in this picture.

In this chapter, | describe the results of phase | and Il of the project, corresponding
to results of the screening and categorization phases, respectively. Here | describe
both the results of this systematic search and comment on observations that | had

made during the recording of these variables.

3.2 Methods

| would like to acknowledge the following people for helping with screening of
studies: Cristina Nunes-Fonseca (CF) for being my second screener and Hanna
Vesterinen (HV) for third screening any disagreements. | would also like to
acknowledge Angus Sinclair (AS) and Alexandra Bannach-Brown (ABB) for their

help with categorization of a subset of the studies included.
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Methods are described in detail in the previous chapter, Chapter 2. Results are
described here primarily from Phase | of the project, which involved performing an
electronic search of the literature and having two independent investigators screen
these identified studies for relevance based on their title and abstract. | also include
data collected as part of Phase Il of the project, where included studies from Phase |
were screened for a second time at full-text level for categorisation according to
methods used for model induction, outcomes measures within experimental designs

and treatment administered, if any given.

3.3 Results

3.3.1 Phase . Search of the literature
The search performed in PubMed identified 14,721 publications (Figure 3.13.2, all
data is available through request at https://doi.org/10.5281/zenodo.1209832). Two

independent investigators double screened all publications. Using phase | inclusion

and exclusion criteria 3461 publications were agreed to have potential relevance by
both screeners. A remaining 9625 studies were agreed to be excluded by both
investigators at this stage of the project. 1436 studies had to be refereed by a third
investigator due to disagreements between screener 1 and 2. Of this, 874 were
concluded to be of relevance. 199 search results were excluded from any further
stages of the project, as no abstracts could be obtained. 4335 publications

advanced further into phase Il of the project.

Categorization of studies at an abstract level identified 89% of studies included in
this initial phase of the project reporting to be modelling schizophrenia in their
animal experimental paradigms (Figure 3.23.1). Other publications referred to the
modelling of substance-induced psychotic disorders or psychotic disorders due to a
medical condition in the literature. 4% of publications did not specify a condition their

study was of relevance to.
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Publications identified through Publicati ¢ satisfvi ified
“Psychosis” search in PubMed . u 1ca. on_s ROLSaUSIyIME P re_t-specl 1e
-~ inclusion criteria based on screening at abstract
n=14,721
level
Phase I No abstract obtainable (n = 199)

Excluded by first two reviewers (n = 9625)
Excluded by third reviewer (n = 562)

Publications included through

abstract screening and taken
forward to phase I1
n=4335

Publications excluded from further analysis due
to failure of meeting inclusion criteria at full-text
screening

Animal model of addiction described (n = 7)
Drug withdrawal paradigm described (n = 1)
In vitro study (n="9)

Genetic outcomes measured only (n = 15)
Metabolic outcomes measured only (n = 10)

No psychosis-related model induced (n = 62)
No psychosis related outcome (n = 25)
Effects of treatment without model induction (n = 8)
Human data reported only (n = 2)

No quantitative data (n =39)

Not of relevance to psychosis or schizophrenia (n =4)
No primary data or review (n =43)

. " Duplicate publication (n=1)
Publications fully-categorised at full- Could not get access to full-text or full-text available

text level and included in final incomplete (n =225)

dataset Could not be translated (7 = 37)
n=3847

Phase II

Figure 3.13.2Flow diagram of publication inclusion

Substance
induced
Psychotic
Disorder
6%

Unspecified
psychosis
4%

Schizophrenia
89%

Psychotic
— Disorder Due to
Another
Medical
Condition
1%

Figure 3.23.1Phase | categorisation of studies at abstract level
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3.3.2 Phase ll. Categorisation of studies of relevance

3.3.2.1 Summary of experimental design after categorisation of literature

During phase Il of the project, a further 451 publications were excluded for not
meeting the inclusions criteria that were pre-specified. 37 publications were
categorised as potentially being of relevance, however, in a foreign language, which
could not be translated and therefore were excluded from further stages of the
project. 3847 studies were included in phase Il of the project and fully categorised.
Categorisation of each of these studies included recording information about
experimental approaches used to establish the model of interest, outcomes
measured and used to assess animal models with, and treatment, if any,
administered in an effort to alleviate the model. | describe these in more detail
below. In addition, studies were also categorised according to the reporting of a list
of criteria describing risk of bias and other methodological quality items. The results

of this categorization are presented in Chapter 6.

3.3.2.1.1 Experimental approaches to modelling

Experiments describing animal models of psychotic disorders were broadly
clustered into the four different groups mentioned in the literature: pharmacological-,
genetic-, developmental- and lesion-induced models (Jones et al., 2011). Studies
reported using one or a combination of these methods for model induction. The
lesion group encapsulated models using high frequency stimulation, temporary
inactivation and full lesions. For methods used, which did not quite fit into any of
these four categories, | created additional categories. | created a category labelled
»Environmental” to describe interventions that | considered environmental triggers in
humans, as opposed to pathologic risk factors. This category mainly involved
various forms of inducing stress in mature animals. As predominantly it is thought
that schizophrenia is an early neurodevelopmental disorder (Corcoran et al., 2002), |
considered environmental influences in later life as being different to those applied
during early development of the animal. Examples of this latter method were
categorised as developmental animal models instead. | only considered
‘environmental’ inductions to be a valid animal model if they had been combined
with another method of model induction. Similar to this, ’Adjunctive’ models included

interventions that by themselves would not be sufficient to induce an animal model
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of psychosis, however, when given supplementary to another intervention such as a

pharmacological intervention, it could be considered a valid model.

Further additional categories were modelled on classifications presented in ICD-10
and DSM-5, namely substance-induced psychotic disorder, medication-induced
psychotic disorder and psychotic disorder due to another medical condition. Those
initially categorised as animal models of substance-induced psychotic disorder were
eventually combined with other pharmacological models as many pharmacological
models of schizophrenia are also considered to be substances of abuse in humans
(Steeds et al., 2015). The final two categories were labelled as 'puerperal psychosis’
and 'menstrual psychosis’, neither of which are officially recognised by current
psychiatric nosology, however, these were described in the literature as separate
entities and therefore categorised here as such. Of course, publications often
reported on more than one of these models within the same study, and therefore all
possible reports of a model were recorded. 762 studies (20% of all included studies)
reported combining some of these models to measure their effects in animals, and

these | regarded as combination models in later stages of the project.

Through this broad grouping of induction methods it is very clear that the models
most often reported in the literature were pharmacologically induced (Table 3.1).
The most common method of inducing a model was through the administration of a

pharmacological agent. There were 4517 reports of pharmacological intervention

Table 3.1 Prevalence of model induction method used to induce
animal model of psychosis reported in the literature

Pharmacological 4517 67.4%
Developmental 877 13.1%
Genetic 838 12.5%
Lesion 211 3.1%
Environmental 137 2.0%
Observational or Trained 68 1.0%
Psychotic Disorder Due to

Another Medical Condition 29 0.4%
Menopausal psychosis 16 0.2%
Adjunctive 6 0.1%
Medication-induced Psychotic

Disorder 3 0.04%
Puerperal psychosis 1 0.01%
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used in the literature, accounting for 67.4% of all methods reported in the literature.
Lesion studies were the least widely reported animal models of schizophrenia in the

literature out of the original main four categories for models of schizophrenia.

| wondered if these observations might be explained by these models having been
used for longer than other model induction methods. When looking at changes in
reporting over time, data indicates that pharmacological models have predominated
the pre-clinical research field of psychotic disorders (Figure 3.3). While in recent
years the use of genetic and developmental models has increased, pharmacological
manipulations have continued to be at the forefront of research ahead of all of the

other models reported in the literature.

Overall, through categorisation of the literature | found 852 different ways reported
to induce or potentiate animal models of psychotic disorders (see Appendix Il.
Results of categorisation of the literature: Complete list of model induction methods
used, behavioural outcomes measured, and treatment compounds tested).
Pharmacological models accounted for the largest proportion of these models
(Table 3.2). In total 309 different pharmacological models were recorded to be
reported in the literature. This was followed by 292 different genetic interventions
and 129 different ways of inducing developmental animal models of schizophrenia.
Many of the individual methods used to create these models were reported in the

literature only a handful of times.
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Figure 3.3 Prevalence of types of model induction methods reported in the literature over time

Table 3.2 Methods used to induce model of psychosis

categorised

Pharmacological 309 36.3%
Genetic 292 34.3%
Developmental 129 15.1%
Lesion 73 8.6%
Environmental 20 2.3%
Psychotic Disorder

Due to Another

Medical Condition 19 2.2%
Observational or

Trained 3 0.4%
Adjunctive 3 0.4%
Medication-

induced Psychotic

Disorder 2 0.2%
Menopausal

psychosis 1 0.1%
Puerperal psychosis 1 0.1%
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As mentioned, many pharmacologically induced animal models of psychosis used
substances of abuse and therefore could also be classed as substance-induced
psychotic disorder (Figure 3.4).

|
Cocaine

Amphetamine (852}

Dizocilping (618)
" - " : Phencyclidine (615)
Dizocilping [

Ketamine (235)
Methamphetamine {180)
Cocaine (122}
Delta-9-tetrahydrocannabinol {111)
DOl (80)
Scopalamine (79)
H s Quinpirole {70

Apomorphine | Ketamine [ WK
Caffeine (36)
MDMA (33)
WIN 55,212-2(22)

Figure 3.4 Top 15 interventions used to induce an animal model of psychosis
pharmacologically

Numbers in brackets show the number of publications reporting these models in the
collated literature.
Genetic models were the second most widely reported group of methods used to

induce animal models of psychosis in the literature. The number of different genetic
manipulations to create these animal models was high and accounted for about a
third of all models in the final list (Figure 3.5).

CB1 R VDBM phogs o
| and substrains
KO KO DISC1 mutation (35)
Nrg1 heterozygous (28)
BALB/C mice (26)
m u DAT knockout (23)
KO KO
Dysbindin-1 deficient Sandy mouse (22)
STOP null mouse (19)
Dysbindln_1 COMT heterozygous or knockout (10)
Ree I e r deﬁc|ent Sandy D2R knockout (10)

comT HET/ | DIR

KO |
Reeler mouse (heterozygous) (23)
mGIuRS knockout (10)

CB1R knockout (9)

D1R knockout (9)

NR1 knockout (9)
Brattieboro (BRAT) rats (8)

mouse (HET) | mouse

Figure 3.5 Top 15 genetic manipulations used to induce an animal model of psychosis

Numbers in brackets show the number of publications reporting these models in the
collated literature.
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Developmental models were almost as widely reported as genetic models in the

literature, however, the number of actual models within this group was much less.

This group mainly involved pre- and postnatal infections of pups as well other early

disruptions to development, including obstetric complications and early damage to

the brain (Figure 3.6).
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Meonatal Ventral Hippocampal (WWH) Lesion (131)
Isolation Rearing (121)

aternal Immune Activation {poly | C) (88)
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Waternal Deprivation (43)
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Maternal Immune Activation (LPS) (28)

Perinatal Anaxia, Hypoxda or Asphyxa (26)
Perinatal PCP (25)

Prenatal Vitamin D Deficiency (18)

Cesarean Section Birth (17)

Maternal Immune Activation {Influenza Yirus) (17)
Adolescent THC (13}

Cuprizane (CPZ) (10)

Meonatal Amygdala Lesion (9]

Figure 3.6 Top 15 interventions used to induce a developmental animal model of

psychosis

Numbers in brackets show the number of publications reporting these models in the

collated literature.
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Lesion models were far less widely reported in the literature compared to the other
main groups of induction methods. Lesions in this category were mostly introduced
in adulthood, as any lesions given at a young age were categorised as

developmental animal models.

5,7-DHT 5,7-DHT lesion
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6-OHDA neurotoxic lesion of medial prefrontal cortex (10}
H I p poca m pal Cholinergic Denervation of Nucleus Basalis Magnocellulars (8)
Haben ula Entortinal Cytatoxic Lesions (8)
Leslon . Hippocampus or hippocampal formation lesion (7)
I eS | 0 n 5,7-DHT lesion in dorsal raphe nucleus (6]
. . 6-OHDA neurotoxic lesion of nucleus accumbens (6)
5,7-DHT lesion in median raphe nucleus (5)
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M ed I a I Lesions hippocampal | gorsal raphe Prafrontal Cortex Lesion (5)

formation nucleus 5,7-DHT lesion in dorsal hippocarnpus (4)

P refrontal C tOX|C lesion (DRN) 5,7-DHT lesion in ventral hippocampus (4)

Cholinergic
CO rteX 6-OHDA neurotoxic | Denervation of

. lesion of medial Nucleus Basalis
LeS|On prefrontal cortex Magnocellularis

Figure 3.7 15 most widely reported lesion models in the preclinical psychosis field

Numbers in brackets show the number of publications reporting these models in the
collated literature.

3.3.3 Outcome measures reported in the literature

Categorising studies according to type of outcome they were measuring revealed
that most studies reported behavioural outcomes. In total, 2951 studies (77%)
reported measuring effects on behaviour, 358 studies (9%) reported anatomical
outcomes, 476 studies (12%) reported electrophysiological and 1601 studies (42%)

reported neurochemical outcomes.

Behavioural measurements were further classed according to the test that was
being used, the corresponding behaviour this test was thought to measure in the
animals and the human behaviours that these animal behaviours are thought to

have relevance to.
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The most common human symptoms to be modelled in animals were psychomotor
agitation, anxiety and sensorimotor gating. Psychomotor agitation was based on
measurements of animal behaviours such as locomotor performance and
stereotyped behaviour and was reported in 2488 publications (84% of all studies)
(Table 3.3). Other widely reported measures included measures relevant to negative
symptoms such as anxiety-like behaviour in animals, and behaviours of relevance to
cognitive deficits such as learning and memory and, in some ways, sensorimotor

gating.

Table 3.3 Human behaviours of relevance to outcomes reported to be measured in the
preclinical literature

Number of
Category of Human Behaviour thought to Animal behaviours measured within this category publlcat.lons
be measured reporting
measurement

Psychomotor agitation Motor performance, Stereotyped behaviour 2488
Anxiety Anxiety-like behaviour 1455
Sensorimotor gating Latent inhibition, Sensory gating 1227

Affective learning, Associative learning, Attention and Memory,
Learning and Memory Avoiqance Learning, Discrimination learning and memovry, Latent 1165

learning, Long-term memory, Reference Memory, Working

memory, State-dependent retention, Relational memory
Social behaviour Social behaviour 451
Depression Behavioural despair 148
Attention Attention 120
Executive functioning Cognitive flexibility, Problem-solving 91
Motor Co-ordination Motor co-ordination 88|
Pain sensitivity Nociception 77
Avolition Motivation, Reward-seeking behaviour 59
Anhedonia Hedonic reaction to reward, Reward sensitivity 35
Impulsivity Avoidance behaviour, Decision-making, Impulsivity, Risk taking 33
Hallucination Hallucinatory-like behaviour 32
Other general abnormal behaviours Natural behaviours 27
Aggression Aggression 19
Olfactory dysfunction Odour discrimination, Olfaction 17
Brain lateralization Functional brain asymmetry 16|
Psychotic polydipsia Polydipsia 15
Empathy (evolutionary precursor) D2 receptor priming 11
Interval timing Timing 11
Tardive dyskinesia Spontaneous orofacial movements 10,
Insomnia Sleep-wake pattern 7
Mother-infant interaction Mother-infant interaction
Central nervous system and dopaminergic . . .

. Central nervous system and dopaminergic activity 3

activity
Communication deficits Communication 3
Epileptic-like outcome Epileptic-like outcome 3
Human laughter Positive affect 3
Discriminative stimulus properties of drugs [Discriminative stimulus properties of drugs 2
Sensitivity to cannabinoids Sensitivity to cannabinoids 2
Taste sensitivity Taste sensitivity 2
Activation of the opioid receptor system Activation of the opioid receptor system 1
Catatonia Catatonia 1
Perseveration Perseverative behavior 1
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Furthermore, data shows that this measure of behaviour has continuously
dominated the pre-clinical research field among all other measures of behaviour in

animal models of psychotic disorder over the years (Figure 3.8).

Prevalence of outcomes reported in the literature over time
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Figure 3.8 Prevalence of human behaviours of relevance to outcomes being
assessed in animal models of psychosis over time

In total 336 different behavioural outcome tests were recorded to be reported in the
literature. Figure 3.9 shows the 10 most commonly reported tests in the literature to
measure psychomotor agitation (for the full list of behaviours, see Appendix II.
Results of categorisation of the literature: Complete list of model induction methods
used, behavioural outcomes measured, and treatment compounds tested). These

mainly included a measure of locomotor activity and other measures of stereotyped

behaviour.

70



Locomotor

activit

Head
twitch Head
[esponse] weaving

Stereotyped
sniffing

Locomotor activity {1544}
Stereotyped behaviour (301)
Stereotyped grooming (34)
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: . Head twitch response (57}
grooming activity Head weaving (36)
Catalepsy (239)

Circling behaviour (26)

Stereotyped
behaviour

Figure 3.9 10 most commonly reported measures of animal behaviour of relevance to

psychomotor agitation

Numbers in brackets show the number of publications reporting these measures in

the collated literature.

Anxiety-like behaviour was the second most widely reported measure in the

literature.

Figure 3.10 shows the 10 most commonly reported tests in the literature to measure

Hole Board
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plus maze

Open field exploration task (196)

field
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J burying

Elevated plus maze (179)
Light-dark test (69)
Hole Board test (49)
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[ESPONSE [Rrearing

this form of behaviour.

Novel object exploration test (38)
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Figure 3.10 10 most commonly reported anxiety-like behaviours in the preclinical
literature

Numbers in brackets show the number of publications reporting these measures in
the collated literature.

Deficits in sensorimotor gating was mainly measured through pre-pulse inhibition,

but also some other tests. Figure 3.11 shows the 10 most commonly reported tests

in the literature to measure this form of behaviour.

Two-
Conditioned | way
taste active
aversion avoidance

Pre-Pulse Inhibition {944)
Conditioned avoidance response (84)
Conditioned emotional response paradigm (59}
Conditioned lick suppression procedure (38)
ICondmoned taste aversion (27)
Twio-way active avoidance (24)
Startle habituation (18)
Two-way (shuttle) avoidance-conditioning task (13}
Auditory evoked response (9)
.Condlt\oned olfactory aversion (7)

Figure 3.11 10 most commonly reported behavioural measures in animal models of
psychosis of relevance to sensorimotor gating

Numbers in brackets show the number of publications reporting these measures in
the collated literature.

Finally, disrupted learning and memory in animal models of psychosis was

measured using a wide variety of different tests. Figure 3.12 shows the 10 most

commonly reported tests in the literature to measure this form of behaviour. Many of

these tests were described in different ways, however, could have been otherwise

different versions of the same test.
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Figure 3.12 10 most commonly reported behavioural measurements in animal models
of psychosis of relevance to deficits in learning and memory

Numbers in brackets show the number of publications reporting these measures in
the collated literature.

3.3.4 Treatments reported in the literature

| also included experiments in my review that looked at the effects of treatment
drugs in these animal models. In total 1796 studies (47% of all studies) were
categorized to have reported testing the effects of a drug in an animal model of a
psychotic disorder. This identified a total of 946 different compounds in the literature

as having been tested in animal models of schizophrenia.

The most commonly reported therapeutic agents in the literature are mainly
understood to exert their effect on dopaminergic pathways in the brain and included
many currently licensed antipsychotics (Table 3.4- showing top 25, for a full list of
treatments see Appendix Il. Results of categorisation of the literature: Complete list
of model induction methods used, behavioural outcomes measured, and treatment
compounds teste). Other pathways often targeted in the brain included modulations
of neurotransmitters such as serotonin, glutamate, GABA, acetylcholine, and

noradrenaline.
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Table 3.4 25 most commonly reported treatments tested in animal models of
psychosis in the literature

Drug Mechanism of action System affected pt::?c:::ozfs
Haloperidol Dopamine D2 receptor antagonist Dopamine 586
Clozapine Serotonin 5-HT2A/2C receptor antagonist and dopamine D2/D4 receptor antagonist [Dopamine and Serotonin 464
Risperidone Dopamine D2 receptor antagonist and serotonin 5-HT2A receptor antagonist Dopamine and Serotonin 168|
Olanzapine Dopamine D2/D3{D4 receptor antagor.ﬂst, serotonin 5-HT.ZA/S-HTZB/S-HTZC/S-HTS Dopamine, Noradrenaline 13

receptor antagonist and a-1 adrenergic receptor antagonist and Serotonin
SCH23390 Dopamine D1 receptor antagonist Dopamine 69
Chlorpromazine Dopamine D2 receptor antagonist Dopamine 64
Sulpiride Dopamine D2 and D3 receptor antagonist Dopamine 48|
Raclopride Dopamine D2/3 antagonist Dopamine 44
MDL 100907/M100907 |Serotonin 5-HT2A receptor antagonist Serotonin 44
Nicotine Nicotinic acetylcholine receptor agonist Cholinergic 42|
PieiEle Zz;‘::::;i?);?r;eciepitir:ggo:r;zt, serotonin 5-HT2A receptor antagonist and Dopamine and Serotonin 2)
e e Tt oo e S paparine raseonn | 9
Diazepam GABA A receptor antagonist GABA 39
SR141716/Rimonabant |Cannabinoid CB1 receptor antagonist Cannabinoid 30,
LY379268 Glutamate mGIuR 2/3 receptor agonist Glutamate 27|
D-Serine Co-agonist of glutamate NMDA receptor Glutamate 26,
Ritanserin Serotonin 5-HT2 receptor antagonist Serotonin 25
Ketanserin Serotonin 5-HT2 receptor antagonist Serotonin 25
WAY 100635 Serotonin 5-HT1A receptor antagonist Serotonin 25
Prazosin Adrenergic alpha-1 adrenoceptor antagonist Noradrenaline 22
8-OH-DPAT Serotonin 5-HT1A receptor agonist Serotonin 21
Ziprasidone Dopamine D2 receptor agonist and serotonin 5-HT2 receptor antagonist Dopamine and Serotonin 21
Fluoxetine Selective serotonin reuptake inhibitor Serotonin 21
LY354740 Glutamate mGlu2/3 receptor agonist Glutamate 20,

Drugs thought to modulate the dopamine system were most commonly reported in

the literature. Figure 3.13 shows the 15 most commonly reported drugs acting on

this neurotransmitter.

- =

Raclopride

Clozapine

Haloperidol

Figure 3.13 15 most widely reported dopaminergic treatment drugs in the literature
Numbers in brackets show the number of publications reporting these treatments in

Chlorpromazine

Olanzapine

the collated literature.

Risperidone

Quetiapine (39)
Ziprasidone (21)
Imipramine (18}
Estradiol (18)
Thioridazine (18)

Halaperidol (586}
Clozapine (464)
Risperidone (168)
Qlanzapine (113)
SCH23390 (69)
Chlorpromazine (64}
Sulpiride {48)
Raclopride (44)
Aripiprazole {42)
Reserpine (17}
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Modulation of serotonin was also popular in the field as a number of drugs

administered as therapeutic compounds are thought to exert their action on

serotonin receptors. Figure 3.14 shows the 15 most commonly reported drugs acting

8-OH-
DPAT Estradiol

on this neurotransmitter.

= - WAY o
isperidone |iosss {===ls
ICIozapme (464)
= Risperidone (168)
Ketanserin | ziprasidone |FItioXetine Olarzapine (113)
MDL 100907/1100807 (44)
Aripiprazole (42)
Quetiapine (39)
H = Ritanserin (25)
Quetiapine |Rritanserin Ketansarn (25)
WYAY 100635 (25)
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Ziprasidone (21)
M D L Fluoxetine (21)
Imipramine (18}
Ea Estradiol (18)
1 O O 9 07 Aripiprazole Reserpine (17)

Clozapine

Figure 3.14 15 most widely reported serotonergic drugs treatment drugs in the
literature
Numbers in brackets show the number of publications reporting these treatments in
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Finally, glutamate is another widely studied pathway in animal models of psychosis

and Figure 3.15 shows the 15 most commonly reported drugs acting on this
neurotransmitter.

LY379268 -
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LY379268 (27)
D-Serine (26)
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— D-cycloserine (15)
L'Y341495 (14)
Lithium (14)
u Carbarnazepine (11)
LY279268 (9)
CDPPB {3-Cyano-N-(1,3-diphenyl- 1H-pyrazol-5-ylibenzamide) {9}
Minocycline {7}
D_ CNQX {6-cyano-T-nitroquinoxaline-2,3-dione) (7)
o 1 1 SSR504734 (7)
Cycloserlne LY341495 thhlum MPEP (2-Methyl6-(phenylethymyljoyricine) (6)
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Figure 3.15 15 most widely reported glutamatergic treatment drugs in the literature
Numbers in brackets show the number of publications reporting these treatments in
the collated literature.
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In total 734 treatments (76%) were categorized as having been reported a twice or

less, with 587 of these reported only once (62% of total treatments reported).

3.4 Discussion

A broad search of the literature identified a substantial amount of studies of potential
relevance to animal models of psychosis and psychotic disorders. The 29% of
publications included to be of relevance after the second phase of full-text screening
was higher than initially expected, however, likely a result of the broad
inclusion/exclusion criteria. On this initial screening of identified studies at an
abstract level we categorised publications to be overwhelmingly reporting animal
experiments of relevance to schizophrenia. Very few studies could be classed as

anything other than this.

3.4.1 Methods used to induce the model

Through categorization of publications in phase Il of the project, over 800 different
inductions were recorded to be reported as of relevance to psychosis or more
specifically schizophrenia. This number is volumes bigger than what is normally
referenced in the literature in reviews of animal models of schizophrenia. A
summary resource published by the Schizophrenia Research forum that aims to
provide a comprehensive list of animal models used for research in schizophrenia,

referenced 149 different models (Koenig, 2014).

This substantial difference might be explained by the approach of this review when
categorizing models. As a broad review | wanted to capture the field as it is and
portray it without any subjective selection bias on my part. As a result the
compilation presented here is a list of all animal interventions that have been
reported in the literature to bear relevance to a psychotic disorder (in most cases
schizophrenia) in the clinic. Arguably perhaps some of the models identified here
would not be classed as classical models of schizophrenia per se, but of course this
interpretation is subjective and there are no pre-defined criteria on this (Nestler and
Hyman, 2010). Of course animal modelling for psychiatric disorders is especially
challenging because the boundaries between different disorders especially their
clinical profiles are often hazy and subjective (Hyman, 2010). Moreover, due to our
limited understanding of these disorders in terms of pathophysiology, a lack of valid

biomarkers and objective diagnostic tests, it is difficult to create true models of these
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human disorders. Nevertheless, in the literature it is a common acceptance that
animal models of schizophrenia are unlikely to and therefore are not required to
model the entire spectrum of symptoms associated with the disorder to be classed
as a valid animal model of schizophrenia (Fernando and Robbins, 2011). As a result
authors often refer to their animals as models of schizophrenia even when they are
simply assessing for signs believed to be representative of the positive symptoms in
schizophrenia. In fact it is recognised in the literature that an animal model of
schizophrenia can be used for the purpose of further understanding a specific
aspect of the disease, further exploring the validity of risk factors or for testing the
efficacy of potential therapeutic drugs (Moore, 2010). For these reasons | did not
exclude any models reported to be of relevance in the field. Unfortunately this
relaxed approach to modelling also means that some animal models identified here
might not be specific to schizophrenia and experimental setups might have
relevance to other psychiatric disorders of similar etiology, genetic risk or clinical
profiles (Doherty and Owen, 2014). This supports the belief held by some
researchers in the field that a lack of progress in psychiatric research thus far can
likely be attributed, at least in part, to current polythetic — categorical classification
systems (Hengartner and Lehmann, 2017). In fact, it was often observed that a
publication would report an experimental model setup as being of relevance to
multiple psychiatric disorders, one of them being a psychotic one. How differential
labelling of studies being of relevance to multiple disorders affects the field and

conclusions drawn in reviews as this one, | discuss later in Chapter 7.

3.4.1.1 Pharmacological models

Overall, most models recorded could be classed as pharmacological interventions
and these were also the most widely reported group of models in the literature. A lot
of models of substance-induced psychosis fell into this category as many stimulant
drugs are used to induce animal models of relevance to schizophrenia (Steeds et
al., 2015). Data collected here shows that these models have predominated the
preclinical research field since the 1950s. The popularity of pharmacological
methods to induce animal models of schizophrenia stems from early observations
by Young and Scoville in 1938 that psychostimulants like amphetamines can induce
a psychotic-like disorder in humans (Potvin et al., 2005). These animal models are
based on our understanding of how different neurotransmitter systems may be

affected in schizophrenia and therefore are thought to have good construct validity
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for the disorder (Marcotte et al., 2001), despite the fact our understanding of the
underlying biology is still very much limited. Due to the schizophrenic-like symptoms
these drugs are able to create or exacerbate when administered in humans, these
models are thought to also have good predictive validity for schizophrenia (Marcotte
et al., 2001). Although it is important to note that in the clinic in some cases
psychotic symptoms only arise after chronic administration of these drugs (e.g.
amphetamine) (Steeds et al., 2015), whereas animal models often employ acute
experimental paradigms using the same drugs. One major limitation of these models
is their lack of etiological validity — in that they are unable to induce changes across
multiple different neural systems, which is thought to be part of the complex
pathophysiology of the disorder (Nestler and Hyman, 2010). Importantly, any
treatment compounds discovered through the reversal of the effects of these
psychotic pharmacological agents are constrained by the pharmacology of these
agents to the specific mechanisms they are acting on (Moore, 2010). This means
that novel treatments found to work in these models are compounds that are simply
able to attenuate or reverse the specific effects of the manipulation itself (Wilson et
al., 2010). This has limited the utility of these models in finding treatments with novel
routes of action and treatments for negative and cognitive deficits, and as a result,
novel therapeutics developed in these models have led to a large number of false

positive compounds that show little or no efficacy in clinical trials (Moore, 2010).

Another major limitation of these models is that they often fail to recapitulate the
clinical nature of schizophrenia, which is a chronic, neurodevelopmental disorder,
marked by transient combinations of different symptoms predominating at different
stages (Steeds et al., 2015). Nevertheless, these models have been popular
because they are easy and quick to perform and have been influential in forming the
three most well-established theories of schizophrenia: the dopamine, the serotonin

and the glutamate hypotheses (Geyer and Moghaddam, 2002).

3.4.1.2 Genetic models

As our understanding of the underlying biology of schizophrenia has increased over
recent years in terms of what pathophysiological, genetic and environmental risk
factors are associated with the disorder, models using lesion, genetic and
developmental methods of ‘schizophrenia’ induction have also been introduced. We
see from the data here that these models only really became more popular in the

literature from 1990s onwards. Genetic and developmental models are mostly
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examples of “risk factor models” whereby methods used to induce the model are
based on our knowledge of susceptibility genes for schizophrenia or early
environmental risk factors such as increasing paternal age, prenatal immune
activation or stress of the mothers and other adverse early life experiences (Moore,
2010).

Genetic models have included complete knockouts, heterozygotes or conditional
knockouts of genes of relevance, as well as transgenic overexpression of some
genes, which tend to be based on post-mortem observations of genes upregulated
in schizophrenic individuals. Limitations of these approaches are that the functional
effects of genetic variants associated with schizophrenia are not always well
understood. The association between the gene manipulated in a model and the risk
for schizophrenia is not robust and therefore a knockdown or knockout of the gene
in an animal is not necessarily homologous to the variation seen in humans with
schizophrenia (Moore, 2010; Powell and Miyakawa, 2006). A recent GWAS study of
schizophrenia did not find any common genetic variants that contributed a
meaningful effect at genome-wide levels of significance (Ripke et al., 2013). While
about 8,300 independent SNPs have been estimated to contribute to the aetiology
of schizophrenia collectively through the same study, individually these alleles have
a weak effect on schizophrenia risk. Exome sequencing studies have also not found
significant support for any individual genes (Purcell et al., 2014) and early
discoveries of candidate genes related to schizophrenia have also not been
supported by these larger studies (Nutt and Need, 2014). Any possible candidate
genes confirmed to be of relevance in future, will likely only be relevant to a small
proportion of individuals with schizophrenia (Nutt and Need, 2014). As
schizophrenia is thought to involve a large number of different genes, models
focusing on single genes are unlikely to faithfully model the disorder in the
laboratory. Nevertheless, genetic models can still be informative, but arguably only

to a certain extent.

3.4.1.3 Developmental models

Developmental models were equally as prevalent in the literature as genetic models.
Given the limited translational relevance of animal models of schizophrenia using
pharmacological or genetic interventions, and the amount of evidence supporting
the neurodevelopmental hypothesis, developmentally impaired animal models seem

like a promising approach to improving understanding of underlying pathophysiology
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and translating these insights into the clinic. These models are based on evidence
that suggests that adverse environmental hits, especially during early life increases
the risk of the development of schizophrenia (Dean and Murray, 2005).The
observations that symptoms usually arise in adolescence or early adulthood further
support the belief that the underlying pathology begins in early brain development
(Powell, 2010). Advantages of these models include the absence of any
confounding drug or surgical interventions when testing novel compounds of
therapeutic value, so that therapeutic compounds, which act of multiple
pharmacological mechanisms can still be detected. This would allow for the
discovery of treatment drugs which work differently to established medication and
would potentially treat symptoms not being managed adequately by current
medication (Jones et al., 2011). Moreover, developmental models offer a unique
condition for the investigation of schizophrenia during early life and the prodromal
phase of the disorder before symptoms arise, potentially leading to the identification
of disease-modifying agents (Geyer et al., 2012). One major downside to these
models is their lack of specificity to schizophrenia or any other psychiatric disorder
for that matter (Nestler and Hyman, 2010). For example, early life stress is a risk
factor for a multitude of psychiatric conditions in later life (Carr et al., 2013). As
previously mentioned, where stress was not administered in early life | classed
these interventions under the “environmental models” category. | believe these
disturbances do not necessarily cause the disorder and in many cases do not lead
to the manifestation of psychotic symptoms, however, they can trigger existing
vulnerabilities and so if coupled with these then they too can contribute to the
manifestation of the disorder (Corcoran et al., 2002). The face, construct and
predictive validity of three commonly used developmental animal models are

explored in further detail in Chapter 4.

3.4.1.4 Lesion models

The fourth major group of animal models of schizophrenia are lesion models, which
have been far less frequently reported in the literature compared to the other models
mentioned above. Lesion models are usually created to try to recapitulate the
neurodevelopmental and neurodegenerative theories of schizophrenia and involve
targeted lesioning of brain tissue in animals using electrolytic, aspiration lesions or
chemically induced lesions through the use of excitotoxic agents (Marcotte et al.,

2001). Research implicating the prefrontal cortex, hippocampus and thalamus in
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schizophrenia has meant that many lesion models have focused on these areas of
the brain in preclinical schizophrenia research (Marcotte et al., 2001). In this
category | mainly classed lesions induced in adulthood, as | believe any lesions in
the brain created during early development is likely to affect early maturation of the
brain and should therefore instead be classed as a developmental model. This
includes the widely reported animal model using neonatal lesioning of the ventral
hippocampus. This is not always categorised the same in the literature (Jones et al.,
2011). An important distinction between lesions created during early development
and in adulthood is that early lesions like other developmental models of
schizophrenia are able to show a delayed onset of behaviours thought to be of
relevance to human symptoms (Marcotte et al., 2001). Lesion models are thought to
be of limited relevance to schizophrenia. Primarily because while anatomical
abnormalities are observed in the brains of schizophrenic individuals (Karlsgodt et
al., 2010), there is no evidence to suggest that these cause the psychotic disorder in
question (Nestler and Hyman, 2010). Moreover these models show much more
extensive damage than what is normally seen in human brains affected by

schizophrenia (Marcotte et al., 2001).

3.4.1.5 Combination models

Administration of psychotomimetic agents is often combined with other models to
create a multi-hit model thought to have more construct validity for complex
psychotic disorders such as schizophrenia (Mattei et al., 2015). In the literature a
mere 20% of publications reported combination models, however, showing that
future studies could focus more on these experimental paradigms. There is a lot of
discussion in the field about whether we need to move away from using simple
models to study schizophrenia in animals. This has seen the increase in the use of
combination models that combine more than one method of induction to try to
recapitulate the complexity of the neurodegenerative schizophrenia phenotype that
arises from an interplay of multiple altered genes, abnormal neurotransmission
systems and environmental factors (Sarnyai et al., 2015). To account for these
factors and the late adolescent onset of schizophrenia, a “multi-hit” model of
schizophrenia has been proposed, where there is an early disruption to the
development of the central nervous system, which produces a long-term
vulnerability to other hits that will cause the manifestation of symptoms associated

with the disorder. It is thought that the development of schizophrenia is a result of
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the convergence and interaction of genetic, environmental and other vulnerability
risk factors in a cumulative manner during critical periods of neurodevelopment
(Davis et al., 2016). Therefore, these kinds of combination models are thought to be
a reliable way of integrating these developmental, genetic and environmental factors
that are thought to cause the pathogenesis of schizophrenia in humans and be able
to produce more valid animal models of the disorder (Maynard et al., 2001; Sarnyai
et al., 2015). These models are also beneficial in broadening our research targets to
include more opportunities to study other symptoms of schizophrenia, potentially
improving the clinical relevance of data collected in animal studies. For example, it is
said that the cognitive deficits of schizophrenia precede symptoms of psychosis in
many cases, by an average of 9 years (van Oel et al., 2002), and their treatment is
usually associated with a better therapeutic outcome (Mintz and Kopelowicz, 2007).
Despite these arguments for the possible superiority of combination models, simple
models are still believed to have utility in research without fully recapitulating the
disease (Pratt et al., 2012). Importantly, however, the predictive value of any of our
current models is still not clear as they have not yet led to the development of any

clinically approved therapeutics (Geyer et al., 2012).

3.4.2 Outcome measures reported

As with models, | attempted to capture the field as it was reported. While outcomes
have been categorised according to what is commonly claimed in the literature in
terms of what a behavioural outcome measure in these animals is measuring, this
can vary from study to study. | also attempted to group behavioural tasks and
measures according to what they were suggested to measure. Often it was very
difficult to class some of these behavioural outcome measures because many
studies would report the apparatus that they had used to measure behaviour with
and not the actual behaviour that was being analysed (e.g. T-maze as opposed to a
measure of spontaneous alternation). Moreover, | found that many studies would
report the same outcome measures using different names and experimental setups,
or reporting it as measurements of different concepts making comparisons between
different experiments and drawing conclusions from a group of similar experiments
difficult. It is imperative that future studies make it clear exactly what aspect of a
disorder is being studied so that the results and conclusions drawn have maximum

predictive validity.
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3.4.2.1 Measures of relevance to positive symptoms

Positive symptoms, which include hallucinations and delusions in humans, are
difficult to recapitulate in animals as in humans they are diagnosed through verbal
reporting and therefore it is not clear how effectively animal model-based
biomarkers are able to model these symptoms (Steeds et al., 2015). Some studies
refer to hallucinatory-like behaviour, however, of course this is a highly subjective
measure of behaviour. Other animal behaviours thought to be analogous to positive
symptoms include a measure of locomotion (i.e. usually a measure of hyperactivity)
and stereotyped behaviour. While this behaviour does not correspond to any
cardinal symptoms of schizophrenia (Nestler and Hyman, 2010)it is thought to be of
relevance to psychomotor agitation in human schizophrenic individuals (Powell and
Miyakawa, 2006). Changes in this domain of behaviour in animals is often measured
in response to psychostimulants, NMDA receptor antagonists or novelty. Data
collected here shows that this is the most widely reported measure of behaviour in
the preclinical field of psychotic disorders. The advantages of this measure of
behaviour are that it is easily carried out and shows sensitivity to antipsychotic
drugs. Therefore, while this measure of behaviour is thought to have good predictive
validity for antipsychotic efficacy in humans, it also has a number of limitations. First,
in the clinic psychomotor agitation in schizophrenia is not overly common in
individuals with only about 20% of all those experiencing schizophrenia presenting
with episodes of agitation during their lifetime (Garriga et al., 2016). Moreover,
locomotion is not a behavioural measure which is specific to the schizophrenia
research field and is also widely used in other preclinical fields of research (Bailey
and Crawley, 2009; Mchedlidze et al., 2011; Tatem et al., 2014). Moreover, as
enhanced dopaminergic activity is thought to underlie the behaviour (van den
Buuse, 2010), any treatment drugs that show response using this measure of
behaviour are likely to only lead to the identification and development of more

dopaminergic drugs.
3.4.2.2 Measures of relevance to negative symptoms

Negative symptoms are deficits in normal function and include symptoms of blunted
effect, asocial behaviour, lack of motivation and impoverished speech (Nestler and
Hyman, 2010). In the clinic negative symptoms are often diagnosed through

interview-based approaches or through self-reporting (Barnes et al., 2014), which is
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not something that is easily modelled in animal studies of course. Intrinsically human
symptoms such as poverty of speech and blunted affect are especially difficult to
model in animals (Sahin et al., 2016). However, research looking at ultrasonic
vocalizations as shown here and discussed elsewhere, might be an experimental
procedure in animals of some relevance to even unique behaviours like
communication (Ferhat, Torquet, Le Sourd, 2016). Data collected here also shows
that social behaviour and anxiety-like behaviour is widely reported in the literature,
however, measures of affective state are far less prevalent. Measures of affective
state and emotional regulation are important in human social interaction and
communication (Sahin et al., 2016), therefore the strength of the inferences that can
be made from animal social behaviour to human symptoms of social withdrawal are
questionable. Current antipsychotics do little for improving negative symptoms
associated with psychotic disorders, and development of new drugs is limited by our
poor understanding of the underlying mechanisms mediating many of the symptoms
in this domain (Young and Markou, 2015). Cognitive Neuroscience Treatment
Research to Improve Cognition in Schizophrenia (CNTRICS) and Cambridge
Neuropsychological Test Automated Battery (CANTAB) are two initiatives, which
have been developed in recent years to aid the development of cross-species
tests that can be used to study specific domains of schizophrenia symptoms (See
www.cntrics.ucdavis.edu and www.cambridgecognition.com/cantab). So far, it has
been recognised that studies trying to understand the neural mechanisms
underlying behaviours of relevance to negative symptoms in animals have mainly
used non-operant tasks (Young and Markou, 2015). It is believed that these
neuromechanisms might be better understood by using more objective behavioural
tests in preclinical studies that are similar to behavioural tests used in humans
(Young and Markou, 2015). Finally, behavioural tests for negative symptoms are
limited by the knowledge that specific negative symptoms may develop through
varied mechanisms as they are not specific to schizophrenia and are implicated in

other disorders like depression, autism and anxiety (Nestler and Hyman, 2010).

3.4.2.3 Measures of relevance to cognitive deficits

Cognitive deficits are described as core disturbances in psychotic disorders (Barch
and Sheffield, 2014), and are associated with many other psychiatric disorders
(Millan et al., 2012). They include impairments in attention and vigilance, working

memory, reasoning and problem solving, processing speed, visual and verbal
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learning and memory and social cognition (Nuechterlein et al., 2004). This domain of
symptoms is also an important determinant of functional impairment and quality of
life (Savilla et al., 2008). They precede all other symptoms and are relatively
unresponsive to current antipsychotics available (Davidson et al., 2009). In
recognition of this unmet clinical need and the need for the development of novel
therapeutic compounds which address these symptoms in the clinic, initiatives such
as the Measurement and Treatment Research to Improve Cognition in
Schizophrenia (MATRICS), CNTRICS and Treatment Units for Research on
Neurocognition and Schizophrenia (TURNS) programs were set up. These initiatives
aim to identify important domains of cognitive impairment in schizophrenia and how
to best measure and thus treat these in the clinic (Pratt et al., 2012 and see

www.MATRICS.ucla.edu). In animals it is extremely difficult to assess concepts

such as thought or verbal learning and memory (Powell and Miyakawa, 2006) and
therefore preclinical studies index certain cognitive function-related behaviours
rather than be able to directly quantify it (Jones et al., 2011). There are no clear
outlines for preclinical studies on cognitive test batteries, and therefore preclinical
studies can often use behavioural paradigms, which have limited ability to measure
the cognitive domains of interest accurately (Young et al., 2009). Animal behaviours
thought to be of relevance to these symptoms collected from the literature here
include various measures of learning and memory, which is the fourth most widely
reported measure in the literature, along with measures of executive function and
attention. While these are thought to have some extent of face validity for cognitive
deficits seen in schizophrenia in humans, it is not always clear whether a cognitive
task used in animals is measuring the same construct as is affected in humans
(Pratt et al., 2012). Another major limitation of measures of cognitive deficits in
animal models of psychotic disorders is that as with other measures of behaviours
discussed above, they are not specific to schizophrenia. They are also seen in other
neurological and psychiatric disorders; however, whether the disruptions in
underlying neurobiological mechanisms are similar is not clear (Pratt et al., 2012).
Cognitive tasks are also said to be confounded in animals by other factors such as
low motivation or sedation reducing translational relevance of any results seen in
these tests (Pratt et al., 2012). Developing and using tests, which are directly
analogous to tasks that are used to measure the same constructs in
neuropsychiatric test batteries in humans might improve this problem (Powell and

Miyakawa, 2006). For example, a task normally used in humans for measuring
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impulse control, namely the stop signal task has been recreated for use in preclinical
experiments (Eagle and Robbins, 2003). Vice versa examples of tasks usually
measured in animals, such as the Morris Water maze used for the assessment of
spatial working memory has been modelled in a virtual version of this task in clinical
research (Shipman and Astur, 2008). More similarities between the two research

domains are likely to improve translation of knowledge from both sides.

3.4.2.4 Other measures of relevance

Additional abnormalities common in individuals diagnosed with schizophrenia such
as deficits in sensorimotor gating have also been identified. A deficit in an
operational measure of sensorimotor gating, namely pre-pulse inhibition (PPI), has
been observed in many individuals in the clinic with schizophrenia (Braff et al.,
2001).. Data collected here shows that sensorimotor gating is the third most widely
described measure of behaviour in the preclinical literature. PPl has been proposed
in recent years as a biomarker for schizophrenia (Mena et al., 2016). It is suggested
that PPI is one of two neurophysiological measures, which fulfil all of the
MATRICS/CNTRICS criteria and are suitable for use in clinical studies (Light and
Swerdlow, 2014). This criterion expects that a neurophysiological biomarker is
practical and stable over time, has utility as a repeated measure, is associated with
functional outcome, has potential to show sensitivity to therapeutic agents, which is
in line with observations in animals models and has clear links to neural circuits and

behavioural mechanisms involved in the disease (Light and Swerdlow, 2014).

PPl is thought to be strongly driven by genetics in both animals and humans (Light
and Swerdlow, 2014). Evidence shows that there is increased heritability in the
decline of PPl measures in families with higher genetic vulnerability for
schizophrenia (Greenwood et al., 2016). Relatives of individuals with schizophrenia
and subjects with schizotypal personality disorder show deficits in PPI, similarly to
schizophrenic individuals. These deficits are otherwise not seen in control subjects
(Cadenhead, 2011; Cadenhead et al., 2000). Alongside recent studies in the
literature suggesting that PPI levels in schizophrenia show long term stability (Light
et al., 2012; Mena et al., 2016), this supports the idea that PPI deficits are a trait or a
vulnerability marker of psychotic disorders. There is also some evidence to show
that PPI levels correlate with deficits in neurocognition as well as global functional
status (Swerdlow et al., 2006), and vary within individuals based on symptom state,

whereby PPI levels improve with improvements in symptoms (Meincke et al., 2004;
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Minassian et al., 2007). The literature also shows that PPI deficits are responsive to
medication and are improved especially by atypical antipsychotics in schizophrenic
individuals (Mackeprang et al., 2002; Oranje et al., 2002). This suggests that PPI
deficits may also be a state marker of psychotic disorders. Therefore, disturbances
in mechanisms that underlie PPI and information-processing, may both make an
individual susceptible to developing psychosis and vary in relation to acute

symptoms (Meincke et al., 2004).

This measure of behaviour has advantages over many other behavioural measures,
as it is a phenomenon, which can be studied in animals and therefore holds good
face and predictive validity for schizophrenia. It can be measured similarly in both
rodents and humans, with similar results (Powell and Miyakawa, 2006), meaning
this measure is able to increase our understanding of the neural and cellular
substrates that underlie its translatability (Light and Swerdlow, 2014). Despite its
suggested utility for predicting the likelihood of recovery in response to different
types of therapies for cognitive interventions for schizophrenia (Light and Swerdlow,
2014), we must keep in mind its limitations. This measure of behaviour is not
specific either to schizophrenia. It has been documented to occur in many other
conditions including bipolar disorder, obsessive-compulsive disorder and Lewy body
dementia (Geyer et al., 2001; Perriol et al., 2005; Perry et al., 2001), which limits its
applicability as a biomarker specifically for schizophrenia or other psychotic

disorders.

3.4.3 Therapeutic compounds reported to be tested

Overall, just under half of all studies identified to be of relevance in the literature
reported studying potential therapeutic compounds in animal models of psychotic
disorders. Overall, data collected here shows that the maijority of treatments tested
previously target the dopaminergic and serotonergic pathways. In fact, the top nine
therapeutic compounds reported in the literature have all been established to have
some affinity for dopamine receptors. Most of the drugs at the top of the list of most
widely reported drugs are also currently established antipsychotics. Due to their
serendipitous discovery, most targets of current anti-psychotic treatments and their
mechanisms of action were discovered post hoc (Nestler and Hyman, 2010).
Therefore older studies have used ,back-translational psychopharmacology” in order
to learn more about these drugs (Moore, 2010), while also some newer studies use

these established drugs as reference treatments when testing the effect of novel
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treatment options. This is based on the principle that we know these drugs work in
humans therefore if we can find drugs that show similar effects in animals then they
are likely to also do well in humans. Of course, this arguably only identifies more
compounds that work in similar ways to these drugs and doesn’t introduce drugs
with novel mechanisms of action. Based on our knowledge of psychosis at this
stage, we think that one out of the possible six dopamine pathways in the brain is
affected in psychosis. Blocking of other dopaminergic pathways are what underlie
other effects of dopaminergic drugs such as extrapyramidal side effects, secondary
negative or cognitive deficits and hyperprolactinemia (Correll and Kane, 2014;
Sesack and Carr, 2002). Unfortunately, a dopaminergic drug is unable to selectively
target a single dopamine pathway and therefore targeting of other neurotransmitters
are required to balance dopaminergic modulation in the other five dopaminergic
pathways in the brain (Correll and Kane, 2014). Drugs of alternative mechanisms of
action explored in the literature since these early drugs have included compounds
acting on other pathways in the brain thought to be implicated in schizophrenia
including cholinergic, glutamatergic, GABAergic, adrenergic, histaminergic or opioid
pathways, as shown by data collated here. Many compounds interact with more
than one of these pathways and therefore might be better candidates for treatment
in the clinic as opposed to drugs, which target a single neurotransmitter system in
the brain (Li et al., 2016).

Despite these alternate psychotropic drugs developed for treatment of psychotic
disorders, the approval of these drugs has not been successful. Many drugs have
shown efficacy in animal models, but have not gone on to show this same efficacy in
humans (Moore, 2010).The United States Food and Drug Administration (FDA), only
licensed drugs for a long time if they showed efficacy in positive symptoms of
schizophrenia. This prevented the identification and development of drugs effective
for other symptoms of the disorder such as negative symptoms and cognitive
deficits as mentioned above (Geyer, 2006). So perhaps with increased focus from
initiatives in recent years (Pratt et al., 2012) on the treatment of symptoms of
psychotic disorders unmet by current medication and those which arguably affects
quality of life the most in patients, novel drugs will be introduced. It has been
highlighted that the main unmet needs in schizophrenia treatment currently include
medications that can treat negative symptoms and improve cognition, can help
treatment-resistant patients and those that will increase compliance (Fellner, 2017).

It is thought that manipulation of the appropriate dopaminergic, serotonergic and
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glutamatergic targets can help to manage a range of different symptoms including
negative symptoms and cognitive deficits. Improving tolerability and safety of drugs
by moving away from high dopamine D- receptor occupancy and limiting off-target
neurotransmitter interactions causing adverse side-effects is likely to increase
compliance (Li et al., 2016). There are a number of compounds in clinical trials at
the moment for these unmet needs in schizophrenia treatment. Many of these drugs
primarily act on serotonergic receptors and are aimed at either improving negative
symptoms, treating cognitive impairments or addressing treatment-resistance
associated with psychotic disorders (Fellner, 2017; Li et al., 2016). It remains to be

seen whether these drugs will go on to be approved for clinical use.

Data collected here show that there has been a vast number of different
pharmacological agents and other interventions tested in animal models of
psychosis for the improvement of symptoms. One of the most obvious observations
based on these data is that there is a substantial lack of replicability. Many of the
compounds in the list collated were reported only a handful of times. In fact 62% of
compounds were found to be reported only once in the literature. A lack of
replicability has continued to be a major issue in all preclinical research fields. Good
scientific practise that improves credibility and robustness of results is based heavily
on replication of studies (loannidis, 2014). Faulty conclusions can impede further
understanding of a concept and are wasteful in research. It is thought that one
reason behind high rates of candidate drug failure in clinical trials is that they have
not been based on robust experimental data to begin with (Steward, 2016). Not only
is research which is not replicated not robust, but it is also arguably wasteful. With
the high rate of false positive drugs identified to show efficacy in animal models, but
not in later clinical trials (Moore, 2010), it seems that a lack of replication might play
a role in translational failure of therapeutic targets from animal model studies to
clinical trials in humans. It has been shown in recent years that multiple efforts to
replicate findings in the literature have shown that many studies can’t be replicated
to the same extent as the original study (loannidis et al., 2014a), questioning the
credibility of those initial findings. This is a major rate-limiting step in further
understanding and the drug development process and | go on to explore further

potential reasons behind this in the following chapters of this project.

During categorization, all effort was made to only record compounds thought to be

given with the aim of reversing or attenuating the effects of a model induced.
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However, the role of some compounds in experimental designs was not always
clear. Results show that some pharmacological compounds can appear on both the
list of interventions to induce a model and the list of treatment drugs tested in animal
models of schizophrenia. For example, recent evidence shows that ketamine, a non-
competitive NMDA glutamatergic receptor antagonist has been shown to have
therapeutic efficacy as an antidepressant in the treatment of depression and bipolar
disorder (Grady et al., 2017). It has also been found efficacious in patients who
experience depressive symptoms in the context of psychotic symptoms (da Frota
Ribeiro et al., 2016) or have a history of psychotic symptoms (Pennybaker et al.,
2017). This is despite its wide use in the preclinical literature for the modelling of
schizophrenia in animals as seen here, and its adverse effects when abused in
humans (Li et al., 2011). It is thought that the time course of response after
administration can produce differential effects, with psychotomimetic effects being
seen first, followed by antidepressant effects of the drug (Duman et al., 2012).
Similarly, nicotine is often used by schizophrenic individuals as a form of ‘self-
medication’ due to its suggested ability of reducing psychiatric symptoms including
cognitive deficits (Sacco et al., 2005)and side effects associated with antipsychotic
treatment (Goff et al., 1992). However, nicotine is also a drug of abuse, which has
been shown to increase dopamine release directly, similarly to other drugs of
misuse (Brody et al., 2004). It has also been shown to be associated with an
increased risk of psychosis and daily smokers have shown to have an earlier age of

onset of psychotic disorder (Gurillo et al., 2015).

Ultimately, the development of novel antipsychotics in the field is made difficult not
just by the limitations of animal models available, but also by the lack of a “gold
standard” medication that is available in the clinic for the complete treatment of
schizophrenia that could be used as a positive control for novel compounds (Jones
et al., 2011). Of course, before we can consider the full therapeutic potential of
some of these drugs, things such as dose required for efficacy should be considered
as evidence shows that while these drugs may improve one domain of symptoms, it
might also make another worse (Zajaczkowski et al., 2003). Moreover, external
validity of experimental setups used is extremely important when it comes to finding
treatment compounds that show efficacy in animals and also humans. Evidence
shows that current antipsychotics have a small therapeutic window of efficacy before
they produce unwanted behaviours that might affect overall performance of an

individual in a behavioural test (Jones et al., 2011). External validity is a concept
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further discussed in the context of developmental models of schizophrenia in
Chapter 4.

3.4.4 Limitations

The search performed was a shallow, but broad overview meaning that search
terms used were not specific and this means that studies could have been missed
that would otherwise have been of relevance if they did not specifically mention
“psychosis” or any other psychotic disorders as classified in DSM-5 or ICD-10

classification systems. This is further explored in Chapter 7.

The lists of models, treatments and outcomes were broadly validated based on
information from the wider literature when compiling tables and checked overall by
myself. Nevertheless, a small proportion of publications were outsourced for
categorization to students working with our group at the time of performance and
therefore there might be some discrepancy between what is considered a model, a
treatment and a valid outcome to one investigator compared to another. Publications
were also categorized by a single reviewer, potentially leading to some errors in
categorization of publications due to human error or misinterpretation of a
publication. For many publications it was often not clear what would be considered a
model and what would be considered a treatment due to poor reporting of study
intentions. | also found on many occasions that a study would be described to be of
relevance to schizophrenia as well as multiple other psychiatric disorders, but there
would be little further explanation to this association. In reflection of the
heterogeneity seen in the reporting of model induction, outcome measurement and
testing of compounds of potentially therapeutic value in models, | agree with
previous calls in the literature for authors to “state the goals of their model” (Nestler
and Hyman, 2010). It is recommended that authors more explicitly state the nature
of their models and what specific symptoms they are modelling in order to provide
more conceptual clarity and easier assessment of validity and utility of models by
reviewers and readers in general (Nestler and Hyman, 2010). | would argue that in
many cases the message of why a model was created, what it was expected to
show and why certain outcome measures were used including what they were
intended to measure and the purpose of testing the specific compounds reported
was not always clear. | believe that this can make it often difficult to put a publication
into context with other work going on, which could also be an issue behind limited

translational potential of these studies.
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4 Construct, Face, Predictive and External Validity:

Developmental Animal Models of Schizophrenia

4.1 Introduction

The validity of animal models for a human condition is judged by the extent to which
the features of the model and the condition it is expected to model are similar (Varga
et al., 2010). The use of animal models in the research fields of uniquely human
disorders, such as psychiatric disorders, has been a particularly difficult challenge
(Powell and Miyakawa, 2006). In the previous chapter | discussed how vast the
literature on animal models of schizophrenia is and reviewed different models
reported to have relevance to the disorder. While there is no formal validation of
models, the three validities most often discussed in the context of animal models of
human conditions are construct, face and predictive validity. In the literature these
validities are often variably defined, however here | will use definitions used in
recent literature of animal models of psychiatric disorders (Belzung and Lemoine,
2011; Nestler and Hyman, 2010).

According to this, construct validity describes the degree of relevance a method
used to construct a model has to the condition being modelled (Nestler and Hyman,
2010). In theory, to achieve construct validity we would create animal models of
schizophrenia by mimicking the aetiology of the human disorder so that the animal
would model, for example, neural or behavioural features of the disorder (Chadman
et al., 2009). As the underlying pathophysiology and the exact aetiology has not
been precisely established in the field of schizophrenia research, it is difficult to
argue that animal models have high construct validity. This is especially because
models based on “risk factors” are likely to also be of relevance to many other

neurodevelopmental psychiatric disorders (Nestler and Hyman, 2010).

Face validity is the observed similarity between the pathophysiology of the animal
modelling the human, and the human condition in question. This can include
similarity in anatomical, biochemical, neuropathological and behavioural features
between animal model and human disorder (Nestler and Hyman, 2010). This can be
a very misleading measure of how valid an animal model is, especially as most

models are different species to the one they are designed to model. It is therefore
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rare for two species to exhibit the same behaviours even when the underlying
biology is similar. In turn, similarities in behaviours do not translate to similar
underlying causes in two different species (Geyer and Markou, 2000). Of course, it
is also important to note that the validation of any animal model can only be as good
as the information that is available from the clinical side of psychosis research
(Geyer and Moghaddam, 2002). Face validity is therefore a very subjective measure
of validity, and is a difficult concept to defend because many of the symptoms that
define the human disorder being modelled are defined subjectively and diagnostic
categories are continuously re-defined and changed (Geyer and Markou, 2000). For
example, using guidelines such as the DSM, the same disorder can be
characterized by opposite symptoms and many symptoms are not distinct from
those of other psychiatric disorders (Donaldson and Hen, 2015; Weinberger, 2013).
These limitations make it very difficult to create animals that are representative of

the disorder in question.

Predictive validity is the extent to which a model is able to give accurate predictions
about the efficacy of treatments in humans (Nestler and Hyman, 2010). In other
words, to what degree does an animal model respond the same, as those with the
human condition, to the same manipulation (Feifel and Shilling, 2010). As current
antipsychotics are largely based on serendipitous clinical discoveries in the last
century, the full predictive validity of animal models of psychotic disorders is not yet
understood as they have not led to the development of any clinically approved
treatment options for schizophrenia (Geyer et al., 2012). Geyer and Markou (2000)
argue that because animal models exist solely for the purpose of bettering
knowledge about a certain phenomenon, the only truly important criteria for
evaluating an animal model of a human condition is it's ability to have predictive
validity (Geyer and Markou, 2000).

Of course, it is not only important for a model to be valid in terms of being able to
recreate specific signs or psychological constructs of a disorder. In order to inform
clinical trials for novel treatment development, treatment strategies have to be
clinically relevant as well as similarly applied in humans as they have been in
animals (van der Worp et al., 2010). Threats to external validity can include aspects
such as a lack of generalisability — where, for example, animals tested do not
represent the patient population being modelled. Differences in experimental design

that make translation to the clinic unrealistic, such as unrealistic doses, timing of
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administration, and timing of outcome assessment, can also affect the translation of

results from animal models to clinical studies (van der Worp et al., 2010).

As mentioned, it is not thought that any one animal model is able to reiterate the
complexity of the underlying biology of schizophrenia. Instead, many models model
specific animal behaviours thought to be of relevance to human symptoms (Geyer
and Moghaddam, 2002; Jones et al., 2011). It is very unlikely that animals will ever
be able to model human-specific symptoms of schizophrenia such as altered
perception, aberrant language or suicidal thoughts. However, not only do the
measures taken from an animal model need to be reliable, but clinical measures
must also be developed alongside these models that make it possible to produce

meaningful inferences between the two (Geyer and Markou, 2000).

As seen in Chapter 3, one of the most prevalent and promising groups of animal
models of schizophrenia involves the administration of environmental insults during
development in animals to model etiological factors thought to play a role in the
development of the disorder (Jones et al., 2011). As mentioned in the previous
chapter these models are based on the neurodevelopmental hypothesis of
schizophrenia, whereby early environmental insults during development are thought
to interact with genetic predispositions to induce dysfunctions in neural systems that
become apparent in later life (Fatemi and Folsom, 2009). As a result, these models
are thought to be more promising than pharmacological models and in many cases
genetic models too as they are able to provide more etiological validity for the
human condition. They are able to recapitulate the delayed onset of symptoms seen
in the clinic as well as create a biological abnormality that spans multiple neural

systems thought to play a role in schizophrenia (Wilson et al., 2010).

Here | review this group of models and discuss their value to clinical research and
novel drug development in the context of contrast, face and predictive validity. | also

look at the external validity of the experimental setups used.
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4.2 Methods

Part of this work was carried out as part of a BSc Biological Sciences Honours
dissertation project on isolation rearing and maternal separation models for which |
would like to acknowledge Monica Dingwall (MD) for her work. | would also like to
acknowledge our research assistants, Kaitlyn Hair (KH) and Paula Grill (PG), for
their hard work on data extraction from other included studies. Inclusion and
categorization of publications was carried out by myself. Final extracted data were

checked and meta-analyses were run by myself.

4.21 Search strategy

Publications of relevance were filtered from the 3847 studies that had been
screened for inclusion within this systematic review of animal models of psychotic
disorders. They were filtered based on results from Phase Il of the review, so that
studies categorized as reporting either a developmental or a combination of a
developmental and another type of model were considered to be of relevance. In
light of the large corpus of data categorized as examples of developmental models, |
only focused on three widely reported developmental models: animals infected
prenatally in the womb, animals infected postnatally in early life and adversely

reared animals.

4.2.2 Inclusion criteria

Inclusion and exclusion of publications occurred at full-text level in line with data
extraction using inclusion/exclusion criteria specific for Phase Il of the project in
Chapter 2. To reiterate, publications were excluded from further analysis if they did
not report 1) behavioural outcome measures, 2) an appropriate control, 3) data

required for meta-analysis (i.e. number of animals used or SD/SEM).

4.2.3 Data extraction

Data extraction was carried out by a single reviewer (MD, PG, KH or myself). Only
comparisons of developmental models or combination models where one of the
models was considered a developmental model were extracted. Comparisons
comparing control animals with model animals (termed model-characterising
experiments) and those where model animals given a treatment to reverse the effect

of the model were compared with animals of the same morbidity given no treatment
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were included (treatment-exploring experiments), were both extracted, but analysed
separately. Details of study characteristics extracted are specified in Chapter 2.
Where the same outcome was reported in multiple ways within the same group of
animals (e.g. locomotor activity reported in distance travelled and time spent

moving), all outcome measures were extracted and nested before analyses.

4.2.4 Analysis

All methods used for analysis are described in detail in Chapter 2. Where the same
outcome was reported in multiple ways, these measures were nested to give a
single comparison within an experimental group for that outcome measure. Model-
characterising comparisons and treatment-testing comparisons (see below for
further detail) were meta-analysed separately. For specific models, treatments and
outcome measures, and when appropriate and data sufficient (i.e. over 25
comparisons included in the meta-analysis), univariate meta-regression was
performed to investigate potential sources of heterogeneity. This was done focusing
on different components of study design characteristics, and a significance level of
p<0.05 was set for each test. To correct for multiplicity of testing, a Holm-Bonferroni
adjusted critical p value was calculated to account for the number of variables tested
within subgroup analyses. For most datasets, the adjusted critical p value was set at
p<0.009 for looking at the effect of 6 variables, with the exception of pre-pulse
inhibition, where the effect of 7 variables was, explored making the adjusted critical
p value to be set at p<0.007. Heterogeneity is described using tau? (estimation of
excess between-study variance), residual ? (the percentage of residual variation
explained by between-study heterogeneity) and adjusted R? (adj R?; the proportion
of between-study variance explained by the model). Statistical analyses were
performed using code written in R for combining data and Shiny Meta-analysis
application (https://qgianying.shinyapps.io/Multi/) for meta-analysis and univariate

meta-regression.

For reference, a worse or improved behavioural outcome is used to describe how
groups of animals perform on a behavioural measure compared to their control. For
model characterising studies, we are comparing model animals to control, sham
animals and therefore a worsening in outcome means the animal model of the
disorder is performing poorer on the behaviour task compared to an unaffected

animal.
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For treatment testing studies, comparisons are made between two identical groups
of animal models, where one is given a therapeutic intervention to improve their
performance, while the other, control group, is not. Here, we would expect to see an
improvement in outcome using a behavioural measure in animal models, which
have been given the treatment, when compared to those animals, which have not

been given the same treatment.
4.3 Results
4.3.1 Overview of the field and external validity of model studies

191 publications were identified from Phase Il screening to include developmental
manipulations, which induce behaviours thought to model human symptoms in
schizophrenia as a result of prenatal or postnatal viral infection and adverse child
rearing. During the data extraction process, 21 publications were excluded from this

subset due to lack of data required for meta-analysis.

In total, 84 publications reporting 974 comparisons reported characterising animal
models of schizophrenia by comparing developmentally disturbed animals to healthy

control animals.

In total, model-characterising studies used a total of 21984 animals. Most
experiments used rats (561 experiments, 12202 animals), with others using mice
(371 experiments, 9241 animals) and monkeys (42 experiments, 541 animals). All of
the monkeys used were rhesus macaques. The most commonly used strains of
mouse were C57BL/6, of which most were specified to be a subline from the
Jackson laboratory (124 comparisons, 3023 animals) and the rest were not further
specified (61 comparisons, 1619 animals), and Balbc/c (40 comparisons, 1538
animals). 69 experiments did not state the strain of mouse used (1148 animals). The
most commonly used rats were Wistar rats (292 comparisons, 4784 animals),
Sprague Dawley rats (170 comparisons, 4330 animals), Fischer rats (49

comparisons, 910 animals) and Long-Evans rats (28 comparisons, 1359 animals).

Most experiments reported using male animals (579 comparisons, 11346 animals),
with only 85 experiments using female animals (1909 animals). 288 experiments
reported using both (7986 animals). 12 experiments were not clear on the sex of

animals used in their experimental design, leaving 403 animals unaccounted for.
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In addition, 17 publications reported 143 comparisons looked at testing the effect of

various treatments in model animals by comparing treated to non-treated animals.

Treatment-testing studies used a total of 2483 animals. Most experiments used rats
(84 experiments, 1222 animals), with others using mice (59 experiments, 1262
animals). The most commonly used strain of mouse was C57BL/6 (47 comparisons,
80% of all mice, 1047 animals). Rats used were most commonly Wistar rats (67
comparisons, 997 animals), and others were of the Sprague Dawley strain (17
comparisons, 225 animals). Most experiments reported using male animals (65
comparisons, 878 animals), with only 22 experiments exclusively using female
animals (360 animals). Only 56 experiments reported using both sexes, however,

these experiments reported using the largest number of animals (1246 animals).

The global estimate of effect of model-characterising studies was -0.68 SD units
(95% CI -1.00- -0.36), meaning animal models of schizophrenia performed worse
than control animals on behavioural measures by 0.68 SD units. The global estimate
of efficacy of treatments administered in treatment-testing-studies was 1.01 SD units
(95% CI 0.63-1.39), meaning treatments were able to improve behavioural

outcomes in developmental models of schizophrenia by 1.01 SD units.

As development plays a key factor in schizophrenia and symptoms in humans arise
at different stages, time of assessment was used to calculate stage of life of animal

at measurement (Table 4.1).

Table 4.1 Developmental stages of life for mice, rats and rhesus macaques
Put together using the following sources: Sengupta (2013); Casey, Glatt & Lee (2015);
https://www.nc3rs.org.uk/macaques/macaques/life-history-and-diet/.

Mice Rats Rhesus Macaques
Infant 0-28 days 0-21 days 0-12 months
Juvenile 28-42 days 21-35 days 12-36 months
Adolescent 42-56 days 35-50 days 3-8 years
Adult 56+ days 50+ days 8+ years
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In studies characterising the animal model induced, 13 groups of animals were
measured as infants, 37 as juveniles, 20 as adolescents, and 186 as adults. When
data were stratified according to these stages, we see that experiments measuring
animals at the juvenile phase report a greater worsening in behaviour in comparison

to animals being measured at all other stages of life (Table 4.2).

Table 4.2 Global estimates of effect of model on behaviour at specific stages of life
Estimates reported in SMD units, brackets contain 95% confidence intervals of this
estimate and N correspond to the number of comparisons contributina to the

Infant Juvenile Adolescent Adult Global
Effect size -0.60 SD -3.02 SD -0.53 SD -0.746 SD -0.68 SD
(95% CI) (-1.00:-020) (-7.65:1.62) (-0.70--0.37)  (-1.12:-0.37) NEKEED)
N 13 37 20 186 256

Combining infant, juvenile and adolescent animals into one group to include all
measurements taken in young animals before puberty still shows that overall
behaviour is worse in younger animals than in animals measured at a later stage in
life (Table 4.3). Even so, it is obvious that most studies measure behaviour in adult

animals.

Table 4.3 Global estimates of effect of model on behaviour in young and adult
animals

Estimates reported in SMD units, brackets contain 95% confidence intervals of this
estimate and N carresnond ta the niimhar of cn i atributina to the

Young Adult Global
Effect size -1.47 SD -0.746 SD -0.68 SD
(CRZYOVI  (-3.50;0.56)  (-1.12:-0.37) MGNIEIED)
I\ 70 186 256

Treatments are also mainly tested in adults, with only two groups of animals being
measured at the juvenile phase of their life. For this reason, it is difficult to analyse

how well treatments work at different stages of an animal model’s life.

Table 4.4 Global estimates of efficacy for treatments in young and adult animals
Estimates reported in SMD units, brackets contain 95% confidence intervals of this
estimate and N correspond to the number of comparisons contributing to the
calculation, nested where appropriate.

Young Adult Global
Effect size Dat , 1.03 SD 1.01 SD
ata no
50 25107 -
(95 % CD s (0.64;1.42) (0.63:1.39)
N 57 59
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4.3.2 Exploring construct validity

Construct validity describes the degree of similarity between an animal model and
the human condition it is intended to model in terms of underlying neurobiological
mechanisms (van der Staay et al., 2009). In order to explore the construct validity of
developmentally induced animal models of schizophrenia further, | looked at the way
in which models were induced and what effect these different experimental setups
had on behaviour in these animals. Overall, model-characterising studies reported
using 37 different methods to induce animal models of schizophrenia (Figure 4.1).
12 of these induction methods were combination models where the main model was
an insult to the animal’s development through prenatal or postnatal disturbance to
normal development, combined with a second hit usually in later life involving some
form of stress to the animal or pharmacological hit to exacerbate the underlying
condition. The most common methods used to induce the model were by infection of
mothers during pregnancy with the virus polyinosinic:polycytidylic acid (poly I:C)
(433 comparisons, 11658 animals), the neurotoxin methylazoxymethanol acetate
(MAM) (164 comparisons, 2646 animals) and lipopolysaccharide (LPS), a toxic

component in gram-negative bacteria (98 comparisons, 2246 animals).

Prenatal

sisthyloxyTEthaTol state Isolation Re.afing and |colation Rearing with Ma.temal Deprevation and
. Prenatal Prenatal Phencyclidine, 3 Poly I:Cinfection, 10 Cortic 5
(MAM) and SDZ 220,581,2 . Deprivation with
ion Rearing with MK-801,19 —Waternal Deprivation and 3
Prenatal methylazoxymethanol ol acetate (MAM) acetate (MAM) and Apomorshlie¢ Ketamine, 4
acetate (MAM) and yclidine,2 and ine, 6 Dizocilpine, 2 LPS injection, 21 F F g

fection (Human i
virus A/NWS/33CHINI), 14
Maternal infection with

Maternal ICLC
Prenatal methylazoxymethanol injection, 34

acetate (MAM) and Ketamine, 2 AN H
Maternal infection TURP, 12 antimitotic cytosine

Prenatal arabinoside (Ara-C), 7
methylazoxymet Maternal infection
Neonatal Virus hanol acetate with influenza  Mater
infection (influenza (MAM), 164 AJWSN/33 (HIN1) A/S oy/5/97 (H3N2
AfWSN/33 virus), 3 Neonatal virus, 7

Maternal Iron
Deficiencyand LPS
injection, 2

Kynurenic acid, 2

Maternal poly l:Cinjection with
Postnatal Cross Fostering, 1

Maternal LPS injection, 98

Maternal poly I:Cinjection with
Amphetamine, 4 Maternal poly 1:C
injection in Nurrl (+/-),
18

Maternal LPS injection and
Amphetamine, 10

Maternal poly I:C
injection in IL-fy poly I:Cinjection and
KO Mice, 6 Restraint Stress, 5

Maternal poly I:Cinjection and
Postnatal Cross Fostering, 2

Maternal poly I:C
injection and
Methamphetamine,

2 Maternal poly I:Cinjection, 433

Figure 4.1 Developmental methods used to induce psychosis under models of
infection and adverse rearing conditions
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In further analysis, for the sake of simplicity and clarity these models were grouped
according to the type of method used to induce the model: prenatal insult, postnatal
insult, adverse rearing condition, and combination model. These methods are now

reviewed here in more detail.

4.3.2.1 Prenatal infection

896 experiments induced their model by affecting development before birth. This
included the following classic maternal immune activation models: injections of LPS,
TURRP, poly I:C, MAM, ICLC (i.e. modified form of poly I:C), kainic acid, cytosine
arabinoside (Ara-C), or various strains of influenza virus. Some of these
interventions were combined with each other as well as with other maternal insults
such as maternal iron deficiency. Many of these prenatal models were also
combined with a second hit of pharmacological interventions administered later in
the life of the pups including amphetamine, methamphetamine, apomorphine, and
NMDA antagonists such as SDZ 220,581, ketamine, phencyclidine, or dizocilpine.
Developmental models were also combined with genetic models, for example, poly
I:C injection was given to IL-6 KO mice or Nurr1 (+/-) animals. Some animal models
also combined a developmental intervention with an environmental stressor later in

life such as juvenile restraint stress or postnatal cross fostering.

Most of the animals reported to be subjected to this method of model induction were
mice (356 experiments, 8992 animals) or rats (498 experiments, 11282 animals),
with 42 comparisons carried out in monkeys (42 experiments, 541 animals). All
monkeys were rhesus monkeys. The most commonly used strains were C57BL6/J
for mice (124 experiments, 3023 animals) and Sprague Dawley for rats (147
experiments, 3966 animals). Studies using these methods of model induction
reported an overwhelming number of comparisons carried out in male animals (509
experiments, 10275 animals), but many comparisons were also found to be among
groups of animals of both sexes (287 experiments, 7969 animals). 78 comparisons
were reported in only female animals (8.7% of all prenatal infection experiments,
1827 animals). After birth, animals were measured at a number of different stages of
life, including 30 measurements taken from infant animals (623 animals), 219
measurements taken from juvenile animals (3301 animals), 76 measurements taken
from adolescent animals (3076 animals) and 571 measurements taken from adult
animals (13815 animals). Other details about experimental design are shown in

Table 4.5 for each type of model used.
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Table 4.5 Details of experiments describing prenatal infection models

Model Induction Method

Maternal ICLC injection

Maternal Infection (Human influenza virus
A/NW “HINI)

Maternal infection TURP

Maternal infection with A

Maternal infection: Influenza A/Sydney/5/97 (H3N2)

Maternal Iron Deficiency and LPS

Maternal LPS injection

Maternal poly

C injection

Dose to # of Aﬁg:s:t Dose To::;l L Admins Age at [EWNITHIXUE
induce model Admin Admin Admins per day Admin SREUITETTETITE
0.25 mg/kg 3[GD 43 17
GD 100 17
10 mg/kg 11 GD 9.5
20 mg/kg 1| GD 9.5
10000 pfu 11 GD 9.5
6000 pfu 1) GD 9.5
0.05 mg/kg 2[GD 10
0.75 mg/ke 2| GD 18
10 uL 1| GD 10
GD 18
30 mg/ke GD 19
1 ml 1| GD 119
- 27( GD 2 Juvenile LPS injection 50 ug/kg 2 1 -7 2]
0.004 mg/kg 2| GD 125 7
0.025 mg/kg 2| GD 10 4
0.05 mg/keg 2l GD 18 1
0.1 mg/ke 2| GD 15 4
0.25 mg/kg 1| GD 15 10)
0.75 mg/ke 2l GD 18 1
1 mg/kg 2| GD 15 2|
8/ GD 7 28
11/ GD 1 18
2 mg/kg 21[GD 1 1
GD 2 1
GD 3 1
GD 4 1
GD 5 1
GD 6 1
GD 7 1
GD 8 1
GD 9 1
GD 10 1
GD 11 1
GD 12 1
GD 13 1
GD 14 1
GD 15 1
GD 22 20,
10 uL 1| GD 10 1
GD 15 1
GD 18 2|
100 mg/kg 2[GD 15 3
27| GD 2 2
1 mg/kg 8/ GD 7 |[Amphetamine 0.5 mg/kg 10
0.05 mg/kg 2| GD 18 3
0.5 mg/kg 11 GD 20 14]
1 mg/kg 2(GD 10 4
GD 15 2
2 mg/kg 11 GD 9 15]
GD 14 42|
4 mg/kg 1lGp 15 108
GD 16 1
GD 17 4
GD 18 4
5 mg/kg 11 GD 6 3
GD 9 9
GD 13 3
GD 16 4
GD 17 61
2(GD 13 2|
GD 18 1
6| GD 12 18
10 mg/kg 1| GD 9.5
10 uL 1| GD 15
20 mg/kg 11 GD 12
GD 13 1
GD 14
60 mg/ke 1lGp 95
GD 11
6000 pfu 1| GD 9.5
5 mg/kg 1{ GD 17 [Apomorphine 5 mg/kg 1
GD 9 |Apomorphine 0.75 mg/kg 1 1 35
70,
5 mg/kg 6| GD 12 [Methamphetamine 2 mg/kg 1 1
2 mg/kg 1]GD 9 |Amphetamine 2.5 mg/kg
5 mg/kg 1/ GD 9 |Amphetamine 2.5 mg/kg 1 1 92
2 mg/kg 1|GD 9 [MK-801 0.1_mg/kg]
20 mg/kg 1| GD 12 |Restraint Stress 2urs/day 3 1 34
20 mg/kg 1| GD 13 |IL-6 KO Mice
5 mg/kg 1| GD 6 [Nurrl genetic knockout
GD 9 _[Nurrl genetic knockout
5 mg/kg 1] GD 9 |Postnatal Cross Fostering

Number of

als
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Model Induction Method R o Aﬁgeft P Tm‘;l# Admins Age at [INITITES “‘“'f""“:}"
odel Taduction Mehoc induce model Admin © per day Admin [REI ST animals

Admin Admins used
20 mg/ml 11 GD 13
1| GD 12
11 GD 14
1| GD 15
11 GD 9
GD 10
GD 11
GD 12
GD 17
Prenatal methylazoxymethanol acetate (MAM) oD 17
1| GD 17
25 mg/kg 11 GD 17
20 mg/kg 1| GD 17 |Amphetamine 0.5 mg/kg 1 1| 2350,
22 mg/kg 1| GD 17 [Amphetamine 2 mg/kg 1 1] 1416]
Dizocilpine (MK801) 0.1 mg/kg 1 1 96
Ketamine 10 mg/kg 1 1 96
Phencyclidine 2.5 mg/kg 1 1 96
SDZ 220.581 3 _mo/ke 1 1 96,
Prenatally administered Kainic acid 0.2 puL 1] GD 18

Overall, behaviour in animals where the model was induced through adverse rearing
conditions worsened outcome by 0.74 SD units (95% CI -1.15--0.34) in model
animals, compared to healthy, control animals (p<0.0001, n = 242 comparisons).
Substantial heterogeneity was observed in the data (tau? = 2.4092, /2= 97.5%),
which was in part explained by the number of times intervention was administered
prenatally in the mother (p = 0.0006, tau? = 2.156, /2= 99.75%, adj R? = 10.53%,
Figure 4.2). Heterogeneity was not significantly explained by any of the other study
characteristic variables investigated with univariate meta-regression, namely:
animal, strain and sex of animals, method used to induce animal model, stage of life
behaviour was measured at, time of outcome assessment, dose administered in

mother to induce the model and time of administration during gestation.

Number of Administrations Effect 95% Cl Number of animals
1 = -046 [0.86 -007] 4198

2 -054 [180; 0.73] 420

3 048 [[310; 2.15] 48

5 -024 [-208; 1860] 384

g — -89 [B52-326] 224

11 112 326, 1.01] 108

21 -098 [[256 059 300

27 -029 [[293; 2.36] 40

Global : | | *» : : | 0.70 [1.07; 0.34]

G 4 2 0 2 4 8
Effect on Behaviour (SD)

Figure 4.2 Relationship between the number of administrations of prenatal infection
and reported effect size in model-characterising studies
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4.3.2.2 Postnatal infection

31 experiments using 501 animals induced their model by affecting development
soon after birth. This included the following induction methods: neonatal kynurenic
acid, neonatal kynurenic acid and amphetamine, neonatal viral infection using the
influenza A/WSN/33 virus, and the poly I:C virus. Early in development meant
administering these interventions at any time from postnatal day 2 up until postnatal
day 14.

Animals subjected to this method of model induction were rats (16 experiments,
using 252 animals) or mice (15 experiments, using 249 animals). The rats were of
the strains Sprague Dawley (4 experiments, using 60 animals) or Wistar (12
experiments, using 192 animals). The mice used were C57BL/6 mice (6
experiments, using 109 animals) or ICR mice (9 experiments, using 140 animals).
Experiments overwhelmingly reported exclusively using male animals in their design
(26 experiments, 84% of all experiments using postnatal models, 424 animals). One
experiment reported using both male and female animals (17 animals), and 4
reported using only female animals within their study design (60 animals). Once
models were established, outcome was usually measured in adulthood (27
experiments, 437 animals), with only a few studies measuring outcome in
adolescence (4 experiments, 64 animals). Models using simple neonatal kynurenic
acid treatment administered 20 repeated dosages of 200 mg/kg during development
(2 experiments, 48 animals). When this was combined with amphetamine, an
injection was only given once during development (1 experiment, 8 animals).
Neonatal infection using a strain of the influenza virus was either administered once
at 2400 plaque forming units (1 experiment, 17 animals) or repeatedly during
development at a dosage of 200 mg/kg (2 experiments, 36 animals). Experiments
reporting early postnatal infection using the Poly I:C virus to create their model (25
experiments) used a variety of experimental paradigms. In four experiments the
virus was administered once during development (60 animals), in 12 experiments it
was administered three times during development (192 animals) and in 9
experiments it was administered repeatedly 5 times during development (140

animals). The dosage of the virus varied from 2-5 mg/kg.

Overall, behaviour in animals where the model was induced through postnatal
infection worsened outcome by 1.07 SD units (95% CI -1.52--0.61) in these animals,

compared to healthy, control animals (p<0.0001, n = 12 comparisons). Substantial
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heterogeneity was observed in the data (tau? = 0.45, 12 = 94.2%), however, due to
low sample size after nesting of data, | was unfortunately unable to further explore

sources of this heterogeneity.

4.3.2.3 Adverse rearing

48 experiments, using a total of 678 animals induced their model by affecting
development during rearing of animals. This included the following induction
methods: isolation rearing and phencyclidine, isolation rearing and MK-801,
maternal deprivation and corticosterone treatment, maternal deprivation and
apomorphine, maternal deprivation and ketamine, isolation rearing and poly |:C

infection, and maternal poly I:C injection and postnatal cross fostering.

Overall most of the animals subjected to this method of model induction were rats,
with all but one experiment using rats in their experimental design (47 experiments,
669 animals). One experiment reported using mice of the strain C57BL6/J (9
animals). The rats used were of a variety of different strains, including Fischer rats
(2 experiments, 32 animals), Hooded Lister rats (3 experiments, 23 animals), Lewis
rats (2 experiments, 28 animals), Sprague Dawley rats (19 experiments, 305
animals) and Wistar rats (21 experiments, 282 animals), with the latter two strains
being used most widely across experiments. The sex of the animals was mostly
male (44 experiments, 646 animals), with 3 experiments reporting the use of female
animals (23 animals) and one experiment reportedly using both sexes (9 animals).
Those experiments utilising isolation rearing as a model reported isolating animals
for 5 to just over 12 weeks, always starting at 3 weeks of age. Animals were most
commonly isolated for either 8 (12 experiments, 38% of all isolation rearing
experiments, 183 animals) or 12 weeks (10 experiments, 31 % of all isolation
rearing experiments, 120 animals). Experimental designs where the pup was
deprived from the mother and separated from her were reported to always last for
24 hours. Behaviour in animals was usually measured at the adult phase of life (43
experiments, 638 animals), but 5 experiments also measured behaviours at the
juvenile stage of life (40 animals). Where pharmacological agents were administered
as a second hit to the model, these were usually administered just before behaviour

was assessed.
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Overall, behaviour in animals where the model was induced through adverse rearing
conditions worsened outcome by 0.37 SD units (95% CI -0.63--0.11, compared to
other models: Table 4.6) in these animals, compared to healthy, control animals
(p<0.0001, n = 20 comparisons). Substantial heterogeneity was observed in the
data (tau? = 0.2766, /= 91.9%), however, due to low sample size after nesting of

data, | was unfortunately unable to further explore sources of this heterogeneity.

Table 4.6 Global estimates of efficacy for methods used to induce the animal model
Estimates are reported in SMD units, brackets contain 95% confidence intervals of this
estimate and N correspond to the number of comparisons contributing to the
calculation, nested where appropriate.

Adverse Prenatal Postnatal Global
Rearing Infection Infection
Effect size -0.37 SD -0.70 SD -1.07 SD -0.68 SD

(95% CI) (-0.63:-0.11) (-1.07:-0.34) (-1.52:-0.61) (-1.00:-0.36)
N 20 242 12 256

4.3.2.4 Combined or Simple Models

853 experimental comparisons involved using simple animal models of
schizophrenia to characterise the model. Combined models were less prevalent with
only 121 experiments using an experimental design where a second-hit was used to
create the model. When stratifying the dataset by whether experiments used simple
or combined models as part of their experimental design, there was little difference
between the two types of studies and their effect on behaviour in animal models of
schizophrenia when compared to control animals. Overall, simple models worsened
behavioural outcome by 0.70 SD units (95% CI -1.08—0.31) in model animals when
compared to control animals (p<0.0001, n = 225 comparisons). On the other hand,
combined models worsened behavioural outcome by 0.68 SD units (95% CI -1.00—
0.36) in model animals when compared to control animals (p<0.0001, n = 48

comparisons).

Table 4.7 Global estimates of effect for simple or combined model induction methods
Estimates are reported in SMD units, brackets contain 95% confidence intervals of this
estimate and N correspond to the number of comparisons contributing to the calculation,

Simple Combined Global
Models Models
Effect size -0.70 SD -0.68 SD -0.68 SD
(95% CI) (-1.08:-0.31) (-1.00:-0.36) (-1.00;-0.36)
N 225 48 256
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4.3.3 Exploring predictive validity

Predictive validity of an animal model is the extent to which phenotypic effects in the
model are similar to those in humans in response to the same therapeutic
intervention (Kumar et al., 2016). Therefore, predictive validity expects the model to
be able to predict behaviour in the disorder that it has been designed to model. This
is especially important in novel treatment development (van der Staay et al., 2009).
For example, if an animal model is able to correctly predict the efficacy of a
treatment drug in the human condition, then we can say that it has high predictive
validity. In order to explore the potential predictive validity of developmental animal
models of schizophrenia, | looked at the effect of different treatments administered
in studies reporting these animals.

Pyrrolidine Raclopride, 3 Risperidone, 6 Chlorpromazine, 16

Dithiocarbamate, 7

Phenelzine, 9

LY379268, 1

Haloperidol, 28 Clozapine, 46

Deep Brain

GSK-3beta inhibitor, 8
Stimulation of
Fluoxetine, 10 DHEA, 8 vHippocampus, 1

Figure 4.3 Treatments recorded to be tested in the literature. Number show number of
experiments exploring these treatments.

142 comparisons of treatment-testing experiments were identified that compare a
group of model animals with another group of model animals who have been given a
potential therapeutic intervention to reverse or alleviate outcome in behaviour. 12
different interventions were tested in this subset of the literature (Figure 4.3). The
most common of these were the already clinically established anti-psychotics
clozapine, haloperidol and chlorpromazine.
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It would have been interesting to compare experiments using established treatments
with those using potential treatments, however, these newer compounds were
reported in a few experiments and it was therefore not possible to make accurate
comparisons. Here, | review the three most common treatments administered in the
literature reviewed in further detail to explore the possible predictive validity of the

models discussed in this chapter.

4.3.3.1 Clozapine

46 experiments using 815 animals tested the effects of clozapine in an animal model
of developmentally-induced schizophrenia. Clozapine was administered to animal
models of prenatal LPS or poly I:C infection, or was given to animals infected with

poly I:C at an early stage of postnatal development.

The animals used to test the effects of the drug were a mixture of rats (30
experiments, 454 animals) and mice (16 experiments, 361 animals). The rats used
were all of the Wistar strain. The mice used were Balb/c mice (2 experiments, 36
animals) or C57BL6 mice (14 experiments, 325 animals). Experiments mostly used
male animals (24 experiments, 352 animals), with 13 comparisons including animals
of both sexes (307 animals) and 9 using only female animals (156 animals). Dosage
of the drug administered varied from 1 mg/kg to 25 mg/kg. Most experiments
reported administering clozapine at a dose somewhere in the middle of this range at
doses of 5 mg/kg (12 experiments, 230 animals), 10 mg/kg (16 experiments, 216
animals) or 15 mg/kg (9 experiments, 232 animals). The effect of all treatments were
measured in adulthood after either a single treatment of clozapine or after 3-30
repeated administrations of the drug. Most experiments either administered the drug

once (17 experiments) or 8 times (16 experiments) before behavioural assessment.

Overall, clozapine improved behaviour in animal models of schizophrenia by 1.29
SD units (95% CI -0.61-1.98), when compared to untreated model animals
(p<0.001, n = 23 comparisons). Substantial heterogeneity was observed in the data
(tau? = 2.39, 12=98.6%), but due to the low sample size once comparisons in the

same group were nested, | was not able to explore this any further.
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4.3.3.2 Haloperidol

28 experiments using 656 animals tested the effects of haloperidol in an animal
model of developmentally-induced schizophrenia. Treatment was tested in animal

models induced using prenatal infection with LPS or the poly I:C virus.

Haloperidol was reported in studies to be tested mostly in mice (21 experiments,
505 animals), with a few studies testing the effects of the drug in rats (7
experiments, 152 animals). All rats used were of the Wistar strain and the mice used
were mainly of the C57BL/6 strain (19 experiments, 469 animals), with two
comparisons being reported in Balb/c mice (36 animals). Interestingly most
treatments were tested in groups of animals that included both male and female
animals (21 experiments, 512 animals), with only three comparisons being reported
in only male animals (72 animals), and 3 reported in only female animals (72
animals). The effect of treatment was always measured in adulthood in response to
either 0.1 mg/kg (7 experiments), 3 mg/kg (19 experiments), or 5 mg/kg (2
experiments) of the drug. Usually haloperidol was given to animals only once before
testing its effect (20 experiments), however, two experiments reported measuring
behaviour after six repeated administrations of the drug and 6 experiments reported

measuring behaviour after 11 repeated administrations of the drug.

Overall, administration of haloperidol led to an improvement in behaviour in animal
models of schizophrenia by 0.80 SD units (95% CI -0.65-2.25) when compared to
untreated model animals (p<0.001, n = 10 comparisons). Substantial heterogeneity
was observed in the data (tau? = 4.04, /2= 99.3%), but due to low sample size once
comparisons in the same group had been nested, | was not able to explore this any
further.

4.3.3.3 Chlorpromazine

16 experiments using 200 animals tested the effects of chlorpromazine in an animal
model of prenatal infection with LPS. As all experiments came from the same lab,
there was little variability in study design. All of the animals used to test the effects
of the drug were Wistar rats (16 experiments, 252 animals). 10 of the comparisons
reported in the literature used male animals (124 animals) and six used female
animals (76 animals). Treatments were always tested in adulthood and behaviour

was analysed in response to 8 repeated treatments of 10mg/kg of the drug.
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Overall, behaviour in animal models of schizophrenia was improved by
chlorpromazine by 1.17 SD units (95% CI -0.24-2.58, compared to other treatment
drugs: Table 4.8), when compared to untreated model animals (p<0.001,n =7
comparisons). Substantial heterogeneity was observed in the data (tau? = 2.24, /2=
96.8%), but due to low sample size | was not able to explore this any further.

Table 4.8 Global estimates of treatment efficacy in developmentally-induced animal
models of schizophrenia

Estimates are reported in SMD units, brackets contain 95% confidence intervals of

this estimate and N correspond to the number of comparisons contributing to the
calculation. nested where apbpropriate.

Clozapine Haloperidol Chlorpromazine e (i}l

Effect size 1.29 SD 0.80 SD 1.17 SD 1.01 SD
(95% CI) (0.61;1.98) (-0.65:2.25) (-0.24:2.58) (0.63:1.39)
N 23 10 7 59

4.3.4 Exploring face validity

Face validity of an animal model looks at the degree to which we can see a
descriptive similarity between the model and those that are being modelled. For
example, do we see a behavioural dysfunction in the animal model in question
similar to that in the human who is affected by the disorder we are attempting to
model (van der Staay et al., 2009). To explore the face validity of developmental
models of schizophrenia, | looked at different outcome measures that were used to

measure behaviour in these animals.

4.3.4.1 Model-characterising studies

Altogether 32 different outcome measures were tested in the developmental models
of schizophrenia reviwed here (Figure 4.4). The same outcomes performed in the
same group of animals were nested for meta-analysis. The most commonly reported
outcomes were pre-pulse inhibition (357 comparisons, 9141 animals), social
interaction (153 comparisons, 2405 animals) and locomotor activity (107

comparisons, 2269 animals). These are further explored below.
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Number of experiments measuring this outcome
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Figure 4.4 Prevalence of behavioural outcome measures reported model-
characterising experiments of developmentally-induced animal models of
schizophrenia

4.3.4.1.1 Pre-pulse inhibition

Pre-pulse inhibition (PPI) is a neurological phenomenon where the protective
response to a startling stimulus is weakened when it is preceded by a weaker
stimulus that is non-startling (Valsamis and Schmid, 2011). Here the pulse is the

starting stimulus and the weaker pre-stimulus is referred to as the pre-pulse.

357 comparisons of PPl were identified within the model-characterising studies
included in this analysis. Most of these measurements were performed on rats (246
comparisons, 5423 animals) and mice (174 comparisons, 4267 animals), with only

six comparisons being measured in monkeys (72 animals). The rats used were most

112



commonly Sprague Dawley rats (102 comparisons, 2076 animals) and Wistar rats
(122 comparisons, 2588 animals). The strain of mouse used was much less
consistent across different studies, but a large proportion of studies used either
C57BL/6 mice (40 comparisons, 1216 animals) or C57BL/6J mice (47 comparisons,
1025 animals). Most studies used either only male animals (241 comparisons, 4601
animals) or both male and female animals within the same experiment (110
comparisons, 3366 animals). Only 55 experiments reported using only female
animals (1117 animals) and for 10 experiments it was unclear which sex of animals
was used (339 animals). Most experiments measured pre-pulse inhibition when the
animal was an adult (323 comparisons, using 7089 animals). Seven experiments
measured pre-pulse inhibition when the animal was an infant (168 animals), 52
experiments when the animal was a juvenile (961), and 44 experiments did so
during adolescence (1544 animals). Background noise used during experiments
ranged from 45-72 decibels (dB), with the most common levels of white noise used
being 65 Db (179 comparisons, 42% of all PPl experiments, 3900 animals) and 46
Db (32 comparisons, 8% of all PPI experiments, 852 animals). Startling pulses
reported by studies ranged from 65 Db to 120 Db, with most experiments using
either 120 Db (187 experiments, 4157 animals) or 100 Db (59 experiments, 1277
animals). The pre-pulse used ranged from 1-67 Db above background noise. Most
commonly, pre-pulse was reported as being 12 Db (46 comparisons, 914 animals),
10 Db (30 comparisons, 778 animals) or six Db (41 comparisons, 819 animals)
above the background noise. Ten experiments used a visual stimulus as a pre-
pulse. Overall, most studies measured PPI at a range of different conditions.
Unfortunately, 15 experiments did not specify the background noise level used, 99
experiments did not specify the startling pulse strength used, and 154 experiments

were unclear about what type of pre-pulse was used before the startling stimulus.

Overall, behaviour measured using PPl was worse by 0.65 SD units (95% CI -0.54--
0.76) in model animals compared to healthy control animals (p<0.0001, n = 268
comparisons). Substantial heterogeneity was observed in the data (tau? = 0.7589, /?
= 97.9%), which was in part explained by the stage of life at which animals were
measured (p = 0.0015, tau? = 0.7178, /2= 99.07%, adj R? = 5.41%, Figure 4.5) and,
stemming from this, the time of outcome assessment (p = 0.0003, tau® = 0.7170, /2=
99.08%, adj R? = 5.52%, Figure 4.6). Heterogeneity was not explained by any of the

other study characteristic variables investigated with univariate meta-regression,
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namely: animal, strain and sex of animals, method used to induce animal model and

pulse strength above background noise.
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Figure 4.6 Relationship between time of outcome assessment and reported effect
size in model-characterising experiments
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4.3.4.1.2 Social interaction

Social interaction is measured in animals by quantifying behaviours that are
observed during the interaction of two or more individuals of the same species, and
can be measured by a variety of different measures (Wilson and Koenig, 2014).
These behavioural measures include playful and aggressive acts of interaction in a
normal environment. They are thought to show relevance to sociability in humans,
and thus can be of relevance to negative symptoms in schizophrenia such as

asociality.

| identified 153 individual comparisons measuring social interaction between model
and control animals in the included dataset, using 2405 animals. Most of the animals
used were rats (120 experiments, 1913 animals) or monkeys (28 experiments, 336
animals). Only 5 experiments used mice (156 animals). All of the monkeys used
were Rhesus macaques, while rats were either Wistar (91 experiments, 1235
animals), Sprague Dawley (9 experiments, 338 animals), or Fischer (20
experiments, 340 animals) rats. The mice used were either of the strains Balb/c (2
experiments, 76 animals), C57BL/6 (2 experiments, 64 animals) or ICR (1
experiment, 16 animals). Animals used within experiments were either exclusively
male (116 experiments, 1759 animals) or a combination of male and female (32
experiments, 476 animals). Five experiments did not state the sex of the animals
used. Social interaction, unlike other outcome measures, was usually assessed in
juveniles (113 experiments, 1323 animals). 30 experiments measured social
interaction in adult animals (746 animals), 8 measured this behaviour in

adolescence (312 animals) and two measured it in infancy (24 animals).

Overall, measuring social interaction in developmental animal models of
schizophrenia showed a worsening in behaviour by 0.61 SD units (95% CI -0.86-
0.36) when compared to healthy, control animals (p<0.0001, n = 19 comparisons).
Substantial heterogeneity was observed in the data (tau? = 0.2508, /2= 97.6%),
however, due to low sample size after nesting of data, | was unable to further

explore sources of this heterogeneity.

4.3.4.1.3 Locomotor activity

| identified 107 individual comparisons measuring locomotor activity in model-

characterising studies, using 2269 animals. These experiments mainly reported
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using rats (70 experiments, 1484 animals) and mice (26 experiments, 767 animals)
to measure locomotor activity, with only one experiment measuring the behaviour in
monkeys (19 animals). As with studies measuring PPI, the strains most commonly
used were Sprague Dawley (26 experiments, 551 animals) and Wistar (24
experiments, 349 animals) for rats and C57BL/6J for mice (19 experiments, 343
animals). Most experiments either used male animals (63 experiments, 1267
animals) or reported using a combination of both male and female animals (33
experiments, 768 animals). Ten experiments reported using female animals (10
experiments, 187 animals) and one experiment did not specify the sex of animals
used in its experimental design, leaving 48 animals unaccounted for. Locomotor
activity was usually assessed in adulthood of the animals (74 comparisons, 1546
animals), but was also frequently measured at the juvenile phase (22 experiments,
301 animals). Much fewer experiments reported measuring locomotor activity during
infancy (3 experiments, 93 animals) or during adolescence (8 experiments, 330

animals).

Overall, measuring locomotor activity in developmental animal models of
schizophrenia showed a worsening in behaviour by 7.97 SD units (95% CI -16.41-

0.47, compared to other outcome measures:

Table 4.9) when compared to healthy, control animals (p<0.0001, n = 68
comparisons). Substantial heterogeneity was observed in the data (tau? = 891.28, /2
= 98.5%). Heterogeneity was not explained by any of the other study characteristic
variables investigated with univariate meta-regression, namely: animal, strain and
sex of animals, method used to induce animal model, stage of life at measurement

and time of assessment.

Table 4.9 Global estimates of effect for the three most widely reported measures
of behaviour in developmentally-induced animal models of schizophrenia
Estimates are reported in SMD units, brackets contain 95% confidence intervals of this
estimate and N correspond to the number of comparisons contributing to the
calculation, nested where appropriate.

Pre-pulse Locomotor Social
. . . . Global
inhibition activity interaction
Effect size -0.65 SD -7.97 SD -0.61 SD -0.68 SD
(95% CI) (-0.76:-0.54) (-16.41;0.47) (-0.86:-0.36) (-1.00:-0.36)
N 268 68 19 256
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4.3.4.2 Treatment-testing studies

Altogether 11 different outcome measures were tested in the treatment-testing
studies of developmental models of schizophrenia reviewed here (Figure 4.7). Same
outcomes performed in the same group of animals were nested for meta-analysis.
The most commonly reported outcomes were PPI (52 comparisons, 955 animals),
locomotor activity (20 comparisons, 256 animals) and startle reactivity (18

comparisons, 405 animals).

Number of experiments measuring this outcome
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Avoidance Learning - 4

Double Y Maze - 9
Latent Inhibition _ 17

Locomotor Activity 20
Morris Water Maze 4
Novel Object Recognition Task 4
Prepulse Inhibition 52
Reversal Learning Task 4
Spontaneous Alternation In Maze 7
Startle Amplitude 4
Startle Reactivity 18

Figure 4.7 Prevalence of behavioural outcome measures reported model treatment-
testing experiments of developmentally-induced animal models of schizophrenia

4.3.4.2.1 Pre-pulse inhibition

| identified 52 individual comparisons measuring PPI in treatment-testing studies,
using 955 animals. These experiments mainly reported using rats to measure PPI
(40 experiments, 643 animals), with 12 comparisons being reported in mice (312

animals).

The rats used were most commonly Wistar rats (37 experiments, 598 animals), with

fewer experiments using Sprague Dawley rats (three experiments, 45 animals). The
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mice used were all of the C57BL/6 strain, three of which were specified to be of the
substrain C57BL/6J (3 experiments, 63 animals). The sex of animals used was
mainly male (23 experiments, 361 animals). Much fewer experiments used female
animals (14 experiments, 237 animals), or both sexes within the same experiment
(15 experiments, 357 animals). The effect of treatment drugs on PPl was
predominantly assessed in adulthood (44 experiments, 827 animals), with eight
measurements being taken during the juvenile life of the animals tested (128
animals). Background noise used during experiment ranged from 45 Db to 70 Db,
with most experiments using background noise at 65 Db (30 experiments, 58% of all
experiments). Three experiments did not state the level of background noise used.
The pre-pulse used ranged from 2-18 Db above background noise. The main test

pulse was always 120 Db.

Overall, treatments improved the performance of animals on the PPI test by 1.33 SD
units (95% CI 0.65-2.00) when compared to untreated animals (p <0.0001, n =19
comparisons). Substantial heterogeneity was observed in the data (tau? = 1.95, /2=

99.1%), but | was not able to explore this any further due to low sample size.

4.3.4.2.2 Locomotor activity

Treatment studies reported measuring locomotor activity in 20 individual
comparisons, using 256 animals. Treatments were tested in animal models induced
in rats (11 experiments, 136 animals) and mice (9 experiments, 120 animals). The
rats used in the experiments were mainly Wistar rats (10 experiments, 114 animals),
with one experiment reporting the effect of a treatment in Sprague Dawley rats (22
animals). The mice used were mainly of the C57BL/6 strain (8 experiment, 104
animals), with one experiment measuring locomotor activity in CD-1 mice (16
animals). All treatment assessing studies measuring locomotor activity as an

outcome did so in adulthood.

Overall, treatments improved model effects on locomotor activity by 1.40 SD units
(95% CI 0.58-2.22), when compared to untreated animals (p <0.0001, n =19
comparisons). Substantial heterogeneity was observed in the data (tau? = 2.73, /2=

96.5%), but | was not able to explore this any further due to low sample size.
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4.3.4.2.3 Startle reactivity

| identified 22 individual comparisons measuring startle reactivity in treatment-testing
studies, using 509 animals. These behavioural measures are often measured
alongside PPI and assess the animal’s fear and anxiety (Hoffman, 2016). For
example, it has been reported that increased startle reactivity in rodents might be
relevant to early childhood trauma (Jovanovic et al., 2009), which is an

environmental risk factor for psychosis (Dean and Murray, 2005).

Experiments reporting this outcome as an effect of treatment did so using animal
models created in Wistar rats (10 experiments, 177 animals) or C57BL/6 mice (12
experiments, 332 animals). Startle reactivity was mostly measured in groups of
animals that included both male and female animals (12 experiments, 332 animals).
Six experiments used exclusively male animals (100 animals) and four used
exclusively female animals (76 animals). The effect of treatments was always
assessed in adulthood. Startle was measured in response to a pulse at a level of
100 or 120 Db.

Overall, treatments did not seem to substantially improve effects in startle reactivity
in animal models of schizophrenia. Overall effects of treatments showed a
worsening in behaviour by 0.12 SD units (95% CI -0.70-0.46, compared to other
outcome measures: Table 4.10), when compared to untreated animals (p <0.0001, n
= 14 comparisons). Substantial heterogeneity was observed in the data (tau? = 0.98,

12=98.0%), but | was not able to explore this any further due to low sample size.

Table 4.10 Global estimates of effect of behavioural outcome measures in model-
characterising experiments

Estimates are reported in SMD units, brackets contain 95% confidence intervals of this
estimate and N correspond to the number of comparisons contributing to the
calculation, nested where appropriate.

Pre-pulse Locomotor Startle
. . . Global
inhibition activity reactivity
Effect size 1.33 SD 1.40 SD -0.12 SD 1.01 SD
(95% CI) (0.65;2.00) (0.58;2.22) (-0.700.46) (0.63;1.39)
N 19 19 14 59
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4.3.4.3 Outcomes grouped by aspect of behaviour test is intending to

measure

Behavioural outcome measures in animal models were also grouped according to

human behaviours that these animal behaviours are believed to have relevance to.

4.3.4.3.1 Model-characterising studies

| found that 10 different aspects of human behaviour were measured in model
characterising experiments (Figure 4.8). The most common of these behavioural
measures measured in developmental models of animals were sensorimotor gating
(357 comparisons, 9141 animals), social behaviour (162 comparisons, 2554
animals), anxiety (129 comparisons, 3460 animals), psychomotor agitation (127
comparisons, 2526 animals), and learning and memory (125 comparisons, 2772

animals).

Number of experiments measuring behaviours of relevance to
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Figure 4.8 Prevalence of human behaviours being modelled through animal
outcome measures of behaviour in model-characterising experiments
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When data were stratified according to these behaviours the overall effects seen in
these measurements in animal models of schizophrenia compared to healthy

animals are shown below (Table 4.11).

Table 4.11 Global estimates of effect when stratifying data according to human
behaviours being modelled in model-characterising experiments

Estimates are reported in SMD units, brackets contain 95% confidence intervals of
this estimate and N correspond to the number of comparisons contributing to the

caloulation nactad whara annranriata

Sensorimotor Social : Psychomotor Learning &
: ; Anxiety Jesom g Global
gating behaviour agitation memory
Effect size -0.6415 SD -0.62 SD 0.29 SD -6.71 SD -0.33 SD -0.68 SD

CEA)) (-0.80:-0.49) (-0.83:-0.40) (-0.43:-0.15) (-13.77:0.35) (-0.58:-0.08) (-1.00:-0.36)
N 90 2 74 78 53 256

4.3.4.3.2 Treatment-testing studies

In experiments looking at the effect of a treatment, | found that six different aspects
of human behaviour were measured (Figure 4.9). The most common of these

human behaviours were sensorimotor gating (52 comparisons, using 955 animals),
learning and memory (28 comparisons, 366 animals), anxiety (22 comparisons, 509

animals) and psychomotor agitation (20 comparisons, 256 animals).

Number of experiments measuring behaviours of relevance to
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Figure 4.9 Prevalence of human behaviours being modelled through animal outcome
measures of behaviour in treatment-testing experiments
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When data were stratified according to these behaviours, the overall effects of
treatments seen in these measurements in animal models of schizophrenia

compared to untreated animals, is shown below (Table 4.12).

Table 4.12 Global estimates of effect when stratifying data according to human
behaviours being modelled in treatment-testing experiments

Estimates are reported in SMD units, brackets contain 95% confidence intervals of
this estimate and N correspond to the number of comparisons contributing to the
calculation, nested where appropriate.

Sensor ?moton ror Psy c?non.loton Learning & Global
gating : agitation memory
Effect size 1.33SD -0.12 SD 1.48 SD 0.22 SD 1.01 SD
(95% CI) (0.65:2.00) (-0.70:0.46) (0.69:2.26) (-0.16;0.60) ((XZRED)]
N 19 14 20 12 59

4.4 Discussion

Reviewing three widely used developmentally-induced animal models of psychotic
disorders, it is clear that these methods of model induction are able to cause an
overall negative effect in the behaviours of these animals compared to control

animals.

In order to explore their validity further to increase our knowledge about
schizophrenia and how to treat it clinically, | looked at how these models were
reported, the details of their experimental design, the outcome measures that were
measured and the treatments that were reported to have been tested to ameliorate
the effects of these models in animals. Moreover, in order to allow for robust
translation of knowledge from preclinical to clinical studies we need to measure
external validity, which describes the extent to which findings in an animal model

can be generalized across populations, environments and species.

| use data extracted in the context of studies describing one or more of three
developmental animal models of schizophrenia, to discuss these four levels of
validity. Any interpretations made here using these data are done so and should be
done so with caution due to often small sample sizes contributing to the overall

observed effect.

122



4.41 External validity

In order for pre-clinical studies to be useful for predicting outcome in humans,
results in animal studies of psychotic disorders have to be generalizable to humans

who present with these psychotic disorders.

Here we see that a large majority of studies use male animals for their animal
models. This is a common issue in many pre-clinical research fields (Beery and
Zucker, 2011), and can have substantial effects on the generalizability of results
gained in the pre-clinical field for other domains of research. While there have been
rules in place since 1993 about including women in clinical trials, no such
regulations exist in pre-clinical research. Even though some studies report using
both male and female animals, results are not always presented and interpreted
separately and therefore differences in outcomes are not clear between the sexes.
In the clinic, a number of sex differences have been observed among schizophrenic
individuals. While males have been shown to have an overall relative risk ratio of 1.6
compared to females, incidence of schizophrenia in males and females varies
across different age groups, with incidence of schizophrenia increasing to similar
levels in women as in men by late middle age in women (Kleinhaus et al., 2011).
Men tend to have an earlier onset of symptoms than women by about 3-4 years
(Hafner, 2003), which reinforces the importance of age of model assessment in
animals as well as age at which a potential treatment should be tested in these
models. Data in this subset of the literature show that while model-characterising
studies measure the behaviour of animals at various stages of life, most
measurements are still taken in more mature animals and the effects of potential
treatments are mainly only tested in adulthood. Schizophrenia has an onset peak in
young adulthood, with men generally presenting with symptoms between 18-25, and
women usually developing the disorder between 25-35. Women also seem to have
a second onset peak after the age of 40, which is likely explained by hormonal
changes (Kleinhaus et al., 2011). Moreover, some individuals present with the
disorder much earlier or much later outside of this risk period in early adulthood and
are potentially different in terms of psychopathology (Sato et al., 2004), something
which has not been explored to a great extent in developmentally-induced animal
models. Other differences between the sexes that could affect translatibility include
differences in symptomology. Men and women don’t seem to differ significantly on

positive symptoms (Ring et al., 1991), but men are observed to have more severe

123



negative symptoms than women in the form of worse social functioning, blunted
affect and avolition. Women on the other hand more commonly show affective
symptoms and are observed to respond better to treatments in the clinic (Leung and
Chue, 2000). Furthermore, neuroimaging has shown differences between boys and

girls in brain maturation during adolescence (Lenroot et al., 2007).

It has also been noted in preclinical studies that males and females of animal
models of psychotic disorders respond differently in experiments. For example,
females have been shown to show enhanced responses to NMDA antagonists such
as MK-801 and phencyclidine in terms of increased locomotion and stereotyped
behaviours over their male counterparts. Females also experience less anxiety in
response to these drugs compared to male animals (Kokras and Dalla, 2014).
Animals also perform differently in some behavioural outcomes, with some evidence
showing that female mice show reduced latent inhibition compared to male mice,
whereas female rats show greater latent inhibition than male rats (Kokras and Dalla,
2014). While meta-regression did not identify sex of animals as a variable that
significantly explains observed heterogeneity in any of the above analyses, focusing
research on a single sex is unlikely to give a complete picture of the underlying
mechanisms involved in these disorders. As some behavioural measures are
sensitive to hormonal fluctuations, these differences should be investigated, and
models, outcome measures, and treatments should be validated in both sexes. If we
know that there are profound differences between males and females in the clinic,
then investigating this variation in detail might increase our understanding of the
underlying biological differences. The studies reporting animal models using
developmental induction methods reviewed here seem to account for little of this
variability in the clinical population of schizophrenia, which potentially affect the
external validity of results obtained in these preclinical studies. These variabilities
are also seen in different strains and should therefore also be considered when

generalizing results gained from mice or rats of the same strain.

Moreover, the experimental design of treatment-assessing studies in animals is
often too simplistic compared to its equivalent clinical treatment paradigms. For
example, in humans treatments are expected to be taken continuously and
discontinuation of treatment is associated with relapse of symptoms (Remington and
Kapur, 2010). Simple acute administrations of therapeutic agents in animals do not

reflect this treatment paradigm and, as a result, we do not observe the treatment
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resistance and side-effects commonly associated with long-term treatment in human

schizophrenics.

Findings show that there is large variability in terms of the test used to measure
changes in behaviours, the times at which model is induced, and the dose and
frequency at which this is done. While variation in study design is widespread across
the field and is likely to increase the external validity of findings, many conditions are
only reported a handful of times, often within the same study. It is difficult to assess
the robustness of findings if results are not replicated across different laboratories. |
did not extract information here about certain study characteristics, but as we know
the environment is a key player in the development of animals and schizophrenia in
humans, it would be interesting to compare differences in the husbandry of animals,
especially housing conditions, in models that are primarily based on this factor such
as isolation rearing. Of course, this is very much limited by the extent to which these
measures are reported within studies and evidence shows that reporting of these

variables is incomplete in the literature (Prager et al., 2011).

4.4.2 Construct validity

The construct validity of developmentally-induced animal models of schizophrenia is
thought to be high. As mentioned in Chapter 3, one of the supposed advantages of
these models is that they are able to recapitulate the clinical picture of schizophrenia
being a delayed onset of symptoms, whereby perturbations in early development do
not manifest themselves behaviourally till adulthood (Marcotte et al., 2001). While
most experiments measured behaviour during the adult phase of animals’ lives,
measurements taken in young animals showed much larger effects in changes in
behaviour between model and control animals. This variable, however, did not

explain any of the observed heterogeneity.

While most experiments measured behaviour in animal models created through
prenatal disturbances to development, these did not seem to produce as large an
effect on behaviour as, for example, infections administered after birth. In humans,
prenatal infection has been established as a strong risk factor for schizophrenia, as
microbial pathogens have been shown to lead to brain abnormalities, deficits in
central nervous system development and associated behavioural disorders in later
childhood (Brown and Patterson, 2011). Infections after birth have also been shown

to possibly contribute to the aetiology of psychotic disorders like schizophrenia,
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although perhaps not as strongly as prenatal infections (Dean and Murray, 2005).
Nevertheless, both of these models are likely to be relevant especially as genome-
wide association studies (GWAS) show that some genetic vulnerabilities to
schizophrenia might be explained as genetic vulnerabilities to infection (Stefansson
et al., 2009).

There was a large variety in terms of the experimental design used to induce the
model. Animals were prenatally infected at all stages of pregnancy and the time of
administration of infectious substances did not significantly explain any of the
observed heterogeneity seen in the model. In humans, links between mental
disorders and maternal infection have been shown at different stages of pregnancy
for different types of infections (Brown and Deskits, 2010). Early to mid-pregnancy is
most often implicated (Flinkkila et al., 2016), however, it remains difficult to tell how
this aspect of study design affects construct validity in animal models. Other
research suggests that different times of infection in rodents can lead to the
appearance of very different results in behaviour. For example, infection at early
gestation is linked to sensorimotor deficits in adult offspring, which is thought to be
of relevance to clinical positive symptoms, while infection at later stages of gestation
is thought to be more closely linked with the development of behaviours related to

negative symptoms and cognitive deficits (Macédo et al., 2012).

Interestingly, the dose of substance administered also did not account for any of the
observed heterogeneity in the dataset. The impact of this variable on prenatal
infection is also unclear in the clinic. For example, population studies of influenza
infections have reported positive correlations between severity of infectious
epidemics and number of children born who are later admitted to psychiatric
hospitals. However, individual studies do not imply that exposure to an increased
dose of prenatal influenza makes it more likely for an individual to then go on to
develop the disorder in later life (McGrath et al., 1995). It is clear that in order to fully
ascertain the construct validity of an animal model of prenatal infection given at a
specific time and of a specific dose, we need to understand more about the clinical

impact of these variables.

Adverse rearing seemed to have the least amount of effect in producing a
substantial deficit in behaviour in animal models. While adverse child-rearing
experiences are considered to be an environmental risk factor for schizophrenia in

humans, the correlation between these experiences and actual development of
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schizophrenia is not as strong. The relationship becomes stronger when it is
combined with a genetic predisposition for the disorder (Schiffman et al., 2001).
While | did not review data on anatomical or neurochemical changes in these
animals, other studies have shown brain abnormalities in these animals in the
hippocampus and prefrontal cortex as well as affecting the microtubular
cytoskeleton (Ratajczak et al., 2013). Therefore, this model may still have some
construct validity to the human condition. In fact, this model may be more useful
over than other models due to the fact that its induction involves no administration of
a drug or compound of any kind. Therefore, any treatments that are able to reverse
behavioural deficits in these models are likely to not simply be an antagonist to the
agonist, or an antibiotic for the specific infection that was used to induce the model

in the first place (Geyer and Moghaddam, 2002).

Overall, most experiments described animal models of schizophrenia induced using
simple techniques. While the overall effect on behaviour was similar between these
experiments and those that induced the model using a combination of approaches, it
is arguable that the latter may have more construct validity for the human condition.
It is thought that schizophrenia develops as the result of a multi-hit threshold model.
Events during a number of key neurodevelopmental milestones give rise to
vulnerability factors that individually have a weak effect, but in unison are able to
lead to the development and manifestation of symptoms of the disorder in
individuals who are already genetically vulnerable (Davis et al., 2016). More studies
reporting experimental paradigms of multiple-hit models should be carried out in
order to ascertain whether these models might hold more relevance for clinical
manifestations of schizophrenia than simple developmentally-induced animal

models.

4.4.3 Predictive validity

The number of studies testing a treatment compound in developmental animal
models of schizophrenia was substantially less than the number of studies reporting
characterising these models. Moreover, most comparisons identified in the literature
reported on the effects of already established antipsychotics in clinical use since at
least the early 1970s. Many novel or different drugs working via different
mechanisms were only reported in small numbers. This was disappointing as it
meant | was not able to compare the overall effect of these drugs to the overall

effect of the already established drugs.
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Clozapine was the most widely tested treatment drug in this subset of the literature,
followed by haloperidol and chlorpromazine. Clozapine was also the treatment that
showed the largest efficacy in reducing deficits in behaviour when administered to
developmentally-induced animal models of schizophrenia. Chlorpromazine showed
the second largest effect, although all experiments were carried out in the same
laboratory. Haloperidol was the least effective of the three at alleviating behavioural
deficits in these animals. In the clinical literature, clozapine is reported to have
superior efficacy over other antipsychotics and is especially utilised for the treatment
of patients who are resistant to other forms of treatment (Mcilwain et al., 2011).
Therefore, these results in animal studies seem to be in line with the findings of
clinical trials, which show that clozapine performs better than haloperidol and
chlorpromazine in chronic schizophrenics (Ravanic et al., 2009), and also better
than all other typical antipsychotics (Essali et al., 2009) and atypical antipsychotics

(Asenjo Lobos et al., 2010) in general.

In animals, treatments were mostly tested in only male animals. In the clinic, it is not
uncommon for men and women to require different treatments at different dosages
(Barajas et al., 2015). For example, women require less medication to obtain a
similar outcome as men, but they are also more vulnerable to antipsychotic-related
side-effects (Smith, 2010). Figures collected in Scotland as part of National Services
Scotland for medicines used in mental health show that 54% of patients receiving
medication for the treatment of psychoses in 2016/2017 were female and 46% were
male (NHS National Services Scotland, 2017). In addition to differential responses
to behavioural measures in prenatally infected animal models of schizophrenia
documented in the literature, previous studies also show that there are important
differences between the sexes neurochemically. For example, it was shown that
reductions in glutamate, aspartate and taurine in the prefrontal cortex were more
pronounced in male than female animals exposed to Poly I:C infection during
gestation (Bitanihirwe et al., 2010). These differences between models induced in
different sexes can impact the extent to which they can predict the therapeutic
efficacy of a treatment and might explain a large number of antipsychotics that prove
efficacious in these animal models, but then go on to fail in clinical trials. While the
functional mechanisms underlying sex differences remain unclear, what is clear is
that in order to increase the predictive validity of any animal model of schizophrenia,
treatments need to be tested on animals of both sexes to account for differences,

such as fluctuations in hormones (Kokras and Dalla, 2014).
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Furthermore, treatments were mostly tested in adulthood. While symptoms of
psychosis arise in adolescence and early adulthood, statistics in the literature imply
that treatment of these symptoms is often delayed in the clinic. The access of young
people to mental health services has been shown to be poor, despite this group of
individuals having the highest incidence and prevalence of mental health across the
lifespan (McGorry et al., 2013). In fact, data collected in Scotland as part of National
Services Scotland shows that the number of patients prescribed antipsychotics is
highest for those in middle adulthood (NHS National Services Scotland, 2017).
Aside from the issue of ambiguity around how different stages of adulthood in
humans actually translate to “adult” animals (Semple et al., 2013), preclinical studies
should also focus on testing treatments in younger animals as there has been a lot
of interest in the prevention of psychiatric illnesses in the last few years. It is
believed that the onset of psychotic symptoms is preceded by psychological or
behavioural irregularities. Some researchers believe that the use of preventative
treatments may reduce the likelihood of early clinical stages of the disorder
progressing to a full-blown psychotic episode (Piontkewitz et al., 2012). In fact,
evidence suggests that low doses of second-generation antipsychotics alongside
psychosocial treatments may postpone the onset of psychotic symptoms in some
individuals (Larson et al., 2010). Furthermore, it has also been shown in the clinical
literature that those requiring treatment for the disorder at much earlier (i.e. juvenile
and adolescent) and much later (i.e. elderly) stages of their lives are especially
vulnerable to showing adverse side-effects in response to antipsychotic treatment
(Smith, 2010). This heterogeneity in the clinical population of those requiring
antipsychotic treatments, in terms of both age and sex, is not accounted for to a
sufficient degree in the preclinical literature reviewed here, making true inferences

about the predictive validity of these animal models limited.

Differences in treatment regimens reported in experiments here and the way these
drugs are used in the clinic by patients can also affect the predictive validity of the
experiments described in the preclinical literature. In the clinic, especially those
individuals with more severe symptoms often take antipsychotics long-term (Lally
and MacCabe, 2015). Long-term treatment also means that these drugs in the clinic
are given using multiple-dosing conditions. From the evidence here, we can see that
for the three antipsychotics reviewed, the effect of haloperidol and clozapine was
assessed in a large proportion of studies after a single administration of the

treatment. It is difficult to assess the long-term efficacy of new drugs this way and it
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is not representative of the clinical situation. To further complicate the predictive
validity of these animal models of schizophrenia, there can be substantial
pharmacokinetic differences between different species as well as strains. For
example, the half-life of antipsychotics in rodents is much shorter than in humans,
and therefore antipsychotics in animals show very high acute dopamine D, receptor
occupancy levels and very low D, occupancy levels between doses (Kapur et al.,
2003). This can be potentially leading to conclusions not representative of the
clinical picture even when drugs are administered repeatedly. This is shown by the
evidence that a chronic regimen of single injections of haloperidol does not create
the same pharmacokinetic profile as the same regimen in humans does (Kapur et
al., 2000). Therefore, not only do further studies using developmental animal models
need to use experimental designs to test novel therapeutics that more closely
resemble the treatment regimens used in the clinic, but they also need to account
for neurochemical differences between species. This also introduces the issue of
side-effects that are commonly seen in the clinic_after prolonged use of an
antipsychotic (Leucht et al., 2017). The evidence reviewed here shows that
treatment-testing studies generally measure far fewer behavioural endpoints than
model-characterising studies and none of these behavioural endpoints included
measures that are of relevance to side-effects in schizophrenic individuals. To be
able to fully ascertain the predictive validity of an animal model, we have to be
aware of both the positive and negative effects of a treatment drug during its

development and testing in animals.

Some other drugs tested in the literature included antidepressants, however, | was
unable to look at the effect of these due to the small sample of experiments
reporting them. Antidepressants have been tested in clinical trials as an adjunctive
treatment for schizophrenia aimed at alleviating the negative symptoms of the
disorder, however, significant improvement in these symptoms has not been shown
(Barnes et al., 2006). More studies would be required both pre-clinically and
clinically to assess the utility of these compounds for treatment. Furthermore, no
treatments were tested in combined models, which as mentioned before could be a
better representation of the clinical picture of schizophrenia. If a treatment drug
works in a simple animal model that, has limited relevance to a clinical disorder, it is
potentially more likely to fail in later clinical trials. This is a big issue in clinical
research as many therapeutic drugs make it to late-stage clinical trials, but don’t

advance any further (Moore, 2010).
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4.4.4 Face validity

In model-characterising studies, behavioural outcomes were measured using a wide
variety of different tasks in animals. These tasks were reported to most commonly
measure changes in behaviours of relevance to human phenomena and behaviours
such as sensorimotor gating and psychomotor agitation, thought to be mainly of
relevance to positive symptoms in schizophrenia; social behaviour and anxiety,
thought to be of relevance to negative symptoms; and learning and memory, thought
to represent cognitive deficits. The face validity of some of these measures of
behaviour in animals is of course higher than others, as discussed in Chapter 3. It is
not expected that animal models of schizophrenia should try to fully model the
entirety of the disorder, especially as in the clinic this is complex and there is a large
amount of variability concerning the combination of symptoms experienced by
different individuals (Marcotte et al., 2001). Nevertheless, the face validity of those
models that are only measured by one domain of behaviour, especially when this is
judged based on a single test, is limited for a complex disorder such as
schizophrenia, and will certainly not be specific to the disorder. Many of these
behavioural endpoints are often measured as part of experiments looking at animal
models of other psychiatric disorders. For example, locomotor activity is widely
used, but also widely criticised in the preclinical literature for its lack of face validity
to clinical behaviours (Powell and Miyakawa, 2006). Increased locomotor activity
can also be of relevance to attention deficit disorder or mania, and clinical evidence
in fact implies that hyperactivity in the clinic is actually of more relevance to bipolar
disorder than schizophrenia (Perry et al., 2010). The lack of specificity of these
measures can be a major issue in translation of results as an interpretation of the
same measure of increase in locomotion can vary from “hyperactivity” to “agitation”

to “increased motivation” based on condition of interest (Moore, 2010).

The most popular outcome measure reported in the literature was pre-pulse
inhibition, which measures a phenomenon called sensorimotor gating in humans,
which as mentioned previously, is thought to be negatively affected in schizophrenic
individuals. As already reviewed briefly in Chapter 3, this has been thought to be a
behavioural outcome measure with good face validity as this same phenomenon
can be measured in humans using similar stimulus parameters, and response
characteristics seem to be similar across different species (Geyer, 2006). Many

clinical studies suggest that PPI deficits improve in response to especially atypical
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antipsychotic medication in schizophrenic individuals (Leumann et al., 2002), and
that clozapine is superior in normalizing PPl compared to other atypical
antipsychotics (Oranje et al., 2002). Furthermore, these improvements in PP| have
been shown to correlate well with improvements in symptoms, including negative
symptoms (Minassian et al., 2007). Face validity of this behavioural measure in
animal models is further strengthened by observations here and elsewhere in the
literature (Hadar et al., 2015). Data show that deficits in PPl seem to emerge
postpubertally, which is an observation also corroborated by clinical evidence
(Takahashi et al., 2011), however, human studies in schizophrenia don’t imply that
this deficit worsens with age (Mena et al., 2016). Furthermore, studies in
adolescents at risk for psychosis show that deficits in PPI are present before the
onset of psychosis (Quednow et al., 2008; Ziermans et al., 2011), and this
behavioural measure in animals might therefore be applicable in the study of
preventative approaches to schizophrenia. However, it is also reported that PPI
scores of prodromal subjects who go on to develop psychosis are comparable to
those subjects who do not (Quednow et al., 2008), although the proportion of those
that do is highly dependent on the term of observation. Nevertheless, this reiterates
why early treatment of high-risk individuals remains controversial. Furthermore, the
face validity of this measure is unfortunately further limited by the fact that a deficit in
sensorimotor gating repsonse is not unique to schizophrenia and has been shown to
be a neurobiological marker in many other psychatric conditions including bipolar
disorder, Huntington’s disease, obsessive-compulsive disorder and attention-deficit
disorder (Sanchez-Morla et al., 2016). Moreover, it is also a measure affected by
sex as the relationship between impaired PPl and functional affliction is strongest in
male schizophrenic individuals in the clinic and therefore is possibly less of a useful
predictor of pscyhopathology in females. While sex did not account for any of the
observed heterogeneity in behavioural measurements of PPI here, most
experiments did report using male animals. Strain also did not significantly account
for any of the observed heterogeneity in behavioural measurements of PPI reviewed
here, however, elsewhere in the literature it has been suggested that some strains
of rodents exhibit no or only transient PPI deficits after isolation rearing (Geyer et al.,
2001). Other factors that should be more closely looked at in future experiments are
the role that variables such as pre-pulse intensity, pulse intensity, and background
noise can play in variability of outcome. We see from the studies here that these can

vary quite substantially between different experiments, and variations in these
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variables have been shown in the literature to affect reported outcome (Swerdlow et
al., 2000). Nevertheless PPl is considered to be a robust neurophysiologic
biomarker for schizophrenia, as agreed by panels of experts, namely MATRICS
(Green et al., 2004), and CNTRICS (Carter et al., 2008) (Light and Swerdlow, 2014).

Despite PPI being the most commonly reported outcome in the subset of the
literature reviewed here, measuring locomotor activity in animal models of psychosis
proved to be a much more sensitive measure of an affected phenotype. This might
partly be explained by a few experiments reporting very large differences in this
behaviour between model and control animals. Nevertheless, locomotor activity
appeared to also be a superior measure of behavioural outcome compared to other
measures of behaviour in treatment-testing studies where there were no such
outliers in the dataset. Animal hyperactivity as seen in Chapter 3 is a common
measure of outcome in animal models of psychotic disorders, despite the fact that it
is not a symptom commonly associated with schizophrenia. It is thought that an
increase in locomotion in animals in response to novel environments or
psychotomimetic drugs is a result of increased dopaminergic activity in mesolimbic
and nigrostriatal dopamine pathways (van den Buuse, 2010). Locomotor activity is
therefore used to assess for changes in the dopaminergic system in animals and is
widely used in the pre-clinical literature as a marker of stereotypical behaviours in
the clinic such as psychotic agitation. Where locomotor activity is measured in
response to psychotomimetic drugs in developmental animal models, an increased
sensitivity to the effects of these agents in these models is thought to model the
increased sensitivity of schizophrenic individuals to these same psychotomimetic
drugs in the clinic (Powell and Miyakawa, 2006). However, the face validity of this
measure of behaviour has recently been questioned as it has been shown that
individuals diagnosed with schizophrenia show increased presynaptic dopamine
functions in the associative striatum, whereas animal models of amphetamine-
induced hyperactivity are mainly driven by dopamine release in the limbic striatum
(Kesby et al., 2018). While these models have been shown to be predictive for
antipsychotic efficacy, it is argued that this is simply due to a general increase in
dopamine function across the striatum when psychotomimetic drugs are
administered systematically, and systematic administrations of antipsychotics will
therefore have an effect on dopaminergic receptors throughout the brain (Kesby et
al., 2018).
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More translationally relevant tests for the underlying pathophysiology of psychosis
are thought to be cognitive behavioural tasks that can be measured to a similar
degree in both humans and animals, and are potentially able to increase our
knowledge about associative striatal function in animal models (Kesby et al., 2018).
While many studies report measuring locomotor activity or pre-pulse inhibition, far
fewer studies report looking at behaviours thought to be of relevance to cognitive
deficits or negative symptoms in general. In humans, symptoms associated with
deterioration in personal functioning typically arise before psychotic symptoms
during a ’‘prodromal’ phase and include deficits in learning and memory, attention,
social behaviour, communication and affect (Larson et al., 2010). In fact,
neurocognitive deficits at these early stages are thought to be potentially useful in
identifying individuals who are at higher risk of developing full-blown schizophrenia
(Jahshan et al., 2010). Moreover, some psychiatrists believe that intervention at
these early stages is able to prevent psychosis from developing (McGorry, 2015). In
humans, cognitive deficits are severe in schizophrenic individuals, averaging about
1-2 standard deviations below the rest of the population (Hurford et al., 2011). The
results presented here show that animal models of developmental inductions only
show small effects in behaviours measuring learning and memory. Moreover,
measures of negative symptoms in the form of anxiety through tests such as startle
reactivity and social interaction show small effects in behaviour for both model-
characterising and treatment-testing studies. At the moment, current antipsychotics
show little impact on these symptoms, and evidence in support of specific
treatments for either of negative symptoms or cognitive deficits within the context of
schizophrenia is insufficient (Aquila and Citrome, 2015; Remington et al., 2016). It is
true that it is often more difficult to model cognitive endophenotypes to the same
level of cross-species homology as we are able to do with PPI for example, as in the
clinic cognition is often tested through verbal communication (Feifel and Shilling,
2010). Moreover, startle reactivity as a measure of relevance to negative symptoms
is also measured differently in animals and humans, which makes the face validity of
this measure hard to fully ascertain. Similar to other measures described here, these
behaviours are also not specific to schizophrenia. This limits the face validity of
animal models for schizophrenia that are only characterized by these deficits in
behaviour. Therefore, quantification of models should employ a battery of

behavioural tests relevant to schizophrenic behaviours across multiple cognitive and
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affective domains to ascertain the full extent of face validity of a model and make

results generalizable to subjects in the clinic (Moore, 2010).

4.4.5 Limitations

Unfortunately, as mentioned, resources only allowed for single data extraction. As
has been pointed out before, double-data extraction is the gold standard, and
therefore some human errors are naturally expected. Data extractors were given
continuous guidance throughout the extraction process with any issues discussed
with a second investigator (myself). All data extractors followed a pre-defined
protocol and | checked 15% of both datasets in detail as the second screener. No
substantial and recurring errors were encountered during this process and the data
were therefore deemed robust. Unfortunately, due to time constraints, the rest of the
data was only ‘sense checked’ during analysis, where any missing data or any
obvious outliers were double-checked and re-extracted if necessary. Clearly, issues

like this call for more robust quality control, and advocate for double-data extraction.

While | have reviewed here three widely used and reported developmentally-
induced animal models of schizophrenia, the data collected here is not necessarily
representative of the rest of the developmental research field and experiments using
other methods of model induction. Moreover, data were only extracted for
behavioural outcomes and face validity could therefore not be reviewed from a
neurological point of view, even though it would be interesting to explore whether
these results agreed with data seen in behavioural outcomes about the face validity

of these animal models.

We must also remember that conclusions based on the data presented here are
affected by the small sample size of experiments for many of the variables
measured, which affected my ability to perform multivariable meta-regression and
assess for any co-linearity of variables. Finally, non-human animals and humans are
different and behavioural changes in one might therefore not necessarily correlate
with behavioural changes in the other. Underlying physiological responses to similar
insults might not be the same in humans as it is in rodents or even monkeys. And
lastly, there are some clear issues over differences in the developmental timeframe
of different species, and we do not know the exact impact of this in the context of

schizophrenia.
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5 Text Mining as a Tool to Aid Systematic Reviews: A New

Methodological Approach

This work was performed in collaboration with researchers at the John von
Neumann Faculty of Informatics, Obuda University in Budapest, Hungary. As the
development of this work was a computational challenge, rather than a biomedical
hypothesis testing experiment, the reporting of the work will not be in the style of
traditional biomedical reporting. | have instead based the structure of this chapter on
that specified for dissertation projects at the School of Informatics of the University

of Edinburgh (http.//www.inf.ed.ac.uk/teaching/courses/diss/guide.html).

5.1 Introduction

As a result of advances in technology, the speed of inception of primary evidence is
bypassing the speed at which we are able to summarize this data. This is a real
limiting factor when it comes to making evidence-based decisions in medical
biology, a problem that has been highlighted in the field of clinical trials (Bastian et

al., 2010), but is an equally big issue in animal studies.

The process of manual data extraction and analysis, is in itself a slow and subjective
process, but these issues are magnified when it comes to the manual analysis of
large volumes of data (Fayyad et al., 1996). This is especially the case in larger
systematic reviews, which aim to incorporate all of the literature available for a given
research topic and take as much information from these sources as possible. This
contributes to the increase in the amount of data needing to be processed: 1) the
number of records needing to be reviewed (i.e. studies in the review) and 2) the
number of fields of interest that we are attributing to each of these records (i.e. study
characteristics) (Fayyad et al., 1996). As a result, the benefit of systematic reviews
is diminished by the time taken to perform them, so that findings of these reviews
are generally out of date by the time of publishing. Adding to this time lag, is the
concept that in systematic reviews it is encouraged that studies are reviewed by two

independent investigators to account for human error and increase reliability.

5.1.1 Motivation behind work

| found reviewing and annotating publications a time-consuming task for the number

of studies included within my review. This was an underlying issue throughout my

137



project, | realised that large, and broad projects would always have this limitation,
unless alternative approaches were considered to enhance the speed of the review
process. | hypothesised that automating part of the review process might make a
difference to the speed at which you could complete a specific stage of the process.
Such a computer aided approach would not only help a reviewer make more
efficient use of their time, but also in turn maximise the potential of results gained
from these reviews and let available evidence inform subsequent stages of the

clinical drug development process faster.

5.1.2 Objective of work undertaken

My aim was to design a program that would not only reduce the aspect of reading
and analysing publications for reporting of risk of bias items, but also reduce the
impact of naturally occurring human error when doing this for a large number of
studies.

My two main objectives in order to achieve this: 1) develop a set of term identifiers
that would allow for automatic phrase recognition, and 2) create a program that |
could easily use to assess these words within multiple files at once and update a
database storing data on these files accordingly. Primarily, | wanted to find a
solution for increasing the efficiency of my own work, but if successful, also produce
a tool, which could be of use to other systematic reviewers faced with similar

problems when processing a large number of publications.

This project was a subsidiary investigation to my overall systematic review of the
field, but in this chapter, | describe my reason for developing this methodology,
discuss the utility of the approach taken and the potential of incorporating computer-
based approaches such as this one in the field of systematic reviews in pre-clinical
biomedical sciences. While the key aspect of this work was the actual success of
predicting risk of bias items within a number of large pieces of text reliably, | also

describe the design of the project that we created to allow us to test this.

5.2 Background

Fayyad et al. (1996) suggested some time ago that volumes of this magnitude of
work should be automated at least partially, instead of humans carrying out this

process. They introduced the idea of knowledge discovery in databases to tackle
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this problem of increasing difficulty in digesting the extensive volume of information

that the digital age has made available (Fayyad et al., 1996).

This involves the use of various computational tools to aid the process of humans
acquiring useful knowledge from large volumes of digital data. A major step in this
process is the use of data mining (Fayyad et al., 1996). This is the use of
computational algorithms for the identification and extraction of patterns from large
pieces of data, which are then often used for interpretation of the data and in aid of
decision-making and derivation of useful knowledge from these data (Fayyad et al.,
1996; Hearst, 1999).

A potential area where data mining can be used is in the mining of free-form text
(i.e. text that is unstructured, for example those in a word processor). This is a form
of natural language processing (NLP), where it is possible to automate annotation
and thus classification of this text (Fayyad et al., 1996) by discovering information
within data through the establishment of patterns across datasets and separating
out signal from noise (Hearst, 1999). This is precisely what we do when we analyse

a publication, we try to filter the relevant information from the background noise.

Most NLP applications to systematic reviews seem to focus on the screening and
inclusion/exclusion of relevant articles into a dataset. While there has been a
number of attempts to utilise natural language processing techniques in the
automating of data extraction in systematic reviews, these have been mainly
exploratory, and few have been so far utilised in actual reviews for a full or even
partial automation of the data extraction process. Moreover, the extent to the
number of potentially extractable data elements that have been investigated is far
from complete, and notably few automated natural language processing techniques
focus on automating the assessment of the internal validity of publications
(Jonnalagadda et al., 2015).

5.2.1 Work carried out so far and possibilities for improvements

In light of the size of my dataset and the need for a second screener during phase 2
of the project, the motivation for this project was to develop a more efficient tool to
aid my work by reducing the time taken to review full-text publications and provide a

secondary form of review.
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Based on this, | recognised that annotation and categorization was a stage of the
systematic review process where text mining could potentially contribute. More
specifically, | knew that one of the most uniform variables that could be extracted
from a publication is the evidence for the reporting of measures taken to reduce the
risk of bias and other methodological criteria. This was mainly based on personal
experience of searching documents for specific words while usually performing this
stage of the review. As there are generally only a limited number of ways in which
certain risk of bias and methodological quality criteria can be described, by creating
a list of search words we could search PDF’s of publications to help classify whether

they had reported or not reported some of these list items.

A solution that standardized and generalized the approach to this process would
have the opportunity to overcome and minimise these issues within this seemingly

simple stage of the review.

5.2.1.1 Current method of reporting of risk of bias assessment

The instruments used to assess the reporting of internal validity can vary
considerably in the field of pre-clinical research (Krauth et al., 2013). Fundamentally
though, they all use the same basic approach to assessment: scoring for the
presence or absence of the clear description of a risk of bias or study quality item
within a publication (Horn et al., 2001). As mentioned before, | use a modified
CAMARADES checklist in my own review (Macleod et al., 2004).

Once key words are identified within the active document of focus, | read the
surrounding word environment and make a judgment call about whether there is
sufficient evidence for the correct reporting of measures taken to reduce each risk of
bias item and other methodological criteria on my checklist. | do this at a full-text
level and while these measures are usually described within the Methods or Results,

| am still required to find the right phrase or lack of thereof within each piece of text.

As the analysis of this data element is a simple ‘Yes’ or ‘No’ interpretation of
whether each item of interest has been reported or not, this should be a stage of the
review where annotations should be consistent across different investigators. In
practice, discrepancies often arise even at this stage of the review process. It is
possible for a reviewer to miss the key piece of text required to interpret reporting of

criteria. Secondly, subjectivity is introduced during interpretation of information.
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For example, methods of randomisation are rarely described (van der Worp et al.,
2010), therefore a reviewer has to take reports of these items at face value and
judge whether wording explains a generally correct method of randomisation or not.
Finally, repetition of the process for large number of publications increases the

chances of human error arising and the impact of subjectivity.

By pre-defining which expressions should be classed as valid examples of the
reporting of items on my checklist and which ones should not, a tool could
potentially be created which automates this stage of the review. A solution of this
kind would take out the above-mentioned subjectivity of text interpretation, and
reduce the impact of the small percentage of human error that inevitably occurs
when processing large amounts of data. A tool like this would have the potential to
eliminate the need for a second screener, which is a common method used to try
and reduce the likelihood of introducing errors into the dataset (Barchard and Pace,
2011). In addition, the tool could be used as a way of validating the work of a
human. This was a key requirement for my project, as | was not able to have a

second data extractor for this part of my project.

5.2.2 Previous work in similar fields

Automation of risk of bias item reporting assessment in data identification and
extraction from clinical trials has been explored so far by two different research
groups (Marshall et al., 2015; Millard et al., 2016). Marshall et al.(2015) for example
used machine learning to automatically judge the risk of bias within a trial in the
COCHRANE Database of Systematic Reviews as well as extract text fragments
supporting these conclusions (Marshall et al., 2015). This approach was similar to
those used by researchers at the University of Bristol, who used machine learning to
find relevant sentences within a piece of text and use this to rank both sentences
and articles according to risk of bias (Millard et al., 2016). Both groups used
supervised machine learning, with mean precision scores ranging from 0.53 to 0.87
for items in both studies combined (Marshall et al., 2015; Millard et al., 2016).
Unfortunately, both of these solutions have only been developed for the assessment
of human trials. Both mainly focus on randomisation, allocation concealment and
blinding at full-text level (although Marshall et al. also include inclusion/exclusion
reporting), which are all risk of bias elements that are transferable to the pre-clinical
research field. Despite this, some key aspects in the reporting of these risk of bias

items differ between clinical trials and animal studies (Krauth et al., 2013). For this
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reason, | wanted to see if | could develop a similar tool to automate the assessment
of the reporting of risk of bias for studies reporting pre-clinical studies as opposed to

clinical trials.

Firstly, the approach taken for the evaluation of measures taken to reduce risk of
bias is different for clinical trials, and the one that many systematic reviews use
when assessing risk of bias in animal experimental publications. The approach for
risk of bias prediction for clinical trials, and incidentally the tool used by both groups
to develop their algorithm, is based on the COCHRANE Risk of Bias tool (Higgins et
al., 2011). This tool does not class articles based on a simple checklist, but rather

gives studies a “high”, “low”, or “unclear” risk of bias based on the amount of detail
given within a published trial or mixture of sources for the same trial (Higgins et al.,
2011). In comparison, many systematic reviews of pre-clinical studies, including this
current work, have used checklists to assess the likelihood of risk of bias or low
methodology (Macleod et al., 2004; Sena et al., 2007). Methodology is evolving and
newer tools, such as SYRCLE's risk of bias tool (SYRCLE'’s RoB tool) for animal
studies, which have been developed based on the Cochrane RoB tool, offer a more
consistent and similar approach to the assessment of risk of bias to those used for
human studies (Hooijmans et al., 2014). As it makes an important differentiation
between assessment and interpretation, it is possible to class evidence of not
randomising separately from those that did not give enough information to determine
whether randomisation took place or not. This is not something current checklists,
like the one used here, usually account for. While the applicability of this tool will still
depend on the current detail of reporting within pre-clinical studies, moving towards
this level of reporting of risk of bias assessment has the potential to yield a more
accurate critical appraisal of the methodological quality of animal studies than a
simple checklist method. While the content of description used still matters within
these animal studies when it comes to interpretation of risk of bias within a study
(Kilkenny et al., 2009), a number of challenges remain in analysing risk of bias in

animal studies and why we analyse clinical trials differently to animal studies.

Most importantly, reporting of risk of bias has improved in clinical trials (Plint et al.,
2006), while there has been little improvement seen in animal studies (Macleod et
al., 2015). This is possibly due to more advanced awareness around the topic of
methodological quality in clinical trial designs, and how inadequate studies can

erroneously estimate treatment effects (Schulz et al., 1995); as well as the
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introduction of guidelines adopted by journals (Schulz et al., 2010). The literature on
how to evaluate risk of bias in a randomized clinical trial is also more extensive,
whereas there was little in terms of guidance for the animal research community
before the introduction of the ARRIVE guidelines in 2010 (Kilkenny et al., 2010b).

This lack of universal standards and concurrent unfamiliarity with the rationale of
these certain aspects of experimental design (Festing, 2013), mean that pre-clinical
evidence reviewers come across a wide range of different expressions used to
report risk of bias items, where sometimes these explanations don’t actually qualify
for the true definition of the items (Hooijmans et al., 2014). Moreover, in animal
studies we have greater flexibility in terms of experimental design including multiple
species and models to recapitulate human behaviours, as well as a large range of
outcomes measured. This is often due to animal experiments being exploratory
(loannidis, 2012). While the COCHRANE risk of bias tool, encourages the
assessment of risk of bias for each main outcome or class of outcomes (Higgins et
al., 2011), many systematic reviews of animal studies perform reporting of risk of
bias assessment on a publication level (Sena et al., 2007). While some forms of
assessment suggest doing this for individual outcomes within studies (Hooijmans et
al., 2014), this can sometimes be difficult as these risk of bias items are rarely stated
separately for different outcome measures. These are all differences that can make
the automation of pre-clinical studies compared to clinical studies different, and

perhaps more difficult.

In addition, in a systematic review of pre-clinical studies, we disregard human data if
there is any within the same publication. This is something that needs to be taken
into account when developing a tool for the identification of specific terms within a
publication, so as to try and not pick up on risk of bias reporting for human studies

within the same publication.

5.2.3 The relevance of this work to our systematic review process

CAMARADES has been working on creating a fully integrated online platform, which
aims to act as a hub for systematic reviewers of preclinical studies to carry out
different stages of their review using practical web-based tools and applications
(www.syrf.org.uk). | wanted to create a solution that could potentially be further
developed and incorporated into this framework if proven successful. This would

add an additional step to the already present online systematic review process that
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includes a web-assisted tool for screening and annotating your dataset. This
approach of applying text mining to reporting of risk of bias assessment is in line
with work by the SLIM (Systematic Living Information Machine) consortium, a multi-
centre collaborative pilot project that aims to automate various stages of the
systematic review process with the motivation that someday automatic “living”

systematic reviews will be achievable.
5.3 Work undertaken
5.3.1 Approach to design

The main concept of the work | undertook was to use natural language processing
to review a collection of publications describing pre-clinical studies of biomedical

disorders, by identifying and predicting risk of bias assessment for each study.

There were two components to the solution designed: the search terms used to
capture the relevant information within a piece of text, and the program that ran

these terms in a given set of files.

5.3.1.1 Objective 1. Creation of a set of term identifiers

The application of natural language processing to data extraction in systematic
reviews is dependent on term identification, which is the main limiting factor in the
processing of useful information in the literature (Krauthammer and Nenadic, 2004).
My first objective was to develop a set of expressions that would allow for automatic
term recognition within a text. There are a number of different approaches to this
(Ananiadou and McNaught, 2006), including the ones used by the studies
mentioned above where the machine learning approach has been used to identify
relevant sentences within a large piece of text (Marshall et al., 2015; Millard et al.,
2016). Because our interpretation of a study’s risk of bias in animal studies requires
a simpler approach of assessing for a positive or negative reporting of a checklist
item, we took two different approaches and compared the results of these for their

ability to recognise terms within a large piece of text.

The first approach to term recognition, the dictionary-based approach, works by
using existing terminology in order to find the occurrence of a term (Ananiadou and
McNaught, 2006). The system is given a list of terms (i.e. could be a string) and if

that term is matched within the text of interest, then it is recognised by the computer
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as an instance of that term and its related concept (Caporaso, 2009). The accuracy
of this approach to term recognition is most affected by term ambiguity, and
deviation from the original terms specified (Ananiadou and McNaught, 2006). In
comparison, the rule-based approach uses patterns of term formation, where rules
are used to characterize a common structure for terms (Ananiadou and McNaught,
2006). Here a string of defined characters is matched within a text of interest against
a rule or rules that are given to the system. This is often achieved by way of regular

expressions (Caporaso, 2009).

| developed a set of key phrases for three widely applicable approaches, which can
reduce the risk of bias in experimental design and provide more precise results.
These were random allocation to treatment group, blinded assessment of outcome,
and sample size calculation (SSC). | chose these risk of bias and methodological
quality items because they were all included in the minimum core set of items
authors should report in their grant applications and scientific publications (Landis et
al., 2012).

As | did not have structured data (i.e. quotations taken from actual publications)
available for randomisation, blinding and SSC (i.e. specific quotes within the
publication to justify risk of bias assessment), | had to first distinguish useful terms of
the subject from non-related noise. From previous experience working on other
systematic reviews, | realised that simple search words would not be specific
enough for the computer to be able to always make a correct prediction for an item.
For this reason, | decided to assess the phrase environment of words commonly
associated with my items of interest. This was then used to develop a set of key

phrases that would be designed to predict reporting.

For randomisation and blinding, | used the library of PDFs | had available from my
systematic search of animal models of psychotic disorders as my training set. |
initially made a list of keywords that are commonly used to describe each of these
items. The idea was to use the program PDF Xchange Viewer, find phrases
containing those keywords and score them as “yes” or “no” for the reporting of that
study quality item. | used “random” for randomisation and the terms “blind”, “aware”
and “naive” for blinded assessment of outcome. | made a record of every word
environment | had identified these terms in in my set of .pdf files and used it to
create a list of phrases that | would always class in a paper as having reported that

risk of bias or methodological quality item in question. | used the definition of
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randomisation as a random allocation of animals used to control and intervention
groups. Blinding was defined as the reporting of investigators being blinded to the
knowledge of which intervention had been given to which group of animals during
the experiment (Hooijmans et al., 2014). This means that a sentence that said
“animals were tested in a random order”, | would not class as having randomised
during experimental design, but a sentence such as “animals were randomly
assigned to groups” | would class as an example of reporting of randomisation.
Similarly for blinded assessment of outcome “whole-cell blind patch clamp
technique” should not be an example of reporting of blinding, however, “tests were
carried out by a blind investigator” should be classed as a true example of the

reporting of blinding, in my opinion.

Due to the fact that SSC is a methodological quality criterion that is seldom reported
in pre-clinical research fields (van der Worp et al., 2010), my approach for search
term development was slightly different here. | used data extracted in our
CAMARADES database as part of other systematic reviews to identify publications
that had been classed as reporting SSC. Publications included here described pre-
clinical models of stroke, Parkinson’s disease and multiple sclerosis. While | relied
on other investigator’s classification of this methodological criterion within a study,
when identifying relevant publications, | made my own interpretations of each
publication | reviewed. Much like before, | made a list of expressions that were used

by authors within publications to say they had performed SSC.

| extracted the shortest possible textual span that led me to determine reporting of
risk of bias, even if these were not full sentences. It was essential that | obtained as
many examples of descriptions as possible, so | extracted all possible standalone
phrases that led me to my conclusion, even if this meant extracting multiple

instances from the same publication.

5.3.1.1.1 Dictionary-based approach

Using my final list of differentiated word environments, | narrowed these down to a
list of phrases that would pick up as many of these examples as possible while
trying to avoid picking up any of the examples where risk of bias items would not be
scored as having been reported. These phrases were then used as our term

recognition set to parse files with.
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5.3.1.1.2 Rule-based approach

Regular expressions are a sequence of symbols and characters that declare a string
or a pattern to search for in a longer piece of text. | thought that the use of regular
expressions would provide more flexibility over simple phrase searching in terms of
picking up on expressions that vary slightly from the list of expressions specified. It
would also exclude instances where these expressions are used to explain
something that was not done (i.e. experiment A was not randomised). | created a list
of regular expressions that would serve the same function as my original term
recognition set of words above, but without the limitation of having words appear in

the specific order, case and tense given.

5.3.1.2 Objective 2. Creation of program to run and record results of term

recognition

My second objective was to design an application that was able to perform and
automate a series of steps that mimicked the human reviewing process (Figure 5.1)
for multiple studies at once. This could then “read” a PDF, using our developed set
of term recognizers, identify any potential useful snippets of text, predict risk of bias
items of interest for that study, and finally record this information within a database

containing data for a multitude of studies.

Randomisation Ef

Read and identify the
appropriate segment in a Do this for multiple
text referring to the risk of files in a dataset
bias item of interest if

Analyse this information Record conclusion for
or lack of information given piece of text and
and “call” each paper store results for each

based on what was publicationina
present, if not recognise identified within it database
the absence of it

Figure 5.1 Key stages of applying text mining to the process of reported study quality
assessment

To achieve this, we needed the program to have the following three functionalities:
(1) read a given file; (2) search for words or phrases in this file; (3) interpret results

of search and record this in a database accordingly.
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5.3.1.2.1 Specification

5.3.1.2.1.1 Usability

Primarily, | was the user, but it is a possibility that systematic reviewers in other
fields of pre-clinical research could use the solution one day. | had to take into
account certain basic characteristics about these potential users: variability in
familiarity and ease of working with computer applications, varying levels of
knowledge and experience of systematic reviews and reporting of risk of bias items,
as well as different locations of users and resources including computer platforms

preferred and available to them.

5.3.1.2.1.2 Input and Output

While it has been stated that there are numerous instruments available to assess
risk of bias in pre-clinical studies (Krauth et al., 2013), systematic reviews performed
by the team at CAMARADES and collaborators, tend to centralize around existing,
previously published study quality lists of assessment (Macleod et al., 2004; Sena et
al., 2007). These are then often adapted to the research area of interest studies that
review is being conducted in and can assess a variable number of different risk of
bias items (Krauth et al., 2013). Therefore, this part of the application would be
different for different investigators and | wanted to make the input of this information

open to different sorts of options.

In terms of the information output that would be beneficial to the user, the aim of this
application was primarily to show the search results for each individual publication
(i.e. phrase identified and final ‘call’). This was so | could assess the overall
effectiveness of our solution, but also in order to further develop the program by
knowing which phrases had been identified within each publication and be able to
look at those in more detail where disagreements arose between the computer and
the human screener. In contrast, other users might only be interested in a summary
of the prevalence of a certain risk of bias item, therefore, this sort of output was also
important. | wanted the output to be communicated to the user through the user
interface and give the user the option of storing the results in a database. As my
project uses MS Access to record information about studies within my dataset, |
wanted to create a solution that would be able to update this sort of database

primarily.
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5.3.1.2.1.3 Adaptability

CAMARADES has been working on creating a fully integrated online platform as
mentioned earlier; therefore, | wanted to create a solution that could be incorporated

into this framework if needed in the future.

5.3.1.2.1.4 Summary of software requirements

Based on these criteria with the help of a programmer | created an application that

would ideally meet the following requirements to be considered successful:

- User-friendly interface

- Allow the investigation of the reporting of risk of bias item of choice
- Search a number of different files at once

- Facilitate the storage of these results in a database, if necessary

- Possibility of integration into existing web-based platform

5.3.1.3 External software

One of the biggest considerations before starting the development of the project,
involved thinking about how articles in a systematic search dataset might be “read”
by the program. Usually scientific publications are published in PDF (Portable
Document Format) (Adobe Systems Incorporated, 2006). This file format can
present elements of a printed document as an electronic image that is independent
of software, hardware and operating system. PDF is based on PostScript, a page
description language that runs in an interpreter to generate an image. This image is
coded using separate objects, meaning text and images are stored in a special
format that is fixed and not easily modifiable. This creates an obstacle when it
comes to analysing these files, as the text that we see is not encoded in a plain text
format. For this reason, in order to be able to edit or use this text of interest, it needs

to be converted to an alternative format before it could be analysed.

PDF documents were converted to plain text format using an external software. We
trialled multiple converters available on the web and chose the “best option”
(https://bytescout.com/). This software was chosen as it was able to convert as
many of the given PDF files as possible (including secured PDFs in some cases)
and gave an output that was meaningful and therefore could be easily searched
using whole phrases (i.e. read paragraphs into file in the right order, with no breaks

in-between).
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5.3.1.4 Proposed Validation of Solution

| tested the effectiveness of the program and validated my search terms developed
for risk of bias items by comparing it to previous scoring of risk of bias by a human
investigator (i.e. the current “gold standard”). For this, | used a separate dataset of
1359 of other in vivo studies from another project carried out by our group (Macleod
et al., 2015), where risks of bias had been previously ascertained by two
independent human reviewers. Results of the human screening process were stored
within an independent MS Access database, where the application could update the
appropriate fields based on the results of the search. Once the results of the
application were known, | could simply run a query in order to look at the number of
studies in agreement and those where the computer did not give the right prediction

for risk of bias.

In order to evaluate the performance of the search terms developed | compared the
predictions made by the computer to the values given by the human screeners and

looked at agreements and disagreements through a simple confusion matrix (Figure
5.2).

Actual values
(Human screener)

Yes No
Predicted Yes True Positive False Positive
values
(Computer No False Negative True Negative

classification)

Figure 5.2 Confusion matrix showing how performance of computer
tool is evaluated against human screener
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Using values from this table, | was able to calculate sensitivity (i.e. also termed
recall). This is the number of positive publications correctly predicted by a computer,
as a proportion of all the positively classed publications by a human screener
(Equation 5.1);

5.1

True Positive

True Positive + False Negative

Alongside specificity, which is the number of correctly predicted negative
publications by a computer, as a proportion of all the actually negatively classed
publications by a human screener (Equation 5.2);

5.2

True Negative

True Negative + False Positive

And Precision, which is the number of correctly predicted positive publications by a
computer, as a proportion of all the positive predictions it has made (Equation 5.3).
5.3

True Positive

True Positive + False Positive

Finally, | calculated an F-score, which is a harmonic mean between sensitivity and
precision, and thus gives equal weight to both. As a result, it requires both values to
be high in order to produce a high value (Equation 5.4).

5.4

Precision x Recall

Precision + Recall

Altogether, these performance measures can give us an idea of how good the tool is
at correctly predicting positive instances of a term and thus concept (i.e. sensitivity)
and the effectiveness of the tool in correctly not identifying those instances where no
concept is to be associated (i.e. specificity). Finally, it gives an idea of how sure we
can be that when a computer makes a positive call, it is a correct prediction (i.e.

precision) (Sokolova and Lapalme, 2009).
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5.3.2 Design of Solution

Here, | describe the overall structure and functional flow of data within the solution.
The exact code can be found within the appendix of this document including
annotations of the function of each line of the code (see Appendix Ill. Text mining

tool: code used for program and list of expressions).
5.3.2.1 Design features

5.3.2.1.1 Platform solution

The system was designed in a globalised manner through a web-based solution,
with the thought that it could be incorporated into and hosted on existing web
platforms. Here, once public access is given to the web page on a local or a global
network, multiple users could use the application simultaneously. The advantage of
this approach over a localised solution would be that data would be stored centrally
on a server and individual user access would be controlled. This also allows for
more frequent back-ups to be made centrally and thus keeping data safer, even

when multiple people are working on the same project.

5.3.2.1.2 Architecture of the system

The architecture of the system was built in the architectural style of a
Representational State Transfer Application Programming Interface (REST API).
This is widely used for designing dynamic data driven web solutions. This
technology allows the execution of required tasks within the program to be
distributed (i.e. split up) between a front-end and a back-end. The back-end of the
program performs all the core functions that can be automated such as tasks that
require large calculations. The front-end takes input from the user that specifies
instructions on how to execute back-end tasks and displays results of actions on a
user-friendly interface. This sort of separation of tasks helps to improve performance
of the tool. It also allows different browsers to be able to display a standardized user

interface on every platform (Figure 5.3).
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Figure 5.3 The architecture of the program based on a REST API design that allows for
complicated tasks to be separated out and performed “behind the scenes” by the
back-end, while communicating only the relevant data with the front-end

The two ends communicate with each other through standardized message
structures (i.e. written in JSON, described in more detail below), which are sent back
and forth between the two ends. These are in the form of GET and POST data,
forms of AJAX HTTP requests (Asynchronous JavaScript and XML Hypertext
Transfer Protocol), which are a set of rules used to transfer data between clients
and servers. For example, GET is used to request data and POST is used to submit
data. When the front-end instructs the back-end to do something it will prepare
instructional statements in a standardized format that sends data to the back-end via
a POST message. This way, the back-end knows what data to work with and it can
carry out the appropriate calculations and actions. Once the back-end has carried
out these actions, it then sends a performance report back to the front-end to say
whether it has successfully carried out the specified instructions or if any errors

occurred.
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5.3.2.2 Functional features

5.3.2.2.1 Key stages of system behaviour

The application is able to carry out three functionalities:

1. Perform a search of a given set of .txt files using simple phrase expression,
regular-expression or both

2. Check size of given set of .txt files and compare these files with another set
of .pdf files to highlight those .txt files of small size* and those which do not

have a corresponding .pdf file

Update a database (i.e. MS Access) using results obtained from the previous two

steps.

*File of a small size was defined as anything below 1KB. This equates to 1024
bytes, which roughly equates to the same number of characters. One page of text is
equal to about 3290 characters. This limit of file size was decided on from the
observation that when comparing files before and after conversion from .pdf to .txt
files, .txt files smaller than this were generally not converted properly and therefore
did not contain any relevant and usable information for the text mining to be
validated on.

The program executes each of these actions so that it follows the overall
communication system specified above. When the user prompts the program to do

something:

1. Front-end prepares an Update Statement containing instructions that is
submitted to the back-end (i.e. search string to be processed and ran on
files)

2. Back-end receives this statement, it executes the statement accordingly, by
looping through all relevant files (i.e. actual running of search)

3. Back-end returns results of action to front-end, so it can be displayed to the

client (i.e. results of search displayed to the user).

This setup allows data to theoretically flow through the program to create a user-
friendly tool that is able to search publications using search expressions provided by
the user and display results of this search back to the user, allowing them to update

this data to a database (Figure 5.4).
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Update database by executing
the Update Statement

Figure 5.4 Detailed flowchart of how the search function of the tool works — including

how front-end and back-end communicate

155



The file checker was a later addition to the application and functions in a similar

flow, however, is independent of the search (Figure 5.5).

Functional
processes
(input/output)
visible to user

Load Word Search home
page

A 4

Press ‘File Overview’
button

Display results of check, and visualize |,
errors and warnings based on
whether converted files are missing
or files are too small and unlikely to
contain relevant information

A

For database update enter required database

update fields (i.e. table, field and value to
update positive results to)

\ 4

Press ‘Update Database’

Display report of records updated in
database <

Functions of
program not
visible to user

Gather information from the
specified folders. Match .pdf
extension files with corresponding
.txt files and check the size of
converted .txt files.

Use specified information to
create a connection with the
right database

L4

Can a connection be
established (i.e. are
all details relating to
database correct)?

(=)

4

Prepare database Update
Statement based on received
request from front-end

4

Update database by executing
the Update Statement

Figure 5.5 Detailed flowchart of how the file check function of the tool works — note
that the database update is the same as for the search function

5.3.2.2.2 Graphical appearance and functions

The application is achieved through a single page application. This means that on

initial loading of the page, the whole application is loaded into the browser. Due to

the REST API architecture, however, only certain information is made visible to the

user at any given stage of application use. This is controlled by the front-end

process workflow, describing which components should be made visible to the user

and which should be hidden from the user interface at different stages.
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5.3.2.2.2.1 Welcome page

On loading the application the first ‘page’ that is visible is the Welcome Page of the

tool (Figure 5.6). From here, the user has the following interactive possibilities:

1. Perform a simple phrase expression search — this includes a free-text box
where the user is able to enter their search phrases separated by a comma;
and the actual “Search” button*

2. Perform a regular expression-based search — this includes a free-text box
where the user is able to enter their regular expressions in a specified
format; and the same “Search” button as before*

3. Check existence and size of files available in the specified folder — this
function exists so user is able to check whether converted .txt files exist for
each .pdf file in a given folder and whether these .txt files are of a size that

are likely to contain valuable information

*There is an option to execute both searches, by selecting the tick-box and entering

data for both options.

@ localhost:2080

Word search

File overview

Simple expression search

randamly assigned. Randemly assigned. assigned randomly,randomly divided,divided randomiy randomly treated randomly split, randomly determined.random
assignment randomly received were randomised were randomized randomly allocated allocated randomly treated in a randomized manner treated in a randomised
manner,randomly selected groups received,randomised to randomised into,randomised in,randomized to randomized inte, ed in,random

assignmer to,randemisation to randomly categer,categorised randomly,categorized randomiy,randomly subdivided, subdivided randomly,randomly
divided.divided randomly

Content shouid be comma (") separated

Word search based on regular expressions

I((2<Inot (\brandom(ly)?.( givig|ireat|splitjdeterminjreceivialioc|subdivicategen)|((?<inot )(assign|dividy mir vcategor)

(at)? *random))|(?<!Inot )(\brandomi[sz]((ed)|(ation))).(injto)lwere randomi[szjed/i

Content shouid be entered in the following format: "Fregular expressions’”

Search

Figure 5.6 Program start page where user is able to perform two different types of
searches
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Based on the user’s input, different workflows can be initiated - a simple expression
search, a regular expression search, one where both are possible, and a file size

check, the results of which can then all be used to update a database in the same

\ Update
\ Database

Figure 5.7 Four main workflows that use four different functions initially, and then
share the same update database function

way (Figure 5.7).

| — Simple Phrase Search s
== Regular Expression Search =»
m—— Combined Search )
—— File Size Check w—)

5.3.2.2.2.2 Results of Search page

Once the search has returned the results, these are displayed so that overall
number of positive hits is shown as well as each publication where a hit has been
identified is listed below with the corresponding piece of text identified within the file.
At the top of the page, there is an option for the user to enter information relating to
updating a database specified. This pilot project was designed to primarily update
and tested on an MS Access database — a desktop relational database, but the
application is designed to be able to work with other server-side relational databases
as well (i.e. MSSQL, Oracle, MySQL). Here the user can specify the target table, the
target column and the target value to be used for the Update Statement. The system
by default will update all of the records that have come back with a positive result.
The user is able to review and override this setting, by deselecting tick-boxes for

records that they do not wish to include in the Update Statement (

Figure 5.8).
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Figure 5.8 Appearance of the user interface when results of a single search are
returned and displayed

As mentioned before, it is also possible to run both searches simultaneously, where
the data to be displayed is selected by the user based on which calculation they are
interested in, in a similar format to described above (i.e. results of both searches or
just a single one) (Figure 5.9). This was mainly useful for a quick comparison of the
two search approaches in finding the information of interest within the given set of

files.

% Word Search

® @ X *

B Other bookmarks

Cancel Word search update selection

Update table name
Update column name
Update value:

© All search results number: 111
Single word search result number: 46
Regexp search result number: 69
Overlap search result number: 4
Single word search without regexp result number: 42

Regexp search without single words result number: 65

Update database

Figure 5.9 Appearance of the user interface when both searches are selected and
executed simultaneously, and results are returned and displayed
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5.3.2.2.2.3 Database update result page

The results of the executed Update Statement are displayed to show the overall

success of the update process, including number of errors encountered, if any, and

a log of all the records that had been successfully updated (Figure 5.10).

~HctEE-%@-

Back Database update report Home

© Update success : 490
Update warnings : 0

Update errors : 0

10046_2004
10068_2010
10152_2010
10164_2009
1018_2008 - S
10215_2011

1023_2008 -
10242_2007 -
10280_2012
10284_1994
103132007
10314_2008
10367_2008
10368_2008 -
10369_2006 -
10376_2013 -
1042_2013 - £
1043_2013

10451_1987
10501_2005
10502_2002
10503_2002 -
10505_1999 -
10506_2004 -
10508_2006
10509_2007
10692_2001 - S

Figure 5.10 User interface as it appears after the user has updated the database

5.3.2.2.2.4 File overview page

Upon executing the ‘File Overview’ function on the Welcome page, the page
changes to display the results of the file checker function by showing the total
number of files that are likely to be erroneous (i.e. be incomplete in terms of text)
and then also each file one by one contained within the folder of interest. This is
calculated by setting a cut-off limit for the size of each file, where anything smaller
than this limit is highlighted by the program and given a “warning” label. The
program also highlights where no corresponding .txt file exists for a .pdf file. This
way it is possible to exclude these records from final text mining analysis. It is also
possible for the user to save this information to a database in a similar way to the

way the results of the search were updated to a database (Figure 5.11).
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Back File overview

Total file count: 1356

Type Count Precentage
Error 2 16.30 %
Warning 2 0.15 %
Ok 1133 83.55 %

Total file count stands for the total PDF file count. Error count represents the count of those files which only have a pdf version (no converted file). Waming count represents those files which have smallfile size after conversion. Ok
count represents the files count which do not have warning or error.

Update details

Update table name: table name.

Update column name:

Update database

Measure unit change information

Measure unit Change value
B (Byte)

KB (Kilobyte) 1,024 Bytes

MB (Megabyte) 1,024 Kilobytes

“The files which have small file size, are colored with orange background. The pdf files which da not have converted version are colored with red background. (in database the target column values are going to be the following: Error => 2, Warning => 1, 0k => 0,
No PDF => 1)

( 18242780.pdf Ok )
( T8256615.paf Ok )
( 18515970.pdf Ok ]
( 18563179.pdl Ok ]
( 18606552.pdf Ok ]
( T8615010.par Ok )
[ 18640669.pdf Ok ]
( 18648851, pdf Ok ]
[ Fle Ts missing 17 )
( 18665766.pdf Ok ]
( 18671794 pdl Ok 1
( 18683228.pdl Ok ]
( 18689858 pal Ok )

Figure 5.11 Results displayed on page in response to the program being prompted
by the user to check files

5.3.2.3 Technology used to implement solution

For this pilot project, a web server and a back-end framework were set up. To create
the web server the freeware Apache was used and for the back-end framework PHP
(Hypertext Preprocessor) was used. The application was developed on two separate
local environments at the same time — one on Windows and one on Linux operating
systems — in order to design a portable and widely applicable solution that is

compatible with both operating systems.
For front-end development, the following languages were used:

HTML (HyperText Markup Language) — used for the overall structure of user
interface;

CSS (Cascading Style Sheets) — used for the styling and formatting of the HTML
elements;

JS (JavaScript) — used for specifying interactions for dynamic data handling;
AngularJS — used to visualize dynamic data by simplifying the JavaScript code and
HTML element visualizations;

JQuery - helper class for Javascript to aid access of HTML element values and
attributions;

JQuery mobile — used to pre-define HTML elements in terms of styling to improve
user experience.
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A HTML document was used to specify the basic structural elements of the web
page and thus define images, texts and inputs visible to the user. To support this,
CSS was used, which is a HTML style sheet language essential in web design that
allows the designer to specify the layout and the visual presentation of a web page
by defining how HTML elements should be represented on screen. JavaScript, a
dynamic scripting language was used for programming the behaviour of web pages.
This was used to make the HTML document interactive. JavaScript is able to carry
out simple functions and more specifically, we used JavaScript to generate various
requests, for example, when a button is pressed, or when data are entered into

fields, as well as for animation.

PHP was used to develop the backbone of the program and manipulate the
operation of the program. This is an easy to use and widely used, server-sided
scripting language that is especially useful for interactive and dynamic web
development, and thus allows for the automated calculation of heavy code parts to
run by a webpage hosting server. This programming language was chosen over
some other ones because it is a good beginner language that is free, open source
and easy to learn for beginner coders like me. It also has a strong support
community behind it, which means that any bugs can be resolved fast, making the
development process easier and quicker. Moreover, it is a clear and easy to
understand language that can be edited in simple text editing software packages.
Using this language, dynamic websites are achievable that are fast operating and
can call on JavaScript objects and run on various operating systems, meaning the

final product can easily be transferred and adapted to a new system.

As mentioned above, the front-end and the back-end communicated with each other
through the posting of ‘messages’ written in JavaScript Object Notation (JSON) back
and forth to each other. JSON is a data-interchange format, or in other words,
syntax that is used to exchange and store data between the front-end and the back-
end. When exchanging data between the two, data is required to be in a text format.
JavaScript objects can be converted into JSON from the front-end and sent to the
back-end, and converted back into JavaScript objects when JSON is sent back from

the back-end to the front-end.
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5.3.3 Development of Search words

5.3.3.1 Dictionary-based approach

Creation of search terms based on this approach were simply a list of phrases
commonly found within our animal literature to correctly describe the risk of bias
item in question. Possible variables within a phrase (i.e. species of animal
mentioned or term used to describe experimenter) and thus different variations and
deviations in word orders of a phrase had to be accounted for and added into the list
of phrases as separate entries to create alternative options for wording of the same

concept.
For randomisation, for example;
“animals were randomised to group”

would clearly not pick up on any of the following terms, despite being interpreted the

same way by a reviewer:

“rats were randomised to group”

“mice were randomised to group”

Equally for blinding, the example below;

‘investigators were blinded to treatment”

Would not positively identify the following:

“experimenters were blinded to treatment”

“observer was blinded to treatment”

Therefore, these options either had to be entered as separate items within my list, or
as truncated expressions representing the shortest possible textual span that would
identify as many correct phrases of interest as possible, while minimising
identification of those that were not (i.e. “were blinded to treatment”). This latter
approach could account for the high variability in syntax for the same basic concept.

Of course, word order used between similar phrases limits this approach. In
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addition, separate entries had to be considered for terms that might be affected by
plurality, or letter case depending on whether phrase was at beginning or at the end
of a sentence, and words, which might be in different forms of English (i.e. British

English using “randomised” vs. American English using “randomized”).

5.3.3.2 Rule based approach

As this approach was rule based and specified a pattern, rather than exact phrases,
it did not require entire phrases to be repeated for every single synonym or form of a

word. Instead, ‘options’ could be added in for a certain phrase.
For example, the positive phrases mentioned above for randomisation;

“animals were randomised to group”
“rats were randomised to group”

“mice were randomised to group”

Could be picked up by the use of alternation and the rule:

(animals|rats|mice) were randomised to group

Where “1” denotes the option “or”

Similarly, where a letter might be different within a word (i.e. “s” vs. “z” in British or
American English), this could be made into an option using regular expressions for

character classes, where;
“animals were randomi[szjed to group”

Where [..] are used denote where character class might be one or the other within

bracket

Would match both:
“animals were randomised to group”

“animals were randomized to group”

This provides a powerful option to account for the large variety in syntax and

synonyms. In addition, regular expressions can be set to ignore the case of words,
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by using a “/i” at the end of the list of expressions. This was another clear advantage
over the previous approach, where cases of words would have to be accounted for

using separate entries in our list of search phrases.

5.3.4 Performance of Solution and Evaluation

Overall success of the solution was measured by reassessing original objectives

and seeing whether the system worked as intended.

5.3.4.1 Achievement of Objective 1: Creation of a set of term identifiers

The success of the prediction of reporting of measures taken to reduce the risk of
bias through text mining was assessed by the calculation of specificity, sensitivity,
precision and F-score. Scores could be interpreted so that when specificity is low it
means that the computer falsely picks up on terms that would otherwise not be
classed as an example of the reporting of the risk of bias item in question. In turn if
sensitivity is low then the computer misses expressions that would otherwise be
classed by a human as an example of the reporting of the risk of bias item in
question. One would always indirectly influence the other and therefore the
measurement of achievement would always involve a certain trade-off between the
two values. Through discussions, we identified 80% as the minimum acceptable
threshold value for specificity and sensitivity for the automation of risk of bias

assessment, however, we also wanted a high sensitivity.

Through the dictionary-based approach, the computer called 112 publications as
reporting randomisation to group, 188 reporting blinded assessment of outcome,
and 7 reporting a sample size calculation. The rule-based approach identified 152
publications reporting randomisation, 187 reporting blinded assessment of outcome,
and 37 reporting a sample size calculation. According to the human reviewers, 142
publications had reported randomisation, 192 blinding, and 8 a sample size
calculation. The confusion matrices created when computer predictions were

compared to human reviewers are displayed below (Table 5.1).
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Table 5.1 Confusion matrices showing number of publication when comparing
predictions made by the computer and classifications made by the human reviewers

Dictionary-based

Randomisation Human Randomisation Human
Yes No Yes No
Yes 86 26 Yes 96 56
Computer Computer
No 56 966 No 46 936
Blinding Human Blinding Human
Yes No Yes No
Yes 170 18 Yes 170 17
Computer Computer
No 22 924 No 22 925
Sample Size Calculation Human Sample Size Calculation Human
Computer 4 . Computer / -
4 1123 1 1096

5.3.4.1.1 Random allocation to group

Calling of the reporting of random allocation to group by the computer produces
similar results when comparing the dictionary- vs. rule-based approach (Table 5.2
and Table 5.3). Sensitivity is low for both approaches, with dictionary terms resulting
in 61% sensitivity and regular expressions performing slightly higher at 68%.
Specificity on the other hand is very good for both, 97% for dictionary-based
approach and 94% for rule-based approach. This means that for randomisation both
approaches are good at ignoring papers that had not reported a risk of bias item
within their experimental descriptions, but were less good at picking up on true
examples of reporting. This is reiterated by the low value that we see for precision,
and in turn the F-score. Precision of both approaches was similar at 77% for
dictionary-based approach and 63% for rule-based approach. This means that the
fraction of positives that were classified by the computer, over two-thirds were

correct.

Table 5.2 Calculated performance measures for the search expressions developed
using the dictionary-based approach

Dictionary-based approach

Sensitivity/Recall Specificity Precision F-score
Randomisation 61% 97% 77% 0.68
Blinded assessment of
89% 98% 90% 0.89
outcome
Sample size calculation 50% 100% 57% 0.53
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Table 5.3 Calculated performance measures for the search expressions developed
using the rule-based approach

Rule-based approach

Sensitivity/Recall Specificity Precision F-score
Randomisation 68% 94% 63% 0.65
Blinded assessment of 89% 98% 91% 0.90
outcome
Sample size calculation 88% 97% 19% 0.31

5.3.4.1.2 Blinded assessment of outcome

Automatic prediction of blinded assessment of outcome gives very good results
across the board with both sensitivity and specificity returning percentages above
80%. For both approaches the tool performs at 89% sensitivity and 98% specificity,
and gives a precision of 90% and 91% for dictionary- and rule-based approaches
respectively. This also means that we get a very high F-score of 0.89 and 0.9 for

dictionary- and rule-based approaches respectively.

5.3.4.1.3 Sample size calculation

The classification of publications according to whether a SSC had been reported
performed very differently between the two approaches. Using the dictionary-based
approach sensitivity of the tool was calculated at 50% and specificity at 100%. This
implies that using this approach the tool picks up on a number of False Negatives
and therefore misses publications where reporting evidence exists. Looking at the
raw numbers, this is the case for both False Positives and False Negatives,
although few in number. The reason why False Positives make more of an impact
and result in a less sensitive tool, although not a less specific tool, is because of the
rarity at which this measure is reported at within the literature. Therefore, the
number of False Positives makes less of an impact when it comes to calculating
Specificity as the number of True Negatives is large. On the other hand because the
total number of Positives to be identified is low (i.e. 8), the percentage of False
Negatives is a large proportion out of all the possible Positives. Precision is equally

affected by these low numbers and in turn causes the F-score to be low too.

This also affects the rule-based approach, where even though the tool performs very
well in terms of sensitivity and specificity, at 88% and 97%, respectively, precision is
extremely low at 19%. This can again be explained by the low prevalence in the

reporting of this methodological quality item.
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5.3.4.2 Achievement of Objective 2: Creation of program to run and record

results of term recognition

The success of the solution was measured against the initial user specification

criteria (Table 5.4).

Table 5.4 Table showing level of success for each requirement that was specified at

the start of the project

Pre-specified Software Requirements

User-friendly interface

<.f
&

Simple to use and only contains key information

Limited guidance included on page about what display
means - could be improved if used by additional users

Allow the investigation of the
reporting of risk of bias item of
choice

<

Input is undefined and allows the entry of any string of
search terms, thus not limiting risk of bias item to be
searched

No option to select from pre-defined search terms,
have to be entered manually

Search a number of different files at
once

Program directed onto folder specified within code -
any files within this folder will be searched

Folder to be searched is currently burnt into the code of
the program and cannot be redirected without editing
the code

Facilitate the storage of these
results in a database, if necessary

Program updates MS Access folder, where table and
column to be updated can be pre-specified

Can only currently update MySQL databases

Be possible to integrate into existing
web-based platform

As itis already designed as a webpage it can easily be
moved to a web server and integrated into a web-based
platform

Will need to adjust information about where program
searches through files and what database it updates

(i.e. database to be updated in future might also be web-
based therefore requiring minor adjustments to code)

Overall, most of the points in my criteria were met to a standard where I, the primary

user could use it for my research purposes. Limitations to the current solution would

mainly arise if it were to be integrated into a web platform and used as a multi-user

program.

This limitation, despite the program being a web-based solution that runs in a

browser, is due to it being hosted locally and thus only accessible on the computer

that it was designed on. For it to be accessible through the internet by multiple

users, it needs to be hosted on a webserver or integrated into our existing web
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platform (www.syrf.org.uk). For this to be then usable by anyone wishing to perform

a risk of bias assessment of their dataset, some further developments would have to
be made to the program. To fit in with the current platform the set of text files to be
searched and their location would have to be redirected to the folder that contained
them on our website. Furthermore, the database update process would need to be
changed as the systematic review web platform uses a NoSQL database and will
naturally store data slightly differently as the MS Access database that was used

previously.

Finally, in the implemented program, | would like to create the added option of using
previously developed regular expressions for users that may be less familiar with the
reporting of risk of bias items. This will allow for both those new to systematic
reviews and those more experienced in performing these sorts of analyses to use

the current solution.
5.3.5 Critical analysis of results

5.3.5.1 Objective 1

My first objective was to develop a set of term identifiers that would pick up on a
given set of phrases within a publication and automatically classify that publication

according to reporting of risk of bias.

When classifying according to randomisation to group using the regular expressions
approach, the computer identifies more publications positively than it does using the
normal dictionary-based approach. This signifies that regular expressions allow for
more freedom in syntax and variations to the same expression. Using the dictionary-
based approach the computer identifies more false negatives, and using the regular
based approach the computer identifies more false positives. Despite this difference,
the two approaches still perform similarly because false positives have little impact,
as the number of true negatives is so high. As a result, the proportion of false
positives in relation to the total number of true negatives (i.e. used to calculate
specificity) is very small and therefore specificity remains high. Therefore, while the
dictionary-based approach here might be too strict in terms of only being able to
identify a finite list of phrases, regular expressions can allow for too many options
and pick up on examples that are very similar to those specified, but otherwise

would not be included by a human investigator.
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Classification of SSC worked well using the regular expression-based approach
performing above our pre-specified success threshold for both specificity and
sensitivity. It identified most possible examples of reporting of sample size
calculation within the literature, but also identifying 30 more publications than the
dictionary-based approach as reporting SSC. Therefore, it had a higher rate of false
positives and thus very low precision. When using the dictionary-based approach,
the sensitivity of the automated tool is low, and it misses a few instances of true
reporting of SSC within the literature. On the other hand, specificity using this
approach is very high. These dramatic differences in the observations in specificity
and sensitivity measures of SSC are likely explained by the fact that the prevalence
of reporting of SSC within a given field of pre-clinical literature is usually around 1%
or less (Sena et al., 2014). This makes it very difficult to develop reliable and
uniform regular expressions for this methodological quality item. It also explains why
we see such a high percentage of specificity, as this takes into account the number
of true negatives, which is high for these rarely reported items. On the other hand,
sensitivity will be more affected by the false classification of a single publication as
the proportion of publications reporting SSC is few. In fact when tested in a set of
publications reporting experiments of animal models of lacunar stroke and middle
cerebral artery occlusion (MCAOQ), we see a similar pattern where the regular
expressions perform above the threshold for MCAO, but only perform with 50%

sensitivity and 100% specificity for Lacunar stroke (Bahor et al., 2017).

When classifying publications according to blinded assessment of outcome, the tool
performed above our target level of 80% for sensitivity and specificity in both
dictionary and regular-expression approaches. It is likely that the classification of
this risk of bias item by a computer had a better performance compared to
randomisation and sample size calculation as blinded assessment of outcome, due
to the fact that this is a more widely (Sena et al., 2014), and uniformly reported risk

of bias item within the literature of many different pre-clinical fields.
5.3.5.2 Objective 2

The solution developed was able to speed up my work by both searching files, but
also by being able to immediately update the desktop relational database Microsoft
Access. The search of 1134 publications for the text relating to the reporting of a
single risk of bias assessment took less than 2 minutes, and the updating of MS

Access took a matter of seconds.
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Having the program update a table in MS Access meant that | could immediately
see and analyse the results of a search. This meant that using the tool | was able to
get an overall prevalence of each risk of bias item in my validation dataset, as well
as identify publications within this dataset where predictions made by the computer

differed from human screener classifications.

The major limiting factor in the smooth running of the program was the conversion of
pdf files to a readable text file format. Despite using different pdf converters, none
were effective in converting 100% of pdf files to text files. Moreover, some converted
files appeared to be converted but on closer inspection contained no usable
information. This meant that these files had to be excluded from our set before
analysis was run as otherwise they would have given false negatives, where the
computer would be unable to identify an otherwise positive piece of text due to
unavailability of the overall text. This problem was solved by adding in a “File
checker” that would alert the user to files where no pdf existed to begin with, where
pdf existed, but no corresponding text file could be found and those files that were
unusually small and therefore unlikely to contain all the relevant information of the

original pdf file.

5.3.6 Conclusions and Future Work

The aim of this project was to design a program that would speed up and potentially
automate the annotation of the reporting of measures taken to reduce the risk of

bias and other methodological quality criteria.

The tool created was successful from two aspects. First, it managed to reduce the
time that it takes a human to score the reporting of measures taken to reduce the
risk of bias. Classification by an experienced human reviewer is reduced from 5-10
minutes per publication (depending on the complexity of a publication) to about two
minutes by an automated tool like this for the classification of 1134 publications per
methodological criteria item. This will likely save on not only time of reviewers, but
also resources such as additional reviewers. There is an opportunity for the
computer to act as a second screener and reduce the need for additional personnel
needed for systematic reviews. This is also the second strength of this approach. It
is able to provide a method of checking the work of a human reviewer and thus
reduce any impact of human error that might arise, as well as issues with

subjectivity between different reviewers. While we maintain manual reviewing in the
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field as the “gold standard”, this approach is not always superior and is just as likely
to be at risk of things like human error. This has been shown in the field of law
(Grossman and Cormack, 2011), but also by previous work from CAMARADES
demonstrating impact of the implementation of machine learning for the screening of

publications in a systematic review (Bannach-Brown et al., 2018).

While the solution is undoubtedly beneficial in many ways over a human reviewer,
there are also some obvious limitations to replacing a human investigator with an
automated system. Naturally, to decide the relevance of a particular document or a
phrase within a piece of text human interpretation is required. There is often very
little detail given about measures taken within an experiment to reduce the risk of
bias, and it is not so straightforward what the correct interpretation of this evidence
is. This makes it difficult to define specific rules and can lead to false positives and
false negatives, where the algorithm given to the computer does not perfectly match
that seen in the actual document. This is also the reason why the same tool might
perform differently in some datasets when compared to others. At this stage, the tool
is able to reliably automate the classification of publications for the reporting of
blinded assessment of outcome. In some cases the classification of sample size
calculation works well, but this along with the correct classification of reporting of
randomisation to group needs more refinement before it can be confidently
implemented in other reviews. It may be that there are differences between domains
in the language that is used to describe risk of bias, and to make the tool applicable
to a larger number of fields, this will need to be considered and refined in further

iterations of the regular expressions used.

Despite these shortcomings, text mining seems to be a feasible approach for the
automation of the classification of studies according to methodological criteria. It
would also likely make a valuable contribution to our work. For example, it has long
been established in law that human reviewers will disagree about the relevance of a
piece of information in a large number of cases, independent of their level of
expertise or detail to attention (Grossman and Cormack, 2011). Similarly in the
sciences we recognise that in a systematic review single data extraction produces
very different and much less accurate results than when two reviewers look at the
same data and have a third independent investigator review discrepancies (Buscemi
et al., 2006). This makes it clear that incorporating text mining in the process of

systematic reviews can potentially not only save time and resources, but might also
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in future be equally as good or even superior to human, “gold standard” data
extraction and interpretation. Perhaps a solution for now would be to help aid a
systematic reviewer’s work by providing a second reviewer for smaller reviews. For
larger reviews, it is arguable to say that underestimating the prevalence of the
reporting of a risk of bias item by 10% of the total prevalence is exceeded by the
considerable amount of work and time that is eliminated and saved by automation of

this process.

Here, | have only looked at three items off my methodological quality criteria list, but
| believe with a bit more knowledge in the field, we can use text mining for other
stages of the review process also. Mainly useful when it comes to categorization,

but also potentially for some aspects of data extraction.

5.3.6.1 Unsolved issues

Some issues, which | was unable to account for during the development of this tool,
included overcoming the issues with the conversion of pdf’s to text. While there are
programs out there designed to perform this, they are all constrained by the nature
of some of the pdf articles. For example, some pdf articles are ‘encrypted’, have
restricted access for editing purposes, and therefore cannot be converted. Other
articles might be scanned in copies, especially in the case of older articles and these
cannot be “read” by a converter the same way as a modern pdf article. Moreover, a
small proportion of articles would be converted using the tool, but would contain
incomplete or disordered information from the source pdf (i.e. where text is
displayed in multiple columns and sometimes these are not read in the right order
during the conversion process). While the current tool attempts to exclude these
files from the final analysis, these are all ongoing issues, which understandably limit
the percentage of studies that can give a true estimate of the performance of the

created tool.

At the stage of text processing, issues arose with syntax and the structure of text
presentation. | accounted for case sensitivity of search terms and spelling variants
(i.e. American vs. British spelling) in the regular expressions, but it was much more
difficult to account for things such as hyphens that would break up an expression
and potentially stop the tool from recognising the sequence of terms specified.
Moreover, special characters might not be recognised by the converter and could

get in the way of language processing. As the regular expressions presented here
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were written in English, they could in turn only be used for English publications. In
addition, the current solution did not specify the location where an expression had to
be identified within a publication. This means that if a phrase appears within a title of
a referenced article, this would be falsely classed by the computer as reporting a
risk of bias item. Moreover, the tool did not take into account any information that
was in addition to the main publication, such as supplementary materials published
in separate files, that may have contained information relevant to experimental
methodology and risk of bias. Such supplementary files are not commonly obtained
and downloaded during the initial search when PDF’s are collected for publications
and therefore cannot be used to inform the final classification results. A quick search
in the psychosis dataset shows that supplementary information is referred to in
about 25% of the publications, included within the review and about 16% of
publications in the test dataset refer to any form of supplementary information.
Furthermore, the reporting of measures taken to reduce the risk of bias and other
methodological criteria are recommended by reporting guidelines to be covered in

the main text.

Finally, concept drift might affect the effectiveness of the search terms developed at
current, which means that as language evolves, terminology used to describe some
methodological criteria might change over time and thus will require further human

input to update search terms.

5.3.6.2 Limitations to text mining as a tool for methodological criteria

assessment

Obviously, the effectiveness of the system is based on the knowledge that is fed to
the computer in order to aid its decision-making. This, now, is purely based on the
occurrence of pre-specified phrases and therefore will be limited if the computer
comes across any phrases which deviate from this list of phrases. This can be
improved by increasing the breadth of “knowledge” that is supplied to the computer
in the form of the search phrases used by testing and validating in increasing
amount of datasets. This increases our awareness of examples used to describe the
same concept in the literature that search terms are based on. Therefore, the more

data analysed, the more accurate the model will be.

In addition, the number of publications which text mining can be applied to is limited

by the above-mentioned limitations of issues with file conversion and language
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restrictions. These drawbacks of text mining all limit the application of this process

as well as the complete replacement of a human investigator.

5.3.6.3 Further development plans

Currently, the regular expressions | created through this project for the rule-based
approach have been implemented into our systematic review platform SyRF (Figure
5.12). It does not implement the program created, because SyRF currently has a
different infrastructure and does not require the database update function. Perhaps
other features of the program can be integrated into the platform, but at its current

state, this is still under development.

Project Studies Q (%]

Display risk of bias information

2014 Journal Artic:

@

PloS one C. Y. Cheng Included 1st No No No

2015 Journal Article K. Lee Included 1st Yes No No

Journal Article Excluded 1st No No No

2015 Journal Article R. Forghani Included 1st Yes No Yes

Figure 5.12 Screenshot of how automated assessment of measures taken to reduce
the risk of bias is currently being implemented in the online platform SyRF
(www.syrf.org.uk) — screenshot taken 22/08/2017

Overall, the tool as it is, has been beneficial for my personal use and will continue to
allow me to develop and test other search strings for other methodological criteria
items as well as refine those that have already been designed. So for my own use, it
would be interesting to take the program further and not just display phrases found,

but have an option where the user can choose to look at the file of their choice and
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be shown where the phrase has been identified. This can further be improved by
allowing the user to manually edit the outcome for that publication and thus update
the overall total. This might not be such a feasible option for large reviews but would
create the optional opportunity for the user to check what the computer has done.
Moreover, incorrect predictions by the computer could be accumulated to help
further refinement of the expressions used for term recognition. Finally, an important
limitation of the current tool is that it combines studies that explicitly said they did not
take a measure to reduce risk of bias (i.e. did not randomise), with studies that might
not have otherwise given enough information to determine whether they had or not.
These were collectively labelled as no evidence of reporting of measures taken to
reduce the risk of bias. This could potentially be further refined in future iterations of
the program, to be classed as separate judgements. This would be in line with tools
such as SYRCLE’s RoB tool, which makes this differentiation. In addition to “Yes”
and “No” indications for low and high risk of bias, respectively, there is also an
option to assign a judgement of “unclear” risk of bias to each item, where there is

not enough information to determine risk of bias (Hooijmans et al., 2014).
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6 Methodological Quality in the Literature
6.1 Introduction

Research is informative and of high-quality, when experiments are well-designed in
advance, they are rigorously carried out during, and results obtained are analysed
correctly afterwards (Samuel et al., 2016). In line with methodological quality
assessment is the consideration of the extent to which a study is at risk of bias
within an experiment by looking at measures taken within studies to reduce these
(Krauth et al., 2013). Risks of bias can lead to systematic errors (i.e. deviations from
the “truth”) in the results that we see in studies. They can lead to overestimation or
underestimation of a seen effect (Higgins and Green, 2008). The well-known study
by Rosenthal and Fode in the 1960s demonstrated this concept very well, showing
that experimenter bias in his students could in fact have a large impact on the
differences in results, obtained in a study looking at the performance of the same

groups of rats in a learning and memory paradigm (Rosenthal and Fode, 1963).

While the importance of methodological quality (Chalmers et al., 1981) and quality of
reporting of important methodological considerations, such as randomisation and
blinded assessment of outcome (Begg et al., 1996), have long been established for
clinical research, the animal research field seems to be lagging behind (Landis et
al., 2012). In recent years it has become repeatedly clear that results from animal
studies are affected by similar methodological criteria (Bebarta et al., 2003) and that
the reporting of these measures within the literature of different fields of animal

research is generally poor (Macleod et al., 2015).

Internal validity in animal studies may be affected by four basic types of bias, which
have the potential to introduce systematic differences between experimental groups
within a study (van der Worp et al., 2010). These include 1) selection bias, when
animals are allocated in a biased manner to a treatment group — overcome by
randomisation and concealing allocation of animals to groups; 2) performance bias,
when care and handling of animals differs between groups outside of intervention
under investigation — overcome by blinded assessment of outcome; 3) detection
bias, which is the systematic distortion of results as a result of investigator having
knowledge of treatment assignment of animals — overcome by blinded assessment
of outcome; and finally 4) attrition bias, when systematic differences arise between

groups through the reporting of incomplete data as a result of omittance or exclusion
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of animals from a study — overcome by blinded assessment of outcome and
intention-to-treat analysis (van der Worp et al., 2010). Randomisation involves
randomly allocating animals to an intervention group so that they have an equal
chance of being allocated to either treatment or control group, while allocation
concealment means concealing this group assignment sequence from those that will
perform this allocation process (Higgins and Green, 2008; van der Worp et al.,
2010).

In addition to bias, imprecision, which describes the likelihood of random error is
also important and commonly tested for in systematic reviews (Higgins and Altman,
2008). While these do not put a study at risk of bias per se, smaller studies are less
precise and therefore could potentially falsely miss important biological effects that
are otherwise present (Krauth et al., 2013; Landis et al., 2012). Moreover, selective
reporting bias (discussed in greater detail in the next chapter, Chapter 7), is
addressed by the good scientific practice of designing a protocol for a study before it
is carried out, and subsequently making this available so that all analyses originally

intended are performed and there is no cherry picking of data.

Other factors to consider when evaluating the quality of a published study are
certain reporting criteria, which can affect the outcomes within a study. These
include the disclosure of any potential conflicts of interest and compliance with
animal welfare regulations. In clinical studies, for example, it has been shown that if
studies and investigators have financial ties, then research outcomes are usually
supportive of funders (Lundh et al., 2017). Finally, animal welfare is not only
recognised to be important in obtaining reliable results in the laboratory (Poole,
1997). It has been shown that keeping high standards of animal welfare in
laboratory experiments is important for the validity of animals as models, for the
disorders in question and in order to make sure that studies are reproducible
(Prescott and Lidster, 2017).

While both lumped together here within this project under “internal validity”, it is
important to differentiate between ‘quality’ and ‘risk of bias’. Performing a study to a
high quality, does not necessarily mean that the study is free of risk of bias (Higgins
and Altman, 2008).

Ultimately, it has been suggested that poor methodological quality of animal

experiments may impede the translation of results from this domain of research to
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humans in a clinical setting (Hooijmans and Ritskes-Hoitinga, 2013). Therefore, it is
of interest whether this could also be to blame for the difficulties in translation of
animal research to new drug developments in the clinic within the psychotic
disorders research field. For this reason, | was interested in looking at the
prevalence of the reporting of certain study design criteria, including risk of bias,
methodological and reporting criteria, in the pre-clinical literature of psychotic
disorders. In this chapter | report on this overall prevalence in the literature, how it
has changed over time and explore whether certain study characteristics might

affect the reporting of these measures in published studies.

6.2 Methods

During the categorisation phase of the project (phase Il) | looked at scoring
publications against a pre-specified list of 8 study design criteria, which included
items of risk of bias, methodological and reporting criteria. Some publications were
manually categorised against these pre-specified criteria, and the rest of the
publications were categorised for three of the items in the list using methods
described in detail in the previous chapter, Chapter 5. These items were random

allocation to group, blinded assessment of outcome and sample size calculation.

To test for differences in reporting based on study design, | tested for equality of
proportions of subgroups using the proportion test, calculated using the prop.test
function in R, which uses the Chi-squared test for independence. As the chi-squared
approximation is affected by small sample size, | performed Fisher’s exact test using
the function fisher.test in R, as a sensitivity analysis. Due to the testing of
associations between 8 risk of bias items and different methodological factors the

critical value of p was adjusted to 0.006, using Holm-Bonferroni correction.

When the chi-squared test proved to be significant for tests involving more than two

samples, data were further investigated using all possible pairwise comparisons with
Bonferroni corrections of p values (MacDonald and Gardner, 2000). This meant that
for the 4-sample tests a corrected p value of 0.008 (i.e. 0.05/6 for 6 possible

pairwise comparisons) was used.
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6.3 Results

6.3.1 Overall reporting of risk of bias and other quality measures by studies
in the literature
During Phase Il of the project, 3847 publications were included and categorised. |
was able to categorise 2462 (64%) publications of this set manually for reporting of
measures on my list of quality criteria, while 1387 publications were categorised
using the text mining tool developed by me. The studies, which were manually
categorised, were entirely random and there was no obvious difference in terms of
study design or publication date between studies manually categorised and those

categorised by the computer.

Overall, of 2462 publications categorised manually, 573 (23%) reported randomising
animals to group, 49 (2%) reported concealing allocation of these group
assignments from investigators and 613 (24.9%) reported performing assessment of
outcomes blinded (Table 6.1). Only 7 (0.3%) reported to have carried out a sample
size calculation, and equally as few 5 (0.2%) publications reported the availability of
a study protocol for their studies. In terms of reporting criteria, 1943 (79%) reported
that their experiments were approved by and complied with animal welfare
regulations, 726 (30%) included a statement of potential conflict of interest, including
whether there was any to disclose or not. Overall, median score for number of items

reported from the list of publications was 2/8.

Table 6.1 Overall prevalence of the reporting of risk of bias items and other
methodological quality criteria in the field

Categorised Categorised by
M anually Computer

Total No. of publications categorised 2462 801
Number of publications reporting ... (Overall

%)

Random allocation to group 573 (23.3%) 158(19.7%)
Allocation concealment 49 (2%) -
Blinded assessment of outcome 613 (24.9%) 162 (20.2%)
Sample size calculation 7 (0.3%) 27 (3.3%)
Compliance with Animal Welfare Regulations 1943 (78.9%) -
Statement of potential conflict of interest 726 (29.5%) -
Exclusion of animals pre-specified or explained 416 (16.9%) -
Availability of a study protocol 5(0.2%) -
Median quality (/8)(interquartile range) 2 (1-2) -
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The text mining tool developed for randomisation, blinded assessment of outcome
and sample size calculation was run on the rest of the publications that could not be
manually categorised. Of 1387 publications, 801 publications could be converted for
text mining utilising the text converter. Overall prevalence of reporting was equally
as low here among publications. 158 (20%) of publications reported randomising
animals to control or treatment groups, 162 (20%) of publications reported
assessing outcomes in a blinded manner and 27 (3%) of publications reported the

performance of a sample size calculation.

Based on publications ascertained for these items manually, the tool performed at a
sensitivity of 80% for randomisation, 83% for blinding and 100% for sample size
calculation. Levels of specificity were calculated to be 95% for randomisation, 91%
for blinding and 98% for sample size calculation in this dataset. This means that the
tool seems to slightly underestimate the true prevalence of the reporting of random
allocation to group, and blinded assessment of outcome in the literature, and
overestimates the prevalence of the reporting of sample size calculations in the
literature. This is also shown by the numbers in the manually categorised dataset

and the dataset that has been categorised by the computer.

Nevertheless, by aggregating the results from the two approaches | found that
random allocation of animals to group is reported in about 22.4% of publications
describing animal models of psychotic disorders, while blinded assessment of
outcome is reported in about 23.8% of publications and sample size calculations is

reported in about 1% of publications.
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6.3.2 Change in prevalence of reporting of risk of bias and other quality

measures as a result of different factors

As | could only correctly ascertain all items on my methodological quality list for
studies that had been manually categorised against the checklist, all further
analyses were done using the manually categorised set of included studies (n =
2462).

6.3.2.1 Change in prevalence of reporting over time

In recent years there has been increasing focus on the importance of better
reporting of animal experiments including increasing transparency around measures
taken to reduce risks of bias within animal studies and of the reporting of other
methodological criteria which might help increase predictive validity of these

preclinical studies (Landis et al., 2012).

In this context, | was interested in seeing whether the reporting of these risk of bias
items and other methodological criteria had changed in the literature over time.
Taking publications included and categorised in Phase Il of the review | looked at
the total prevalence of reporting of these measures over the years of publications of

these studies.

It appears that the reporting of these measures has increased over time especially
since the early 1990s (Figure 6.1). The sharpest increase is seen in the reporting of
compliance with animal welfare regulations and the inclusion of a statement of
potential conflict of interest, whereas there doesn’t appear to be a significant
increase in the reporting of a sample size calculation and availability of a study
protocol among published studies. The reporting of allocation concealment appears
to have very slightly increased in recent years. Across publications in the literature,
the reporting of random allocation of animals to group, blinded assessment of
outcome, and accounting for all animals through the reporting of exclusion of

animals are all items that seem to have gradually increased over time.
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Figure 6.1 Prevalence of reporting of risk of bias items and other methodological
aualitv criteria in the field over time

Nevertheless, it must also be taken into account that the number of publications
published every year has also increased, which could make these observations
slightly misleading. Figure 6.2. shows the true prevalence of reporting of these study

design measures each year.

Prevalence of the reporting of methodological quality items over time
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Figure 6.2 Prevalence of the reporting of risk of bias items and other methodological
quality criteria as a percentage of total publications reported in the same year
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This apparent increase in the overall prevalence of the reporting of risk of bias items
such as random allocation of animals to group and blinded assessment of outcome
has actually been very gradual if at all different compared to earlier years. It is also
arguable based on this graph that the prevalence of reporting of these two
measures in the literature has varied the least over the years. We still see a stark
increase in the prevalence of the reporting of compliance with animal welfare
regulations and the inclusion of a statement of any conflicts of interest. It is also
apparent that the reporting of allocation concealment in the literature has not
changed substantially since the late 1990’s. The reporting of animal exclusions
looks to have decreased over the last decade and the availability of a study protocol

and sample size calculations have continued to be poorly reported.

6.3.2.2 Change in prevalence of reporting in types of studies

In clinical trials for novel interventions, risks of bias and measures taken to reduce
these are recognised to be an important factor in minimising the number of wrong
conclusions that are reached about the efficacy of an intervention (Gluud, 2006). In
this context, | was interested to see whether the type of study carried out affected
the reporting of study design items and whether drug studies were more likely to
report these measures as a direct result of clinical trial practice over model

characterising studies.

Manual categorization identified 1124 publications measuring the effect of an
intervention in animal models of psychotic disorders that were administered in order
to prevent or reverse effects of the model. The remaining 1338 publications were
classed as model characterising studies comparing healthy or sham animals to

animals that had an intervention to model an aspect of a psychotic disorder.

Overall, dividing studies manually categorised for study quality showed very little
difference on the prevalence of reporting of measures within the list of
methodological criteria items (Figure 6.3). Only significant difference was seen in the
reporting of a statement of potential conflict of interest, whereby the proportion of
treatment exploring studies that reported a statement of potential conflict of interest
was greater than the proportion of model characterising studies reporting it (x:? =
10.23, p = 0.0014).
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Figure 6.3 Prevalence of the reporting of each item on the list by type of study
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6.3.2.3 Change in prevalence of reporting across publications using different

models

As | have shown in Chapter 3, animal models of psychotic disorders can be largely
grouped into 4 different methods of model induction. Manual categorization of
included studies identified 1725 pharmacological (including substance studies), 352
genetic, 692 developmental and 88 lesion studies. Naturally some publications can
use more than one method to induce models, with many using these in combination.
This factor could not be taken into account here but might mean numbers seen here
for one method of induction were confounded by another method reported together

with it in some publications.

When looking at method of model induction individually, data shows that the
proportion of studies reporting random allocation to group is significantly different
depending on the method of model induction reported within a study (xs*> = 92.71, p
= 2.2x107"%). The proportion of genetic studies reporting this item was significantly
less than the proportion of all other studies reporting this risk of bias item (39/352,
11% of publications reporting genetic models, Figure 6.4, p<2x10° for all pairwise
comparisons between methods used). In contrast, this risk of bias item was
significantly more widely reported in studies reporting lesion models (37/88,42% of
publications reporting lesion models, proportion of lesion studies reporting
randomisation significantly higher than proportion of genetic, p = 1.1x10°'°, and
pharmacological studies, p = 0.0002), and developmental models (240/692, 35% of
publications reporting developmental models, proportion of developmental studies
reporting randomisation significantly higher than proportion of genetic, p = 4.1x10°",
and pharmacological studies, p = 1.9x10°®). Reporting of allocation concealment was
in general poor across all studies, but the proportion of studies reporting it was
significantly different depending on the type of model used, despite small sample
sizes (x3% = 34.66, p = 1.4x107, significant results confirmed by sensitivity analysis
using Fisher’s exact test). It was most prevalent among studies reporting
developmental models (32/692, 5% of publications reporting developmental models,
proportion of developmental studies reporting allocation concealment significantly
higher than proportion of pharmacological studies, p = 1.5x107, no other significant
differences between pairwise comparisons). Blinded assessment of outcome was
reported significantly differently across different studies (xs? = 27.46, p = 4.7x10). It

was most widely reported by publications reporting genetic and developmental
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models (127/352, 36% of publications and 184/692, 27% of publications,
respectively). Interestingly pharmacological studies reported this item even less
frequently than all studies combined did (399/1725, 23% of publications reporting
pharmacological models compared to 25% of all studies, proportion of
pharmacological studies reporting blinding significantly lower than proportion of
genetic studies, p =3x10, no other significant differences between pairwise
comparisons). The reporting of any exclusion of animals was highest in studies
reporting lesion models (39/88, 44% of publications reporting lesion models,
proportion of lesion studies reporting exclusion of animals significantly higher than
proportions of all other types of studies, all pairwise comparisons p<9.2x1076 for
lesion studies). There was little difference in the prevalence of reporting between
other studies of the same measure and the overall prevalence (17%). Sample size
calculation was equally poorly reported among all studies irrespective of the method
of model induction reported (no significant differences). Studies reporting genetic
studies included a conflict of interest statement (168/352, 48% of publications
reporting genetic models) significantly more commonly than studies using other
methods of model induction (xs% = 58.46, p = 1.25x10'? overall, and p<9.6x10 for
all pairwise comparisons for genetic studies). Genetic studies also reported
compliance with animal welfare regulations (312/352, 89% of publications reporting
genetic models) significantly more commonly than pharmacological studies (p =
6.4x107). This item was also well reported in studies describing developmental
models (604/692, 87% of publications reporting developmental models, proportion of
developmental studies reporting compliance with animal welfare regulations
significantly higher than proportion of pharmacological studies, p = 1.4x10°, no
other significant pairwise comparisons). And finally, the availability of a protocol for
the study included in the review was rarely mentioned within studies, which was not

affected by the method used to induce the model described.
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Figure 6.4 Prevalence of the reporting of each item on the list by method used to

induce model
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6.3.2.4 Change in prevalence of reporting in publications reporting different

outcome measure types

During the categorization phase of the project, publications were classified
according to the type of outcome measure that was reported. | differentiated
between behavioural, anatomical, neurochemical and electrophysiological outcome
measures. | wanted to see whether any of these outcome measures would influence
the prevalence of publications that reported each item of interest on my list of

methodological criteria.

In total, 1837 publications were recorded as having measured behavioural
outcomes, 288 as having measured anatomical outcomes, 1120 as measuring
neurochemical outcomes and finally 273 publications as measuring
electrophysiological outcomes. It is important to keep in mind that some studies
measure more than one type of outcome measure and therefore, results for one
type of outcome measure might be confounded by the effect of another outcome
measure in publications that looked at more than one outcome. Overall, | found that
prevalence of reporting of study quality measures was equally low across all studies,
irrespective of type of outcome measured (Figure 6.5). Nevertheless, the proportion
of studies reporting randomisation was significantly different based on the type of
outcome measured (Xs? = 35.22, p = 1.1x107), whereby the reporting of this risk of
bias item was least prevalent among studies measuring electrophysiological
outcomes (29/273, 11% of publications measuring electrophysiological outcomes,
proportion of electrophysiological studies reporting randomisation significantly lower
than proportion of behavioural studies, p = 6.8x10”7, and neurochemical studies, p =
0.0002). Allocation concealment was poorly reported across all studies, but was
most widely reported in studies measuring electrophysiological and anatomical
outcomes (both 4% of publications measuring each outcome measure compared to
2% of all publications, no overall significant differences between outcome types).
Blinded assessment of outcome was most widely reported in publications reporting
measuring anatomical outcomes (140/288, 49% of publications measuring
anatomical outcomes, proportion of anatomical studies reporting blinding
significantly higher than proportion of all other outcome type studies, all pairwise
comparisons p<4x10'2 for anatomical studies), and least commonly reported among
studies measuring electrophysiological outcomes (53/273, 19% of publications

measuring electrophysiological outcomes, only significantly different in comparison
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to proportion of anatomical studies). The reporting of exclusion of animals differed
significantly between type of outcome measure used (x3? = 23.86, p = 2.7x107°),
whereby the proportion of neurochemical studies reporting this item was significantly
lower than behavioural studies (p = 0.0001) and electrophysiological studies (p =
0.0007). Sample size calculation was rarely found to be reported in any of the
studies included in the dataset with no significant difference between studies
reporting different outcome types. There was little variation in terms of publications
including a conflict of interest statement or the reporting of compliance of
experimental methods with animal welfare regulations, across publications
measuring different outcome measure types (no significant differences between
studies reporting different outcome types). Equally, the reporting of the availability of
a study protocol was poor across all studies, with little effect of the type of outcome
that was reported to be measured within studies (no significant differences between

studies reporting different outcome types).
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Figure 6.5. Prevalence of the reporting of each item on the list by outcome measured
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6.3.3 Does low quality of reporting affect outcome reported within

publications?

Using data extracted as part of a subset of studies within this review, which
describes animal experiments of developmentally induced models of schizophrenia
and is described in more detail in Chapter 4, | looked at how these trends in
reporting affect the outcomes that are reported. None of the differences between
studies reporting or not reporting measures taken to reduce the risk of bias were
statistically significantly for model characterising studies (Figure 6.6). This included
looking at the reporting of random allocation to group, allocation concealment,
blinded assessment of outcome and exclusion of animals. | was unable to look at
the difference between studies reporting or not reporting sample size calculations,
despite this being of high interest, as data was insufficient for analysis for studies

that did report this measure.
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Figure 6.6 Model characterising studies reviewed here that do not report certain

risk of bias items do not show statistically significantly different effects when
compared to studies that do report these risk of bias items.
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When looking at treatment testing studies, the reporting of random allocation to
group significantly affected the efficacy of treatments reported within a study,
whereby those that reported this risk of bias item also reported lower efficacy of

treatments on model animals, compared to studies that did not report this risk of

Random Allocation to Group Pooled Effect 95%CI N
Reported - 045 [0.23,0.67) 16
Not Reported —il— 122 [0.72;1.71) 44
[ I I I | 1
-15 -1 -05 05 1 15
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Blinded assessment of outcome Pooled Effect 95% CI N
Reported —_— 1.07 [0.24,1.90] 9
Not Reported B 0.99 [0.57; 142) 51
| — — T 1
-15-1-050 05 1 15

Effect on Behaviour (SD)

Figure 6.7 Studies that do not report random allocation to group
overestimate the efficacy of treatments compared to studies that do report
it. In comparison, the effect of studies reporting or not reporting blinded
assessment of outcome were not found to be statistically significantly
different.

bias item (Figure 6.7). There was no significant difference seen in treatment effects
between studies that reported blinded assessment of outcome and those that did
not. Not enough treatment testing studies reported a sample size calculation,
allocation concealment or animal exclusions in order to assess the impact of

reporting these items in treatment testing studies.

6.4 Discussion

Overall data shows that the prevalence of reporting of measures taken to reduce the
risk of bias, good methodological and other important reporting criteria are poorly
reported in the pre-clinical literature of psychotic disorders. Most items are reported

in fewer than 30% of publications in the literature, with allocation concealment, the
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performance of a sample size calculation and the availability of a study protocol
most poorly reported among studies. The only item of study design criteria that
showed high levels of prevalence for reporting in the literature, was the reporting of
compliance with animal welfare regulations. This was reported in about 80% of
studies published overall, and its prevalence of reporting has increased over time.
Nevertheless, this number is still concerning considering that the legislation in
modern societies demands that experimentation involving animals meets ethical
guidelines (Kolar, 2006).

Unfortunately, this observation is not exclusive to the psychosis research field and
seems to follow the trend of results from similar reviews in other areas of pre-clinical
neuroscience. Data from fields of experimental focal cerebral ischaemia (Macleod et
al., 2008), experimental autoimmune encephalomyelitis (EAE) (Vesterinen et al.,
2010), pre-clinical Parkinson’s disease (Rooke et al., 2011) and pre-clinical bone
cancer-induced pain (Currie et al., 2013) show on average about 20% of papers
report randomization of animals to groups and 26% report blinding of outcome
measurement across these fields. Some of these reviews have found on average
that less than 2% of publications report the performance of an a priori sample size
calculation. In the psychosis research field, | have found this to be reported in less
than 1% of publications. This is an important aspect of a study as the probability of
detecting a difference of a certain size between a control and treatment group of
animals is based on the number of animals that are used in each group, the size of
the difference and the variability in the outcome (Macleod et al., 2009). A meta-
analysis of EAE studies found that effect sizes reported were lower in studies using

a larger number of animals in their experiments (Vesterinen et al., 2010).

Furthermore, it is recognised that in an experiment the reliability of a conclusion of a
causal relationship between treatment and outcome is dependent on the internal
validity of an experiment and its statistical power (Sena et al., 2014). This poor
prevalence of reporting of important methodological criteria in the literature calls for
concern as many of these measures have been shown to influence overall
outcomes. It is important to assess for these methodological criteria, as research
shows that animal studies that do not report randomisation or blinded assessment of
outcome and perform experiments with no evidence of a sample size calculation,
can give inflated effect sizes as opposed to studies that do report having carried out

these measures (Sena et al., 2014). This can lead to an overstatement in both the
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severity of a model and the efficacy of a drug tested. For example, in systematic
reviews looking at the effects of hypothermia in experimental stroke, studies that did
not randomize, overstated the reduction in infarct volume by 27% (van der Worp et
al., 2007). Similar observations have been made in reviews of other fields (Currie et
al., 2013; Macleod et al., 2008; Rooke et al., 2011).

From the data extracted in the context of publications describing developmentally-
induced animal models of psychotic disorders, only the reporting of random
allocation to group in treatment testing studies significantly affected outcomes
reported. Studies that did not report randomising overstated the efficacy of treatment
drugs tested when compared to studies that did report randomising. There were no
significant differences in the effect of reporting or not reporting other risk of bias
items in both model characterising and treatment testing studies. Based on these
results, we might conclude that the reporting of risk of bias items does not have an
effect on outcomes reported within pre-clinical psychosis publications. Or perhaps
we might see a different pattern if the number of studies reviewed was larger and
thus more representative of the entire field, not just one group of models. Of course,
there is also the possibility that reporting of these measures does not necessarily
reflect the active performance of these measures to reduce the risk of bias within the
studies reviewed here. Therefore, there might be some interference from studies
which report, but do not correctly perform these measures, or vice versa, studies
that do perform these measures, just simply do not report them within their

publications.

6.4.1 Change in reporting over time

In light of these observations in recent years, there has been an increasing amount
of focus placed on communicating the importance of taking measures to reduce the
risk of bias within experimental work using animals and improving transparency of
the reporting of this research (Landis et al., 2012). This led to the publication of The
Animal Research: Reporting In Vivo Experiments (ARRIVE) guidelines (Kilkenny et
al., 2010a) and the Gold Standard Publication Checklist (GSPC) (Hooijmans et al.,
2010a) in 2010. These guidelines took inspiration from established reporting
guidelines for clinical trials (i.e. CONSORT Statement for randomised controlled
clinical trials) and were written in a checklist format to provide guidance on how to

report animal research. Since then, a number of journals have included the ARRIVE
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guidelines in their guidance to authors when submitting research for publication
(Baker et al., 2014).

In the preclinical literature describing animal models of psychotic disorders, there
seems to have been an increase in the prevalence of reporting criteria, such as the
reporting of compliance with animal welfare regulation and a statement of potential
conflict of interest since the publication of the ARRIVE guidelines. However, while
there has been an increase in the number of publications reporting measures taken
to reduce these risks of bias, this improvement is offset by the increase in the
number of studies published each year. Moreover, none of these guidance materials
have led to an increase in the reporting of the performance of a sample size
calculation. Therefore, we find that in the psychosis research field at least, there has
been little change in the prevalence of the reporting of measures taken to reduce
important risk of bias items such as blinded assessment of outcome and random
allocation to group. In fact, the data show that these are two items that have been
reported since the 1970s and the 1980s, respectively, and their prevalence of
reporting in the field has varied little since then. This tells us that these concepts are
not new in the field of animal studies and that despite the increase in awareness of
the importance of reporting these measures within animal experiments, still very few
studies do. This suggests that perhaps there are reasons, other than a lack of
knowledge of the importance of taking these measures, to blame for this poor
prevalence in reporting of these measures. It might be explained by the argument
that just because something is not reported within a publication, doesn’t mean it has
not been done. It is true that we cannot ascertain the actual percentage of studies
that have carried out certain study design measures, however, based on a review in
experimental stroke, which found that there is little discrepancy between actual and
reported levels of study quality (Samaranayake, 2006), this is unlikely to change
overall results substantially. These unsatisfactory results in the prevalence of
reporting of these study design measures might also be explained by the fact that
while reporting guidelines are endorsed by many universities, journals and funding
agencies, their completion is not mandatory for publication. This means that despite
increased education on the matter and available forms of guidance, reporting
standards have and are unlikely to improve in future unless further changes are

made in the reporting process (Baker et al., 2014).
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6.4.2 Differential reporting based on study design

Another reason behind poor reporting standards might be that they are influenced
by the type of studies that are being performed and whether investigators think that
blinding assessment of outcome for example is important or not for their

experimental design.

When looking at whether different aspects of study design affected the reporting of
methodological quality items, | observed that the inclusion of a conflict of interest
statement for example was more prevalent among studies that tested the effect of a
treatment drug in an animal model of psychosis compared to model characterising
studies. This perhaps is a legacy of common practise in clinical trials and knowledge
that financial ties of investigators positively influence the reported efficacy of drugs

tested in support of these funders (Lundh et al., 2017).

When looking at how using different models within experiments describing in vivo
experiments of psychotic disorders, many of the trends we see from the data can be
explained by common sense. | noticed that for example in genetic models, the
prevalence of random allocation to group was lower than in studies using other
methods of model induction. For studies where genetic models are bred over many
generations the reporting of randomisation of these models and wildtype models to
"intervention” and “control” groups in model characterising studies hardly makes
sense, as these animals are already different and are not being chosen from the
same pool of animals. In contrast for lesion and developmental studies, where the
prevalence of reporting of this risk of bias item were the highest, this is easily done
as the independent variable is the location of the lesion or the difference in rearing
environment that animals are subjected to and not the animal population itself.
Interestingly however, results also showed that blinded assessment of outcome, for
example, was most widely reported in studies reporting using genetic models.
Arguably, for some experiments using these models, this is perhaps more difficult to
do in these studies as opposed to studies using other models, due to obvious
phenotypic differences between animals of different genetic backgrounds. In
addition, it was interesting to note that pharmacological studies seemed to report
important measures to reduce the risk of bias most poorly out of all studies, despite
the fact that arguably it is easiest to implement these measures in these types of

experiments.
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Similarly, when looking at differences between studies measuring different
outcomes in experiments describing in vivo experiments of psychotic disorders,
many of the results are unsurprising. For example, random allocation to group was
less likely to be reported in studies measuring electrophysiological outcomes
compared to studies reporting behavioural and neurochemical outcomes. It is
arguable that not allocating animals randomly to group has a more substantial
impact on especially behavioural outcomes, as variation in behaviour will be much
greater than variation seen in other outcomes like electrophysiological or anatomical

outcomes among different animals.

Blinded assessment of outcome was most widely reported in studies measuring
anatomical outcomes and least commonly reported in studies measuring
electrophysiological outcomes. Electrophysiological outcomes are measured using
electrical recording techniques and therefore, outcomes of these experiments are
less prone to subjectivity over other measures such as anatomical or behavioural
measures. This will likely become more and more relevant for studies measuring
behavioural outcomes as new, automated tools start to replace human scoring of

behaviours.

Overall, these differences between studies using different experimental designs are
unlikely to explain the overall poor prevalence in reporting of study design criteria.
They do however, provide an indication of where these problems are the greatest
and where improvements in future might be made. It also highlights that some
studies need to be evaluated on a different scale to the rest as their design does not
fit and requires less of the classical methods of random allocation to group or

blinded assessment of outcome perhaps.

6.4.3 Limitations

When reviewing the literature, it is only possible to analyse the reported quality of a
study and there is no way of knowing the prevalence of the actual performance of

some of these items within an experiment.

Therefore, it is possible that some studies took measures to reduce the risk of bias
but did not report these. While the two qualities should be considered as separate
concepts, they also overlap in many ways, as good reporting means that
methodological quality of a study is easier to assess (Samuel et al., 2016). If we are

only able to derive reporting quality from a scientific publication, this will affect at
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how accurately we can derive information from the literature perhaps (Samuel et al.,
2016). Therefore, while perhaps some might argue it is not appropriate to judge an
experiment’s quality in a publication based on the reported quality of said
experiment, appraising exact methodological quality without complete reporting is

difficult to do especially in the animal literature.

Alternatively, it may be that a failure to report measures to reduce the risk of bias is
an indirect or surrogate measure of some other aspect of study design or conduct,
which is responsible for the observed bias. Perhaps the lack of efficacy in blinded
studies may be due to some other characteristic of those studies, such as the drug
being tested, or the species used. There may also be other factors not looked at that
could affect reporting of some methodological quality items in the literature, and thus
confound the effects seen of variables assessed here. This could include things
such as the nationality of authors and country where research was carried out in,
where differences could arise perhaps from differing levels of emphasis based on

the reporting of these measures in various countries, and institutions.

The journal of publication might also affect how studies report their experimental
methods and what key things they report in their publications, depending on what a

journal requests or deems acceptable for publication.

Identifying these differences would be important, because under those
circumstances addressing the issue of blinding would not address the underlying

bias.

This also introduces the idea of covariance and that perhaps studies that do not
report blinded assessment of outcome also don’t report randomising animals to

groups (van der Worp et al., 2010).

200



7 Capturing all the Data of Relevance

Systematic reviews can be extremely powerful in summarising a field quantitatively
and highlighting areas where research may be lacking, or improvements can be
made. These reviews and our knowledge based on them are strongly limited by the
depth and breadth of research they are able to capture. Therefore, a review will be
biased towards evidence that is made available in the literature and if this evidence
is substantially different from that which is unpublished, this can affect conclusions
drawn in these reviews. While systematic methods used aim to identify all sources
of evidence out there, this step is still limited by the search strategy and terms used
to identify relevant publications of data and how closely these reflect actual terms

used in the literature.

In this chapter, | explore the robustness of my systematic search of the literature
and assess the extent to which these limitations might have affected my overall
findings. | estimate the amount of publication bias that could be present in the
literature describing animal models of psychotic disorders, look at the effect of
updating a search a year after the original search and explore the impact of
performing the search again, but this time using alternative keywords to answer the

same research question.

7.1 Missing data due to publication and reporting biases

It is well established that positive and promising studies are more likely to be
published in the literature than negative or neutral studies and naturally this skews
the resulting conclusions drawn about biological truth represented by the literature
(Rosenthal, 1979). This can lead to the wrongful estimation of the overall efficacy of
a treatment drug or the effectiveness of a model in recapitulating a disorder. In
clinical trials, this issue has long been recognised (Easterbrook et al., 1991) and has
led to the introduction of registration systems for clinical trials allowing for more
transparency in clinical research (De Angelis et al., 2004). In recent years, a number
of studies have shown that the pre-clinical research field is not exempt from this
problem either (Sena et al., 2010; ter Riet et al., 2012), and there has been a lot of
discussion around the use of similar registries for pre-clinical studies (Wieschowski
et al., 2016).
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Reporting or not reporting of evidence depending on certain characteristics such as
the directionality of findings also happens in the form of selective outcome reporting
bias. This occurs when non-significant outcomes are omitted from the publication of
a study despite having been evaluated in the study (loannidis et al., 2014b).
Evidence for this concept is supported by observations that key findings cannot be
replicated in many pre-clinical research fields (Begley and Ellis, 2012).
Nevertheless, it is difficult to estimate the exact extent of this problem as few pre-
clinical studies publish protocols of their studies (as shown in Chapter 6). During
categorization of included studies in this review, it became clear that many
publications only reported data for outcome measures of significance or positive
results. This selective reporting bias was very transparent in the sense that most
studies reported having carried out the relevant behavioural measures, they just

failed to report the actual data collected.
711 Methods

7.1.1.1 Source Data

As publication bias requires a large amount of data, this concept was explored using
data extracted and analysed in Chapter 4. This data described 974 model-
characterising experiments from 84 studies, and 143 treatment-testing experiments
within 17 studies. | also briefly estimated the extent of selective outcome reporting

bias within all identified studies in this systematic review.

7.1.1.2 Analysis

Methods used for meta-analysis are described in detail in Chapter 3. All data used
for publication bias analyses were unnested and model-characterising comparisons
were analysed separately to treatment-testing comparisons. Sensitivity analyses
were performed by removing 5% of the most extreme data points and reanalysing
results. For estimation of the extent of selective outcome reporting bias within
published literature, all identified studies that could be analysed through text mining
were processed for the phrase “data not shown” using the program PDF-Xchange
Editor.
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7.1.2 Results

7.1.2.1 Prevalence of publication bias in a subset of the psychosis research

field

Visual inspection of funnel plots for model-characterising experiments and

treatment-testing experiments suggested that there might be some evidence of

publication bias for model-characterising experiments, but the graph was less clear

for treatment-testing experiments (Figure 7.1).
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Figure 7.1 Funnel plot of model-characterising and treatment-testing experiments
Funnel plots showing precision plotted against effect size. In the absence of
publication bias these plots should be symmetrical around the global effect size (i.e.

the dotted line).

Egger regression suggested that there was significant asymmetry of model-

characterising experiments, but not drug testing experiments (Table 7.1).

Table 7.1 Overall prevalence and potential impact of publication bias

Reported Bias with Number of METATRIM Absolute
overall effect Egger Bias with  additional studies adjusted effect . .
. . . R difference in
size regression METATRIM considered size .
L. effect size
95% CI) (P-value) missing (95% CI)
All model characterising -1.126 SD + o 458 -2.236 SD 11
experiments (-1.635 - -0.617)| (P<0.038) (-2.594 - -1.879) ]
Sensitivity analysis of -0.472 SD + i 0 i
model characterising (-0.506 - -0.437)| (P<0.019)
All treatment testing 0.780 SD 0 )
experiments (0.552 - 1.008)
Sensitivity analysis of 0.697 SD 0
treatment testing experiments | (0.538 - 0.856) ) )
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Asymmetry was more apparent in model-characterising experiments using Egger

regression than for treatment-testing experiments (Figure 7.2).
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Figure 7.2 Egger regression plot of model-characterising and treatment-testing
experiments

Egger regression showing precision against standardized effect size. Publication bias
is measured by how close to the origin the intercept of the regression line is.

Finally, trim-and-fill analysis in STATA confirmed results of Egger regression — that
treatment-testing studies showed no significant asymmetry and that the model-

characterising dataset did show asymmetry.

7.1.2.2 Impact of publication bias in the field

Using trim-and-fill 458 experiments were estimated to be “missing” from the model-
characterising dataset, suggesting that these studies were conducted, but not
reported in the literature. Trim-and-fill also imputed an overall estimate of effect size
taking into account these potentially missing studies, giving an estimate of -2.236
SD units (95% CI -2.594 - -1.879). This was 1.11 SD units below the original overall
reported effect size and therefore suggested that the original reported effect size
was an underestimation of the true effect. No studies were estimated to be missing

in the treatment-testing dataset.

7.1.2.3 Sensitivity analysis of results

Due to obviously large outliers in the model-characterising dataset sensitivity
analyses were run on both datasets. This 5% truncated mean analysis revealed no

further evidence of potential publication bias for treatment-testing experiments,
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however, overall reported effect size did reduce by 0.083 SD units (see Table 7.1

above). Sensitivity analysis did however, affect earlier estimation of publication bias
in model-characterising experiments. Overall, reported effect size was reduced from
-1.126 SD units to -0.472 SD units and while Egger regression still suggested there
was potential evidence for publication bias, trim-and-fill analysis did not suggest any

asymmetry affecting the dataset.

7.1.2.4 Selective outcome reporting bias

Altogether, PDF documents of 5622 publications identified in my original search
could be searched through the program PDF-Xchange Editor. The program
identified 8579 entries of the phrase “data not shown” in 3806 documents (68% of

publications searched).

7.2 Missing data due to limitations across time and space

Systematic reviews are used to provide current, up-to-date and comprehensive
evidence on a particular research question. A major limitation of bigger reviews
especially is the time that it takes to complete them. Another issue is the ability to
capture all that is relevant when you are asking a broad research question about an
otherwise uniquely human disorder. The totality and relevance of the evidence that
is gathered and drawn conclusions from in a systematic review, is based almost
entirely on the words and phrases used to search the literature to obtain this
evidence in the first place. | wanted to explore the possible extent of both of these
limitations and the impact these might have had on my overall conclusions using a

model of substance-induced psychosis.

7.2.1 Cocaine: a model of substance-induced psychosis

We have seen that pharmacological models have continued to predominate the field
of animal modelling of psychotic disorders and many of these substances are drugs
of abuse in human populations. Drugs with psychotomimetic properties such as
cannabis, cocaine, phencyclidine and amphetamines are able to produce psychotic
symptoms similar to those seen in schizophrenia (Connell, 1990; Steeds et al.,
2015). Intoxication from substances can cause acute psychotic effects, but also a
chronic abuse of these substances can lead an increased risk of developing more
substantial psychotic outcomes which are independent of these temporary effects of

drugs (Moore et al., 2007). Stimulants given to schizophrenic individuals can also
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provoke a psychotic state which is almost identical to their own positive symptoms
(Janowsky et al., 1973). According to the DSM-5, substance-induced psychotic
disorders are characterized in the clinic by prominent delusions and/or hallucinations
that an individual experiences during or shortly after substance intoxication and
these symptoms can persist for weeks. As stimulant-induced psychotic symptoms
usually subside within several days to a month after the end of substance abuse, the
persistence of symptoms for more substantial periods of time might be better
explained by a primary psychotic disorder (American Psychiatric Association, 2013;
Sachdev and Keshavan, 2010).

Cocaine is a substance of abuse, taken by about 18.2 million people throughout the
world (United Nations Office on Drugs and Crime, 2016). In Europe, it is estimated
that 4.1% of the population between the ages 15 and 64 have used cocaine at least
once during their lifetime (European Monitoring Centre for Drugs and Drug
Addiction, 2010). Its use is linked to psychiatric problems, with psychotic symptoms
being most typical (Vergara-Moragues et al., 2014). Chronic use of the substance
induces a paranoid psychotic state directly related to drug use and is almost
indistinguishable from symptoms seen in acute paranoid schizophrenia (Brady et al.,
1991). It is thought that like with many other psychostimulants, once use of cocaine

stops, hallucinations usually also end, but delusions can linger longer.

Cocaine is an indirect dopamine agonist and in animals induces hyperlocomotion,
consisting of ambulation and seeking behaviour. This is thought to occur through
sensitization of the dopamine system (Ujike, 2002). Chronic administration
experimental paradigms where animals are given repeated administrations of a
substance induces a phenomenon called 'behavioural sensitization’, which has two
distinct stages — 'development’ and 'expression’ (Richtand, 2006; Ujike, 2002).
Sensitization is defined as a non-associate learning process where repeated
exposures to a stimulus result in gradual augmentation of the behavioural effect
(Weidenauer et al., 2017). This means that in these experimental paradigms
locomotor activity gradually increases with repeated administration of the drug, a
phase called the development of sensitization (Figure 7.3). This sensitized state also
persists for a long time, evidence showing that in rats it remains a year after
abstinence from substances such as amphetamine (Paulson et al., 1991). Once
sensitization develops, challenging the animals after a period of abstinence and

withdrawal from the drug with any subsequent doses of the drug will produce
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intense stereotypy (Ujike, 2002). This is called the expression stage of sensitization.
This enhanced activity is also observed in response to other stimulants as well as
other types of drugs such as morphine, nicotine and cannabis and environmental or
physiologic stressors (Ujike, 2002). The two phases — development and expression
— of behavioural sensitization are thought to be different anatomically and

neurochemically (Reeves et al., 2004).
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This sensitization also occurs in humans, where chronic, intermittent use of
psychostimulants induces psychosis through the sensitization of dopaminergic
systems (Figure 7.4). It is thought that initially chronic abuse of cocaine creates
symptoms of euphoria, followed by dysphoria, and finally paranoid psychosis,
increasing in severity with increasing dose of cocaine and increasing chronicity of
cocaine use (Post, 1975). While withdrawing from the drug of abuse usually
resolves psychotic symptoms within a short period of time, this psychotic state,
resembling that of the initial symptoms can be induced again with few, or even a
single exposure to the substance at lower doses than before (Sato et al., 1983). In
addition, psychologic stressors and other drugs of abuse can have the same effect

and these effects are seen even years or decades after abstinence (Ujike, 2002).
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Chronic paranoid schizophrenia is thought to share these mechanisms of underlying
behavioural sensitization (Figure 7.5). Some individuals with schizophrenia exhibit
activation and exacerbation of psychotic symptoms as a result of acute exposure to
psychostimulants at doses otherwise not psychotogenic in healthy individuals
(Curran et al., 2009; Lieberman et al., 1987). PET studies also show that dopamine
release is increased in response to amphetamine, showing an exaggerated
response in schizophrenic individuals (Breier et al., 1997). Since stimulant—induced
increase in dopamine release characterizes sensitization, this has led to the concept
of schizophrenia possibly representing a state of endogenous sensitization
(Laruelle, 2000). Evidence shows that increased dopamine activity already occurs at
prodromal stages of the disorder, which predates the onset of psychotic symptoms
(Howes and Kapur, 2009). It is thought that here and during relapses, dopaminergic
neurons are hyperresponsive to outside stressors such as environmental stimuli,
stimulant use or discontinuance of medication (Laruelle, 2000; Ujike, 2002). This
means that the pathologic process is thought to have already begun during the
prodromal phase, and the disease and full-blown psychotic symptoms become fully

manifested when the threshold is exceeded (Ujike, 2002).

Relapse

Figure 7.5 The
sensitization
model of
schizophrenia

Psychotic symptoms

(Figure adapted Prodromal
from Ujike, phase
2002).
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In the clinic, psychotic symptoms presenting with cocaine abuse can be diagnosed
as cocaine intoxication, which is more of an acute state and disappears with
abstinence; psychotic disorder induced by cocaine, where psychotic symptoms last

longer and are usually more severe; or schizophrenia with cocaine abuse, where
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individuals would be diagnosed with the primary psychotic disorder but can
experience acute psychotic symptoms induced by cocaine at the same time. These
diagnoses mainly differ on the duration of their symptoms and therefore it is often
difficult to give a distinguished diagnosis straight away (American Psychiatric
Association, 2013; Vergara-Moragues et al., 2014). In the clinic, all three of these
diagnoses are treated using the same pool of antipsychotic drugs. These dopamine
receptor blocking agents have been shown to be able to block the development of
sensitization when given during the induction of this sensitization and suppress the
expression of sensitized behaviour when given before a psychostimulant challenge,
however, have not been seen to be as effective in reversing the sensitized state
(Meng et al., 1998; Shuto and Nishi, 2011). Therapeutic agents that are able to
reverse this state of sensitization instead of just controlling it may have potential
therapeutic value for schizophrenia. Moreover, as substance abuse in
schizophrenic individuals is common and can cause a relapse or worsening of
symptoms, better treatment options are required for individuals with co-morbidities
(Curran et al., 2009).

7.2.2 Are we lagging behind in light of new data: the impact of updating a

search

My aim was to explore the extent to which updating my original search would

change overall results.

7.2.2.1 Methods

This work was carried out as part of a BSc Biological Sciences Honours dissertation
project and | would like to acknowledge Fala Cramond (FC) for her work on
performing the update search, screening of studies for inclusion and exclusion and
extracting data for included publications. Data were checked and meta-analyses

were run by myself.

7.2.2.2 Search strategy

3847 publications identified to be of relevance in the current review as described in
Chapter 3, were filtered by searching for “cocaine” in the title, abstract and
keywords. This gave a subset of the data that will be hereon referred to in this
chapter as the “Original search”. In addition to this, an update search of PubMed

was completed in January 2015 using the same string of search terms as described
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in Chapter 2 and restricted to studies published after January 2014. The same filter
was applied to this dataset as the original dataset to give a subset of studies
exploring the effects of cocaine in animals, labelled from hereon as the “Update
Search”. Publications were screened independently by title and abstract in MS
Access by two reviewers (FC and AS) and discrepancies were resolved by a third

screener (myself).

7.2.2.3 Inclusion criteria

Initial methods used for screening were identical to those described in Chapter 2,
with the addition of the following criteria: only experiments describing the effects of
cocaine on locomotion were included. Studies specifically investigating the addictive
effects of cocaine, those testing cocaine in transgenic mice and those that used
animals with co-morbidities were also excluded. Experimental paradigms using both
acute and chronic administration of cocaine were included, and this was not
restricted to any particular route of delivery. The only outcome measure was
horizontal locomotion and therefore other outcome measures, such as stereotyped

behaviour, were not extracted.

7.2.2.4 Data extraction

From each study included, experimental com