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Abstract

The contribution of this thesis is to the field of Antificial Intelligence (Al), specifically
to the sub-field called knowledge engineering. Knowledge engineering involves the
computer representation and use of the knowledge and opinions of human experts.

In real world controversies, disagreements can be treated as opportunities for
exploring the beliefs and reasoning of experts via a process called argumentation.
The central claim of this thesis is that a formal computer-based framework for
argumentation is a useful solution to the problem of representing and reasoning with
multiple conflicting viewpoints.

The problem which this thesis addresses is how to represent arguments in domains in
which there is controversy and disagreement between many relevant points of view.
The reason that this is a problem is that most knowledge based systems are founded in
logics, such as first order predicate logic, in which inconsistencies must be eliminated
from a theory in order for meaningful inference to be possible from it.

I argue that it is possible to devise an argumentation framework by describing one
(FORA : Framework for Opposition and Reasoning about Arguments). FORA
contains a language for representing the views of multiple experts who disagree or
have differing opinions. FORA also contains a suite of software tools which can
facilitate debate, exploration of multiple viewpoints, and construction and revision of
knowledge bases which are challenged by opposing opinions or evidence.

A fundamental part of this thesis is the claim that arguments are meta-level structures
which describe the relationships between statements contained in knowledge bases. It
is important to make a clear distinction between representations in knowledge bases
(the object-level) and representations of the arguments implicit in knowledge bases
(the meta-level). FORA has been developed to make this distinction clear and its main
benefit is that the argument representations are independent of the object-level
representation language. This is useful because it facilitates integration of arguments
from multiple sources using different representation languages, and because it enables
knowledge engineering decisions to be made about how to structure arguments and
chains of reasoning, independently of object-level representation decisions.

I argue that abstract argument representations are useful because they can facilitate a
variety of knowledge engineering tasks. These include knowledge acquisition;
automatic abstraction from existing formal knowledge bases; and construction, re-
representation, evaluation and criticism of object-level knowledge bases. Examples
of software tools contained within FORA are used to illustrate these uses of
argumentation structures. The utility of a meta-level framework for argumentation,
and FORA in particular, is demonstrated in terms of an important real world
controversy concerning the health risks of a group of toxic compounds called
aflatoxins.
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“I know what you're thinking about,” said Tweedledum :
“but it isn't so, nohow. "

“Contrariwise," continued Tweedledee,

“if it was so, it might be; and if it were so, it would be : but as it isn't, it ain't.
Thart's logic.”

Through the Looking Glass. Lewis Carroll. 1887.



Chapter 1

Introduction

The contribution of this thesis is to the field of Artificial Intelligence (Al), specifically
to the sub-field called knowledge engineering. Knowledge engineering involves the
computer representation and use of the knowledge and opinions of human experts.
This document presents a framework called FORA (Framework for Opposition and
Reasoning about Arguments) for use in situations when we wish to represent the
views of many people who disagree or have differing opinions, and when we wish to
use a computer to facilitate debate, exploration of multiple viewpoints, or revision of
knowledge bases which are challenged by opposing opinions or evidence.

The conclusion of this thesis is that arguments are meta-level structures, and I argue
that it is useful to represent them as such in a computer-based framework. [ show that
this is possible by presenting an argumentation framework, called FORA, and I argue
that it is wseful by demonstrating that FORA can facilitate a variety of knowledge
engineering tasks.

1.1 Motivation, context, and background

Many knowledge bases in knowledge based systems only include representations of
knowledge from one person, usually an expert in a domain such as medicine, law or
chemistry. When knowledge bases need to represent multiple experts' knowledge,
the knowledge is almost always constrained to be consistent. Techniques such as the
Delphi Method ([Delbecq er al 75], [Ng 90]) are used during knowledge acquisition,
to iron-out inconsistencies and disagreements between the experts, but only the
resulting consensus viewpoint is explicitly represented in the knowledge base to be
used for inference. The over-riding tendency in most Al and knowledge engineering
methodologieys is to see conflict us a problem and try to resolve or remaove it.

The aim of this thesis is to explore whether we can instead view conflict as an
opportunity for interesting reasoning. In the real world, absolute consensus or
consistency is very rare. People have their own opinions and differing viewpoints,
and as a result people commonly disagree with one another. A great deal of intelligent
activity - discussions and debates, learning and teaching, legal trials, democratic
decision making - could not occur if the people involved did not have differing
viewpoints.



Some good examples of the importance of multiple viewpoints can be found in natural
resource management. When decisions have to be made which involve changes to
natural resources such as oceans, forests or the atmosphere, the interests of various
parties need to be weighed up. These parties include land-owners, environmental
pressure groups, wildlife biologists, governments and industries. Industries are
currently under increasing pressure to carry out environmental impact assessments of
their proposed development plans, and to integrate their results into their decision
making processes. However, ecosystems are highly complex phenomena and often a
range of relevant specialists will produce conflicting predictions of the effects of
environmental changes (the controversy surrounding the greenhouse theory of global
warming is a particularly interesting example, see section 4.3 and [Kellogg 91]). In
addition, conflicts can arise due to differing interests or goals, for example,
conservation of particular wildlife habitats versus economic development (see section
4.2, for an example of a conflict of interests surrounding oil industry development in
Alaska). Conflicts can also result from the use of different terminologies by people
from different disciplines - such conflicts are sometimes hard to untangle as both
agreement and disagreement can be obscured by differing language use (see for
example [Shaw & Gaines 91]).

Similarly complex examples of multiple viewpoints exist in the domain of health risk
assessment, in which the views of policy makers, food and drug administrations,
food and drug producers and suppliers, epidemiologists, medical experts, and the
general public, all need to be taken into account in making risk assessments. T will
use an example of such a risk assessment to illustrate many of the ideas described in
this document (see section 3.3).

The need to handle multiple viewpoints presents a problem to the developers of
knowledge based decision support systems. Single, consistent knowledge bases are
incapable of meeting the needs of situations such as these. Instead we require
systems containing multiple knowledge bases, each of which can represent a
particular viewpoint on a problem. We then need mechanisms for identifying,
exploring and evaluating conflicts within and between knowledge bases. The overall
aim of the research described in this document is to support the construction of such
knowledge based systems.

The users of such systems should be treated less like a novice asking a question of an
expert who knows the answer, and more like a responsible decision-maker who calls,
and chairs, a meeting of various relevant experts or interested parties who each argue
for various positions. A debate ensues in which relevant counter-arguments need to
be presented at appropriate times. By interacting with the system in this way, 1
believe that users would become better informed and more aware of the nature of the
choices they have to make in order to make a wise decision. This model of system-



user interaction accords with the ethical need for a human locus of responsibility
[Whitby 88], that is, a guarantee that computers or expert systems are not in a direct
line of responsibility for making decisions which may turn out to be safety-critical or
life threatening. In order to construct such systems we need better representational
models for arguments, and this document presents one such model.

1.2 Thesis message and contribution

The central claim of this thesis is that it is possible, and useful, to represent
knowledge in the form of arguments for points of view. Doing so facilitates the
handling of disagreements between experts without requiring that the conflicts be
resolved.

This document describes a computational framework called FORA for articulating
arguments at a high level of abstraction and exploring the resulting structures.
Arguments and debate involve reasoning about the relationships between the
statements and chains of inference we use, and so they involve meta-level knowledge.
Methods are provided in FORA for constructing such meta-level knowledge bases
both from scratch and by automatic abstraction (mark-up) from formal object-level
theories or knowledge bases. The usefulness of the meta-level argumentation
approach is also illustrated by describing how instantiation (mark-down) of argument
structures can support construction and criticism of object-level knowledge bases.

FORA, and the theory behind it, is a contribution to the field of argumentation. [
argue that it provides a more robust and rigorous set of structures for representing and
reasoning about arguments than argumentation techniques in current use such as IBIS
[Kunz & Rittel 70] [Conklin & Begeman 88]. FORA's argument representation
language is more abstract than most formal argumentation approaches such as the logic
of argumentation, LA [Krause et al 95a]), and I argue that this confers some
important benefits for knowledge engineers. The suite of tools described in chapters
6 and 7 provide automated and semi-automated transformations between FORA and
other formal languages thus suggesting that the framework is general purpose and can
integrate into existing knowledge representation practices. These tools also provide
support for maintenance and adaptation of knowledge bases as their contents change or
are disputed. This thesis is thus also a contribution to the area of knowledge and
requirements engineering,.

1.3 Overview

In chapter 2, I survey the related work on argumentation and disagreement and
explain the usefulness of a meta-level approach to inconsistency handling.



In chapter 3, the FORA framework is introduced, along with an example of a debate
in the domain of health risk assessment which is used to illustrate the techniques
presented in the remainder of the document.

In chapter 4, the FORA representation language is defined. It enables arguments from
knowledge bases to be reasoned about independently of their object-level
representation.  Four basic meta-level relations are introduced : disagreement,
equivalence, justification and elaboration, and arguments are also defined. Chapter 4
also addresses the question of how to construct knowledge bases in FORA.
Acquisition of knowledge from multiple viewpoints is discussed and two software
tools are described which help users to express arguments (mark them up) using the
formal structures of FORA.

Chapter 5 discusses how representations of arguments in FORA can be used to guide a
user in exploring the range of opinion in a collection of knowledge bases. The notion
of a cenflict set is introduced to provide a focussed roving 'window' on the particular
disagreements a user is interested in. The four primitive relations are used as the basis
of definitions of more complex argument constructs, such as those encountered in the
literature on argumentation. These argument constructs provide ways to automate
comparison and evaluation of knowledge bases.

In order to assess the usefulness of the framework it is necessary to consider how it
relates to other knowledge representation languages in which arguments can be
expressed. Chapter 6 addresses how the framework can be used for reasoning about
arguments in existing (legacy) knowledge bases, and describes how abstraction or
mark-up to FORA can be automated from knowledge bases expressed in a formal
logic. Two techniques for this are discussed and illustrated.

Chapter 7 tackles the converse issue, which is how to use representations of
arguments as a basis for construction of knowledge bases in an object-level language.
This transformation cannot be automated. However, the meta-level framework can
provide guidance to a user who wishes to construct a formal object-level
representation.  Software tools are described which can ensure that a chain of
reasoning is carried out by an object-level inference engine, by helping users to
formalise appropriately the reasoning steps represented by an argument in FORA. An
inference checker tool helps to verify that this has been successful and a knowledge
base critic uses FORA representations to suggest elements at the object-level which are
vulnerable to dispute.

Chapter 8 concludes by summarising the contribution of the research described in this
thesis, and discussing some promising future directions for research.



Chapter 2
Literature Survey

This chapter provides a survey of literature in the fields of logic, philosophy and
Artificial Intelligence (AI) which addresses the question of handling disagreements. It
is divided into two themes. First there is the issue of disagreement itself, and section
2.1 surveys the literature about conflict, inconsistency and multiple viewpoints. This
section characterises the ‘problem’. Secondly, there is the field of argumentation.
Section 2.2 describes approaches to argument in philosophy, linguistics and Al
This section describes the background to the ‘solution’ adopted here.

2.1 Disagreement

The study of disagreement is problematic because so many disciplines have a bearing
on the issue. The following survey is therefore eclectic and in many cases gives only
an overview of the work described. Full technical details can be found in the cited
literature.

2.1.1 Object-level logical approaches to disagreement
2.1.1.1 Classical logic

The notion of disagreement is central to logic, as logic is concerned with the analysis
of the soundness or unsoundness of arguments. Within logic the somewhat vague
notion of disagreement is replaced by a number of more formal concepts, the two
most important being contradiction and inconsistency.  Although these notions are
generally accepted as fundamental to logic, there are surprising discrepancies between
different logicians’ definitions of them.

Definitions

[Lemmon 65] defines a contradiction syntactically as ‘a conjunction, the second
conjunct of which is the negation of the first conjunct’. An inconsistency is defined
as a semantic notion (ie: to do with the assignment of truth or falshood to
propositions). A formula is inconsistent ‘if it takes the truth-value F for all possible
assignments of truth-values to its variables.’

[Hamilton 78] defines a contradiction as a statement which ‘takes truth value F under
each possible assignment of truth values to the statement variables which occur in it’,

5



which is the same as Lemmon’s interpretation of inconsistency. Hamilton reserves
the label inconsistent for formal systems in which both a proposition and its negation
are theorems.

Confusingly, the definitions in [Hodges 77] are different again - a set of beliefs is
inconsistent if they cannot all be true in any possible situation, and a contradiction is
defined as an inconsistent belief.  This identification of inconsistency and
contradiction is repeated in more advanced logic texts such as [Kleene 67] in which ‘a
formula E is called inconsistent or contradictory ... if it has a solid column of F's in its
truth table’.

Hence the central ideas seem to be firstly, declaring that both a proposition (formula)
and its negation hold simultaneously, and secondly, being unable to find a proposition
true in any possible situation. I will generally refer to the first situation as a
contradiction, following the generally accepted form of the Law of Non-Contradiction
(eg: [Lemmon 65, p50]) which states that ‘it cannot be the case that P both holds and
does not hold, for any proposition P’, (ie: + —(P & <P) ). Contradiction can be
thought of as primarily a syntactic clash, whereas inconsistency is a broader notion
which applies to whole systems of belief, or theories, in which a contradiction can be
generated. Contradictions are the syntactic manifestations of inconsistency of a belief
set or knowledge base.

The meaning of inconsistent theories

One thorny issue here concerns the semantics of contradiction and inconsistency, in
other words, what they mean. or how they should be interpreted. The most common
picture here is that no interpretation can be given for an inconsistent logical thcory.
Inconsistent theories are incoherent and meaningless. More importantly any two
inconsistent theories are equally meaningless, and therefore indistinguishable
semantically. This picture has a long and noble tradition, being traceable back to
Socrates and Plato through much of western philosophy and logic. It is bascd on a
belief that the real world is self-consistent, that the law of non-contradiction applies to
it. There have, of course, always been philosophers and logicians who tried to give
coherent accounts of inconsistency, and thus there is a parallel tradition of philosophy
(from the Greek sceptics leading most notably to Hegel and Marx) in which it is held
that the world is really inconsistent, that the world contains real counter-examples to
the law of non-contradiction, and that we thus need to be able to give meaningful
interpretations of inconsistent theories.

The earliest examples of ontological inconsistencies as they are sometimes known
(see, for example [Rescher & Brandom 79]), came from the early Greek philosopher
Heraclitus, and concern movement and action. One of the famous examples is the



‘river fragments’ quandary, in which when stepping through a river we are both in the
same river, and yet not in quite the same river at all because it is continuously
changing. The resurgence of philosophical interest in inconsistency in the twentieth
century has followed developments in modern physics, notably quantum theory, in
which the existence or non-existence of a moving particle at a particular place can be
problematic. The philosophical study of language use (particularly from the point of
view of Hegel’s dialectic or Wittgenstein’s language games) also encourages a more
open mind towards disagreement than normally demonstrated in classical logic.
Wittgenstein, for example, predicted a time when people would be ‘proud to have
emancipated themselves from consistency’, and tells us that ‘we shall see a
contradiction in a quite different light if we look at its occurrence and its consequences
as it were anthropologically’ rather than *if we look at it from the point of view of the
mathematical law-giver’ [Wittgenstein 67]. Issues from the study of ethics (such as
the problem of moral relativism, see [Meiland & Krausz 82]), and the logical
paradoxes such as the Liar paradox [Martin 84], add pressure to these questions from
science and linguistics, and result in inconsistency being an issue of profound
philosophical interest.

A full survey of philosophical discussions of inconsistency throughout history is
impossible here, though it is a fascinating subject. Excellent accounts of the history
of ideas on inconsistency can be found elsewhere, one particularly good example
being [Priest et al 89]. It is enough to note two points, firstly that there is a lack of
unambiguous definitions of ‘inconsistency’ and ‘contradiction’, and secondly that
there is great debate about how we should interpret these terms with respect to the real
world. The lack of consensus on these basic issues is somewhat surprising given
their importance in the practice of logic, and the confidence with which they are used
init. This ambiguity will not be resolved here and is presented simply to demonstrate
the relevance of a systematic study of disagreements to mainstream logic. As further
demonstration of this relevance the next section will examine how important
contradictions and inconsistencies are in the practical business of logical proof.

The use of disagreement in proofs

There are two main uses of contradictions in logical reasoning. Firstly, there is proof
by contradiction, commonly known as reductio ad absurdum, and secondly, there is
the principle of ex falso quod libet, which allows the deduction of any proposition
from an inconsistent theory.

In reductio ad absurdum, a proposition can be proved to hold by assuming its
negation and deriving a contradiction from it. This is the main proof technique of
semantic tableaux : in order to prove a proposition P from a set of axioms (a theory),
its negation, not P, is added to the theory, and inference steps are applied until both a



proposition and its negation are derived, thus forming a contradiction. Assuming that
the initial set of axioms cannot gencrate that contradiction alone, the proposition to
blame is therefore the assumed one, nor P, which therefore cannot hold. Another
fundamental assumption of classical logic is now brought into play, which is the law
of the excluded middle (tertium non datur), which states that one of P or not P must
hold, in other words, there cannot be propositions which are neither true nor false.
In the proof by contradiction, the negated proposition, not P, fails to hold, as it
causes contradiction, and therefore we can conclude that P must follow from the
axioms.

The principle of ex falso quod libet demonstrates most clearly why disagreements are
unwelcome in classical logic. It states that any proposition follows from the existence
of a contradiction in a theory, ie: from an inconsistent theory. This is tantamount to
logical chaos, because as soon as a contradiction appears in a theory, all possible
syntactically correct propositions are immediately derivable thus making it impossible
to distinguish between sensible and nonsensical conclusions. Ex falso quod libet is
simple to prove using the rule of or-introduction and modus ponens.

(1) P Premiss |

(2) =P Premiss 2

(3)-PvQ v-introduction on (2)

(4) P—Q rewriting (3)

(5)Q by modus ponens from (1) and (4).

This proves that from the assumption of both P and its negation, any proposition
whatever (() can be derived.

It is in this sense that inconsistency is said to be fatal to a logical system.  Allowing a
proposition to be both true and false is not merely distasteful to logicians, much more
significantly it trivialises logical deduction in a classical logic system because anything
at all can be deduced. If we wish to investigate whether anything positive can be done
with contradictions, we will need to find a way around ex falso quod libet.  In the
following sections some possible approaches to this will be examined. This will take
us into the realm of what Quine calls Deviant Logics, in discussions of which he
claims ‘neither party knows what he is talking about’ [Quine 70, p&1], and most of
which he denies are really logics at all. However, there are several coherent accounts
of contradictions which successfully evade logical triviality and these arc described in
the following subsections (2.1.1.2 - 2.1.1.5).

2.1.1.2 Many-Valued and Intuitionistic Logic
One of the ways of rethinking inconsistency is to question the fundamental notions of

truth and falsity, and in particular to reject the dichotomy between them, denying that
any proposition must be exclusively either true or false. Some important branches of



logic have taken this route, and they are usually characterised as having rejected the
law of the excluded middle (tertium non datur). Two of these branches are
particularly significant.

The first is the development of many-valued logics, the most straightforward of which
is a three-valued logic, in which a proposition may be either true, false, or something
between (unsure, unknown, or possible). It is straightforward to draw up truth-
tables for the standard logical connectives such as negation, conjunction efc. which
indicate how to combine propositions taking any of the three truth-values. A good
example of a three-valued logic which has ‘undecided’ as its third truth-value can be
found in [Kleene 52]. Another famous three-valued logic is Lukasiewicz’s attempt to
allow statements about the future to remain contingent [Lukasiewicz 1920]). [Haack
78] provides a comprehensive survey of many-valued logics and their philosophical
basis, and their computational tractability is discussed in [Turner 84].

The second branch of logic renowned for its rejection of the law of the excluded
middle is intuitionism. The basis of intuitionism is a belief that there is no platonic
realm of mathematical objects independent of us, about which mathematicians make
discoveries, but rather that mathematics is fundamentally dependent on human
thought. Mathematical objects cannot therefore be merely assumed to exist, they
must be demonstrated to exist or constructed with various named properties. Proofs
must also be constructive, in the sense that they cannot make references to
mathematical objects which cannot be constructed. This means that certain classical
set theoretic proofs (for example concerning infinite sets) are intuitionistically
unacceptable. If there are no constructive proofs for a proposition or its negation then
that proposition cannot be asserted to be either true or false, thus breaking the law of
the excluded middle.

In intuitionistic logic, propositions are assigned meaning, not by truth-functional
Tarskian semantics, but by explaining how they are to be proved or demonstrated.
In particular, the logical connectives are not given truth-functional definitions, so for
example, a disjunction P holds only if one of P and Q is actually verifiable. Thus
for a proposition P for which no proof can be given for either it or its negation,
{Pv—P) does not hold.  Negation is likewise defined in terms of proof (derivation), as
exemplified by the following statement from [Heyting 31] :

‘The proposition 'C is not rational’ signifies the expectation that one can
derive a contradiction from the assumption that C is rational. It is important
to note that the negation of a proposition always refers 1o a proof procedure
which leads to the contradiction.”

A full exposition of intuitionistic logic can be found in [Dummet 77]. The importance
of constructive logic to computing, via type-theory, is presented in [Martin-Lof 82].



Many-valued logics and intuitionistic logic both result from the rejection of a
straightforward dichotomy between truth and falsehood. Although Quine complains
that *it is hard to face up to the rejection of anything so basic’, it is clear that doing so
opens up some rich avenues of logical exploration with important applications in
computer science and artificial intelligence. Before moving on to other more direct
approaches to the issue of inconsistency and contradiction, it is worth summing up the
reasons why the rejection of the truth falsity dichotomy is so attractive. A more
lengthy discussion of this issue can be found in [Quine 70].

1. The world is not always clear-cut, issues are often not black or white, there are
gradations in the world to which truth and falsity do not do justice.

2. Often our knowledge of the world is inexact or uncertain, and perhaps logic
should reflect that.

3. The truth-falsity dichotomy leads us into Russellian set theoretic paradoxes.

4. Modern science, and in particular quantum physics, requires logical techniques
which can handle multiple inconsistent possibilities.

5. There are mathematical assertions which can be neither properly proved nor
disproved. (This is the intuitionistic argument.)

Finally, while on the topic of many-valued logics, it is worth pointing out an
important area of work which is being deliberately omitted from this survey - that of
logics of uncertainty. The discussion above of many-valued logics was largely
limited to three-valued logics, but it is quite possible to have many more values, so,
for example, a seven-valued logic might have ‘truth-values’ of definitely true,
probably true, possibly true, unknown, possibly false, probably false and definitely
false. We can see from this that the study of many-valued logics borders on the study
of uncertainty and that the substitution of numbers for truth values leads into the study
of probability. However the intention here is to focus on the issue of disugreement
and inconsistency, rather than clouding the issue with certainty factors and levels of
doubt. The work on uncertainty of most relevance to this thesis involves the use of
argumentation to handle uncertainty, for details of which see section 2.2.2.

2.1.1.3 A Logic of Inconsistency

Some logicians have tackled the question of inconsistency directly, and in this scction
one of the classic examples of this work will be discussed, namely Rescher and
Brandom’s presentation of a logic which is deliberately permissive of inconsistency
[Rescher & Brandom 79]. We have seen that intuitionistic logics reject the law of the

10



excluded middle, and Rescher and Brandom take the step of also rejecting the law of
non-contradiction, hence allowing both the situation when a proposition is neither
true nor false, and the situation when it is both true and false.

They start from the question *“What if the world is not ontologically consistent?’ by
which they mean that a proposition about the world may be shown to hold, whilst
also being shown not to hold (or in their terminology, that a fact both obtains and
does not obtain). They are not suggesting here that we may be reasoning
inconsistently about the world, nor merely holding inconsistent beliefs (which may
prove to be incorrect) but that the world may actually be inconsistent and thus it may
be impossible to provide an ontology of the world which can be consistently described
by a system of classical logic.

Although their work is presented on the basis of ontological inconsistency as a purely
philosophical supposition or hypothetical, they do provide some sketchy examples
that might lend support to the suggestion. One of these corresponds to the fourth
reason for rejection of the truth-falsity dichotomy, as given at the end of the last
section, namely that quantum physics is required to deal with indeterminism and the
possibility of inconsistent facts obtaining. Another example is that two computer-
based information systems which monitor and take measurements in the world may
simultaneously gather inconsistent information, whilst also remaining mostly
consistent in their coverage. In such situations we do not want ex falso quod libet to
nullify all inference on the consistent subsets of information. They deny that
inconsistency should be treated as automatically ‘infectious’ and assert that we can
abolish ex falso quod libet, thus eradicating the means of its transmission.

A fundamental idea in their logic is that of overlapping or overlaying descriptions of
the world, theories, or information systems (in Al-speak we can talk of overlapping
knowledge bases). By taking the intersection of two consistent sets of sentences we
can find ourselves in a situation where some questions can no longer be answered. If
one set contains ‘It is raining’ and the other ‘It is not raining’, we no longer know
from the intersection whether or not it is raining. They describe this as the world
being under-determined. On the other hand if we take the union of the sets some
questions have more than one answer, so we can for example claim that it is both
raining and not raining. The world this time is over-determined.

If the sentence 'Grass is a plant’ is in both sets of sentences, in both the intersection
and union of the sentences this sentence remains reliable, and they then claim that the
inconsistency in the over-determined world description is local and does not propagate
doubt to the remaining sentences. Using an analogy from physics they describe the
existence of P and nor P in a theory as a singularity of over-determinism and the
absence of either as a singularity of under-determinism. Their rejection of ex falso



quod libet is expressed neatly in these terms : ‘It is a key thesis of our present analysis
that semantical singularity can be a local phenomenon that does not invariably have
global ramifications - that the occurrence of a singularity does NOT entail its
recurrence everywhere.” The proof of this thesis can be found in [Rescher &
Brandom 80, pp21-22].

They provide both a proof theory and a model theory for their logic. The proof theory
deserves a closer examination, as some of the ideas in it are instructive in how to
selectively dismantle the reasoning framework of classical logic in order to broaden its
applicability.

The logic of inconsistency differs from classical first-order predicate logic with respect
to the interpretation of conjunction and what they call the ‘Fundamental Rule of Valid
Inference’ (interestingly, negation remains unchanged). Rescher and Brandom make
an important distinction between conjunction (the ‘and’ of classical logic, written
P&(), which indicates that both P and @ hold in the same world description, and
Juxtapesition, which is a weaker notion (written P,() indicating that P and Q hold
independently, usually in different world descriptions. Conjunction is thus a strong
notion, that two statements are claimed to be true together, at the same time, or in the
same place, or according to one source. Juxtaposition is the weaker notion that two
statements are both claimed to be true, but that this is the result of two scparate claims,
not a single claim of joint truth as needed for conjunction to apply. From a claim P
and a separate claim @ we can deduce P,Q but we cannot in general deduce PE&Q.

In overlaying (which they call superposing) two world descriptions they reject the
notion that all resulting descriptions are true collectively, and instead view them as
being true distributively. P and Q may thus hold in two different world descriptions,
and be juxtaposed giving P,(0. This does not entail that they are conjoined, ie: that
P& is now also true. This interpretation of conjunction leads to a rejection of the
Fundamental Rule of Valid Inference (R) , as follows :

R : Whenever PI, P2, ...Pn + Qis a valid inference principle of classical
logic, and Ty(P1), T\ (P2),...Tw(Pn), then T,,(Q).

(Tw{P) indicates that P is true in superposed world description w)
They replace R with the following :

Rl : Whenever PI, P2, ...Pn+ Q is a valid inference principle of classical
logic, and T, (Pl & P2 & .... & Pn), then T,,(Q).

R and R1 are meta-principles about the applicability of rules of inference. The
significance of R/ is that it outlaws the application of ex falso quod libet in situations
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where P and not P are merely juxtaposed, thus if a contradiction arises between two
sets of sentences, it is not possible to derive any proposition. This is only allowed if
the conjunction P &-P is present in one set. (Note that it also limits the applicability
of *and-introduction’ to the trivial case). Thus if the sets of sentences are internally
consistent any singularities which arise from their superposition will be localised.

One of the interesting aspects of Rescher and Brandom's work is its recognition that it
represents a radical shift in what they call the ‘ideology’ of logic - and in particular a
rejection of the notion of a single, objective, consistent view of the world which they
call ‘the myth of the God's eye view’. Their alternative ideology embraces both the
notion that different people have different views of the world, providing a rich
tapestry of multiple perspectives, and also that the existence of inconsistencies
between these perspectives is a positive thing.

‘Man's mind does not thrive on consistency alone : the blockage to order
that results from conflicting images is a crucial goad to inquiry and a
pivotal motive for enlarging our information. Intellectual disequilibrium is
a powerful constructive force.’

In the next section we will examine another logic falling under the same ideology,
which has had significant impact on the thinking of logicians who attempt to handle
inconsistency in computer systems,

2.1.1.4  Paraconsistent Logic

In [da Costa 74] a theory of inconsistent formal systems is presented as a variant of the
classical logic in [Kleene 52]. Da Costa sees the development of a theory of
inconsistent calculi as analogous to the development of non-euclidean geometry, and
in particular interprets the existence of paradoxes (such as those of set theory) as
similar to the points at infinity in euclidean plane geometry. This is a good analogy
because his presentation simply denies two basic postulates or axioms of classical
logic and investigates what happens from there, in the same way that non-euclidean
geometries start from a subset of Euchid’s axioms. The two outlawed postulates of
logic are the law of non-contradiction and ex falso quod libet.  The law of excluded
middle and the law of double negation remain, as do most of the other basic
principles, though some, such as reductio ad absurdum, have added premises which
check for non-contradiction. To give a flavour of how this is done, here is the
statement of reductio ad absurdum (where B° stands for (B & -B), i e: there is no
contradiction about B) :

B?—((A — B) = ((A - -B) - -A)))

In other words, if B is not contradicted in the system, yet a contradiction about B can
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be deduced by assuming A, then deduce -A.

Da Costa defines a series of logical calculi, progressing from propositional logic to
full predicate logic with equality, and finally to a set theory based on a theory of
Quine's. In each case he defines an infinite series of calculi. For propositional logic,
the base calculus CO is classical propositional logic, Cl1 is the restricted inconsistent
form with some axioms qualified by a check for non contradiction as in the case of
reductio ad absurdum above. C2 is then derived by qualifying these axioms with

A& A% ie: {A & A) & (A & -A) & A & -A)).

This recursive application of non-contradiction tests escalates to infinity, resulting in a
series corresponding to the natural numbers of successively stronger and stronger
logics. In addition, a form of ‘strong’ negation is defined (as -A & A®) which is
shown to correspond exactly to classical negation, and to which the law of non-
contradiction does apply.

In [da Costa et al 90] the question of how to implement a computational paraconsistent
logic is addressed. The problem with the paraconsistent logic presented above is that
it has a large number of inference rules, thus making automated inference extremely
inefficient, and difficult to restrict to relevant inferences.  Resolution theorem proving
[Robinson 65] is a technique involving only one inference rule (resolution) on a
restricted syntactic form of logic (conjunctive normal form) which is extremely popular
for antomated theorem proving  [da Costa et al 90] presents a resolution style proof
procedure for a paraconsistent logic, in which formulae are annotated with a truth
value from a lattice of many possible values. These are used, together with a
unification algorithm, to restrict the use of contradictions in generating trivial
inferences (thus effectively limiting the applicability of ex falso quod libet.). The
proof procedure is proven to be sound and complete. The implementation of this
proof procedure is illustrated by an example, and an extension is defined which is
computationally more efficient.

A semantic tableau proof procedure for da Costa’s paraconsistent logic is presented in
[Carnielli & Marques 90], and its completeness is proven. Some examples
demonstrate how their tableau method can be used, not only to reason over
inconsistent scts of premiscs, but also to indicate which premises are involved in
contradictions. This technique thus generates useful information about which subsets
of a knowledge base are ‘controversial’ which can aid a user in making adjustments to
that knowledge base. This approach is shown to be able to handle default information
in a useful manner, and to be able to point out precisely where the use of defaults
causes contradictions when reasoning with them.



2.1.1.5 Restricted Access Logics

In [Gabbay & Hunter 93b] an object-level logic called a Restricted Access (RA) Logic
is presented which could underlie a meta-level system such as that discussed in
[Gabbay & Hunter 91, 93a]. The RA logic is designed as an extension of classical
logic (ie: all theorems of classical logic still hold) with a restricted form of ex falso
quod liber. It is based on a labelled deduction system (LDS [Gabbay 90]). Gabbay
and Hunter start from the common criticism of paraconsistent logics such as [Da Costa
74] which is that they outlaw certain inference rules and thus certain intuitively
obvious tautologies in classical logic are not theorems of paraconsistent logic. Instead
of restricting the proof rules or possible inferences, Gabbay and Hunter allow all the
proof rules of classical logic, but restrict the access of these rules to the axioms,
effectively restricting inference to consistent subsets of the theory. They do this by
means of a restriction function which uses the labels of labelled formulae in the theory
to determine the consistency of theory subsets. Ex falso quod libet, reductio ad
absurdum and not-introduction incorporate this restriction function to check that any .
contradiction used in reasoning is localised to the most recent assumptions. This
prevents contradictions in the theory from propagating as they would in classical logic.

In [Elvang-Goransson & Hunter 93], there is a further extension of the RA logic of
[Gabbay & Hunter 93b] in which a modified form of the restriction function is used to
partition the inference rules into three subsets. These are: the basic rules (b-rules)
such as and-introduction, or-introduction and or-elimination; the paraconsistent rules
(p-rules) such as the law of excluded middle, the law of double negation and the basic
axioms of natural deduction involving negation; and the non-paraconsistent rules (c-
rules) namely ex falso quod libet, reductio ad absurdwm and not-elimination. For
each subset there are ‘sideconditions’ which restrict the applicability of the rules to
those propositions in the theory whose labels satisfy a certain form of the restriction
function. These prevent the propagation of trivial inferences which have been
generated from contradictions, whilst allowing for normal classical logical inferences
over any consistent subset of the theory.  This logic is thus more ‘adventurous’ than
the paraconsistent logic ol da Costa.  In the second part of this paper, Elvang-
Goransson and Hunter discuss how thinking of the labels of propositions as
arguments for them allows for analysis of how acceptable a proposition is on the
basis of the argument which is presented for it. Arguments involving inconsistencies
can thus be regarded as less useful or acceptable than arguments from consistent
information. A similar analysis can be found in [Elvang-Goransson et al 93].

A different technique for restricting access to subsets of an inconsistent theory is
presented in [Naqvi and Rossi 90]. They start from a basic heuristic that propositions

more recently added to a theory should override contradictory information already in
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the theory. To facilitate inference in such a system a ‘priority structure’ is generated
in which clauses added to the theory are assigned a *priority level’ which is higher the
more recent the addition of the clause. A resolution theorem proving technique
(SLIL-resolution) is then defined which incorporates a check for contradictions at any
higher priority level when making inferences on lower priority information - if such
contradictions exist then the inference step is blocked. Inferences involving the newer
information, however, are not blocked by the existence of older contradictory
information.  This approach is extended to a temporal reasoner, and there is a
discussion of how it can be used for hypothetical ("what-if P?" where P is consistent
with the theory) or counter-factual ('what-if P?* where P is inconsistent with the
theory) reasoning. Gabbay and Hunter acknowledge that their approach is extremely
inefficient, however the principal problem with this system is the arbitrary decision
that older information will always be over-ridden by newer information if they
conflict. This may not generally be desirable, and in some extreme cases, it may
simply not be possible to assign a temporal ordering to the items in a theory
(particularly, for example, if they come from various different sources).

All of the logics examined so far have been attempts to cope with inconsistent theories
within the logic by adapting the inference mechanism to avoid trivialising deduction in
the face of inconsistent information. In the next section I turn to approaches which
have involved stepping back from the logic and reasoning about the inconsistency at
the meta-level.

2.1.2 Meta-level approaches to disagreement

There has been a recent upsurge of interest in inconsistency in databases and
knowledge bases and some enthusiastic papers embracing it as an opportunity. For
some logicians the distinction between object-level reasoning and meta-level reasoning
(reasoning about the object-level propositions and inferences) provides a framework
for isolating and exploiting inconsistencies. A good example is [Gabbay & Hunter
91] in which they claim :

‘For Artificial Intelligence there is an urgent need to revise the view that
inconsistency is a ‘bad’ thing, and instead view it as mostly a ‘good’
thing... There is a need to develop a framework in which inconsistency can
be viewed according to context, as a vital trigger for actions, for learning,
and as an important source of direction in argumentation.’

In this paper they give various examples of people in normal situations being able 1o
live quite happily with inconsistencies, and being able to reason at the meta-level from
the existence of object-level inconsistency to appropriate actions or to express a belief
in one or other of the conficting positions depending on the circumstances. We can
exploit our ability to be aware of inconsistencies and either suspend judgement until
some point when one or other position is obviously stronger or actively use the
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inconsistency to provide us with a greater range of possible responses to various
situations.

One of their examples is of Professor Nobody who sees his research assistant, Dr
Incompetent, sunbathing in the park while absent from work. When Dr Incompetent
returns to work he claims to have been ill in bed. Professor Nobody acts as if he
believes Dr Incompetent despite having information which contradicts his claim. Only
later, after several repetitions of this incident, does Professor Nobody act on the
inconsistency and sack Dr Incompetent. Gabbay and Hunter give several other
examples of situations in which people express their belief in a position while
simultaneously holding beliefs which manifestly disagree or conflict with that position.
This is not merely deceit, as we often deliberately withhold our commitment to a belief
until we are quite sure that we should change our mind, and, importantly, the factors
that will persuade us to do so are often far removed from logical considerations.

We seem, Gabbay and Hunter suggest, to cope quite happily with overlapping,
inconsistent belief systems without having to resolve the conflict at once - and
intelligent computer systems would need to do likewise. They describe a meta-level
framework which incorporates meta-level rules stating how to reason about, or take
action according to, inconsistencies at the object-level.

In [Gabbay & Hunter 93a] this framework is explored further using an airline booking
system as an example, and a meta-language is defined called DA (standing for Data
and Action). The framework consists of an information system, defined as a pair
(M, O) where M is a meta-level database and O is an object-level database. O is
deliberately under-defined, as the meta-language is intended to support a variety of
possible object-level languages. The meta-level syntax is defined in terms of the
object-level variables, predicate names and logical symbols, and a set of constructors
for the meta-level formulae, including the temporal operators, SINCE and UNTIL.
One meta-level predicate is central to their system : it is called Holds and is defined to
reflect all of the object-level theorems into the meta-level, ie : if A is an object-level
formula, M the meta-level database and O the object-level database, then

M r Holds(A) iff O r A

Various temporal operators are defined in terms of SINCE and UNTIL and are in place
to represent the evolution of the database over time and the effects of actions on the
database triggered by meta-level rules.

The interpretation (semantics) of the meta-language is defined as a tuple (D, N, >=, h)
where D is the domain, defined as the Herbrand Universe generated by the meta-level
rules of syntax. (The Herbrand Universe consists of all the ground terms in the
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language, and a Herbrand interpretation assigns each term to be its own meaning, ie:
each ground term in the meta-language is interpreted as itself. For more details see
[Deville 90]. ) N and >= represent the ‘flow of time’, N being the set of natural
numbers. h is a truth assignment function mapping every term, at any instant of time,
to a truth value of 0 or 1. The temporal aspect thus allows an interpretation of a meta-
level formula such as “P has held since X and will continue to hold until .

They propose a temporal interpretation of propositions at the meta-level as being
declarative for the past and present, and imperative for the future ‘based on the
intuition that a statement about the future can be imperative, initiating steps of action to
ensure it becoming true’. They introduce executable temporal specifications which
are consequents of the form
‘If X then make Y true’.

In their conclusion they claim a complete and sound proof theory for the logic and also
semi-decidability.

Gublbay and Humer’s approach can be conuasted with the paracensisient logic
approach as there is no need for blanket bans on certain types of logical inference at the
object-level. The meta-level rules allow for much greater subtlety in selecting
inference steps, or actions, depending on the nature and context of an inconsistency.
Their approach can also be favourably contrasted with truth maintenance systems and
belief revision systems (see section 2.1.3), as a proposition can be involved in an
inference without necessarily outlawing other propositions which disagree with it from
the belief set.

There are three main differences between DA and FORA (the framework presented in
this document), the principle one being that Gabbay and Hunter only consider a single
object level theory, whereas the contents of a FORA knowledge base reflect the
contents of multiple potentially inconsistent knowledge bases. The second difference
is that there is no Holds predicate in FORA  These two points are related, as a Holds
predicate in FORA would be profoundly inconsistent (reflecting all the differences of
opinion in the knowledge bases) unless a different Helds predicate was defined for
each knowledge base. More importantly, in FORA there is no notion of truth values
of prapositions (which the Holds predicate represents), as all that is recorded are the
relations between the propositions. FORA does not adjudicate between opinions, it
merely states how they relate to each other. Another difference is the lack of a
temporal component in FORA. One way of integrating these two languages may be to
interpret the single Holds predicate as representing ‘the speaker’s view over time’
which in a system such as FORA, would be expecled to change every time a new
opinion i5 expressed. Thus the total history of the predicate Holds, over time, could
be used to represent the ‘floor’ of a debate.



In general their work is extremely relevant to this thesis, as demonstrated by this
statement from the conclusion of [Gabbay & Hunter 93] which accurately sums up my
position:

‘We give up a requirement to make the object-level database consistent, and
rather accept such situations as inevitable. We abstract away from the
object-level, and shift the requirement of consistency to the level of the
meta-level being consistent.’

Only the details of the two meta-languages differ.

A preliminary application of the DA framework is discussed in [Finkelstein et al 93] in
which it is used to identify and handle inconsistencies in the development of software
specifications. Finkelstein is concerned with the construction of software
specifications from multiple perspectives (Viewpoints) and is constructing a distributed
software specification environment. Consistency checks can be provided to ensure
consistency within a single viewpoint and also to detect inconsistencies berween
viewpoints. The meta-level action framework thus allows for appropriate actions to
be taken in the case of inconsistencies, such as checking for spelling or typing errors,
and ultimately asking the system users for clarification. The existence of multiple
object-level viewpoints (each of which can use different representation languages)
makes this work highly relevant to this thesis. It is interesting to note that they
identify as a major difficulty the axiomatisation of inconsistency detection at the meta-
level. They have also not investigated ways of exploiting inconsistencies (once
detected) to drive interaction with users, other than the extremely simple examples of
asking about spelling errors. They earmark this task as requiring further work, and
state the need for protocols for inter-viewpoint interactions. This thesis contains some
ideas which may meet this need.

2.1.3 Al Approaches to Conflict
Negation as failure

There are problems with practical computation using logics with classical negation.
The usual practical solution to this is to use a form of negation known as negation as
failure, however, this inference strategy is both unsound and incomplete (see eg:
[Lloyd 84], [Deville 90] for more details).

Conflict resolution

Inference engines and interpreters in knowledge based systems need to handle
situtations when more than one possible inference or problem solution is applicable
which may provide conflicting conclusions. Strategies for handling such choice
points are usually referred to as conflict resolution strategies. Examples are to accept
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options on the basis of criteria such as recency of data, specificity of possible
solutions, refractoriness or obstinance in refusing to retry possible solution paths
which have been attempted previously, and so forth. Such strategies are routinely
built into interpreters for rule-based systems, see, for example [Jackson 90] for
details.

Default logics and non-monotonic logics

If change in the world is to be taken seriously in Al systems, conflicts must be
addressed as changes frequently create situations where a statement previously held to
be true is contradicted by the current state of affairs. If addition of new propositions
to a logical theory does not invalidate any of the previous items in that theory, then it
is said to be monotonic. As more inference is carried out the knowledge base just
grows and grows. However, if the addition of new propositions requires other
propositions to be removed in order to restore consistency, then we have non-
menaotonicity, where a knowledge base may cither expand or shrink with the addition
of new information. The problem of providing logically rigorous characterisations of
this process is an important endeavour in Al, and a rich seam of research exists from
carly work on the frame problem (which aspects of our knowledge do we nced to
adjust in the light of changes in the world, and what is persistent? [McCarthy &
Hayes 69], [Raphael 71], [Pylyshyn 78]), common-sense reasoning,
circumscription (from [McCarthy 80] onwards), default logics ([Reiter 80], [Reiter
85] and onwards to [Etherington 88]) and now in the mature work on non monotonic
and defeasible logics (eg: [Ginsberg 87], [Brewka 91]).

Truth and Reason Maintenance Systems

It has been recognised for some time within Al that it is useful to record the
Jjustifications for a belief in a proposition so that if certain assumptions used in those
justifications are found to be false, the belief system or knowledge base can be
adjusted. One way of doing this is to think of propositions as nodes in a networl,
with each node labelled to indicate which assumptions are used to support it. In this
way a belief in a proposition is recorded with reference to its dependencics on other
propositions. A useful analogy sometimes used here is to think of these dependencies
as a lattice of scaffolding which supports all the various propositions in a theory. If
there is some reason to doubt a proposition, this is analogous to taking some of the
scaffolding down, which may cause other propositions to become unsupported.
Likewise, adding a new piece of scaffolding to support proposition P may have the
knock-on effect of increasing the support for another proposition Q, if P is used in a
justification for Q. The job of a truth maintenance system is to maintain the
scaffolding so that each node is supported by a consistent set of other nodes, and no
contradictions are supported.
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Conflict is handled in truth maintenance systems by explicitly recording which sets of
assumptions lead to contradictions, and taking apart any scaffolding which supports a
contradiction. In [Doyle 79] and [McAllester 80], assumptions which are guilty of
supporting contradictions are found using dependency-directed backtracking, in
which the scaffolding is traced to its ‘roots’, and the user of the system is then asked
which assumptions will be removed, thus removing the support for one of the two
contradictory propositions. See below, in the section of belief revision, for some
criticisms of the way this happens in practice.

In de Kleer's ATMS (assumption-based truth maintenance system) [de Kleer 86], this
scaffolding is not removed, but rather maintained for various possible scenarios, any
one of which may hold depending on which assumptions are currently believed.
There is a special node called ‘nogood’ or FALSE, which represents a state of
inconsistency. Any set of assumptions which leads to an inconsistency becomes a
label for the ‘nogood’ node, and this set of labels is used to maintain the consistency
of the others, by removing assumptions which lead to inconsistencies from the
justificatory labels of proposition nodes. De Kleer's terminology for his truth
maintenance is rather unintuitive, as he describes the label for a proposition node as
the list of all the consistent environments in which the proposition holds, where an
environment is a set of assumptions. A somewhat clearer explanation is given by
[Ginsberg 93] in which a label is said to contain the explanations for a proposition.
The most coherent way of thinking about such labels in the context of this thesis is as
arguments for the proposition, though being merely lists of assumptions, they
contain less structure (less of the proof tree) than some of the argumentation
approaches we will examine later.

De Kleer's work is sometimes described (eg: in [Jackson 90]) as allowing hypothetical
reasoning over more than one possible world. We can usefully compare this approach
with Rescher & Brandom’'s Logic of Inconsistency (see section 2.1.1.3), in which
possible world descriptions are superposed. In the case where the worlds are
mutually consistent, superposing their descriptions simply produces a further, more
highly specific, world description. However, if the worlds are each internally
consistent (as all of Rescher & Brandom’s are), but mutually inconsistent, in de
Kleer’s system the superposition of the two descriptions is ‘nogood’ and ruled out
altogether (ie: becomes the label for the ‘nogood’ or FALSE node). Rescher &
Brandom's logic is thus much more flexible, allowing certain inferences still to be
allowed from the inconsistent world description. Another way of seeing this is to
note that in an ATMS all contradictory sets of assumptions are labels of the one node
‘nogood’, and thus all inconsistent theories are thus treated as equivalent (and
equally useless). In Rescher & Brandom’s logic, each inconsistent theory remains
distinct.
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An important feature of the ATMS should be noted here, which is that the
*scaffolding’ structure i5 a meta level representation of the inferences and justification
which is carried out on an underlying database using some sort of object level theorem
prover. The operations of the truth maintenance system are thus meta-level
deductions, and are theoretically independent of the particular object-level theorem
prover or object-level representation language. For more detailed studies of truth
maintenance systems see [Ginsberg 87].

Belief Revision

The truth maintenance systems of Doyle and de Kleer were the precursors o a
significant body of recent work aimed at providing epistemologically meaningful and
computationally feasible approaches to the problem of theory change or belief
revision.  This work is interesting because it explicitly acknowledges that as the
wotld around us changes, old beliels inay comradict more recent experience, thus
causing inconsistencies in our belief systems. As Nebel succintly explains [Nebel
92], ‘belief revision is the process of incorporating new information into a knowledge
hase: while preserving consistency’ It is thus important for researchers into helief
rcvision to understand how beliefs can be represented in such as way as to cnable
detection of inconsistencies. In addition, inconsistencies need to be isolated or
localised so that it is possible to sce dircctly wiicie an inconsistency arises. There is a
rccognition of the fact that conflicts in our belief systems are not all-pervasive, and
that it is important to be able to recognise which beliefs need not be affected by a
particnlar belief change  For example, a change in our beliefs about the current
weather may affect our beliel in what is a good plan for an outing today, but will not
alfect our beliefs in physical laws such as those about gravity o1 even in changable
beliefs about wider issues such as the current political situation, or the leader of the
country. This is really a reiteration of the familiar old frame problem.

Giirdenfors [Girdenfors 92] identifies two main approaches to belief revision. The
foundations approach has developed from the work described above on truth
maintenance and it is characterised by explicit representations of the reasons for
holding each belief, which are used as the structural basis for organising changes to
the belief base and maintaining consistency.

The coherence approach [Harman 86], [Girdenfors 88] is characterised by
representations of ‘epistemic entrenchment” which provide an ordering of items in the
belicf base, according to which beliefs are more or less entrenched and difficult to
retract (this is along the lines of Quine and Ullian’s analysis of the criteria by which we
should revise scientific hypotheses, more details of which are given in the discussion
of argumentation in section 2.2.1.3 [Quine & Ullian 78]). In the coherence approach,
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revision is analysed in terms of the entire belief base, rather than particular reason or
argument structures, according to general principles such as changing the belief base
minimally. An important contribution to this area are the ‘AGM Postulates’ which
are a set of general postulates describing the desirable properties of belief revision,
belief set expansion and belief set contraction. [Girdenfors 92] contains several
theoretical and algorithmic extensions to this work. An important theoretical question
here is how to represent and generate epistemic entrenchment orderings and how to
use them to handle inconsistency. [Dubois & Prade 90] present a possibilistic logic
approach to this problem, providing numerical measures of entrenchment.

Doyle’s reason maintenance system (RMS), described above, is a classic example of
the foundations approach. In [Doyle 92], Doyle responds to claims that the
foundations approach is inferior (in both inferential plausibility and computational
expense) to the coherence approach, by offering an analysis which suggests that it
may not be possible to draw such a clear distinction between the two approaches, and
also providing some interesting revelations about the practical matter of implementing
belief revision systems. The logical and computational expense of testing belief bases
for consistency on the basis of either reason structures or entrenchment orderings is
potentially astronomical. Consistency checks are at worst undecidable in any
interesting logical representation. In addition, most of the theoretical work in belief
revision deals with belief sets which are closed under logical consequence.
Determining logical closures of belief bases is itself a potentially infinite operation.
Hence Doyle concludes that in practice, both approaches ‘must abandon most
requirements of logical consistency and closure to be useful in practical
mechanisations’. He makes some particularly relevant remarks about how these
requirements are overridden in his system :

‘RMS, for example, lacks any knowledge of what its nodes mean,
depends on the reasoner to tell it when some node represents a
contradiction, and leaves the conflicting beliefs in place if they do not
depend on defeasible assumptions’.

Some research bridges the foundations and coherence approaches, taking useful ideas
from each and thus organising revisions according to local reasons for propositions
and more global aspects of belief base coherence. A good example is Galliers' theory
of autonomous belief revision for cooperating agents whose beliefs come into conflict
during communication [Galliers 92].  Her analysis provides grounds for deciding
whether to accept a statement and revise beliefs accordingly, as well as how to carry
out that revision.

[Hansson 92] also provides an agent-based analysis of belief revision by a dyadic
represention of belief sets - the dyad is a pair of logical structures, one representing

the set of core beliefs of an agent (the belief base) and the other representing the
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inferences which that agent considers to be valid (possibly in terms of a simple
consequence operator). This provides the grounds for an interesting, though brief,
discussion of disagreement which is defined in terms of an agent as an inconsistency
relative to their consequence operator or inference set. Inconsistencies in belief bases
are called factual disagreements, and inconsistencies in the set of derivable
conclusions are called inferential disagreements. One nice aspect of this work is that
it provides a way of capturing differences between different agents’ perceptions of
inconsistency, and makes explicit ‘how two individuals may, even with full
knowledge of each others’ beliefs, have different opinions on whether they disagree
or not’. They unfortunately do not indicate how this analysis of disagreement could
be used.

There are some similarities between belief revision systems and FORA, largely due to
the use of meta-level relations between propositions. In the foundations approach
there are explicit representations of arguments (or at least justifications) while in the
coherence approach there is room for other relations which support epistemic
entrenchment orderings. The equivalence and elaboration relations in FORA would
look at home here. A main difference is the lack of anything corresponding to the
disagreement relation. The exploration of conflict sets in FORA is related to the
notions of helief set expansion and contraction  FORA’s higher-order argnment
structures could provide valuable support for the coherence approach to belief
revision.

In summary, research in belief revision is relevant to this thesis because it starts from
the same basic question : ‘What to do in the face of inconsistency in a knowledge
base?', and thus requires similar logical machinery for analysing conflicts.
However, most of the research in belief revision differs strongly in attitude from this
thesis in that the principal answer to the question is ‘eradicate the inconsistency’,
however some of the detailed reports summarised above suggest that in practice this is
an untenable aim and is heavily compromised when building working computational
systems. This thesis can thus be seen as a contribution to the belief revision debate by
attempting to make a virtue out of this necessity. Rather than weakening the theory
when it comes to implementation due to the inability to escape from inconsistency in
practice, I have built the existence of such conflicts into the theory.

Having completed this survey on approaches to the problem of handling

disagreements, I now turn to the field of argumentation in search of potential
solutions.
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2.2 Argumentation

The second body of literature relevant to the study of disagreements concerns the way
in which we produce arguments for our various points of view. The construction
and criticism of arguments is the fundamental activity of debate and is thus crucial to
any computer-based debating system.

2.2.1 Argumentation in philesophy
2.2.1.1 Traditions of argumentation
sreek beginnings

Any survey of the argumentation literature must begin with Aristotle (see, for example,
[Aristotle 84] and [Evans 77]), the first great logician, who first systematically laid
out the form of valid argument in the shape of the four syllogisms. A recognition of
Aristotle’s work is relevant here for two reasons, not only because his work
concerned the structure of arguments, but also because the spirit of his enterprise was
closer to the spirit of this one than much of twentieth century logic. Aristotle was
concerned with argument structures, not as a purely formal and abstract study, but
because he sought to strengthen and facilitate the practice of debate in Greek society.
To Aristotle, the syllogistic forms were not idealisations, nor rules for manipulating
symbols, they were clarifications of the real, practical arguments used in everyday
fora of criminal justice, land allocation, political decision making and theological

debate!.

Thus the early days of logic provided structures for assessing the arguments and
disagreements of the real world. Only comparatively recently has logic become a
formal study in its own right.

The formalist tradition

This practical emphasis in Aristotle’s work has been largely neglected by later
generations of formal logicians, in particular since the ‘mathematisation’ of logic by
Boole and of linguistic argumentation by Frege. Frege's Begriffsschrift (concept-
script) was an explicit attempt to subsume all sound reasoning by a function-theoretic
calculus [Frege 50). By comparison, natural language appeared defective, as the
following commentary on Frege's work makes clear:

‘Natural language, [Frege] thought, is rife with vagueness, ambiguity, lack
of logical perspicuity, and, indeed, logical incoherence. To a large degree
he identified as ‘logical defects’ in a language those features of it which fail
to correspond with the articulations of his concept-script. The logical

| The name of the FORA system is intended to acknowledge this origin.
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powers of concept-script in the presentation of arguments so far
outstripped anything hitherto available that Frege unwittingly employed his

invention as a yardstick against which to measure natural language’ [Baker
& Hacker 84].

The same view still appears to be held by many artificial intelligence researchers today,
and is reflected by the efforts of the natural language processing research community
to capture the structure and semantics of natural language in formal logics which
enable language to be processed (both understood and generated) by computer
programs.

The elegance of Frege’s formal systems led increasingly to a perception of natural
language as inadequate for the expression of conclusive arguments and to the
Russellian cult of the ‘logically perfect language’, of which Russell said ‘a language
of that sort will be completely analytic, and will show at a glance the logical structure
of the facts asserted or denied’ [Russell 56]. The implication is that the practical
business of wrangling over disagreements lies outwith the boundaries of logic,
because the very existence of disputes is rooted in the imperfections and vaguaries of
the natural language used to express them. It is thus unsurprising to read Russell’s
dismissal of Aristotle’s conception of logic:

‘I conclude that the Aristotelian doctrines .. are wholly false with the
exception of the formal theory of the syllogism, which is unimportant.
Any person in the present day who wishes to learn logic will be wasting
his time if he reads Aristotle or any of his disciples.’ [Russell 46].

The interpretivist tradition

Fortunately, the story does not end there. Throughout Western Philosophy there has
been an interest in debate or dialectic, and a dialectic tradition of philosophical
discussion championed by philosophers such as Kant and Hegel. Kant was the first
great meta-philosopher. At a time (the eighteenth century) when all great philosophers
produced monumental theories to explain the way the world is, Kant created his own
treatise on ‘Pure Reason’ [Kant 33]. But as well as being a conventional philosopher
in this sense, he was also a professor and historian of philosophy, and thus also
wrote about how others explain the world, and how those explanations relate to each
other via the process or dialectic or argumentation. Kant aimed at untangling the huge
philosophical controversy between the Rationalist tradition (headed by Descartes) who
believed in the primacy of reason in our search for explanations of the world, and the
Empiricist tradition (led by Locke and Hume) who believed that we must base our
understanding of the world on our senses and experience. Kant’s lasting contribution
to this debate was to articulate the two sides of the argument, and although he also
proposed an alternative way of explaining the world, this is less important here than
the fact that he talked about the debate itself.
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Hegel directly continued this enterprise of meta-philosophy, denying the existence of
any ‘truth of the matter’, asserting instead that all truth is subjective, and relative to
the time, place and culture in which we find ourselves. To Hegel, truth flows and
changes through history by dialectic (see [Rosen 82]), which is a movement from a
claim (or thesis) via its rebuttal (or antithesis) to a new position (or synthesis). He
was the first interpretivist, claiming that no fact holds merely in itself but rather its
truth must be determined relative to some context. Later interpretivists such as
Heidegger go further, claiming that not only the truth, but also the meaning of
statements is relative to a historical or personal context within which it must be
interpreted before it can be understood.

Thus in much twentieth century philosophy, the role of disagreement is important,
and the occurrence of different points of view is considered a part of the human
condition, necessarily the case due to the variety of cultures and historical perspectives
in human society. Argumentation and dialectic are central to our reasoning faculties.
But in formal logic and mathematical philosophy as articulated by Russell,
disagreements and inconsistencies are deeply problematic. The work of Wittgenstein
spans these two schools of thought.  His early work in the Tractatus Logico-
Philosophicus [Wittgenstein 22] demonstrates his formalist philosophical beginnings,
whilst his later work and particularly Philosophical Investigations [Wittgenstein 58]
represents a radical shift towards an interpretivist stance with its emphasis on the
instrinsic importance of the immediate context (or language game) to the meaning of
everything we say.

The explosion of the study of knowledge, reasoning, logic and artificial intelligence,
in the second half of the twentieth century, is rooted in the dynamic and controversy
resulting from these two competing approaches - interpretivism and formalism.

2.2.1.2 Toulmin’s practical reasoning

In the 1950s there was a backlash against the formalist monopoly of logic, led by the
philosopher of science, Stephen Toulmin.  Toulmin's central concern is the needs of
professionals in fields such as law and the natural sciences to assess the
conclusiveness of arguments in their domain and to carry out rigorous debate.
Toulmin believes that the mathematical trends of formal logic have short-changed
lawyers, scientists and certainly ordinary people, and in his book The Uses of
Argument [Toulmin 58] he reasserts the practical nature of the logical enterprise.

His principal focus of attack is the Russellian claim that the only valid arguments are
analytic ones, which when expressed in a ‘logically perfect language’ can be seen at a
glance (or by a computer) to be sound. Instead he asserts the need for logic to
encompass non-analytic, or substantive arguments which can significantly add to our
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knowledge of the world. An important effect of the artificial constraint of analyticity
of arguments in logic, he says, is that this has caused apparantly insurmountable
problems in the field of epistemology, or the study of knowledge. Those things
which we claim to know, yet can justify only by substantive, non-analytic arguments
(for example, results of induction in science or the reports of eye-witnesses in court)
appear epistemologically dubious when our yardstick for accepting them are the
analytic arguments of formal logic. Toulmin’s claim is that this should cast doubt not
on the substantive arguments but on the claims of formal logicians to be accounting for
sound reasoning. ‘The only real way out of these epistemological difficulties is ..
giving up the analytic ideal.’

The reason that Toulmin’s work is important to this thesis is partly because his vision
of a new field of logic is remarkably close to the reality of what is now studied in
artificial intelligence. This new field has the following three requirements:

‘(i) the need for a rapprochement between logic and epistemology,
which will become not two subjects but one only;

(ii) the importance in logic of the comparative method - treating
arguments in all fields as of equal interest and propriety, and so
comparing and constrasting their structures without any suggestion
that arguments in one field are ‘superior’ to those in another; and
(iii) the reintroduction of historical, empirical and even - in a sense -
anthropological considerations into the subject.’[Toulmin 58]

The importance of logic in Al and the claim that it is ‘experimental epistemology® are
indicators that Al is meeting the first need. The explicit and expanding level of
interest in practical applications of Al, for example the representation of arguments
from medicine, law, chemistry, geology and resource management in knowledge
based systems, is an indication that the second requirement is also being met. The
third claim, of the need for empirical, historical or anthropological study is being
vindicated by recent interest in the situtatedness of intelligent behaviour and the cultural
aspects of communication.

Having established the relevance of Toulmin’s work to Al, it is worth looking more
closely at his analysis of the structure of arguments, and his criticisms of the
approaches of mathematical logic. Like Wittgenstein, Toulmin grounds his
investigation in our everyday language, and thus many of his most telling points
derive from close scrutiny of the idiomatic way in which we express ourselves. It is
this sort of scrutiny which leads him in his essay ‘The Layout of Arguments’ [Toulmin
58] to challenge some of the unjustified simplifications he believes pervade logicians’
work.

He starts with a metaphor : *An argument is like an organism. It has both a gross
anatomical structure, and a finer, as-it-were physiological one’. Toulmin wishes to
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challenge some of the assumptions made at the ‘physiological level’, in particular the
notion of logical form and the traditional way in which we carve up and label the parts
of arguments. The result is an alternative model of the structure of an argument to the
‘premiss set leading to conclusion' model which pervades the study of logic.

Take the syllogism:

(1) Wendy was born in the Falkland Islands.
(2) All people born in the Falkland Islands are British Citizens.
(3) Therefore, Wendy is a British Citizen.

Traditionally, (3) would be called the conclusion, (1) the minor premiss (being about
a specific named individual) and (2) the major premiss (being a general rule).
Although Toulmin does not press the point, most formal logics (and rule-based
systems) retain this structure, and provide general inference rules (for example,
elimination of the universal quantifier, followed by modus ponens) which enable this
argument to be classed as valid by virtue of its form. The syntactic structure of the
argument is emphasised, and the fact that it is about the Falkland Islands, Wendy and
notions of citizenship is sidelined as irrelevant to its validity.

Toulmin introduces a more complex representation of this sort of argument by which
he points out distinctions between different argument-types, which are lost under the
syllogistic or classical interpretation. The following terminology is introduced :

A claim is the conclusion of the argument, the statement for which justification is
required, in this case “Wendy is a British Citizen.’

A datum is a statement of fact offered in evidence for some claim, in this case,
‘Wendy was born in the Falkland Islands’.

A warrant is a general rule or principle which is used to support the step from a datum
to a claim, it is a justification that such a step is legitimate, in this case ‘All people
born in the Falkland Islands are British citizens’.

A backing is a support for a warrant, for example, a reference to some Act of
Paliament which states the citizenship of Falkland Islanders. A crucial factor for
Toulmin in distinguishing warrants from backings is that backings vary widely
depending on the field of discourse - so general warrants about legal matters should be
expected to have backings of a very different sort to the backings for a general warrant
in the physical sciences.

A rebuttal condition is a statement of the condition under which we would not expect a
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general warrant to hold, for example ‘unless Wendy is a naturalised citizen of another
country’.

A gqualifier is a modal expression describing the applicability of the warrant, for
example ‘necessarily’, ‘presumably’, or ‘possibly’.

Thus Toulmin would lay the argument out as follows :

Wendy was born in = ----eememeemmemeeean > so, presumably, Wendy is a British citizen
the Falkland Islands | |
| |
Since Unless
Anybody born in the she is a naturalised

Falkland Islands is a citizen of another country
British citizen
|
On account of
Statute number ....

This fits a general template as follows :

DATUM: ssssscssassmmmams >so, QUALIFIER, CLAIM
| |
| |
Since Unless
WARRANT REBUTTAL

|
On account of
BACKING

This layout serves an important purpose which is to enable Toulmin to demonstrate
how the distinction between warrant and backing reveals subtle differences between
arguments which would be represented as the same in classical or syllogistic logic (or
indeed, in rule-based systems). He is particularly suspicious of the use of universal
quantification in conflating two different sorts of generality  those resulting from past
experience or empirical study (‘according to a survey, 95% of Falkland Islanders are
British citizens') as opposed to claims about appropriate deduction (*You can safcly
assume anyone born in the Falklands is entitled to Critish citizenship’). The former is
a backing, whereas the latter is a warrant. To Toulmin it is vital to make this
distinction because it will depend on the circumstances of a particular argument
whether the former could be accepted as an appropriate backing for the warrant “All
people born in the Falkland Islands are British Citizens’. In a court of law, for
example, it is unlikely to stand up. In a demographic study it might suffice. Most
importantly in these two cases we would apply different criteria in assessing its
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veracity. (As an aside, it is also worth noting how closely the notions of warrants and
rebuttal conditions correspond to the notions within Al of defaults and exceptions.)

In summary, then, Toulmin was led to doubt whether ‘the traditional pattern for
analysing micro-arguments - ‘Minor Premiss, Major Premiss, so Conclusion® - was
complex enough to reflect all the distinctions forced upon us in the actual practice of
argument-assessment” and to conclude that many fundamental problems in the logical
tradition (for example the problem of attaining knowledge from non-analytic
arguments) result from ‘this vast initial over-simplification’.

Toulmin's position has been presented at length here for various reasons. Firstly, it
has influenced several researchers in Al recently, as will be seen below. Secondly,
Toulmin’s work is rarely articulated in any detail and thus is not as well known as it
should be, perhaps due to its radical stance (the same can be said of Wittgenstein).
Thirdly, this thesis contains analysis of higher-order argumentation structures which
capture some of Toulmin’s requirements, for details of which see section 5.3.

2.2.1.3 Quine’s Rationalism

Toulmin would perhaps be pleased by Quine and Ullian’s attempt [Quine & Ullian 78]
to bring logical analysis to the notice of people involved in real world argumentation.
Their book, however, is a rather unsettling mixture of dogmatic rejection of *anti-
scientific’ projects such as theology, coupled with wise advice to be open to
arguments and changes to our belief systems. They provide detailed advice, in the
form of six ‘virtues' which we should strive towards in our analysis of hypotheses
about the world. These six virtues have been cited by researchers into the coherence
approach to belief revision (see section2.1.3) as support for various characterisations
of epistemic entrenchment. They are :

1. Conservativity : aiming to make minimal changes to the overall belief set.

2. Modesty : hypotheses should be the minimal required to explain observations.

3. Simplicity : hypotheses which are simply statable should be preferred over complex
ones.

4. Generality : hypotheses which explain many observations should be preferred over
those which explain only particular observations.

5. Refutability : there should be ways of subsequently proving a hypothesis to be
false.

6. Precision : hypotheses which provide predictions which can be quantitatively tested
should be preferred over qualitative generalities.

There are obvious tensions between these virtues, as shown, for example, by
Einstein’s theory of relativity which though simple and general, was neither modest
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nor conservative at the time, as it involved revising many basic physical beliefs about
the nature of time and space, the ether and the applicability of Newtonian mechanics.
Quine and Ullian relate situations in which their first two virtues can be over-ridden to
Kuhn's notion of scientific revolution or paradigm shift [Kuhn 62].

In the final chapter of their book, Quine and Ullian provide some strategies for
arguments. For example, ‘To convince someone of something we work back to
beliefs he already holds and argue from them as premises’. However, ‘often there is
also a negative element to contend with : actual disbelief of some of the needed
premises’, ie: disagreement. In this case there are two strategies. We can either
attempt to overwhelm our listener by ‘adduc[ing] such abundant considerations in
favor of our thesis that we end up convincing the man in spite of his conflicting
belief.” This strategy relates to the generation of arguments, corroborations and
enlargements in the terminology of this thesis. The second strategy is to undermine
our listener’s arguments. ‘We must directly challenge his conflicting belief... If he
meels the challenge by mustering an argument in defense of that belief, then we attack
the weakest of the supporting beliefs on which he rests that argument’.  This
corresponds directly to Toulmin’s notion of undercutting of an argument. An
alternative characterisation of undermining, in terms of the more indirect attack on
elaborations of a position is given in section 5.3.

An interesting acknowledgement of the dynamism of debate is worth including here :
‘What may occasionally happen is that our challenge to the conflicting belief is met by
50 able a defense that we find ourselves persuaded. In this event we are led to give up
the very belief that we originally sought to propagate.” It is important to note that this
account begs some crucial questions, such as how we assess weakness of supports (in
order to aim our challenges where they are likely to succeed) and what factors
constitute a defense being strong enough to convince us to change our mind. These
are now central questions in belief revision research.

To conclude this section of some philosophical approaches to argument here is Quine
and Ullian’s inspired ‘gardening metaphor’ for debate:

To maintain our beliefs properly even for home consumption we must
attend closely to how they are supported. A healthy garden of beliefs
requires well-nourished roots and tireless pruning. When we want to get a
belief of ours to flourish in someone else's garden, the question of support
is doubled : we have to consider first what support sufficed for it at home
and then how much of the same is ready for it in the new setting.
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2.2.2 Argumentation in Al

Given the centrality of reasoning in artificial intelligence research, it is not surprising
that argumentation has received some attention in Al as a reasoning technique.

The first area of relevant work concerns the maintenance of consistency amongst large
sets of interrelated beliefs or propositions. The solutions to this problem presented in
[Doyle 79] and [de Kleer 86], ie: truth or reason maintenance systems, and also belief
revision systems, bear a strong similarity to the work presented in this thesis. They
involve reasoning, in the face of inconsistency, about the chains of justifications used
to support propositions in a network. They differ from the work here in that their aim
is always to restore consistency, so the existence of disagreements or inconsistencies
is always only fleeting, and always resolved away. To do this, all propositions
(with their justifications) are explicitly tagged as either believed or not, (IN or OUT is
the usual terminology - ie: in, or out of, the current set of believed, or well supported,
propositions). Two inconsistent propositions cannot both simultaneously be IN and
sophisticated truth maintenance algorithms have been devised to resolve such conflict
situations. This effectively restricts the network of propositions to a representation of
a single consistent viewpoint on the world, albeit one which knows about other
possible consistent views which could be, but which are not currently, believed. For
more discussion of such systems see section 2.1.3.

Another important concern of Al research is the problem of uncertainty. Since the
earliest expert systems, such as MYCIN [Buchanan & Shortliffe 84], were
developed, it has been realised that ways are needed to reason with information which
is uncertain, or with statements which are believed only to a certain degree, and that
conclusions which are drawn on the basis of such reasoning should be qualified
appropriately with some degree of belief or uncertainty. Most of the mainstream
approaches to this problem have used the mathematical tools of probability theory,
such as Bayes Theorem, Dempster-Schafer theory and so on, sometimes in modified
or simplified form (eg: the manipulation algorithms for uncertainty handling in
MYCIN). These require the level of belief in statements to be quantified, as some
kind of probability, and algorithms to be devised to manipulate these quantities as
reasoning is carried out, enabling the uncertainty levels of premises and inference
rules to be propagated so that conclusions reflect this uncertainty. Where multiple
conclusions can be drawn the numbers allow comparisons between them to be made as
to which is most reliable.  Such quantitative approaches to uncertainty will not
concern us further here. Although they are useful in certain contexts, it has been
widely argued (see next section) that such quantitative approaches to reasoning about
uncertainty are limited, and that richer, symbolic and qualitative representation tools
can be used to provide a more plausible account of how we actually reason in the face
of uncertainty.
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2.2.2.1 Cohen’s Model of Endorsements

An important example of an argument against the adequacy of probabilistic approaches
to uncertainty, and presentation of a qualitative uncertainty representation technique, is
provided by Cohen’s work on endorsements [Cohen 85]. My main interest here in
Cohen’s technique is that it involves meta-level reasoning. He argues that it is not
sufficient merely to propagate numerical uncertainty factors whilst reasoning. Instead
he advocates reasoning about the nature of the uncertainty in order to facilitate
reasoning with 