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Abstract 

Many scheduling schemes have been proposed in the literature to control how different users 

access the channel in a wireless network. Channel-aware schedulers exploit the measurements 

of instantaneous channel conditions of the different users to obtain throughput gains by proper 

allocation of the wireless resources based on the channel state information. However, to the best 

of my knowledge, it is still not satisfactorily discussed in literature how we can define efficiency 

measures for the scheduling schemes. There are open questions such as: How can we judge 

how good a scheduling scheme is? And is it possible to find generic schedulers that are always 

optimum regardless of the specific operating point of the network defined by the different users' 

allocated rates and quality-of-service constraints. This thesis discusses -the topic of organising 

the multiuser operation in centralised wireless networks. 

The design of channel-aware scheduling algorithms for wireless fading channels involves two 

main objectives: efficient allocation of the scarce wireless resources and achieving suitable fair-

ness criteria and quality-of-service requirements of the different applications. It is demonstrated 

in this thesis that both objectives can be achieved at the same time by scheduling concepts that 

are based on multiuser information theory. 

A new generic mathematical framework is proposed to evaluate the performance limits of 

channel-aware scheduling algorithms for delay-tolerant applications, and to compare them. The 

efficiency of the schedulers in allocating the system resources is compared against the theoret-

ically achievable optimum for the operating point chosen. For use in a case study, a variety of 

scheduling schemes are described in a novel unified way, which allows for the direct applica-

tion of the mathematical framework introduced. The practically relevant case, in which system 

constraints enforce the use of an orthogonal channel-access scheme and constant transmission 

power, are considered. As an illustrative numerical example the two-user case is analysed, 

although, qualitatively, the results carry over to the M-user case. 

Furthermore, a practical scheduler structure, which is always efficient and at the same time can 

be flexibly controlled by the network operator according to fairness constraints, is suggested. 
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Chapter 1 
Introduction 

This introductory chapter provides a motivation to the work presented in the thesis by high-

lighting the importance of the topic and the main challenges in the field. The objectives of this 

research are presented and the outline of the thesis structure is given. Furthermore, the main 

contributions of this work are summarised alongside a list of publications related to this Ph.D. 

research project. 

1.1 Resource Allocation in Wireless Networks 

With the rapid growth of wireless technology in the past few years and the increasing demand 

to support a mix of real-time applications and data traffic as well as to achieve higher rates 

(bits/sec) at high quality-of-service (Q0S) requirements - matching those that can be obtained 

in wired networks - a lot of design issues and challenges have become open research fields 

which needed to be addressed adequately. Improving the efficiency of wireless networks is a 

very important objective for wireless networks' operators (i.e. service providers) in order to be 

able to support higher service rates at lower costs and thus to maximise their financial profits. 

Furthermore, the growing popularity of both fixed and mobile wireless applications such as in 

cellular phone systems or in wireless local area networks (WLAN) motivates researchers in the 

field to study the possible means to improve the performance of these systems in order to satisfy 

the users with the offered quality and cost of service. 

A fundamental problem in networking is the allocation of the limited resources among the users 

of the network taking the service requirements of the supported applications over the network 

into consideration. It is a fact that optimising the performance of resource allocation schemes 

plays an important role in the improvement of the overall efficiency of the system. However, 

there is a big diversity in the approaches used in the literature to design resource allocation 

and multiuser scheduling schemes for wireless systems. During the last decade, the design of 

multiuser scheduling schemes for wireless networks has been extensively studied. Algorithms 

that were state-of-the-art ten years ago [1], [2], [3], [4],  [5],  [6] are now outperformed by 
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more recent schemes. In general, scheduling algorithms have two main objectives: (i) efficient 

allocation of the scarce wireless. resources to achieve throughput gains and (ii) to define suitable 

solutions for the fundamental trade-offs existing in the multiuser communication problem, that 

is the trade-off between sum-throughput and individual throughputs and the trade-off between 

throughput and delay constraints. Since the network operator may have different objectives, 

depending on the applications supported by the network and the way "fairness" is defined, one 

scheduling algorithm can be most suitable for a certain scenario with its specific definition of 

fairness while it performs poorly elsewhere. Although not uncommon in the literature, it does 

not make real sense to compare, e.g., the total throughput achieved by two schedulers, when one 

is designed to maximise throughput while the other one is designed to provide every user with 

at least a minimum rate whenever this is at all possible; both designs correspond to different 

operating points. This raises the question how "efficiency" of a scheduler can be measured and 

compared in general terms. To the best of my knowledge, this question has not been answered 

satisfactorily in the literature, and one of the main goals of this work is to contribute to close 

this gap. 

One important question is to define and characterise the intersection between the design of 

proper resource allocation schemes and improving the overall efficiency of wireless systems. 

Unlike the classical point-to-point communication problem, the appropriate definition of overall 

efficiency of multiuser systems is ambiguous. For example, sum throughput (bits/sec) can not 

be used as a measure of the overall efficiency of a multiuser system. Having satisfying clear 

answers to the appropriate definition of overall efficiency of wireless systems will help to define 

the best criteria to be used in the optimisation of the resource allocation schemes. 

The tasks of the scheduler in a wireless network include the decision of who should access the 

network when (i.e. user selection to access the channel). However, in order to get considerable 

gains in the overall throughputs achieved by the system, the user selection task should be inter 

grated with the air interface techniques. Hence, the selection of the scheduled user(s) should 

be accompanied by the rate allocation of the scheduled user(s). To support different rates, the 

transmitted power as well as the modulation and coding schemes should be flexibly controlled 

according to the scheduler decisions. 

Although many scheduling schemes which are capable of supporting quality of service (Q0S) 

differentiation and guarantees have been developed for wire-line networks, those are not suit- 

able for wireless networks. Examples of wireline scheduling protocols [7], [8] include the 
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schemes for fair queueing [9], virtual clock [10], self-clocked fair queueing [11], and earliest-

due-date [12] ones. The wireless link creates unique problems and challenges which need to be 

solved adequately. 

1.1.1 Challenges created by wireless channels 

Wireless channels [13], [14], [15] have the following characteristics and challenges which make 

the use of those scheduling schemes that are applied in wired networks inappropriate: 

• The air-link resources in the wireless networks are scarce. The system must operate 

within the allowed air-link frequency bandwidth for the network. Furthermore, paying to 

get license to use more frequency bandwidth is very expensive. This limitation of the air 

link resources raises the importance of increasing the efficiency of the resource allocation 

schemes and seeking to operate at the capacity limits. Such a problem does not create 

a fundamental challenge in wired networks since increasing the capacity of the network 

can be supported by adding more cables. Since the signal transmission in wired medium 

is guided, and the interference between cables is negligible, the addition of more cables 

with higher capacities does not create any technical problem. This is obviously not the 

case in wireless networks. 

• The wireless medium is  shared medium which complicates the multiuser operation rel-

ative to the wired medium case. Communication to and from each user in wireless mul-

tiuser networks have to be carried out in such a way that all other users can communicate 

as well, i.e., the physical resources have to be shared efficiently. This greatly compli-

cates the communication problem compared with point-to-point scenarios considered by 

classical information theory. Although in some wired networks, the case of sharing the 

transmission between users through a cable is relevant, sharing over the wireless medium 

has more challenges due to its variation over time, frequency and space, as explained 

below. 

• Wireless channels suffer from fading, shadowing and interference and hence they vary 

over time, frequency and space [13].  There are small-scale (or short term) fast variations 

due to fading resulting from the multi-path nature of the wireless link, the mobility of 

the users' terminals and possible bursty interference. In addition, there are large-scale 

(or long term) slow variations depending on the terminal location and interference levels. 
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Each one of these two types of channel variations creates new challenges: 

- Due to the fast channel variations over time and frequency, it becomes inefficient to 

use conventional channel access schemes such as frequency division multiple ac-

cess (FDMA) or time division multiple access (TDMA) accompanied with Round-

Robin schedulers in which the users access the network on a regular basis regardless 

of their instantaneous channel conditions. Applying such schemes over wireless 

channels will result in higher probability of the situation of transmitting to the users 

while their channels are in a bad state. Thus, the scarce wireless resources will be 

wasted over bad quality channels. Obviously, such a case does not appear over a 

wired link since the channel quality is almost constant over time. 

- The location-dependent long-term variations in the channel conditions create a fair -

ness problem. This is because the users' terminals will have different long-term 

average channel qualities. As a consequence, the users with worse channels will 

need to get higher percentage of the resources and to access the channel more fre-

quently in order to get the same throughput (bits/sec) achieved by the users with 

better channel conditions. However, this will severely degrade the throughput that 

can be achieved by the good channel users as well as the overall sum throughput of 

the network. The definition of fairness is ambiguous in this case as there is a contra-

diction between achieving throughput fairness between the users and maintaining 

resource sharing fairness between them. If the resources are divided fairly between 

the users, then every user will have throughput rates according to his average chan-

nel quality. This approach prevents degrading the performance of good-channel 

users to help bad-channel users. Indeed, the fairness criteria depend on the specific 

application with its Q0S constraints. Some applications require constant service 

rates while other applications require as high service rates as possible. 

1.1.2 Other challenges for the resource allocation in wireless networks 

In addition to the challenges created by the characteristics of the wireless channel, there are 

some other challenges which should be taken into consideration when designing resource allo-

cation (i.e. multiuser scheduling) schemes for wireless systems. 
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1.1.2.1 Conflicting requirements in the system 

The contradiction between maximising the total throughput over the network and achieving 

fairness between users is just one example of the challenge of the conflicts between the require-

ments which the network operator would aim to achieve. Thus, many trade-offs are needed 

to deal with the contradicting objectives. Another example is the contradiction between the 

throughput and the Q0S constraints. Having strict delay constraints and very low tolerable er -

ror rate requirement will necessarily lead to degradation of the achievable throughput. Thus, a 

careful decision regarding the constraints to be maintained is needed. 

1.1.2.2 New emerging technologies and techniques 

In the last few years, there have been a lot of new promising techniques that would allow to 

improve the performance of the wireless systems. Using multiple antennas at the transmitters 

or the receivers is one example of the emerging technologies which could help to increase the 

capacity over a wireless link [14]. Another example is using relays (i.e. multi-hop link) be-

tween the user terminal and the base station (BS) or access point (AP) of the network [ 1 6],[ 17]. 

There have been also many advances in the design of the transceivers and their capabilities to 

apply multi-carrier channel-access schemes and adaptive modulation techniques as well as to 

have the ability to control the transmitted power. Of course using such emerging technologies 

is advantageous. However, it is needed to properly study how to organise the multiuser oper -

ation depending on the supported technologies in the system. The optimal scheduling scheme 

is highly dependent on the specific system constraints. Thus, whenever a new technique is ap-

plied, the topic of designing optimal scheduling schemes should be re-visited. However, the 

fundamentals will be the same, and that is what is studied in this work. 

1.1.2.3 Flexibility in controlling the operating point of the system 

The design of schedulers for wireless networks should provide the network operator with the 

required flexibility in controlling the operating point of the system (i.e. the amount of resources 

and the rate allocated to each user as well as the appropriate Q0S constraints based on the 

served applications). Furthermore, the service provider may decide to differentiate between the 

users based on, e.g., a pricing policy. 



1.1.3 Approaches to improve the performance of wireless networks 

1.1.3.1 Exploiting the multiuser diversity 

Multiuser diversity [14] is an important approach to get considerable gains of achievable through-

puts in wireless networks with many users having independently fading channels. The concept 

is to track the channel conditions of the users and to utilise the wireless resources in a good 

way by selecting to transmit to or from a user's terminal when its channel is at good condition. 

Thus, wasting resources by transmitting on bad channels conditions is avoided. This is some-

times called opportunistic communication; i.e. utilising a channel during the opportunities of 

good condition. The multiuser diversity gain is obtained because the independent fading char-

acteristic of the users' channels raises the probability of having a user with very good channel 

condition at each time instance. This probability increases as the number of users increases. 

The multiuser diversity gain is hence obtained due to the smart scheduling of the users by ex-

ploiting their fading channels' conditions. However, it should be kept in mind that obtaining 

this gain requires perfect tracking of the channels and the ability to adapt the transmission rates 

according to the channel conditions. 

The multiuser diversity was motivated by the work of Knopp and Humblet [18]. In the theoretic 

approach presented in their paper, it was shown that in order to maximise the information 

capacity of the uplink in single-cell multiuser communications with frequency-flat fading, one 

user only should be allowed to transmit at any given time. This is the user with the best channel 

condition. The user keeps transmitting using the whole bandwidth as long as he has the best 

channel among the users. Although that work was discussing the uplink communications in the 

network, the statement was extended to the downlink case in [19]. 

Although transmitting using the best channel maximises the system overall throughput, there 

are two problems which should be solved. These are maintaining fairness among users and 

meeting delay constraints of the served applications. In [20] a solution to tackle the problem of 

fairness while achieving multiuser diversity gains was suggested. The suggested scheduler in 

that paper was called the proportional fair scheduler. However, the scheduler has the drawback 

that it does not provide the network operator with the flexibility in controlling the operating 

point of the system. 



1.1.3.2 More advanced adaptive air-interface (physical layer) 

In order to achieve the aim of approaching capacity limits over wireless multiuser channels, an 

advanced physical layer is required. This includes three main requirements: 

• Channel state measurement and prediction [21], [22]: In order to be able to exploit the 

multiuser diversity in wireless networks, it is needed to track the channel conditions con-

tinuously and then to forward the channels conditions measurements to the base station 

of the network where the scheduling decisions are taken. This technique has already 

started to be implemented in wireless networks (see for example [231). 

• Dynamic sub-carrier allocation (DSA): In order to obtain maximum possible multiuser 

diversity gains, the multiuser diversity should be exploited in the frequency domain (due 

to frequency-selective channels in the total transmission bandwidth) in addition to the 

time domain. The orthogonal frequency division multipleaccess (OFDMA) scheme en-

ables the exploitation of multiuser diversity in the frequency domain and in the time 

domain [24]. Therefore, OFDMA systems achieve better performance than spread-

spectrum (CDMA-based) systems that use one spreading code across the whole spec-

trum. Furthermore, the system should have the capability of allocating the sub-carriers 

to all users dynamically based on channel conditions. 

• Adaptive modulation and coding (AMC) [25], [26]: In order to achieve capacity lim-, 

its, the optimal scheduling decisions should be accompanied with the selection of the 

modulation [13] and coding [27] schemes which are capable of achieving the capacity 

limits over each time and frequency slot. Since, the instantaneous capacity limits are 

changing over time and frequency, the scheduling decision should be integrated with the 

appropriate adaptive modulation and coding schemes. 

1.1.3.3 Cross layer design 

The layered network architectures which have served well for wired networks are not directly 

suitable for wireless networks. This is because the layered architecture divides the overall 

networking task into independent layers. Every layer has the task of providing some services 

or functionalities independently from other layers. It is obvious that not all the tasks which 

are independent in a wired medium are so in a wireless medium. The wireless medium has 

its unique problems and modalities which are different than in the wired medium. Thus, it is 
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argued that when designing multiuser wireless networks, exploiting the dependence between 

the layers can lead to potential performance gains. This is the main motivation behind the 

cross-layer design approaches [28], [29], [30], [31], [32]. 

From this perspective, the scheduling task should not be considered as a functionality of the 

medium access control (MAC) layer carried out independently of other network stack layers. 

Multiple access and medium access strategies should no longer be considered as independent 

tasks. The scheduler should be integrated with the physical (PHY) layer (air-interface) modu-

lation and coding schemes as well as channel access scheme. Furthermore, the scheduling de-

cisions require channel-state-information (CSI) which can be obtained from the physical layer 

as well as Q0S constraints which should be known from higher layers. It is also the case that 

the scheduling task and the admission control task can be integrated together. 

1.2 Thesis Objectives 

The main goal of this research work is to give important guidelines for the design of efficient 

flexible scheduling schemes for centralised wireless networks. The objectives of this research 

include: 

. to discuss the appropriate approach to formulate the problem of optimising the perfor-

mance of scheduling schemes in wireless networks. 

. to give the optimal scheduling schemes for a variety of systems' implementation con-

straints (such as orthogonal multiple-access and constant transmission power). 

to systematically analyse and compare channel-aware scheduling schemes known in the 

literature. 

to develop algorithms to control the optimal schedulers flexibly according to the network 

operator's objectives. 

1.2.1 General assumptions 

In centralised wireless networks, which are under consideration in this work, the scheduling 

decisions for both the uplink and the downlink are taken at the wireless access point (AP) or 

the base station (BS) of the network. This unit is provided with a rich set of information such 
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as the traffic load and the different Q0S requirements of the served traffic classes as well as 

the instantaneous channel conditions of the wireless links to active users. In this work, it is as-

sumed that the channel variations are not too fast so that the effect of the channel-measurement 

delay [33] is negligible and the channel coefficients can be estimated at the receiver and be 

communicated to the transmitter with sufficient accuracy at low overhead. This also means that 

coherent detection can be performed at the receiver, i.e., with no phase error and the "I" and the 

"Q" components are both scaled by the magnitude of the channel's fading coefficient which is 

the square root of the channel power gain. 

Furthermore, it is assumed in the analysis that the schedulers are applied in generic systems 

such as in OFDMA systems. The scheduling decisions, i.e. the decisions of the users who are 

allowed to access the channel, are taken for each channel block over which the channel fading 

coefficients can be considered to be constant (i.e. flat faded) as shown in Figure I.I. Each 

channel block may consist of many slots in time and many subcarriers over which the channel 

fading coefficients do not change as the slots belong to one channel block. 
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Figure 1.1: Dividing time-frequency domain into blocks of flat fading channel conditions 

The systems under consideration are assumed to support dynamic sub-carrier allocation'(DSA) 

and adaptive modulation and coding (AMC), and hence they can approach the capacity limits 

over each flat-faded channel block. Of course, the design and implementation of physical 

layer schemes capable of achieving the capacity limits over the flat-faded channel blocks is a 

challenging task and needs extensive study. However, the results known from the information 

theory literature show that with the use of the block fading channel model, the two tasks of 



allocating resources to the users over the channel blocks (i.e. multiuser scheduling), and 

achieving the capacity over each of the channel blocks, are both needed to achieve the 

multiuser channel capacity limits. However, these two tasks can be done separately since the 

physical layer is assumed to be adaptive and flexible and thus capable of achieving the capacity 

regardless of the instantaneous rates allocated to each user over the channel blocks. Refer to 

Chapter 3 for further details. Thus, it is sensible to use the assumption of being able to achieve 

the capacity limits over the flat-faded channel blocks while studying the optimality of multiuser 

schemes. On the other hand, if all the physical layer design parameters such as modulation 

constellation, code rate, etc are assumed to be controlled jointly by the scheduler, the problem 

will become very complicated. Furthermore, this assumption is actually unnecessary. 

In this work, the physical layer implementation issues are not taken into consideration. This is 

a big research task which can be done separately of this work. [14] provides a good review on 

physical layer schemes achieving capacity over fading channels. We carried out some initial 

work on implementation issues of coding schemes (refer to Section 1.4.1). However, in order 

to concentrate on the challenging topic of multiuser scheduling, no further research was done 

towards the implementation issues. 

Some of the scheduling algorithms analysed in this work were originally proposed and applied 

for single-carrier systems (e.g. the proportional fair scheduler [23]). However, these scheduling 

algorithms are, on a sub-carrier level, also applicable to OFDMA systems. 

For simplicity, single-transmit single-receive antenna (SISO) systems are taken into consider -

ation, but with a variety of possible air-interface constraints such as power control and access 

scheme per channel block. However, the analysis framework can be extended to multiple-

antenna (MIIMO) systems, but the analysis is more complicated and this would distract from 

the main issues (scheduling and resource-allocation) discussed in this research project. 

In order to visualise the perfoimance and efficiency of the scheduling algorithms considered, 

the two-user case is often considered in this thesis because of the simplicity of its rate-region 

plots. However, the main results and conclusions of this work are, of course, also applicable to 

the general M-user case, and qualitatively the results carry over from the two-user case. 
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1.3 Thesis Structure 

In Chapter 2 the optimality criteria for resource allocation and multiuser scheduling schemes 

in centralised wireless networks is discussed. This chapter forms as the basis for the results 

in the following chapters of the thesis. A discussion of the appropriate definition of overall 

system efficiency is given, followed by a universal framework to define optimality or efficiency 

of scheduling schemes. 

The optimal resource allocation and multiuser scheduling schemes under different system con-

straints are presented in Chapter 3 based on known results from the information theory litera-

ture in addition to many novel contributions. The results are provided for both the downlink 

(i.e. transmission from the AP towards the users' terminals) and the uplink (i.e. transmission 

from the users' terminals towards the AP) cases. The system constraints which are taken into 

considerations include the specific channel-access schemes and power control schemes used 

in the system. Comparisons of the performance of the system when auxiliary • constraints are 

applied are provided in numerical examples. 

A comparison-study of well-known scheduling polices that are applicable for delay-tolerant 

applications in centralised wireless networks is given in Chapter 4. :This comparison-study 

applied to schedulers known from the literature is helpful in order to make the theory presented 

in Chapter 2 clear. Furthermore, the results of the comparison study highlight the importance of 

the suggested concepts in this thesis, as it is demonstrated that some well-known schedulers are 

actually inefficient in the sense that their performance is bounded far away from the appropriate 

point on the boundary of the capacity/rate region. A new mathematical framework is presented 

in order to be able to evaluate the performance of the schedulers. Algorithms that consider strict 

delay-constraints are not included in the analysis. However, the main concepts of the thesis are 

also applicable in this case. 

In Chapter 5, a flexible and efficient multiuser scheduling scheme is suggested. The flexibility 

of the presented scheduler is in the ability to control the percentage of the bandwidth resources 

given to each user according to the network operator's own criteria. Two algorithms - an offline 

and an online solution - to meet the flexible resource-sharing constraints are suggested. The 

ability of the suggested scheduler to track the channel variations and to maintain the resource-

sharing constraints is verified in the simulation results. Furthermore, the suggested scheduler is 

also analysed based on the achievable multiuser diversity gains. 
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Finally, the main messages of this work are summarised in Chapter 6. It highlights the important 

guidelines which are needed for the design of optimal resource allocation schemes for wireless 

networks. Some suggestions and recommendations to continue this important research are 

presented as well. 

1.4 ContribUtions and Publications 

The main contributions and novelties of this work include: 

• To the best of my knowledge, the suggested framework to define optimality of multiuser 

scheduling schemes has not been satisfactorily highlighted and presented in the literature, 

as there are still many new proposals in the field which are actually inefficient. 

• The literature review of the optimal resource allocation schemes known from the infor-

mation theory. 

• Modifications to well-known results from the information theory literature such as the 

characterisation of the boundary of the ergodic capacity region of Gaussian multi-access 

fading channels [34], [35]. 

• Novel contributions to multiuser information theory including the characterisations of 

the multiuser capacity region under different systems' constraints. The optimal resource 

allocation under some auxiliary constraints are also novel. Furthermore, there are new 

approaches and examples used to properly present the theory. 

• A new approach to survey the important multiuser scheduling polices known from the 

literature. This includes the extension of some polices and presenting them in generic 

forms in which any possible operating point of the system can be achieved. 

• A unified mathematical framework to compute the capacity region of scheduling polices 

for delay-tolerant applications. The framework is applied in numerical examples. 

• The design of a flexible scheduler achieving resource-sharing constraints. The scheduler 

is simulated and analysed to compute the achievable multiuser diversity gains of the 

scheduler. 
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The results of this research project have been published in several important international con-

ferences or submitted to highly-reputed journals. Here is a list of the papers related to this 

work: 

was presented in the IEEE ICC 2008 in Beijing. It was mainly based on the results 

which are presented in Chapter 5 of the thesis. Ajournal version of that paper including 

the analysis of the multiuser diversity gains is under preparation. 

was presented in the SPECTS conference in Edinburgh, 2008. The paper was based 

on the comparison-study of known scheduling polices, which is presented in Chapter 4 

of the thesis. 

was presented in the WWRF meeting in Ottawa, 2008. The paper gives an overview 

of the topic by discussing the efficiency measure of the multiuser network operation, and 

giving some examples of scheduling policies that achieve the optimal operating points as 

well as an introduction to the resource-sharing fair scheduler presented in [36]. 

• [35] has been accepted for publication in IEEE Transactions on information theory. In 

this paper, a modification is proposed for the formula known from the literature that char -

acterises the boundary of the capacity region of Gaussian multiaccess fading channels. 

The modified version takes into account potentially negative arguments of the cumulative 

density function that would affect the accuracy of the numerical capacity results. 

has been submitted to IEEE Transactions on Communications. This paper provided 

a more detailed version of the work presented in [37]. It is mainly based on Chapter 2 

and Chapter 4 as well as some parts of Chapter 3. 

is under preparation to be submitted to a journal on information theory. In this paper 

the ergodic capacity region of block-fading Gaussian multiuser channels under auxiliary 

constraints is presented. The results are based on Chapter 3 of the thesis. 

1.4.1 Prior work on encoding of LDPC codes 

My Ph.D. project has formed part of the Mobile VCE (www.mobilevce.com ) Core 4 research 

program. I have been part of the Delivery Efficiency Work Area and my work package is E3 - 

Joint Link and System Optimisation. 
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I started my Ph.D. in October 2005 and my task with Mobile VCE in January 2006. Prior to 

starting my project with Mobile VCE, I was investigating encoding of LDPC codes and I had 

novel contribution in that field. My work [41] was accepted and presented in the IEEE ICC 

2007 in Glasgow. In [41], an algorithm for efficient encoding of LDPC codes is presented 

that does not impose any restrictions on the construction of the parity-check matrices. The 

algorithm modifies the parity check matrix, without changing the subspace spanned by its rows, 

by removing linear dependent rows and adding a small number of new rows such that the 

graph-based message-passing encoder will not get stuck in a stopping set. The added rows 

are designed by a new algorithm which is based on the notion of the "key set". The encoder 

exploits the sparseness of the parity-check matrix, and the encoding complexity grows almost 

linear with the blocksize, because the number of added rows, which may not be sparse, is 

relatively small. 

Although my research on LDPC codes was completed during my Ph.D. work in The University 

of Edinburgh, I am not including it in the thesis as it is a different field than the main topic 

presented in the thesis. / 
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Chapter 2 
Optimality of Multi-user Scheduling 

Schemes 

A fundamental characteristic of multiuser communication over wireless fading channels is the 

existence of many trade-offs between the system capacity, quality of service (Q0S), the cost to 

achieve capacity in terms of physical air-link resources, etc. To assess the overall efficiency 

of a wireless network, it is needed to take into consideration all the potentially conflicting 

requirements. In the literature, there are many performance metrics that are used to measure 

the performance of a wireless system such as the total throughout in (bits/sec), the average 

spectral efficiency in (bits/sec/Hz), the outage/ blocking probability, the bit (frame) error rate, 

fairness between users, or Q0S measures such as average packet delay or queue size, etc. Due 

to the conflicts between these measures, it becomes unclear how to define and measure the 

overall efficiency of the system. As a consequence, there are many approaches applied in the 

literature to design multiuser scheduling schemes or to judge how good a scheduler is. 

For example, in [42] it was suggested to formulate the optimisation problem of the mul-

tiuser scheduler by maximising the average total (i.e. sum of all users) system performance 

(i.e. rate) with constraints on the "time-fraction" (channel-access rate) of the users, which are 

pre-assigned based on fairness criteria. Another way to optimise the multiuser scheduler was 

suggested in [43].  The concept was to track the channels' statistics and to schedule the user 

whose feasible rate (i.e. based on channel quality) in a given time slot is high enough, but least 

likely to take even larger values in other (e.g. future) time slots. There are more examples on the 

way the scheduling problem is formulated in the literature. It may appear that all formulations 

of the optimisation problem are appropriate. However, as discussed in Chapter 4, both concepts 

in [42] and [43] are not the best way to design scheduling schemes for wireless networks. 

A discussion of the most appropriate approach to formulate the problem of resource allocation 

for wireless networks is presented in this chapter. 
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2.1 System Model and Existing Tifade-offs 

A wireless network, like any other system, can be represented by the simple generic model 

shown in Figure 2.1. The inputs of the system, in this specific example of a wireless network, 

are the physical resources used for transmitting the information from the transmitter(s) to the 

receiver(s). They include mainly the frequency bandwidth, the time and the power'. The 

output of the system is the overall average information transmission rate through the network 

in (bits/see). The system can be controlled by adjusting the Q0S constraints in terms of tolerable 

packet delay and error rate, and by managing the multiuser operation in terms of the percentage 

of the overall service rate assigned to each user. 

Input 	 System 	 Output 
Air—Link Resources 	 Wireless Network 	 Information Rate 
(Bandwidth Power) 	 (bits/see) 

Control Parameters 
Q0S (Delay & Error), 
Multiuser Operation 

Figure 2.1: Basic system model which is applicable for a wireless network. 

The operation of the system can be properly defined by characterising the relation between the 

input and the output, and the effects of tuning the system operation by adjusting the control 

parameters. There are four main trade-offs existing in the operation of a wireless network, and 

those are shown in Figure 2.2. 

2.1.1 Main trade-offs in the operation of a wireless system 

2.1.1.1 System capacity vs. Q0S constraints 

In general, to maximise the system capacity, the instantaneous transmission rates should be 

adjusted based on the measured channel conditions. More resources are allocated over the 

instances when the channel is good so that, in the long term, the average rate is increased. 

However, this means that maximum tolerable packet delay constraints are likely to be vio-

lated. Similarly, by maintaining the delay constraints, the system achievable capacity will be 

'Space is another physical resource in MIMO systems 
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Figure 2.2: Main trade-offs existing in a wireless system. 

degraded. For example, if the system should maintain a constant minimum rate all the time 

with no tolerable delay, the power should be controlled in every time slot to maintain the rate 

regardless of the channel condition. Thus, more resources are needed during the bad-channel 

conditions in order to compensate for the loss in the channel quality. This is known in the lit-

erature as channel inversion [44]. It is obvious that channel inversion to maintain QoS works 

differently to the strategy which should be applied in order to maximise the system long-term 

average capacity. In [44], the achievable capacity under channel inversion is analysed and com-

pared with the ergodic capacity in numerical examples with different fading channel statistics. 

It is demonstrated that the performance is degraded by applying strict delay and minimum rate 

constraints. 

On the other hand, some of the applications served over wireless networks such as voice tele-

phone calls require that these QoS constraints be applied, and hence these constraints can not 

be ignored. A good approach to prevent big degradation in the capacity of the system is to relax 

the QoS constraints a bit by, e.g., allowing for some outage in the service during severely bad 

channel conditions. Indeed, this is an important research field, which is out of the scope of this 

work, to fully characterise and define the loss of the achievable capacity when specific Q0S 
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constraints are applied. Strict delay constraint affects the capacity of the system even over non 

fading channels because short codewords are needed in this situation. With shorter codewords, 

an additional power margin more than the actually needed will be allocated to maintain the 

required minimum bit or frame error rate (BER). 

Another example of the QoS constraints is the tolerated error in the information transmission. A 

suitable diversity-multiplexing trade-off [45], [46] should be used based on tolerable error con-

straints of the served applications. A diversity gain means more reliability in the transmission 

and thus less error, while a multiplexing gain means more amount of traffic (i.e. increased ca-

pacity). Full characterisation of the relation between delay and error constraints and the system 

capacity is a challenging important research field. 

2.1.1.2 System capacity vs. fairness between users 

As discussed in Chapter 1, the contradiction between the capacity of the system and fairness 

between the users of the network appears due to the variation in the location-based long-term 

average channel qualities of the users' channels. As a consequence, transmitting to users with 

worse channels costs more of the physical resources. However, the network operator will not 

be interested in serving only the users with good channel conditions. Further discussions on the 

fairness problem are available in Section 2.3. 

2.1.1.3 System capacity vs. system complexity 

Improving the system capacity requires more complex system structures. Thus, it becomes 

sensible to accept some reduction in the achievable capacity by using less complex systems. For 

example, to achieve capacity limits of the downlink in SISO systems adaptive power control and 

superposition coding with successive interference cancellation (SIC) at the receivers is needed 

[47]. Alternatively, orthogonal signalling and constant transmission power can be used instead 

to reduce the complexity of the system as long as this will not lead to severe degradation in 

the capacity limits of the system. More analysis on the trade-off between capacity and system 

constraints are available in Chapter 3. 
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2.1.1.4 System capacity vs. capacity costs 

A fundamental characteristic of the communication problem is that the cost of increasing the 

spectral efficiency (bits/sec/Hz), in terms of transmitted power (i.e. the cost is presented in 

bits/Joul), becomes higher as the spectral efficiency over the link increases. This is a result of 

the fact that the relation between the capacity and the resources is logarithmic. 

R=1og(1+-c) 	 (2.1) 

where the capacity R is in (bits/sec/Hz) and the transmitted power P is in (WattsfHz). The 

logarithm is to the base 2. a 2  is the noise variance and h is the channel quality (i.e. power gain: 

ratio between received and transmitted power). 

Figure 2.3 shows the relation between the capacity and the capacity cost in the AWGN channel 

with noise variance equal to 1. 

Assuming: 
Noise variance = I Watts/H ,_,,  
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Figure 2.3: The tradeoff between capacity and capacity Cost. 

It is clear that increasing the spectral efficiency too much is a waste of the energy resources 
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(i.e. power). On the other hand, operating at too low spectral efficiency is a waste of the scare 

bandwidth resources. Thus, a trade-off is needed to decide a suitable level of spectral efficiency 

based on the channels' conditions. 

2.2 Overall System Efficiency 

The difficulty in defining a measure of the overall efficiency of the system is due to the existing 

trade-offs. However, all of the trade-offs in the system are fundamental characteristics of the 

communication problem over multiuser wireless channels. Thus, the specific solutions to the 

contradicting requirements should not be used as a measure of how good the system is, but 

rather a measure of how well the system is operated (i.e. managed). In other words, we can 

distinguish between how the system is managed, and how good the system itself is. The effi-

ciency of the system can be measured by its ability to achieve the capacity limit at the specific 

operating point chosen by the network operator. The operating point is defined by the output, 

input, and control parameters of the system. The possible suitable solutions to the contradicting 

requirements is a type of system management by selecting the operating point of the system. 

For example, the unfair capacity distribution over the network area can not be solved by the real-

time operation techniques (i.e. physical layer optimisation and scheduling, etc). The system 

design can not affect or change this characteristic of the problem which is a direct consequence 

of the broadcast nature of the wireless medium (unlike a wired medium in which power is 

directed towards the receiving user only). However, the network operator can choose a suitable 

solution to this problem by deciding the amount of resources allocated to each user. 

In an analogy, we can judge how good an organisation is by two factors; its management and the 

efficiency of its workers in accomplishing the tasks assigned to them by the managers of the or-

ganisation. The management decisions are good if the resources of the organisation are utilised 

properly in order to maximise the profits of the organisation. Furthermore, the efficiency of a 

worker in the organisation can not be measured by the decisions of his managers, but rather 

with his skills and capabilities to complete the tasks that are assigned to him efficiently. 

The overall system efficiency is hence defined by two types of efficiency measures; system 

management efficiency and system operation efficiency. 
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2.2.1 System management efficiency 

There is no unique measure of the system management efficiency. Many possible metrics can 

be applied based on, e.g., business models, etc. However, this topic is very important and it 

requires extensive research in order to be able to design rational methodologies to control the 

operating point of the system. For example, research is needed to quantitatively characterise and 

describe the relations between the contradicting requirements. More advanced algorithms are 

needed to be applied for the network admission control task. The admission control should take 

into considerations the channel conditions, the requested services, the traffic load, etc. in order 

to decide the degree of fairness between the admitted users, and the specific Q0S constraints to 

be maintained as well as the spectral efficiency over the wireless links. 

2.2.2 System operation efficiency 

This type of efficiency can be uniquely defined and measured. For any operating point of the 

system, there is an upper limit (capacity) of the possible achievable rates using the allocated 

amount of physical resources. The efficiency of the system can be judged based on how close 

it performs relative to the capacity limit for the specific operating point. The evaluation of the 

efficiency of the scheduling schemes is part of the system operation efficiency and hence 

can be uniquely measured. This is a key message of this work that despite all the trade-

offs that make the definition of system management efficiency ambiguous, the efficiency of the 

scheduling schemes can be uniquely measured and analysed. The scheduler should be designed 

in order to achieve the capacity limits over all possible operation points of the system. Further 

discussion is in the next section and some numerical examples are provided in Chapter 4 which 

help to make the concepts clear. 

2.3 Optimising Multiuser Scheduling 

First, the two main objectives of any scheduling scheme are given, followed by a discussion of 

how to define the optimality of the scheduling task. 

2.3.1 Objectives of multiuser scheduling schemes 

In general, scheduling algorithms have two main objectives: 
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• Efficient allocation of the scarce physical resources: The physical resources include 

power, frequency bandwidth and time. Efficiency of allocating the resources can be 

obtained by exploiting the multiuser diversity of the network. 

• Achieving suitable fairness criteria and QoS requirements of the different applications: 

Although always transmitting only over the best channel maximises the system sum-

throughput, this strategy results in "unfair" allocation of the wireless resources among 

the users. The network operator will not be only interested in maximising the sum-

throughput over the network, but rather in providing Q0S for the served applications and 

in defining a suitable degree of fairness between the network users. 

2.3.2 Pareto-optimal operation 

A key point of this work is to show that it is actually possible to compare scheduling algorithms 

in terms of their efficiency in allocating the wireless resources, i.e. power and bandwidth, across 

the whole range of possible operating points. Although there is a contradiction between the 

maximum total throughput and fairness and Q0S constraints, there is no contradiction between 

the two objectives of (i) efficient resource allocation and (ii) achieving fairness with certain QoS 

requirements. It must be accepted that there will be a loss in terms of total throughput when 

uers with bad channels have to be served, but this is by no means a weakness of a particular 

scheduling scheme - it is rather a fundamental trade-off that is described by the theoretical 

limits of information theory, and the key question is how close to those limits a scheduling 

scheme performs. Efficient scheduling algorithms are those which operate on or close to the 

boundary of the capacity region, which is the set of long-term average achievable user rates for 

given average power constraints. In other words, schedulers should operate at a Pareto-optimal 

point. This means that no user can have a higher long-term average service rate without the 

need to decrease the long-term average rates for at least one other user. 

As an example, Figure 2.4 shows the capacity region of a two-user case. The two-user case 

is selected in order to visualise the capacity region and the pareto-optimal operating points. 

Although it is not possible to visualise the capacity region for systems with more than 3 users, 

the concepts presented here are still valid in such multi-user systems. The capacity region 

in Figure 2.4 is the convex hull bounded by the shown capacity region boundary. Figure 2.4 

shows all possible operating points (i.e. long term average service rates) given a certain amount 

of physical resources. The optimal operating points are shown in the figure as well. 
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Figure 2.4: Capacity region and optimal operating points for two-user case. In this illustrative 
figure, the long term average channel quality of first user is assumed to be better than the 
average channel quality of the second user. 
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The operating point of the network is affected by many elements of the system such as phys-

ical layer interface optimisation including modulation, coding, etc. as well as the percent-

age of wireless resources given to each user in the system and the channel access scheme 

adopted in the system. One of the important factors affecting the operating point of the sys-

tem is the scheduling scheme. For example, without exploiting the channel state information 

in the scheduling decision (i.e. in Round-Robin systems), the system will operate away from 

its Pareto-optimal points as shown in Figure 2.4. Furthermore, not all of the channel aware 

scheduling schemes perform at the optimal points, even though they are all utilising the same 

amount of wireless resources. Thus, it is very important to use a proper scheduler that results 

in the best performance of the system in terms of wireless resources allocation. 

2.3.3 Formulation of the optimisation problem of multiuser schedulers 

The most appropriate formulation of the optimisation problem to design multiuser scheduling 

schemes for wireless networks is to operate under Pareto-optimal conditions. This concept can 

be mathematically formulated as described below. 

The multiuser capacity region is always convex [48] because if the system can achieve two 

distinct operating points by the same amount of resources, then all the operating points located 

on the line connecting these two operating points can be achieved by alternating (i.e. time 

sharing) of the schemes used to achieve these two operating points [ 49]. 

Since the capacity region is convex, then all operating points on the capacity boundary are 

Pareto-optimal. Furthermore, the boundary of the capacity region can be characterised as the 

closure of the parametrically defined surface 

{R() : tt E RM, 	pi = i} 	 (2.2) 

where for every weighting vector ji, the rate vector R(IL) can be obtained by solving the opti-

misation problem: 

maxiiR.j 
	 (2.3) 

where R is the long-term average achievable rate of user i, and M is the total number of users 

in the system. 
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Problem (2.3) should be solved so that the resources constraints are maintained, and based on 

the specific systems' constraints. The selection of the weighting factors should be done to select 

one of the possible Pareto-optimal operating points of the system. 

In Chapter 3, the solutions of (2.3) for different systems' constraints are given based on mul-

tiuser information theory. 

2.4 Conclusions 

Many trade-offs exist in the multiuser communication over wireless fading channels between 

the system capacity (throughput), and the quality-of-service of the served applications, the 

fairness between the users, the cost of the capacity in terms of physical resources and the system 

complexity. For every operating point of the network related to one of the possible solutions to 

the existing trade-offs in the system, an upper limit (i.e. capacity) of the information rates that 

can be achieved over the wireless links exists. The solution to achieve the capacity limits of any 

possible operating point involves the application of THE optimal scheduling policy. Thus, the 

best definition for the optimality of a scheduling scheme is not to maximise the total throughput 

of the system (which is only one of the possible operating points), but rather to operate at the 

capacity limits. This is equivalent to operating at Pareto-optimal conditions in which no user 

can have higher rate without decreasing the rates of other users or increasing the amount of 

physical resources. Maximising any utility function or maintaining fairness criteria should be 

done such that a suitable operating point is chosen on the capacity region's boundary. This can 

be done by adjusting the control parameters of the optimal scheduling policies achieving the 

capacity limits. 

The optimisation problem (to find the optimal resource allocation schemes in order to operate 

at the capacity region's boundary) is to maximise a weighted sum of the long-term average 

rates of the users under the main constraint on the long-term average transmitted power as well 

as possible additional constraints based on the systems' capabilities. There is no contradiction 

between efficient resource allocation and achieving fairness and Q0S requirements, taking into 

consideration that the efficiency of a scheduler is by operating at Pareto-optimal conditions. 

In the following chapter, the optimisation problem to achieve the multiuser capacity limits 

is solved in order to obtain the optimal scheduling policies under different constraints of the 

system. Furthermore, comparisons of the performance of the system under different system 
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constraints are provided in numerical examples. The drawbacks of not applying the opti-

mal scheduling policies are analysed in Chapter 4 using a comparison-study of well-known 

scheduling policies that are suggested in the literature. The comparison study demonstrates the 

importance of applying the optimal scheduling policies derived in Chapter 3. Adjusting the 

optimal scheduling policies to achieve many possible operating points flexibly is discussed in 

Chapter 5. A scheduler is suggested to achieve resource-sharing fairness constraints, which is 

one of the possible ways to select the operating points of the system. 
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Chapter 3 
Information-Theoretic Optima! 

Multi-user Scheduling and Resource 
Allocation 

In this chapter, multiuser information theory is applied to solve the optimisation problem (2.3) 

for different constraints on the physical layer schemes. The solutions involve (i) characteris-

ing the boundary of the capacity region and (ii) describing the resource allocation schemes to 

achieve any point on the capacity region's boundary. Some of the results are already known 

from the literature. However, there are many new contributions and novelties presented in this 

thesis. 

In order to make this chapter easy to follow, only sketches of the proofs of the derived equations 

are provided in the main body of the chapter, and the more detailed proofs are presented in 

Appendix A. 

3.1 Literature Review 

The problem of efficient resource allocation for centralised single-cell wireless networks has 

been investigated in information theory. The block-fading channel (e.g., [50]) is used in in-

formation theory to model time and frequency selective fading channels. The fading channels 

are divided into a family of parallel Gaussian flat-faded channels, each corresponds to a fad-

ing state. These flat-faded channels are called blocks. A channel block (refer to Figure 1.1) 

could last for several time slots as long as the channel quality is almost constant (dependent 

on fading statistics). In general, the capacity of block-fading multiuser channels with channel-

state-information (CSI) at both the transmitter(s) and the receiver(s) can be achieved by (i) 

optimal power allocation over the channel blocks and (ii) optimal resource (rate and power) 

allocation over the users in each of the channel blocks. OFDMA systems with Dynamic Sub-

carrier Allocation (DSA), Adaptive Modulation and Coding (AMC) and optimal scheduling 
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over the subcarriers allows for the realisation of information-theoretic solutions for efficient 

resource allocation over wireless fading channels. 

Different notions of "capacity" have been defined in the literature. The ergodic (Shannon) Ca-

pacity region was investigated in [49],  [34]. In this case, the problem is formulated as to max-

imise a weighted sum of the long-term average rates with the only constraint on the long-term 

average power. Thus, it is applicable when the served applications in the network are delay-

tolerant. The delay-limited capacity region and the outage capacity can be applied to analyse 

the network operation with delay-sensitive applications ([51], [52], [53],  [54]) as additional 

constraints regarding the delay or outage probability are added to the problem. 

The "broadcast channel" (BC) is the term used in information theory to define the downlink 

(one-to-many) case [55]. The characterisation of the ergodic capacity region of BC channels 

[47], [49] is formulated for a given long-term average power constraint of the transmitter. The 

term "multi-access channel" (MAC) is used for the uplink (many-to-one) case [55].  In [18], 

[34] the characterisation of the ergodic capacity region of MAC channels is provided. The prob-

lem is formulated by assuming individual power constraints for each transmitter. In practical 

scheduling, determining the individual average power of the transmitters is a degree of freedom 

for the scheduler. Thus, the problem can also be formulated by replacing the individual con-

straints by one sum-power constraint covering all transmitters [56].  Further details are provided 

in Section 3.3. For the case of a single power constraint on the total power transmitted over the 

network, the duality of the MAC and BC channels is discussed in [57].  BC and MAC channels 

are dual if they have the same channel vector h = {h1, h2, ...} (i.e. hi of receiver i in the BC 

equals hi of transmitter i in the MAC). In [57], it is shown that the capacity region of the MAC 

channels with sum-power constraint is identical to the capacity region of the dual BC channels, 

and there exists a striking similarity between the optimal resource allocation schemes for the 

two cases. Furthermore, the optimal power and rate allocation policies for the MAC under a 

sum-power constraint and BC channels are exactly identical when orthogonal multiple-access 

schemes (like in OFDMA) are used. This is why the scheduling policies under orthogonal 

signalling constraints are applicable to both the uplink and the downlink. 

The optimal power allocation scheme over (block-)fading Gaussian broadcast and multi-access 

channels is given by the water-filling approach: more power is allocated when the channel is 

better and, depending on the desired operating point on the capacity region's boundary surface, 

some users are assigned higher average power to meet their rate demands. 
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The optimal resource allocation over a (flat-faded) channel block involves applying the optimal 

channel-access scheme, which is code division multiple access (in MAC) [34] or superposi-

tion coding (in BC) [49] with successive interference cancellation (SIC) at the receivers. Fur-

thermore, the number of users scheduled in a channel block varies depending on the channel 

conditions. 

The optimal solutions are in most cases difficult if not impractical to implement. Thus, sub-

optimal solutions with close-to-optimum performance that lend themselves to an easy imple-

mentation are more favourable from a practical perspective. That's why, one of the objectives 

of this work is to study the optimal resource allocation schemes under practical constraints on 

the physical layer schemes adopted by the system, and to characterise the capacity limits in 

these cases in order to compare the system performance when these constraints are applied and 

to analyse the loss in terms of user rates with respect to the optimal cases. 

3.2 Channel Model 

The wireless fading channels (both time and frequency selective) are modelled as a family of 

parallel "constant" Gaussian channels. Each of the parallel Gaussian flat-faded channel blocks 

corresponds to a fading state. 

The M-user Gaussian block-fading broadcast channel (BC) consists of a single transmitter and 

M receivers. In channel block k, the transmitter broadcasts a signal x[k], and the received 

signals are 

y[k] = 	+ n[k], j = 1,... , M 	 (3.1) 

where h, [k] > 0 is the constant channel quality (i.e. power gain) between the transmitter and 

the i-th receiver at channel-block k. In this work, it is assumed, without loss of generality, 

that the channel gain h is real and represents the power gain of the link. h does not have an 

imaginary part since perfect phase information at the receivers is assumed. n [k] is Gaussian 

noise with zero mean of that receiver. The noises n [k] are statistically independent, and are 

assumed to have a common variance a 2 . Although in practice the noise variance may differ 

between the users' terminals, we can still assume a common noise variance. This assumption 

helps to simplify the derived equations in this work. The variations in noise levels can be treated 

by scaling the channel quality vector h according to noise levels since the achievable rates over 

a channel depends on Signal-to-Noise ratio (SNR) rather than the absolute values of the signal 
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power and the noise power. For example if the noise variance of user i equals r = aa 2 , then 

the channel quality of user i should be scaled as hja1€d= 

The M-user Gaussian block-fading multi-access channel (MAC) consists of a single receiver 

and M transmitters. At channel block k, each transmitter i transmits a signal x[k], and the 

receiver receives the composite signal 

y[k] = j V"hi 	+ n[k] 	 (3.2) 

where h[k] > 0 is the constant channel quality between the i-th transmitter and the receiver at 

channel-block k. 

The fading processes of all users are independent of each other, are stationary and have contin-

uous probability density functions, 'fH,(h)  Vi. The cumulative density functions of the fading 

processes are denoted by F1-1, (x) f0 fpi. (h')dh'. In the numerical examples provided in 

the thesis, the magnitudes ai = ',/h of the users' channel coefficients are assumed to have 

Rayleigh or Rice distributions [13, pp. 45-48], [15, pp. 78-79]. As the channel power gain, h, 

is the square of the channel-coefficient's magnitude, we have to use the variable-substitution 

h2  = a in the original Rayleigh/Rice PDFs. As q(aj ) = a is monotonically increasing for 

a > 0, the standard rule fH(h) = with q'(aj ) = 2a1  and q'(h) = Vhj  is 
a, =q  (hi) 

used to obtain the PDF of the channel power gain hi from the PDF of the channel coefficient's 

magnitude a. The following results are obtained for theRayleigh-case: 

	

1 	hi  
PDF: fHi(hi)=11_exP(_X-) 	 (3.3) 

CDF: Fj-,(h2 ) = 1 - exp (_hi) 
	

(3.4) 

with hi the long-term average channel power gain. 

For the Rice-case: 

,c+1 \ c+1 
	

____ 
PDF 	fH(hi) = 	

exp (_#c - 
	

hi) 
h 	

10 (2J(' 1)kh.) 	(3.5) 
i  

fCDF: FH(h) = I (2) dx (3.6) 
 - 
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with I(.) the zero-th order modified Bessel function 1  of the first kind, and t is the fading 

parameter that is defined as the ratio .'c hj,LoS/hj,rsnoS of the average power gains hLos on 

the line-of-sight path and hNLOS on the non-line-of-sight path: ic = 0 means we get Rayleigh 

fading, and ic - oo means "no fading". The long-term average channel power gain is again 

denoted by h2 . Note that h ~! 0 in (3.3), (3.4), (3.5) and (3.6). 

The notations P [k] and R [k]  are used to indicate the power 2  and the rate in (bits/sec/Hz) 

respectively that are allocated to user i in channel block k. The long-term average rate that is 

allocated to user i is denoted as R. The long-term average sum-power constraint is denoted as 

P. In the numerical examples presented in this thesis, the rates Hi are presented in (bits/sec/Hz) 

because the throughput in (bits/sec) can not be used alone - without the knowledge of the 

bandwidth in Hz - to measure the efficiency of the system. 

3.3 Problem Formulation 

The ergodic capacity limits and the optimal solutions to achieve these limits under practically 

relevant restrictions are considered for both the downlink (BC) and the uplink (MAC) cases. 

The ergodic capacity region is defined as the set of all rate vectors R such that the long-term 

average power constraint P over all channel blocks is not exceeded. The optimum points within 

the capacity region are those that are located on the boundary surface. Although the ergodic 

capacity is relevant for the case for delay-tolerant applications over the network, modifications 

of the optimal scheduling polices to provide some degrees of restrictions over the transmission 

delay are discussed in Chapter 5. 

The boundary of the capacity region can be characterised by (2.2) and (2.3). The way to 

scan different operating points on the capacity-region boundary is by adjusting the vector 

= {,t, ,a2, 
. . } of weighting factors defined in the problem of optimal resource allocation 

[47]. The ratios 3  of the weighting factors - not their absolute magnitudes - affect the location 

'This function can be represented [13, p. 44] by the infinite series Io(x) = 	(2kk,)2X 	x > 0. As, 

for k sufficiently large, the denominator will dominate the result, a limited number of summands will suffice to get 
accurate results. This means that (3.5) can be evaluated without explicit use of any Bessel function and that (3.6) 
can be evaluated without any numerical integration. 

2 When the notation P is used, it means the transmit power PT. The received power is indicated as P1. 
'Any constant used to scale all ILi would have no effect with respect to the scheduling decisions, and in water-

filling power allocation (such as in (3.16)) the normalisation by the Lagrangian multiplier A ("power-price parame-
ter") will compensate for any scaling factors in the ratio jLi /A. Hence, only the relative contributions of the j.t-values 
determine the operating point on the boundary surface of the capacity region. 
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of the operating point. That is why the constraint (Ei  pi = 1) is added to (2.2). 

For the block fading channel model, problem (2.3) can be written as: 

max tR4k] 	 (3.7) 
k=1 i=1 

where Ic is the index of a channel block, K is the total number of channel blocks, and M is the 

number of active users. We can assume without loss of generality that all channel blocks have 

identical frequency bandwidth and time duration. 

The problem should be solved under the main constraint on the transmitted power. In the anal-

ysis of the "multi-access channels" (MAC), a single long-term average sum-transmit-power. 

constraint is used instead of individual power constraints for the users, which were assumed in 

the original work in literature [34]. This case is also relevant in practice [56]. Furthermore, 

it gives a more general solution with extra information (can not be obtained from the original 

work) about the optimal average powers to be allocated to each user to achieve a certain oper-

ating point. In [57] the duality of the MAC and BC channels was discussed. It was shown that 

the capacity region of the MAC channels with sum-power constraint is identical to the capac-

ity region of the dual BC channels. Thus, in all the cases under consideration, the equations 

characterising the boundary surface of the capacity region are applicable to both the BC and 

the dual MAC channels. Furthermore, there exists a striking similarity between the optimal 

resource allocation for both channels. 

Thus, problem (3.7) is solved with the power constraint always maintained, in both cases of 

broadcast and multi-access channels: 

KM 

(3.8) 
k=1 i=1 

In addition to the primary power constraint, the objectives in this chapter is to solve the prob-

lem under more auxiliary constraints. The solution of (3.7) should involve two objectives: (i) 

to give closed-form expressions that characterise the capacity limits and (ii) to describe the re-

source allocation schemes (for BC and MAC) to achieve these limits for each of the cases under 

considerations. The advantage of driving equations  to characterise the capacity region limits 

4Al1 the equations to characterise the capacity region's boundary that are presented in the thesis are novel con-
tributions. 
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is to be able to compare the different cases and thus to analyse the trade-off between system 

capacity and system complexity. 

The following cases are considered in this chapter: 

OPT: Optimal case (i.e. without any auxiliary constraint): 

New analytical results that complement the original work in the literature ([49] for the 

BC case and [34] for the MAC case are presented in this thesis. 

OS: Orthogonal signalling constraint: 

With the orthogonal signalling constraint, the channel can be "shared" by more than one 

user in the sense that within a single channel block more than one user can be scheduled 

but with the application of an orthogonal signalling scheme such as FDMA or TDMA. 

In other words, superposition coding with successive interference cancellation at the re-

ceiver is excluded by this constraint. The assumption in a block fading model is that a 

channel block comprises many time slots or frequency subcarriers, and thus it is possible 

to let more than one user share a given channel block. 

The number of users sharing a channel block and the access ratios of each scheduled user 

is subject to optimisation. Thus, with the orthogonal signalling constraint, the scheduler 

should decide at each channel block k, (i) the channel sharing ratio of each user (r[k]) 

and (ii) the power of each user (P4k]). The following equations describe the orthogonal 

signalling auxiliary constraint: 

= 1 	 (3.9) 

h[k] Pi[k] '\ 
R[k] = r[k] log (i + a

2  r[k] ) 	
( 3.10) 

In the TDMA case (3.10) is valid taking into consideration that Pi[k] is the average power 

of user i in block k. So, if the transmitter has a constant power PT, then user i (who 

transmits -ri of the time) will have an average power of Pi[k] = T.PT. The analytical 

characterisation of the capacity region's boundary under the OS constraint presented in 

this thesis is novel. 

. CP: Constant transmitted power per channel block: 

"Constant total power per block" is to be interpreted such that in each and every channel 

block the sum transmitted power for all users is constant. For a broadcast channel this 
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means that the total power used by the base station for all users is the same in every 

channel block although the number of users scheduled in every block is variable and 

subject to optimisation. In the multiple-access case, again the sum of all powers of all 

users' transmitters is assumed to be constant. The auxiliary constraint in this case is: 

P[k] = Pi  [k] = P (3.11) 

To the best of my knowledge, all the analytical results for this case that are presented in 

this thesis are new. 

SU: Single user selection per channel block: 

This constraint means that in a single channel block, no more than one user can be sched-

uled to access the channel. The rate of the scheduled user is: 

hi [k] P2 [k)\ 
R[k] = log (i + 	2 	) 	

(3.12) 

R[k] has a maximum number of one non-zero element. 

. CP-OS: Constant sum power and orthogonal signalling in every channel block: 

Both constraints are applied in this case. The literature review on this case is presented 

in this thesis. 

. CP-SU: Constant sum power and single-user selection per channel block: 

Both constraints are applied in this case. New analytical results are presented in this 

thesis to characterise the boundary of the capacity region. 

These cases are compared by numerical results. To visualise the capacity limits, the two-user 

case is considered, with the assumption of different long-term average channel qualities of the 

users. Qualitatively, the results carry over to the M-user case. Analysis for a higher number 

of users is provided as well by selecting a specific operating point (max. sum-throughput) with 

the assumption of symmetric channels. 

In the following sections, the solutions for each of the cases under consideration is given. How-

ever, the detailed proofs are not provided. In Appendix A.1, a summary of the main results of 

paper [47] is given as well as new further discussions which serve as proofs for the results in 

this chapter, especially for the optimal case and the constant power per block case. Although 
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some of the results are based on [47], the results are presented here in a different way than the 

context of the mentioned paper. This includes providing some proofs that were not included in 

the original work, or deriving close-form equations characterising the capacity region based on 

the general forms provided in the original paper. 

3.4 Solution of Optimal Case (No Auxiliary Constraints) 

3.4.1 Optimal resource allocation 

As discussed in [47], problem (3.7) can be solved by first applying the Lagrangian characterisa-

tion [48] in order to define the problem in an unconstrained format. The resulting optimisation 

problem is: 
K 1M 	 M 

mac (Ri[k] - A>P[k]) 	 (3.13) 
{P[k]} k=1  

This is equivalent to 
K 	IM 

max (R[k] - 
k=1 	

AP[k]) 	 (3.14) 
P[k] \i=1 

where A is selected such that 

1: P[k] 	 (3.15) 

Thus, the main optimisation problem is decomposed into (i) a family of optimisation problems, 

one for each channel block, and (ii) an equation to control the power price A in order to maintain 

the long-term average power constraint. Following the procedure described in [47] by defining 

marginal utility functions, and by extending these results to the MAC case, a summary of the 

solution is provided below: 

Power allocation over the channel blocks: 

The total power transmitted in a block k is identical in BC [47] and MAC channels: 

f/1j 
Psum[k] = max I012 

(\-:s: - h[k]) ] 	
(3.16) 

IL 

The notation x = max(x, 0) is used. 

Resource allocation in each channel block: 
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The optimal resource allocation over a (flat-faded) channel block involves applying the opti-

mal channel-access scheme, which is code division multiple access (in MAC) or superposition 

coding (in BC) with successive interference cancellation (SIC) at the receivers. The SIC at the 

receivers of BC channels is in order of decreasing IL. Each receiver decodes the signals sent 

to users of higher before decoding its own signal. However, in MAC channels, the receiver 

performs SIC in order of increasing jt [57]. A summary of the greedy algorithm procedure to 

compute the power allocated to each user in channel block k is provided for both BC [47] and 

MAC - novel contribution by extending results of BC [47] (equation (3.17)) to MAC with sum 

power constraint (equation (3.18)) - channels: 

Marginal utility functions ("rate revenue minus power cost") are defined for each channel block 

BC: u, (z) 
= ___ 	

- A z > 0 	 (3.17) 

MAC: u,(z) 	N (3.18) 

Then based on the marginal utilities which are dependent on the channel quality vector h[k], 

the periods A, are obtained: 

A,{zE[0,00):u(z)>uj(z) Vji and u(z)>O} 

Since u,(z) is monotonically decreasing and u(z), u(z) (i =A j) cross each other at maximum 

once, the period A, is continuous. The power allocation is calculated as: 

BC: Pi[k] = a2 L. dz 	 (3.19) 

MAC: Pi[k] 
=fA 

 dz 	 (3.20) 

3.4.2 Characterisation of the boundary of the capacity region 

To derive equations to characterise the boundary surface of the capacity region, extensions to the 

work in [47] were done to get the following equations to compute R(). With the assumption 

that the fading processes of all users are stationary with continuous probability density functions 
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and independent of each other: for each user i = 1, ..., M 

11  00 

R9 =— 2 	1n2J0
(3.21) 

Ai 	 i 34 

or equivalently 

1' 	
1 	00 

ROy  (3.22) 
In2 JO f 	+ z 

j1:i 

where A in (3.21), (3.22) is computed based on (3.15) which, in our case of independent fading 

processes, is equivalent to: 

	

dx = - 	 (3.23) f fH$(X)flFH)((*)H - 
[A 	x] 

ml, 
i iia  are 	uLII _A_u1

:
va1__1t 	to Compute /2. 

00  

	

fL+ fHi (x)flFHj (a*)dxdz = - 	 (3.24) 

i Ili 	 3i 

1:1'1-  f11FH(3*)dxdz 	 (3.25)  
ji 

a, 3, ( are given by: 
A 

a =± ijPi 	
(3.26) 

x 	1+z 

	

1_tix 	
(3.27) 

= j + zx( - 

= 1 + 	
(3.28) 

x 	A 

The notation [x]* in (3.21), (3.22), (3.23) is defined as: 

Ix 	if x>O 
[x ]* 	 (3.29) 

+oc if x<O 

37 



3.4.3 Example of two-user Case 

Figure 3.1 gives a new kind of illustration of this optimal resource allocation scheme for the 

two-user case. The figure shows the dependence of the resource-allocation on the channel gains 

of the users. We can observe that the region of (h 1 , h2)-pairs for which superposition coding 

is performed is relatively narrow, so in most of the cases at most one user is scheduled by the 

optimal scheme; therefore, a suboptimal scheme, which always schedules at most one user, 

may well perform close to the optimum. 

h1 

p1h1 = 

User 1 
Pi=u2(_ 7;.) 

 
Lt 

P2 0 

* User l+  User 2 
Superposition Coding 

BC: User 1 decoded first 
MAC: User 2 decoded first 

A 	h1 A 	h2  

A 
iI 

No Transmis 

User 2 

P2 = a2 (_) 

P1 =o 
A 

( Al 	P2=PsumPi 

1 	\\ 
BC: P1  = a2 ( - iL 

iLl ( 

l - iL2 h1 - 1 

MAC: P1  = a2 (_iL1iL2 	1 

Figure 3.1: Optimal resource allocation for the two-user case with )i > 

An example of applying. the greedy algorithm for the optimal resource allocation over BC 

channels is shown in Figure 3.2 for a two-user case. The marginal utility functions (3.17) are 

plotted, and the power allocated to each user is based on the periods (i.e. of the variable z) over 
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which his marginal utility function is positive and larger than the other user's marginal utility 

function. The illustrative example in Figure 3.2 corresponds to a channel vector (h i , h2 ) for 

which superposition coding is required. From Figure 3. 1, we know that this condition appears 

when p1h1 < 92h2, and L. - . > - , given that 1i > is assumed in this specific
A h2 A 	hi 

example. 

C,) 
C 
0 

C 

U- 

-J 

co 

Cs 
C 

0 

z 

Figure 3.2: The greedy algorithm for the optimal resource allocation for BC channels. In this 
specific example pi > j, j2hi <jt2h2, and ui/A - 11hi > u2/A - 1/h2 

3.4.4 Complexity of the system 

From a practical communications engineering perspective, the optimal solutions are in most 

cases difficult if not impractical to implement. Thus, sub-optimal solutions which have close-

to-optimum performance and, at the same time, lend themselves to an easy implementation are 

favourable. This "suboptimal option" may be very attractive, as the optimal resource allocation 

scheme has major disadvantages from a practical perspective: 
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• Superposition coding with Successive Interference Cancellation (SIC) at the receivers 

can hardly be implemented in practice, because of (i) the complexity involved, (ii) the 

fact that all receivers would need to know the channel coefficients of other users, (iii) 

the necessity to inform all users about the order in which successive cancellation has to 

be conducted including the coding schemes used (signalling overhead), and (iv) different 

blocksizes used for encoding of different users. The issue with (iv) is that the cancel-

lation of a user's signal is only possible when the whole codeword 5  for this user has 

been received, although the user to be detected - due to delay constraints - may well 

have a much shorter (although still long) channel coding blocksize. As this user would 

have to wait with decoding until the "interfering" user's much longer codeword has been 

received, even very relaxed delay-constraints are likely to be violated. 

• The optimal power allocation (i.e. the water-filling approach) is adaptive based on h. 

As a consequence of this power allocation policy, the total and individual transmission 
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power to achieve an arbitrary selected operating point (this point is indicated by "*" in 

the capacity region shown in Figure 3.4). It is possible that the transmitted power can, 

in some cases, be more than twice the average power constraint. This will cause prob-

lems when, e.g., the transmitter (i.e. the base station in the broadcast case) has maximum 

power constraints in order not to cause too much interference in adjacent cells. Further -

more, adaptive power control requires additional computational complexity to maintain 

the average power constraint, and variable transmission power is also likely to require 

more expensive radio-frequency circuitry. 

Due to the apparent practical disadvantages, the problem is solved again in the following sec-

tions with constraints forcing the use of orthogonal signalling (due to the disadvantages of SC 

with SIC), constant power (due to disadvantages of water-filling approach) or both. 

5 1n practice, although not required by information theory of block-fading channels, coding for a user will be 
spread over as many blocks as possible to obtain long code words that will allow for efficient channel coding. 
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Figure 3.3: Statistical distribution of the transmit power to achieve the point indicated by "*" in 
the two-user capacity region shown in Figure 3.4. The peak at zero-power is a result of the case 
when both channel power gains are lower than their thresholds. The peak around a normalised 
value of 0.6 is related to cases when user 1 is transmitting (receiving). The distribution above 
this peak is related to situations when user 2 or both users (superposition coding) are scheduled. 
This difference in allocated power levels is because P2 >  Al- 

0.5 

ØL 

0 

41 



0.8 
Refer to Figure 3.2 

Capacity Boundary 
C) 1 0.6  

0.4 
(0 

C 

8 
0.2 

0 1  
0 0.5 	1 	1.5 	2 	2.5 	3 

First User Average Rate (bits/sec/Hz) 

Figure 3.4: The capacity region of two-user case. The channels are assumed to be Rayleigh 
faded with 10 dB difference of the average power gains. The point indicated by "s"  is related 
to the explanation of transmit power statistics in Figure 3.3. 

3.5 Solution with Orthogonal Signalling Constraint 

3.5.1 Resource allocation 

In this case, after applying a Lagrangian characterisation to the main optimisation problem (3.7) 

(details are explained in [47]) the resulting equivalent problem is to find 

max 	(T[k] log (i + h[k]P[k]) 
{r[k],P[k]} 	 0127-i[k]- AP[k]) 	 (3.30) 

over each channel block (index k). The value of A is controlled to maintain the primary power 

control constraint (3.8). The auxiliary constraint (3.9) should be maintained in the solution. 

The solution of the optimisation problem (3.30) involves deciding the access ratio Ti [k] and 

power P2  [k] allocated to each user in every channel block k. The solution can be obtained 

based on the work in [49].  In that paper it is shown that if orthogonal signalling is used, then, 

the solution of the optimisation problem involves the selection of at most one user for every 

channel block k. In other words, in a channel block, one user will have 'r2  [k] = 1, while all 

other users will have Ti [k] = 0. Thus, the orthogonal signalling (OS) constraint is actually 
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equivalent to a single-user selection per channel block (SU) constraint. 

Thus, although not explicitly stated in [49],  we can use the fact that the OS constraint is equiv-

alent to the SU constraint to solve our optimisation problem. The solution of (3.30) over each 

channel block becomes a user selection strategy, where the user to be scheduled is the one who 

maximises the selection argument (policy). The only user m scheduled to transmit (MAC) or 

receive (BC) in block k, and the power allocated to this user are calculated according to 6 : 

m=argmax 	k] - .2 ) 
	

(3.31) 

where P1 [k] is calculated according to: 

21/1i 	
1 

P[k]=a 	 (3.32) 

Sing-'p thp riti 	i fiinrtin rif i'hinnp1 nii1itv inA nwr i nrpcented hv ( 1 	in the 	rf 
-------------------------i-----j---r-r ------------ ''-•- 

single user selection per channel block, the selection strategy (3.31) can be written as a function 

of channel quality as well as pi and A by substituting (3.12) and (3.32) in (3.31): 

rn = arg max ('tlog 	
hi [k]\ 	A \ 

A 	) 	Pi+h[k]) 	 (3.33) 

3.5.2 Characterisation of the boundary of the capacity region 

The boundary surface is characterised by the equation: 

RU 
= 	fH(x) 11 Fj 3  ('y) log (L) dx 	 (3.34) Lp.i 	j1ri 

where A in (3.34) is computed according to 

dx = - 
OO j' 	 1] 	p 	

(3.35) fH(X)HFH(Y) 

6Similar results in an OFDM framework were obtained in [58] and [59]. 
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7 in (3.34), (3.35) is given by: 

7= 
	

(3.36) 

IiW [- 
() —A 

exp (P- 
tti 	 LjX 	J] 

with W() the Lambert function [60] (inverse of 1(x) = xex). 

The proof is provided in Section 4.2. 

3.6 Solution with Constant Power Constraint 

3.6.1 Resource allocation 

In this case, the main optimisation problem (3.7) becomes equivalent to optimising over each 

channel block k: 

	

M 	 M 

max 	pjRj[k] subject to 	Pi [k]= P 	 (3.37) 

Thus, the problem is to allocate the resources over the users in each channel block. The power 

allocated to each user in each channel block can be obtained using the same greedy procedure 

of the optimal case, but with the replacement of the global power price A in (3.17), (3.18) by 

block-dependent power price A[k], which is obtained as: 

( 

A[k]=max 	
Iii

1 	
(3.38) 

The channel access scheme and the order of SIC is identical to the OPT case. 

3.6.2 Characterisation of the boundary of the capacity region 

The boundary surface is characterised by the equation: 

RCP 
-1 

 f 100 1
1 _

fH (x) fi FH (*) dxdz 	 (3.39) 

	

1n2 o 	0 	 ji 

where )3 defined in (3.27), and the notation [ x]* in (3.29). 



3.6.3 Example of two-user Case 

Similar to Figure 3.1, Figure 3.5 gives an illustration of the resource allocation scheme for 

the two-user case under constant power constraint. The figure shows the dependence of the 

resource-allocation on the channel gains of the users. 

h1 

= 

User 1 	
* User 1 + User 2 

P1  = 	 BC: Sup 
	

first 
Coding 

P2  = 0 	 User 2 decoded first 
User 1 decoded rst 

=  

User 2 
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= 	
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' )2 

Figure 3.5: Resource allocation under constant power constraint for the two-user case with 

121 > 122 

45 



3.7 Solution with Orthogonal Signalling and Constant Power Con-

straints 

When a constant sum-power constraint is used for each channel block, the problem formulation 

of optimal resource allocation in block k is given by 

hi[k]Pi[k]"i max 
{r[klP[k]} 	

r[k] log (i + 	
2 [k] 

) subject to 	P4k] = 	rj [k] = 1 
i 	 i 

(3.40) 

In [49, Section III.B.2, p.  1088-1089)1 the solution of this problem is provided 7 . Depending on 

the channel condition h [k], either one user transmits (receives) or two users share the medium 

(by orthogonal signalling such as time or frequency division) in one channel state (details of 

power (Pi k]) and time ratio (r[k]) calculations for this case are given in [49]). The maximum 

of two users sharing the channel block is regardless of the total number of users, as long as 

.-1__. 	....-;,-.. ,.c 	 .-..., 	..A,t ,...,,1 
LII. IW.41I1, 01C4110L1¼.O Jfl LIP.., UO'..L 0 s.,naInnnL,n., as'.., IIIUL.jJ¼.IILiS.#IIL UIl¼.4 Slurs, S".JSILILILLtIUO kJIJ(Jt4IJIhLLJ 

distribution PDF. 

Figure 3.6 illustrates the two-user case. As shown in the figure, the region of shared access is 

narrow and thus re-formulating the problem with single-user scheduling in each block gives a 

very similar performance. This is studied in Section 3.8. 

3.8 Solution with Single-User Selection and Constant Power Con-

straints 

3.8.1 Resource allocation 

In this case, one user m is scheduled to transmit (MAC) or receive (BC) in block k, and the 

power allocated to this user are calculated according to: 

m = argmax.tR[k] and P4k] = P 
	

(3.41) 

Rj[k] in (3.41) is the Shannon capacity of AWGN channel. Thus, we can write the selection 

7  W need only one part of the general solution provided in [49]:  as in this case (i.e. OS-CP) we have constant 
sum power in every channel state, we do not need to optimise this sum power, but we do need the solution for the 
best possible distribution of the sum power to the users. 
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Figure 3.6: Dependence of scheduling decisions on channel conditions in the two-user case 
with orthogonal-signalling and constant-power constraints (i > 92). 

strategy (3.41) as: 	

log 
( 	

h[k]P\ 	 (3.42) m=argmaX/Li 	1+ a
2 
 ) 

3.8.2 Characterisation of the boundary of the capacity region 

The boundary surface is characterised by: 

00 	 xP 

	

RPSU 
= J fH1 (X)flFH, ( 77) log (i + 	dx 	 (3.43) 

0 

where ,q is defined as: 

(i+ XP) i —1 
(3.44) 11- 	p 

The proof is provided in Section 4.2. 
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3.9 Numerical Examples 

3.9.1 Comparison of two-user case 

In this numerical example, the equations to characterise the boundary surface of the capac-

ity region for the different cases under consideration are applied in a scenario of two users. 

Figure 3.7 shows the capacity regions with the assumption that the users channels are fading 

independently and with Rayleigh distributions. The first user channel has 10dB better long-

term average channel quality over the second user channel. Any specific point in the capacity 

boundary can be achieved by adjusting the weighting factors ft (i.e. the curves in Figure 3.7 

are produced by computing the corresponding equations that characterise the boundary of the 

capacity region over many selections of the weighting factors p to scan the whole capacity 

region). A relevant case is selected in this example in which the network average spectral 

efficiency can range between 1 and 3 bits/sec/Hz. 

The main conclusions that we obtain from this numerical example are: 

• Power control (applied in OPT and SU) is more important when the operating point of 

the system has overall low spectral efficiency (to serve weak-channel users). For high 

spectral efficiencies, using a constant power per block is justified and has only minor 

detrimental effects to the capacity of the system. 

• For constant transmit power systems, applying superposition coding (such as in CP) pro-

vides negligible improvements to the achievable rates. Thus, using single-user selection 

scheme (i.e. CP-SU) in such systems is justified. On the other hand, for systems applying 

optimal power control, superposition coding is useful for a range of operating points. 

3.9.2 Sum-throughput comparison for symmetric channels 

In this example, a comparison of the capacity limits in systems that apply optimal power control 

and systems that apply constant power per block is provided for various number of users. Since 

it is not possible to visualise the capacity regions for systems with more than 3 users, a specific 

operating point within the capacity boundary surface is used for the comparison. The maxi-

mum sum-throughput capacity is selected for the comparison and the analysis is done with the 

assumption of symmetric users channels. Furthermore, with the assumption of Rayleigh fading 

channels, we can derive close-form expressions for the capacities as a function of the number 
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of users M. In Appendix A.2 the derivations of the following equations are provided. 

For the constant power system, we obtain: 

_1)(M) 	
(iU2 	7i2" Rsum= (_l) 

i=1 	
.  exp 
	El 	 (3.45) 

In 2 

where E1 is the exponential integral function 

	

El (x) 	exp(_u)d 
Jx 	U 

For the system applying optimal power control, we obtain: 

M 

Rsum 	
1 

	

- 	(1)(i_1) (' )Ei  p) (3.46) 
in 2 

i=1 

where ) is adjusted so that the power constraint is achieved: 

hP i)(1) "M\ 

Ec' -:- = 	
) 	

- i E (i)) j 	 (3.47) 
C72

i=1 

From the results in Figure 3.8, we can find rough estimates of system spectral efficiencies over 

which the application of the constant power constraint is justified. As the number of users 

in the system increases, the rate level (i.e. spectral efficiency), over which the constant power 

system approaches the optimal power control system, decreases. For example, in a single user 

system, using constant power while operating above 4 bits/sec/Hz is very close to the optimal 

case. While a value of 3 bits/sec/Hz is applicable in a two users system, and approximately 1.5 

bits/sec/Hz for M = 10. 

3.10 Conclusions 

The optimisation problem (2.3) is solved to obtain the optimal scheduling policies and charac-

terise the multiuser capacity region under different constraints on the physical layer schemes. 

The block-fading channel is used to model time and frequency selective fading channels. The 

fading channels are divided into a family of fiat-faded channels (blocks). A channel block could 

last for several time slots and frequency subcarriers as long as the channel quality is almost con- 
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stant. The capacity of block-fading multiuser channels with channel-state-information (CS!) at 

both the transmitter(s) and the receiver(s) can be achieved by (i) optimal power allocation over 

the channel blocks and (ii) optimal resource (rate and power) allocation over the users in each 

of the channel blocks. As known from the literature, the optimal resource allocation scheme 

over flat-faded channel blocks involves applying CDMA (in uplink) or SC (in downlink) with 

SIC at the receivers. The number of users scheduled in a channel block varies depending on 

the channel conditions. The optimal power -allocation scheme is given by the water-filling ap-

proach: more power is allocated when the channel is better, and based on the operating point 

of the system some users get higher average power. The optimal solutions (SC with SIC, and 

water-filling power control) are difficult if not impractical to implement. Thus, the problem 

is solved in this chapter with practical constraints of constant power control and orthogonal 

signalling. 

The optimal scheduling policy depends on the system constraints such as power control, but 

does not depend on the fading statistics of the users' channels. With a single constraint on 

the total power transmitted, the optimal resource allocation schemes for the uplink and the 

downlink are exactly identical when orthogonal signalling is used. Under orthogonal signalling 

constraints, the optimal scheduling policy is (3.33) with water-filling power control. Under or-

thogonal signalling and constant power constraints, either one user is scheduled or a maximum 

of two users share the channel. However, most of the time one user only is scheduled. Thus, if 

a single user selection per channel block is applied instead of orthogonal signalling, the perfor -

mance of the system remains almost the same. For constant power and single user selection per 

block, the best scheduling policy is (3.42). Power control is useful at low spectral efficiency. 

Applying constant power constraint is justified if the system is operating at high spectral effi-

ciencies. Superposition coding with successive interference cancellation at the receivers can be 

useful in adaptive power systems, but is not needed in constant power systems. 
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Chapter 4 
Case-Study: Comparison of The 

Performance of Known Scheduling 
Policies• 

The main contribution in this chapter is a new generic mathematical framework which allows 

one to systematically analyse and compare channel-aware multiuser scheduling algorithms that 

are applicable for delay-tolerant' applications over centralised wireless networks. The analysis 

is accompanied by a case-study to illustrate the theory. Although the objective here is not to 

provide a comprehensive review on the multiuser scheduling policies that are suggested in the 

literature, the provided survey includes well-known contributions in the field. 

As discussed in Chapter 2, it is actually possible to compare multiuser scheduling algorithms 

for wireless networks in terms of their efficiency in allocating the physical resources (power 

and bandwidth), across the whole range of possible operating points. Efficient scheduling al-

gorithms are those which operate on or close to the boundary of the capacity region. 

The general assumptions that are presented in Section 1.2.1 are applied in this chapter. 

4.1 Survey of Scheduling Policies 

In the literature, there exist scheduling schemes which use similar policies, but with different 

operating points2  depending on the control parameters of the policy such as weighting fac-

tors and rate offsets, which are adjusted according to the fairness criteria and constraints for 

the given application. Examples of schemes to select an operating point include proportional 

user-rate ratios (throughput fairness) [61], proportional channel-access ratios (resource-sharing 

fairness) [42], [36],  and utility function maximisation [62]. 

'Algorithms that consider strict delay-constraints are, therefore, not included in the analysis. However, the main 
concepts presented in Chapter 2 are also applicable in this case. 

2 An operating point in a delay-tolerant system is defined by the vector of long-term average rates of the users. 
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The aim in this section is to provide a summary, along with a new unified algorithmic descrip-

tion, of scheduling policies proposed in the literature (all are applicable for both the uplink 

and the downlink) that lend themselves to a comparison in the proposed framework. This also 

includes some novel extensions of the originally proposed schemes. Of course, the presented 

choice of schedulers is far from being exhaustive, but I believe this selection is sensible and 

provides a useful basis for the comparison of other schemes as well. 

Moreover, the main contribution in this chapter is a new framework (detailed in Section 4.2) 

with which we can analyse various types of schedulers; the specific scheduling algorithms 

considered here are actually just examples used to demonstrate the new analysis. There are 

many other schedulers that are not included in the comparison such as utility-based schedulers 

([621, [63],  [64], [241), modified largest weighted delay first (M-LWDF) scheduler [65],  queue 

proportional scheduler (QPS) [66]. 

Due to the objectives of this comparison study, scheduling algorithms that explicitly take delay-

constraints into account (such as the ones presented in [67], [68]) are not included in the math-

ematical analysis. 

4.1.1 Scheduling policies for constant-power systems 

All policies in this section will schedule exactly one user per channel block and, if scheduled, 

each user's power is the same. In what follows, and in particular in Figures 4.2 and 4.3 which 

present numerical results (details are discussed in Section 4.3), the different scheduling and 

power allocation policies are referred to by their equation numbers stated below. 

4.1.1.1 User selection based on weighted feasible rate 

Scheduling policies which schedule user rn in channel block k according to a weighted value 

of the instantaneous feasible 3  rate Rj [k] of the user are given by 

Sn = arg max sRj[k] 	 (4.1) 

3The well-known capacity equation for an Additive White Gaussian Noise (AWGN) channel is used to estimate 
the rate Rj [k] from a given power Pi[k] in this case. Moreover, the channel power gain hi[k] is assumed to be 
known at the transmitter, so that it can be exploited for scheduling decisions and/or transmit-power allocation. 
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The power allocated to the scheduled user is constant, i.e. 

Pm[k]=P 
	

(4.2) 

This power allocation rule is used by all scheduling policies with a constant transmission-power 

constraint. 

Examples of suggested schedulers in the literature that use this scheduling policy include: 

• In the maximum sum-throughput scheduler 4 , the weighting factors are all equal, i.e., 

= 1. 

In the Proportional Fair (PF) Scheduler [20], pi is inversely proportional to the average 

throughput T[k] of the user in a past window, i.e., pi = 

In [67] proportional fairness is suggested with payloads Cj depending on the specific 

application (j 

• In [69] this policy is suggested in a generic form to maximise throughput relative to 

pre-specified target ratios. 

Although the PF scheduler is included in the numerical results in Section 4.3, it is not included 

in the new analytical framework in Section 4.2. The main reason is that delay-tolerant applica-

tions are considered only: in this case any dynamic adaptation (e.g. as above by T2 [k]) of the 

scheduler parameters Aj is actually counter-productive with respect to the achievable long-term 

average rates we are interested in. Further details are discussed in Section 4.1.3. 

4.1.1.2 User selection based on weighted channel quality 

This policy is given by 

m = aig max h[k] 	 (4.3) 

where h[k] is the instantaneous power gain of user i's channel. In constant transmission power 

systems, this is equivalent to a policy which schedules the user with highest weighted received 

4 1n [18] power control is used to achieve capacity. The same selection policy (4.1) maximises the sum-capacity 
under a constant transmission-power constraint. 
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Signal-to-Noise ratio (SNR). 

This policy was suggested in the literature as follows: 

• In [70] this policy is suggested in two forms: maximum throughput (Ai = 1) and propor- 

tional fairness 	= 11h1 ), where h1  is the long-term average channel power gain. 

. In Chapter 5 of this thesis, the policy is suggested in a generic form to achieve pre-

specified resource-sharing ratios. 

4.1.1.3 User selection based on feasible rates with rate offset 

In [42] it is suggested to maximise the average total system performance while satisfying 

pre-assigned "time-fraction" (channel-access rate) requirements of the users. The proposal 

is generic and applicable to any system performance measures. This scheduling concept is 

included in the comparison with the assumption that throughput is the system-performance 

measure to maximise. The resulting scheduling policy is given by 

m = arg max (Rj[k]+vi) 	 (4.4) 

where. Rj[k] is (as in Section 4.1.1.1) the feasible rate for user i in channel block k and uj is a 

rate offset which is adjusted such that pre-assigned resource-sharing constraints are achieved. 

4.1.1.4 User selection based on the cumulative rate-density function 

In [43],  [71] scheduling based on the cumulative density function (CDF) of user transmission 

rates R(k) is suggested. The concept is to schedule the user whose rate is high enough, but 

least likely to take even larger values in other (e.g. future) blocks. This scheduling policy is 

given by 

m = azg max (FR. (R4k])) Wi 	 (4.5) 

where Fp (.) is the CDF of the user's feasible transmission rates. The parameters w1  are used 

to scan different possible operating points of the system. 
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4.1.2 Scheduling policies for variable-power systems 

4.1.2.1 User selection based on weighted feasible rate with water-filling power allocation 

In [72] "Proportional Fairness" with QoS provision in downlink OFDMA is suggested. The 

user selection in each sub-carrier is based on PF scheduling ([20], see also Section 4.1.1) and 

the power Pm[k] is allocated using the "water-filling approach": 

Pm[k] = max (a2 
[ 	- h,, [k]' °) 

with user-individual factors A = 	that depend on the average rate Tm  recently achieved xTM  

for user in in a moving time-window of limited size. The factor A is adjusted such that a 

specified average power constraint is met. 

A generalised version of this concept is used for the comparison-study: user selection is car -

ried out by the general selection policy (4.1) based on weighted feasible rates, and the power 

allocation for user m (who is assumed to be scheduled in block k) is given by 

Pm[k] = a2 
La

- 
 1 

 hm[kI] 	
(4.6) 

where [+ = max(x, 0). The factor A is again adjusted according to a long-term average 

power constraint, and /L m  are weighting factors used to pick a desired operating point. As in 

Section 4.1.1.1, the same comments apply with respect to a dynamic adaptation of the weighting 

factors (this is further discussed in Section 4.1.3). 

It should be noted that for constant weights 1j  for all users this is the same as the suboptimal 

Time Division (TD) policy given in [49, Section Ill-C]. The performance of this scheme is, 

although very close, not optimal in a strict sense (i.e., the performance point does not lie on the 

boundary surface of the ergodic capacity region with a time-division constraint). 

4.1.2.2 User selection based on weighted channel quality and simplified water-filling 

power allocation 

In [73] it is suggested to use a normalised-SNR-based user selection strategy with water-filling 

power control along the sub-carriers. However, the water-filling level A is adjusted irrespec- 

tively of the user selection policy. For comparison, a similar method is considered in a gener- 
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alised form: user selection is based on (4.3) and the power is controlled in the blocks according 

to 
2 1 1 	1 1 

Pm[k] = 	- h,, [k]
(4.7)  

Again ). has to be adjusted such that a long-term average power constraint is met. The difference 

to (4.6) is that the weighting factors j.i used in the user selection are not used in (4.7). 

4.1.2.3 User selection based on optimal scheduling policy under single-user selection 

constraint and water-filling power allocation 

The optimal resource allocation scheme under single-user selection per channel block is also 

included in the comparison-study. The scheduling policy is (3.33) and the power is controlled 

using the water-filling approach (4.6). 

4.1.3 Detrimental effect of a dynamic adaptation of the scheduler 

In general all scheduling policies achieve their maximum performance when the control pa-

rameters (such as weighting factors or rate-offsets) are constant. But with constant control 

parameters it is impossible to control the delay and, hence, schedulers for delay-constrained 

applications often have to be dynamically adapted. A popular example is the Proportional Fair 

(PF) Scheduler [20], which uses (4.1) to take scheduling decisions but with the rate weighting 

factors adapted according to pi = where T [k] is the "recently" achieved average rate in 

a moving time-window. Such (or any other) dynamic adaptation will decrease the achievable 

long-term average rate: this immediately follows from the convexity of the achievable rate re-

gions. We may think of two points (rate-tuples) on the boundary of the scheduler's rate region 

that are achieved for two different parameter settings. When the scheduler parameters dynam-

ically change between those two parameter sets, we can get the achievable rates pro-rata by 

time-averaging the achieved rates in both cases. Hence, we obtain a point on the straight line 

connecting the two points on the boundary of the rate region. As the region is convex, any point 

on this line will lie inside the rate region but not on its boundary and, therefore, any dynamic 

adaptation of the scheduler is inherently sub-optimal. The detrimental effect on the achieved 

rate will be the larger the larger the rate-differences between the two points are. Figure 4.1 

shows a diagram explaining this concept. 
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Figure 4.1: The detrimental effect of dynamic adaptation of the operating point of a scheduler. 
If the scheduler is operating at points A and B with equal probability, then the long-term average 
rate achieved by the scheduler is at point C which is not on the boundary of the capacity region. 

As delay-tolerant applications are considered in the chapter, we will, therefore, not include any 

scheme in the theoretical analysis that uses dynamic adaptation of the scheduler parameters. 

However, we will compare the numerical performance achieved by the PF scheduler with the 

delay-tolerant schemes investigated. 

4.2 Mathematical Framework for Performance Evaluation 

When a scheduling policy allocates rate to a single user only in each channel block, the maxi-

mum possible achievable rate (bits/sec/Hz 5 ) of user i who is scheduled in block k equals 

R4k] =log (1 + 
	

(4.8) 
0• ) 

for additive white Gaussian receiver noise with a variance of 0'2  - of course, (4.8) is the Shannon 

capacity for the AWGN channel. With AMC a rate close to capacity can be achieved (see, e.g., 

5 This relates to each Hz of bandwidth on the radio-frequency bandpass channel. Bandwidth is defined as the 
width of .a compact set of positive bandpass frequencies for which the signal spectrum is allowed to be non-zero. The 
occupied bandwidth in each real (IJQ) sub-channel of an equivalent complex baseband model is half the bandpass 
radio-frequency bandwidth. 
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[15]). In practice, wireless systems support a set of discrete rate values rather than a continuous 

range. However, our objective is not to evaluate the schedulers' achievable rates for some given 

set of practical modulation and coding schemes. Our goal is rather to evaluate the performances 

of scheduling schemes as such, without any system constraints that will change from one ap-

plication to another. Therefore, we can use the ideal formula (4.8) to relate "power" and "rate"; 

the relative performances 6  of various scheduling schemes will carry over into practice. 

In constant power systems, Pi[k] in (4.8) is constant in all blocks in which user i is scheduled, 

i.e., Pi  k] = P V k. In systems applying power control, Pi k] will be a function of hi [k] (see, 

e.g., (4.6)). 

Assuming that all the blocks have identical bandwidths and time durations, the average achiev -

able rate (bits/sec/Hz) of user i, in the blocks in which user i is scheduled, equals 

= Ti 	
log (1 + hi[rt]F'4n]) 	 (4.9) 

nESt 

with Si the set of indices of all channel blocks in which user i is scheduled. 

Of course, user i does not transmit in all blocks but rather in a ratio p i  of the total number of 

blocks. For a very large number of considered blocks this ratio converges against the probability 

that user i is scheduled and, hence, we set 

gi = Pr{i is the scheduled user} 	 (4.10) 

Thus, the achievable long-term average rate (bits/sec/Hz) of user i is 

FSii  E log (I +  

	

.2 	
(4.11) 

nES  

The averaging in (4.11) over the realisations hi [n] from the set Si of channel power gains can 

be replaced by an integration over a probability density function (PDF) of the random variable 

H2  by exploiting the fact that the random process created by a time series of realisations of H2  

6The "absolute" performance of a combination of specific modulation and coding schemes can often be approxi-
mated by (4.8) as well. An "acceptable" residual bit or frame error rate will often be achieved by a practical scheme 
with some (fairly constant) power-offset against the theoretical "zero-error" curve given by (4.8). 
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from the set Siis ergodic 7 : 

CO 

= / fH s (hi) log (i + h P(h) dh 

	

2 	
) 	

(4.12) 
Jo 	 a 

where 

	

1H1  (hi) = fH 2  (hi li is the scheduled user) 	 (4.13) 

is the conditional PDF of the channel power gain of user i, given that user i is scheduled (to 

transmit (MAC) or to receive (BC)). The PDF (4.13) is different from that of the actual channel 

power gain since the user is transmitting with higher probability when the channel gain is larger. 

Furthermore, note that 

f 	
= dFH2 (hj)

dhi  
112  (h) 
	

(4.14) 

with F112  (hi) the CDF of the channel power gain, h, over the blocks in which user i is sched-

uled (to transmit or to receive). We can write FH2  (hi) equivalently as follows: 

FH (hi) = FH2  (hji is the scheduled user) 	 (4.15) 

= Pr{H < hi is the scheduled user} 	 (4.16) 

- Pr{H < h, i is the scheduled user} 
Prfi is the scheduled user} 

Pr{H < h,i is the scheduled user} 	
(418) 

Qi 

Thus, we obtain 
d Prf Hi h, i is the scheduled user} 

Qdh 	
(4.19) 

Hence, we can rewrite (4.12) as 

P00 

	

= I VjJ(hi) log (i + h 
Pi(h)\ dh 	 (4.20) 

Jo 	 012 	) 

where 

VH (h i ) 	Pr{ H2  < h, i is the scheduled user} 	 (4.21) 
dhi 

For adaptive power allocation systems, the power Pi (hi) in (4.20) contains A which needs to be 

7 The scheduling decisions depend on the channel power gains of all users (and perhaps on a set of constant 
weighting factors), and all those channel power gains are assumed to form independent and ergodic random pro-
cesses. Therefore, the new random process, which is created by considering the power gains only when the user is 
scheduled, will also be ergodic. 
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adjusted to maintain the average power constraint P, i.e., A is selected such that 

P00 

= 	/ VH(hj)Pj(hj)dhj = P 	 (4.22) 
Jo i 

For systems with a constant-power constraint the situation is much simpler, as, if user i is 

scheduled in block k, P2  (hi [k]) = P and, hence, Pi  [k]= P. 

4.2.1 The functions gji(.) 

The next step in order to evaluate (4.20) and (4.22) is to derive the relation of vH (hi) in terms 

of the known weighting factors /L m  and the known unconditional channel PDFs fHm  (11m ) of 

all users. 

We consider policies that schedule no more than one user in each channel block (i.e., there is 

no time-sharing between any two users within a channel block with constant channel gain). 

In order to find the probability that a user is scheduled we define, as a novelty, continuous 

non-decreasing auxiliary functions 9ij  (h2  [k]) which can be used as follows to take scheduling 

decisions: 

user i is scheduled in block k if and only if h[k] < gjj (hi [k]) Vj 	i 	(4.23) 

By (4.23), the functions g (hi [k]) are as yet only implicitly defined. A description is provided 

below of how to obtain them; of course, they will depend on the specific scheduling policy 

chosen. The functions gjj  (h [k]) describe the borders of the regions within the channel-gain 

vector-space h = {h1, h2, . . . } over which the different users are scheduled. In what follows the 

block index k are dropped, as the functions 9ij (.) actually describe how decisions are taken by 

some policy for a given set of channel coefficients  ("channel state"). 

In general, the scheduling policies we consider have the format 

m = arg max y(h) 	 (4.24) 

course the coefficients depend on the block index k and therefore the value of gij() will also depend on k. 

The scheduling policy itself that is described by 9ij () is, however, not dependent on the block index k. 
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where yj is an increasing function of h. Then the only possibility that user i is scheduled is ill9  

the channel power gains h3  Vj i are below certain values which are specified by the g2 (h) 

functions. 

For example, if the scheduler is applying policy (4.3), i.e. y2 (h1 ) = jth, then user i is sched-

uled if for every other user j 0 i 

<! 	= g 3  (h) 
Ij 

(4.25) 

This defines the function gjj  (h2 ) for this scheduling policy. 

As another example, the scheduler may be applying policy (4.1), i.e. y(h 2 ) = pjR,= 

pi log (1 + h ). Then user i is scheduled if for every other user j 54 i 

y3  (h3 ) < y(h) 	 (4.26) 

Aj log (i +j log (i + h2 -!) 	 (4.27) 

P 
1 + h— < exp 	log (i + 	 (4.28) 

I Pj  
- 

(1 + hi   
(4.29) 

The derivation for scheduling policy (3.33) and power allocation policy (4.6) is given in Ap-

pendix B. I. Using the applied procedures in these examples, we can also obtain 9ij  (hi ) for all 

other scheduling policies under consideration. The results for gij  (hi ) are summarised in Table 

4.1. 

Having defined the functions g13  (hi ), we can now go back to calculate vj-,2 (h2 ). We obtain 

from the definition (4.21) of 'VH f  (h2 ) and from (4.23): 

VH 1  (h2 ) = 
d-  Pr{H2  < h, i is the scheduled user} 	 (4.30) 

dh 
d 

- 
	

PrI Hi h, H3  < g 3  (H2 ) Vj} 	 (4.31) 
-: 

d 

= - f (fH(X) H Pr {H 	 dx 	(4.32) 
dh2  

9 if and only if 
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m 	Pm 	 g2 (h) 

Ai 

(1+h) lj 1 

	

(4.1) 	(4.2) 	 a7 
P 
aT 

	

(4.3) 	(4'.2)(4.7) 	 Ii h. 
/tj 

	

(4.4) 	(4.2) 	
(exP(vi _Vj) [i+. ] _ i) + 

P 

	

(4.5) 	(4.2) 	 F 1  H ([FHi  (hi )] 'OWi) 

	

(4.1) 	(4.6) 	--  
ij 	: hi  > 	and 0 : h <  A ) th 	 Ai 

	

(3.33) 	(4.6) 
iw[_)' exP(_*._1)] 

	

:h>--- 	and 	0: 

	

th 	 IL, 

W[y] is the Lambert function [60], which 
is the inverse of y = W exp(W) 

Table 4.1: gj3  (hi ) for the scheduling policies under consideration. Each scheduling policy is 
characterised by a selection policy to select the user rn in block k, and a power-allocation policy 

Pm for the scheduled user. In the table we refer to the equation numbers of these policies. The 
block index k is omitted for brevity. 



with (4.32) following from the independence of the channel power gains of the users. From the 

differentiation of the integral in (4.32) we obtain 

VH 2 (hj) = fH(hi)fJPr{H, < g, (h)} = fH2(hi) JIFH, (g23  (h)) 	(4.33) 

ji 	 ji 

with fiq the (unconditional and stationary) PDF of user i's channel gains and FH) (h3 ) = 

f
hj fH3 (x)dx the unconditional CDF of the channel power gains for the users j. 

01  

Equations (4.20) and (4.22) can now be evaluated by using VH (h i ) according to (4.33). Note 

that (4.33) involves the known simple channel models (unconditional PDFs and CDFs) for the 

users' channel coefficients. The structural properties of the scheduling policy and the power 

allocation scheme are completely captured by the newly defined g,(h)-functions: by use 

in (4.20), these g 3 (h2 )-functions allow for a simple evaluation of the achievable rate of any 

scheduling policy with single-user selection in each block k (see Table 4.1). By (if necessary 

numerical) evaluation of the integral (4.22), the g 3 (h)-functions also allow to adjust the con-

trol factor A which is used, e.g., in power control policy (4.6). Note that the evaluation of 

(4.20) and (4.22) by means of the g  (h)-functions is a great simplification in comparison to a 

time-simulation of the scheduler with its associated power control strategy and time-averaging 

of the rates over "many" channel realisations to obtain statistically significant values for the 

rate-averages. Moreover, the gj j  (h)-functions provide a useful tool for an analytical character -

isation of scheduling policies; we provide results in Section 4.3 that would, due to the extensive 

simulation time required, be very hard to obtain by simulation and time-averaging. 

4.3 Numerical Examples 

Equation (4.33) is applied to evaluate (4.20) and (4.22) under the assumptions that the mag-

nitudes of the users' channel coefficients have Rayleigh (3.3), (3.4) or Rice (3.5), (3.6) dis-

tributions. The two-user case is considered in two examples. This is for clarity only, as it is 

difficult to visualise and compare higher-dimensional rate regions. Of course, the mathematical 

concepts and the results from Section 4.2 can also be applied to the general M-user case. More-

over, the numerical results for the two-user case presented below provide interesting insights 

that will carry over to the M-user case. 

Figures 4.2 and 4.3 show numerical results. Similar to Table 4.1, the user selection policy and 
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power allocation policy of each scheduling scheme shown in the figures are indicated by their 

equation numbers. 

In Figure 4.2 the achievable rates (in bits/sec/Hz) are depicted using the policies which schedule 

a single-user per channel block with constant transmit power. The assumption here is that the 

first user has a Rice fading channel (ic = 10), with a long-term average channel power gain 

that is 10dB higher than that of the second user, who has a Rayleigh fading channel. Figure 

4.2 shows that the weighted feasible-rates policy (4.1) is the best (as expected by information 

theory, see Chapter 3). However, the weighted channel-gains policy (4.3) works almost as good 

for all operating points and, thus, is attractive for generic schedulers, as (4.3) does not need 

to assume a particular relation (such as the AWGN capacity equation) between "power" and 

"rate". Another advantage of this policy is that, unlike the weighted feasible-rate policy, it 

has a continuous probability distribution and thus, with probability of one, a single user will 

maximise the scheduler metric. 

Policy (4.4) coincides with the constrained capacity boundary given by policy (4.1) (which has 

the best possible performance for constant power) at the maximum sum-throughput point 10 . 

The latter is achieved by policy (4.1) when its weighting factors are all equal, and it is achieved 

by policy (4.4) when the rate offsets are all "zero". For all other points policy (4.4) has degraded 

performance in comparison to policy (4.1), and this degradation is larger when the system 

operates at low spectral efficiency (low sum-rate); the degradation at high spectral efficiency is 

however very small. Policy (4.5) is similar to policy (4.4) in that it has degraded performance 

compared to (4.1), but unlike (4.4) its best performance (again coinciding with policy (4.1)) is 

not at the maximum sum-throughput but rather on another operating point which depends on 

the fading channel models; that is why we observe different results in Figures 4.2, 4.3 for both 

policies. 

In Figure 4.3 we investigate scheduling policies involving power control. We assume Rayleigh 

fading channels for both users, with 10dB higher average channel power gain for the first user. 

For comparison, the constant-power policies investigated in Figure 4.2 already' 1  are also in-

cluded. The boundary of the ergodic capacity region for schemes using superposition coding 

and optimal power control are also shown for comparison. 

' °Policies (4.4) and (4.1) also coincide for the the trivial case that either user 1 or user 2 are scheduled all the 
time, but this is no longer a "multiuser case". 

1 There is no duplication in the results, as the channels are different from those in Figure 4.2. 
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Figure 4.2: Achievable long-term average rates of the constant-power-per-block scheduling 
policies for the two-user case. The scheduling policies are indicated by their equation num-
bers in the legends; (4.2) is the equation number of the constant-power allocation policy. The 
channel coefficient of the first user has a Rice-distribution (,c = 10), while Rayleigh fading 
applies to the second user. The average channel power gain of user 1 is 10 dB higher than that 
of user 2. The Round-Robin policy schedules user 1 in odd-numbered channel blocks and user 
2 in even-numbered blocks, regardless of their channel coefficients; power allocation is also by 
(4.2). 
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Figure 4.3 demonstrates that power control is helpful for the users with low-spectral efficiency 

(low rate), while using constant power is justified when operating at high spectral efficiency. As 

a compromise, we may use a limited number of different power levels (as long as this does not 

cause interference problems) to be better able to support users with bad channels. The power 

allocation using water-filling in single-user selection means allocating more power when the 

channel is better. In multiuser communication, it also means allocating more power to the 

user with higher rate-reward p. Thus, policy (4.7) is a bad choice. The selection policy (4.1), 

combined with power allocation policy (4.6), gives a performance very close to the theoretically 

optimal policy (3.31). Policy (4.3), which again performs very well under constant-power 

constraints, could, in principle, be used in conjunction with the power allocation policy (4.6). 

As the latter, however, depends on the channel noise model (it is optimal for a Gaussian channel 

and assumes the AWGN capacity to relate power and rate) the advantage of (4.3) (independence 

of a particular power-rate relation) in the constant power-case would not carry over: hence, we 

better use selection policy (4.1). 

Furthermore, the operating points of the proportional fair (PF) scheduler [20] are also included 

in Figure 4.3 with different sizes of the window over which the average throughput is computed. 

Note that the PF scheduler does not allow for a trade-off between user-rates, i.e., a particular 

"average" point that lies within the capacity region is implicitly picked by the policy. Hence, 

PF scheduling does not allow for a flexible choice of the operating point which is a major 

disadvantage compared to other policies investigated. 

From the performance-points of the PF scheduler in Figure 4.3 we observe that the smaller 

the size of the window is, the stronger are the fluctuations in the values of 1a (see Section 

4.1.1.1). In order to operate close to capacity boundary, the variations in the weighting factors 

should be minimal (constant values are preferred, see Section 4.1.3). This fact indicates that 

scheduling algorithms which depend on any dynamic measure (like .the queue size or recently 

achieved rates) to adjust ,.i have degraded performance. When traffic load is dynamic but delay 

constraints are relaxed, a better approach is to define windows over which the 1L-values are 

constant, and the values may be updated for the next window depending on the current traffic 

load. 
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4.4 Conclusions 

In the literature, there exist many channel-aware scheduling schemes for the multiuser wire-

less channels. In this chapter, many of the known schedulers which are applicable for delay-

tolerant applications over centralised wireless networks are analysed and compared based on 

the concepts presented in Chapter 2. The outcome of this comparison study is to understand 

the drawbacks of not applying the optimal scheduling policies presented in Chapter 3. A new 

generic mathematical framework is suggested to systematically analyse and compare the capac-

ity regions achieved by the considered scheduling policies. The analysis is accompanied by a 

case-study of the two-user case to illustrate the theory. The multiuser scheduling algorithms for 

wireless networks are compared in terms of their efficiency in allocating the physical resources 

(power and bandwidth), across the whole range of possible operating points. Based on the 

results of the case-study, we know that some scheduling policies are good for some operating 

points only, as they are not generic. There are policies which can be used in generic schedulers, 

such as (4.3), because they have close-to-optimal performance for all operating points on the 

capacity boundary. Achieving any kind of fairness between users or maximising any perfor -

mance metric of the network should be done by properly adjusting the control parameters of 

the Optimal scheduling policy, and not by using a different scheduling policy. 

Dynamic "on-line" variation of the weighting factors degrades the performance and will be 

avoided by a good scheduler if the applications are delay tolerant. However, in case of delay 

sensitive applications, some real-time adjustment of the control parameters is needed. This is 

known as the trade-off between throughput and delay constraints. If the system traffic load is 

dynamic, the weighting factors should be updated according to the changing conditions of the 

system as discussed in Chapter 5. 
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Chapter 5 
Generic Flexible and Optimal 

Scheduler Structure 

Good schedulers for wireless networks should have two important features: (i) optimality in 

allocating the physical resources, and (ii) flexibility in controlling the operating point of the 

network. As discussed in Chapter 2, the proper way to define optimality of a scheduler is to 

operate at Pareto-optimal conditions in which we can not increase the rate of one user with-

out decreasing the rates of other users or using more physical resources. In order to operate 

at the Pareto-optimal points, there are unique scheduling policies that achieve these optimal 

conditions for the specific systems' constraints. The optimal scheduling policies have control 

parameters - such as weighting factors - which control the allocated resources and rates to 

every user. Thus, proper selection of the scheduling policies' weighting factors allows to oper-

ate at any of the points within the set of Pareto-optimal operating points. A flexible scheduler 

provides the network operator with the possibility to select to operate at any of the possible 

Pareto-optimal points. Thus, a flexible scheduler should allow to control the weighting factors 

of the optimal scheduling policies based on ,e.g., fairness criteria. 

In this chapter, a flexible and optimal scheduler for centralised wireless networks is suggested. 

Two algorithms - offline and online versions - are suggested to control the weighting factors 

of a close-to-optimal scheduling policy based on the resource sharing fairness criteria. The 

scheduler is proposed for systems applying the practical constraints of single user selection and 

constant transmitted power per channel block. Furthermore, the suggested "on-line" algorithm 

to control the weighting factors of the scheduling policy provides with the possibility to enforce 

some restrictions on the delay of the packet transmission in a way similar to the approach 

applied in the well-known proportional fair scheduler [ 20]. 

A description of the suggested scheduler is provided in this chapter followed by the simulation 

results to show how the suggested algorithms allow to achieve the flexible fairness constraints. 

Furthermore, the multiuser diversity gains that can be achieved by the scheduler are analysed. 
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In order to make this chapter easy to follow, the detailed proofs of the derived equations are 

presented in Appendix C 

5.1 Resource-Sharing Fairness 

As well-known, maximising the sum-throughout over a wireless network - by always transmit-

ting only over the best channel - will result in users with good channels dominating the network 

access and in "unfair" allocation of the air-link resources among the users. The proportional 

fair scheduler (PF) [20] provides a good compromise between multiuser diversity gains and 

fairness. However, it has the drawback that it does not provide any flexibility in controlling the 

resources share given to each user. As well-known, the resources demands differ depending 

on the services requested by the users or the pricing policy, etc. Thus, more generic scheduler 

structures are needed which obtain multiuser diversity gains while still maintaining the fairness 

and the Quality-of-Service (Q0S) requirements. 

Among many others one can identify two approaches in the literature that provide additional 

flexibility in allocating the resources to the users: proportional user-rate ratios [61] and pro-

portional channel-access ratios [42]. The first approach provides throughput fairness by con-

trolling the rates of the users relative to each other, while the latter provides resource-sharing 

fairness by controlling the amount of air-link resources allocated to the users relative to each 

other. However, the definition of fairness is ambiguous in the case of wireless networks. This is 

because some users may demand more channel access than others depending on their channels. 

Thus, achieving throughput fairness in wireless networks may lead to users of bad channels oc-

cupying most of the air-link resources and to severe degradation in the achievable total through-

put of the system. Alternatively, if the resources are divided fairly between the users, then every 

user will have throughput rates according to his average channel quality without degrading the 

service for other users. 

5.2 Background of the Suggested Scheduler 

The aim of the suggested channel-aware scheduler is to achieve pre-selected resource-sharing 

constraints in systems applying constant transmit power and single user selection per channel 

block. Although one solution was provided in [42],  the problem is re-visited in this work 
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to propose improvements from a practical perspective. In [42] it was suggested to maximise 

the average total system performance while satisfying pre-assigned channel-access ratios (for 

example, the percentage of time slots in a TDMA system) of the users. The proposal is generic 

and applicable to any system performance measures. The resulting scheduling policy is (4.4). 

The disadvantage of this policy is that it always favours the better-channel user. Although it 

guarantees the allocation of a share of the resources to all users, it is unfair in that the user of the 

better channel accesses the network with better channel relative to its average so that users with 

better channels obtain higher multiuser diversity gains. Furthermore, as shown in Figure 4.2, 

this policy is not optimal because it operates away from the boundary of the capacity region 

except at the maximum sum-throughput point. 

As a better approach to the problem, we can apply the resource-sharing constraints as suggested 

in [42], but - unlike [42] - we use a different "on-line" scheduling policy (i.e. different than 

the one proposed in [42], refer to equation (4.4)). The proposed scheduling policy, namely the 

Channel-Quality-Based scheduling policy, is defined by the selection strategy (4.3). In [74], 

[70] the scheduling policy was suggested in two forms: maximum throughput and proportional 

fairness'. Furthermore, analysis of the performance of this policy for these two operating points 

was provided in [75].  The scheduling policy (4.3) is suggested in this work in a novel generic 

form to meet general resource-sharing constraints. As shown in Figure 4.2, the generic channel-

quality-based scheduling policy have close-to-optimal performance over all possible operating 

points. Thus, it can be used in generic schedulers. Furthermore, it has an advantage over 

the optimal scheduling policy (4.1) that it does not need any further computations based on 

the channel quality measurements to obtain the feasible rates of the users. Furthermore, with 

probability one a single user should maximise the scheduling metric (4.4), while in (4.1) more 

than one user may maximise the metric based on the system supported rates. 

In the new approach, the scheduler is divided structurally into two main parts. The first part 

decides the long-term average channel access ratios (resources-sharing) for each user (ar), 

and the second part takes the channel variations into account and schedules the transmissions 

in order to achieve multiuser diversity gains. We are not concerned about the selection of 

resource-shares given to each user: this is a degree of freedom which helps to define suitable 

fairness criteria among users or to differentiate between users based, e.g., on the pricing policy. 

'We prefer to call this point The Equal Resource-Share Fairness operating point. Refer to Appendix C.2 for a 
proof. Although the name proportional fairness was given in [70],  the original proportional fairness scheduler is 
different because it is based on a different scheduling policy; the maximum weighted feasible rate policy. 
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The main contribution is the proposal of iterative algorithms that control the weighting factors 

fL of the scheduling policy (4.3) so that general resource-sharing constraints can be met. 

Some examples of the possible approaches to decide the channel access ratio  include giving 

all users the same amount of channel access regardless of their location or in a weighted ver-

sion dependent, e.g., on a pricing policy or on location by giving bad channel users a higher 

percentage of channel access. In addition, if some applications require maintaining long-term 

average rate constraints, the resource shares can be selected so that users with rate constraints 

receive an amount of the resources sufficient to achieve their rate constraints. Furthermore, in 

case of bursty applications in which the rate demands vary with time, some feedback can be 

applied to update the assigned channel access ratios to the users on a regular basis so that the 

instantaneous rate demands are taken into consideration. 

As an example, if the network load is mainly data traffic, then the network operator may divide 

the users into two groups based on their average link quality (i.e. distance from the base station). 

The users within each group receive identical amount of channel resources (i.e. channel access 

ratios). However, a user within the bad-channel group receives twice the amount of channel 

access rate than a user within the good-channel group. So, if we assume that there are 4 users 

with good channel and 3 users with bad channel, then each user of the first group will be 

allowed to access the channel 0.1 of the time, while each user of the second group will access 

the channel 0.2 of the total time. As another example, if we assume that there are two group 

of served applications based on the rate requirements (one application requires twice the date 

rate than the other), then the users can be grouped based on their application where the users in 

the same group receive identical amount of resources, but different than the other group. In this 

example, the users in one of the two groups will receive twice the channel access ratio than the 

users in the other group. 

5.3 Generic Channel-Quality-Based Scheduling Policy 

This scheduling policy is based on the selection strategy (4.3). 

2 1n general, the physical resources in wireless networks are mainly the transmission power, the time and the 
bandwidth. Since, we are considering constant power systems, the differentiation between users in terms of re-
sources shares is corresponding to the shares of air-link resources (bandwidth and time) that they are receiving in 
the long term. The transmission power remains constant and is not controlled according to the resource sharing 
fairness constraints. 
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5.3.1 Achievable rates and access ratios with constant parameters of the schedul-

ing policy 

The long-term average achievable rates using the suggested scheduling policy (4.3) in its generic 

form for a given transmit power P are 3 : 

R, (P 
= 10 

fH(x) fl F  log +x 
\j I 	

)dx 	(5.1) 

where fH  and FHj  are the stationary probability density function and the cumulative distribu-

tion functions of the fading process of user i respectively. 

The percentage of channel access which user i gets (channel access ratio ar2 ) is: 

ari=f
fH;(x)HFHj (! x"idx 	 (5.2) 

0 

The proof of (5.1) is given in Chapter 4. The derivation of (5.2) is given in Appendix C.1. 

5.3.2 Capacity region analysis 

From Figure 5.1, which is for the Rayleigh faded channels, we see that the performance of 

the proposed scheduler which uses a constant power scheme is close to the ergodic capacity 

region boundary, obtained from information theory (requires the application of SC with SIC 

at the receivers, and power control), especially when the system is operating at high spectral 

efficiency (bits/sec/Hz). For network scenarios which involve users with bad average channel 

qualities causing low spectral efficiency, the performance of the proposed scheduler is not close 

to the capacity because it applies constant power instead of the optimal water-filling power 

control needed to achieve capacity. However, it should be kept in mind that the transmitted 

power using such A scheme may vary a lot which may cause interference problems. 

3 The weighting factors in (4.4) are assumed to be constant in the derivation of (5.1). However, constant weighting 
factors are applicable when the applications are delay-tolerant. If the weighting factor are updated continuously as 
in the real-time algorithm, then the performance will be slightly degraded. The degradation depends on how big the 
fluctuations are in the weighting factors. 
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Figure 5.1: The ergodic capacity region of two-users case and the performance of the proposed 
scheduler. The channels of the two users are assumed to be Rayleigh faded. Four different 
cases in terms of the long-term average channel qualities Ii are shown 

76 



5.4 Algorithms to Achieve Resource-Sharing Constraints 

Two designs are proposed to find the appropriate weighting factors in order to achieve the pre-

selected long-term average channel access ratios of the active users. 

5.4.1 First design: off-line calculation of the weighting factors 

The first design involves off-line calculation of the weighting factors jLj for the different users. 

This design is applicable when the channels statistics are known in advance and are not chang-

ing with time. In the case of mobile users, the average channel qualities change as the users 

change their locations. In such cases, this design can not be applied. However, if the changes 

in average channels' qualities are slow, then the design can be applied by repeating the cal-

culations from time to time once a change of the channels' average values or distributions is 

detected. In real-time operation, the weighting factors are constant, and thus, this design is 

applicable to delay-tolerant applications only. 

The weighting factors jL are calculated in an iterative algorithm. The initial values of the weight-

ing factors are chosen to be close to the actual operating point, and the updating increments in 

each iteration are selected such that stability and fast convergence towards the operating points 

are achieved. 

The initial values are selected to be: 

(0) = ar 
hi  

(5.3) 

ar2  is the desired access ratio. The suggested initial values are based on our observations that 

they give good starting points for the algorithm and help to achieve faster convergence of it, 

i.e., the initial choice is heuristic and based on experience. 

In each iteration I we compute4 : 

co
/\

fH(x)flFH (! x  )dx 	 (5.4) 
J 	 ji 	\1 	J 

4Obtained from (5.2). 
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Then we update i for the next iteration: 

(1+1) 	(1) A 1) \ 
+ -=--- (an - ar2( ) 
	

(5.5) 
h2  

The main motivation behind this procedure is that if, for a given selection of weighting factors, 

a user accesses the channel more often than required, we produce a small decrement in his 

corresponding weighting factor (which will let the user access the channel less), and vice versa. 

Furthermore, with the suggested way to update ,, we guarantee that always (Ei  pi hi  = 1) and 

this provides stability to the algorithm because it avoids the case that the weighting factors are 

updated independently of each other. The ratios of the weighting factors affect the operating 

point of the system, not their magnitudes. 

The iterations terminate when the error in ar is within a pre-selected error tolerance. In (5.5), 

the selection of step size A affects the speed of convergence. Selecting too small A will make 

the convergence slow. However, if A is too high, the error will diverge. Hence a compromise 

for A must be found, which can be easily done heuristically by a variety of different choices; 

according to our experience this is by no means a critical issue. 

5.4.2 Second design: real-time adaptation of the weighting factors 

There are two main reasons for selecting a real-time adaptive approach. First, applying the first 

"off-line" approach requires that the channel fluctuations statistics (probability density func-

tions) be perfectly known. This might not be the case. Second, an adaptive design is applicable 

in the case of mobile users, since it is based on the real-time measurements of channel condi-

tions. 

Thus, similar to the first design, the approach is to initially choose the weighting factors to be 

equal to 
ari 

9i 101 	 (5.6) 
hi 

Alternatively, better initial values can be obtained from the off-line approach, i.e., both designs 

are used: the first one to have very close initial values, and the second adaptive one to maintain 

the required ar even when the users are moving. 

At each time index k, one user is scheduled in each frequency band b (refer to Figure 1.1) 
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according to the scheduling policy: 

m = arg max [k]h[k,b] 	 (5.7) 

Then, based on scheduled users, the real-time measured channel-access ratios are updated: 

	

61[k]( 
	

i\ 	 1B2 [k] 
= l--la[k-1]+- B 

	
(5.8) 

tc) 

B is the number of frequency (fiat faded) slots within the total bandwidth, and B[k] is the 

number of slots in which user i is scheduled to transmit (or receive). The scalar t is the 

number of time slots which define the size of the window over which the channel access ratios 

are measured. The larger t the better. This is because high t prevents big fluctuations in 

ji. However, t should not be too big as this will lead to an unwanted delay in adapting the 

weighting factors to changes in the channels statistics. The parameter t allows the network 

operator to choose a suitable trade-off between the throughput gains and the delay restrictions. 

In a similar way, the real-time measured average channel qualities are updated: 

B 
1 

	

h2[k] = 1' l_ 	[k—l]+h[k,b] 	 (5.9) 
t) tcB 

b=1 

The values of p are updated for the next time slot according to the following formula: 

(ar—ó[k]) 	 (5.10) 
hi  [k] 

Our experiments show that in the real-time system, L should be much smaller than for the 

off-line calculations. For example, in our simulation results shown in Sec 5.5, the value of 

for the off-line calculations was in the range (0.3 to 1.0), while for the on-line approach, the 

value of A was two or three order of magnitudes smaller than the off-line case with values in 

the range (0.0001 to 0.005). 

5.4.3 Empty queues 

When a user is scheduled according to policy (4.3) but has an empty queue or a required rate 

less than the feasible rate supported by the instantaneous channel of the user, then this user is 
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not scheduled for this time slot and another user is selected. In wideband systems, if a user 

is scheduled to transmit on a number of frequency bands that exceeds the number of bands he 

actually needs, then those extra frequency bands are made available for other users. 

5.5 Simulation Results 

5.5.1 Simulation of the off-line calculations approach 

A simulation of the off-line calculations approach was performed. It was assumed that there 

were six users with relative average channel qualities: 

h = [1 1 0.6 0.4 0.4 0.1] 

The required access ratios ar were assumed to be: 

ar = [0.15 0.1 0.3 0.12 0.13 0.2] 

The error 11ar - ar ( ' ) 112 over the number of iterations I is shown in Figure 5.2 for different 

values of step size L. We see that after very few iterations, the error in the access ratios is 

negligibly small. 

The reason of the almost linear error convergence with relation with the number of iterations is 

due to the fact that we are optimising over a hyperplane (Ei  ari  = 1). Thus, regardless of the 

distance or direction of the operating point from the desired point, the concavity of the surface 

is similar, and is actually flat (no concavity). 

5.5.2 Simulation of the real-time adaptation approach 

Another simulation was conducted for the real-time approach. Here, it was assumed that there 

were four users with relative average channel qualities: 

ii = [1 1 0.6 0.2] 
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The required access ratios ar were assumed to be: 

ar = [0.2 0.15 0.25 0.41 

It was assumed that after some time the forth user has a better channel 64 changes from 0.2 into 

0.6). Figure 5.3 shows how the system updates itself to maintain the required channel access 

ratios. Again it is clear from the figure that the proposed algorithm provides quick convergence 

to overcome the effect of changing average channel qualities of a user. For example, when the 

average quality of the channel of user 4 improved, it was just for a short period that user 4 got 

higher channel access than required while the other users got lower channel access than their 

assigned ratios. However, with the application of the "real-time" algorithm, the system was 

able to update the weighting factors and the scheduler was able to maintain the required access 

ratios of the users again. 

In Figure 5.3, the time scale is dependent on the parameters t, A. There is a trade-off between 

how fast the system response to a change in channel conditions and the fluctuations in the 

system's response (i.e. fluctuations in the weighting factors and in the measured access ratios 

in a previous window). As discussed in Chapter 4, the fluctuations in the weighting factors 

decreases the long term average rates. However, in order to prevent big fluctuations, t should 

have a large value. This will result in longer time scale until a system can respond to a change in 

channels' conditions as the system is averaging over ,  a window defined by t and hence it does 

not detect the change directly. Thus, a compromise between rate gains and system response 

time is needed. Furthermore, the value of A does not affect the fast fluctuations in the response 

but rather the response pattern of the system (i.e. the ripples (peaks) in the system response 

until it reaches a steady state point). 

5.6 Multiuser Diversity Gain Analysis 

One of the approaches that is used in literature to analyse the performance of schedulers is 

by evaluating the multiuser diversity gains achieved by the schedulers (i.e. the analysis of the 

system's throughput gain over a Round-Robin system in which no channel-state information 

is used in the selection strategy). In [20], the multiuser diversity gain was defined as the ratio 

between the rates achieved by the channel-aware scheduler to the rates achieved by a Round-

Robin policy. In this work, we would use a different approach to define multiuser diversity gain: 
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the ratio between the long-term average channel quality of the channel instances over which the 

user is scheduled to transmit (receive) h to the' actual long-term average channel quality of the 

user /1. 

E[h] 
gain 	 (5.11) 

E [h]  

Using the suggested scheduler, h has the distribution: 

(LL1 '  

7H,(x) = 
	" 	" fpj2 (x) 	 (5.12) 

ar 

Refer to Appendix C. 1 for a proof. 

The reason behind selecting this definition for the multiuser diversity gain and not applying 

the definition in [20] is that the rate ratios depends on the system SNR (Signal to Noise Ratio). 

Thus, applying the approach in [20] will give different measures for the multiuser diversity gain 

dependent on the average SNR. However, using the selected approach (i.e. based on channel 

qualities), the value of the multiuser diversity gain will depend on the channel fading distribu-

tion (i.e. Rayleigh, Rice, etc..) and not on the SNR value. 

There are three factors affecting the multiuser diversity gain: 

• The number of active users in the system: as the number of active users in the network 

increases, higher multiuser diversity gains are obtained. This is because the probability 

of transmitting over very good channel conditions increases since the users' channels are 

assumed to be independent. 

• The channel statistics: as the variation in the channel quality increases, higher multiuser 

diversity gains can be obtained. For example, The gains with Rayleigh fading is higher 

than with Rice fading. When the variation of the channel quality is high, it becomes more 

probable that when the user is scheduled, he has very good channel condition relative to 

the average channel quality of his link, and hence better multiuser diversity gain can be 

obtained. 

• The channel access ratio of a user: for a given number of active users, if a user accesses 

the network less, he gets higher multiuser diversity gains. This is because it becomes 

more possible to schedule the user at the very best channel conditions of his link. 
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As an example on the relation of the multiuser diversity gain and the number of active users, 

Figure 5.4 shows the probability distribution of the normalised channel qualities over which a 

user is scheduled (/i) for the case of single, two, three and four users. This is for the case of 

equal resource-share fairness and Rayleigh faded channels. The multiuser diversity gains can 

be obtained directly from Figure 5.4 because the actual channels' qualities are assumed to be 

normalised (i.e. Ii = 1), and hence the gain equals E [Ii] which is shown in the figure. 

In the case of all users having Rayleigh fading, the multiuser diversity gain can be expressed as 

a function of the number of users (k): 

gain(k)
= k - (_1)i (4) = 

k 	
(5.13) 

Refer to Appendix C.3 for a proof of this formula. 

Figure 5.5 shows the dependence of the multiuser diversity gain on the channel statistics. It is 

demonstrated that higher multiuser diversity gains can be obtained when the channel variations 

are larger (such as in Rayleigh fading conditions). 

To give an example on the relation between multiuser diversity gain and the channel access 

ratio of a user, Figure 5.6 shows the probability distribution of the normalised channel qualities 

over which a user is scheduled (h) for the case of two users with different channel access ratios. 

The gain can be expressed in this case as (this is under Rayleigh fading assumption): 

gainj = 2 - ar 	 (5.14) 

Refer to Appendix C.4 for a proof of this formula. 

It is demonstrated in Figure 5.6 that higher multiuser diversity gains are obtained when the user 

accesses the channel less. 

5.7 Conclusions 

In this chapter, the schemes to adapt the control parameters of the optimal scheduling policies 

in order to achieve fairness constraints are considered. Since achieving throughput fairness in 

wireless networks may lead to users of bad channels occupying most of the air-link resources 
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and to severe degradation in the achievable total throughput of the system, resource-sharing 

fairness is considered instead. By applying resource-sharing fairness constraints, every user 

will have throughput according to his average channel quality without affecting the service 

of other users. Two new schemes are suggested to adapt the weighting factors in a generic 

channel-aware scheduler which allows one to meet pre-specified channel access ratios for the 

users in the system. The method has proved to be efficient, and the adaptive scheme is able 

to track channel variations. All schemes can be efficiently implemented and lend themselves 

to use in practical schedulers, e.g., in a base station or a wireless access point. The multiuser 

diversity gains of channel-aware scheduling schemes (relative to Round-Robin schemes) are 

analysed as well to study the relation between the multiuser diversity gains and the number of 

active users in the system, the fading statistics of the channels and the channel access ratios of 

the users. 
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Chapter 6 
Conclusions and Recommendations 

This chapter summarises the main results of this work by highlighting the important guidelines 

and key messages which are needed for the design of efficient and flexible multiuser scheduling 

schemes for centralised wireless networks. Furthermore, some research areas are suggested to 

follow on this important topic. 

6.1 Conclusions 

The main results and contributions of this work have covered fundamental topics related to 

the important research area of designing efficient schedulers for centralised wireless networks 

that can be flexibly controlled by the network operator. Although the example analysis of the 

two-user case, which is used in many parts of the thesis, does not provide an exhaustive hu-

merical evaluation of the scheduling policies considered, it highlights important results which, 

qualitatively, carry over to the general case. A summary of the main results is provided below. 

6.1.1 Optimality of schedulers 

. Channel-aware scheduling is needed to achieve considerable performance gains in wire-

less networks and to achieve the capacity limits. 

• Many trade-offs exist in the multiuser communication over wireless fading channels be-

tween the system capacity (throughput), and the quality-of-service of the served appli-

cations, the fairness between the users, the cost of the capacity in terms of physical 

resources and the system complexity. 

• The best definition for the optimality of a scheduling scheme is not to maximise the total 

throughput of the system, but rather to operate at Pareto-optimal conditions in which no 

user can have higher rate without decreasing the rates of other users or increasing the 

amount of physical resources. 
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• There is no contradiction between efficient resource allocation and achieving fairness 

and QoS requirements, taking into consideration that the efficiency of a scheduler is by 

operating at Pareto-optimal conditions. 

• A good scheduler uses a policy that enables operation at a Pareto-optimal point. This also 

means that the scheduler should operate at the boundary of the capacity region which is 

the set of long-term average achievable rates of the users for a given amount of physical 

resources. 

• Maximising any utility function or maintaining fairness criteria should be done such that 

a suitable operating point is chosen on the capacity region's boundary. 

• The optimisation problem (to find the optimal resource allocation schemes in order to 

operate at the capacity region's boundary) is to maximise a weighted sum of the long-term 

average rates of the users under the main constraint on the long-term average transmitted 

power as well as possible additional constraints based on the systems' capabilities. 

6.1.2 Examples of optimal scheduling policies 

• The optimal scheduling policy depends on the system constraints such as power control, 

but does not depend on the fading statistics of the users' channels. 

• In order to obtain maximum possible multiuser diversity gains, the multiuser diversity 

should be exploited in the frequency domain in addition to the time domain. 

• The optimal resource allocation scheme over flat-faded channel blocks involves applying 

CDMA (in uplink) or SC (in downlink) with SIC at the receivers. The number of users 

scheduled in a channel block varies depending on the channel conditions. 

• The optimal power allocation scheme is given by the water-filling approach: more power 

is allocated when the channel is better, and based on the operating point of the system 

some users get higher average power. 

• The optimal solutions (SC with SIC, and water-filling power control) are difficult if not 

impractical to implement. 

• With a single constraint on the total power transmitted, the optimal resource allocation 

schemes for the uplink and the downlink are exactly identical when orthogonal signalling 

is used. 
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. Under orthogonal signalling constraints, the optimal scheduling policy is (3.33) with 

water-filling power control. 

• Under orthogonal signalling and constant power constraints, either one user is scheduled 

or a maximum of two users share the channel. However, most of the time one user only 

is scheduled. Thus, if a single user selection per channel block is applied instead of 

orthogonal signalling, the performance of the system remains almost the same. 

• For constant power and single user selection per block, the best scheduling policy is 

(3.42). 

• Power control is useful at low spectral efficiency. Applying constant power constraint is 

justified if the system is operating at high spectral efficiencies. 

• Superposition coding with successive interference cancellation at the receivers can be 

useful in adaptive power systems, but is not needed in constant power systems. 

6.1.3 Comparison of known scheduling policies 

• Some scheduling policies are good for some operating points only, as they are not generic. 

There are policies which can be used in generic schedulers, such as (4.3), because they 

have close-to-optimal performance for all operating points on the capacity boundary. 

• Dynamic "on-line" variation of the weighting factors degrades the performance and will 

be avoided by a good scheduler if the applications are delay tolerant. However, in case 

of delay sensitive applications, some real-time adjustment of the control parameters is 

needed. This is known as the trade-off between throughput and delay constraints. 

• If the system traffic load is dynamic, the weighting factors should be updated according 

to the changing conditions of the system. 

• Achieving any kind of fairness between users or maximising any performance metric of 

the network should be done by properly adjusting the control parameters of the optimal 

scheduling policy, and not by using a different scheduling policy. 
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6.1.4 Generic flexible schedulers 

• Achieving throughput fairness in wireless networks may lead to users of bad channels 

occupying most of the air-link resources and to severe degradation in the achievable total 

throughput of the system. Alternatively, by achieving resource-sharing fairness, every 

user will have throughput according to his average channel quality without affecting the 

service of other users. 

• Two new schemes are suggested to adapt the weighting factors in a generic channel-aware 

scheduler which allows one to meet pre-specified channel access ratios for the users in the 

system. The method has proved to be efficient, and the adaptive scheme is able to track 

channel variations. All schemes can be efficiently implemented and lend themselves to 

use in practical schedulers, e.g., in a base station or a wireless access point. 

• The multiuser diversity gains of channel-aware scheduling schemes (relative to Round-

Robin schemes) depend on the number of active users in the system, the fading statistics 

of the channels and the channel access ratios of the users. 

6.2 Suggested Research Areas 

Examples of possible research areas to follow on the work done in this thesis include: 

• To investigate the optimal resource allocation schemes for more practical system's con-

siderations such as in MIMO systems or in systems using relays. To the best of my 

knowledge, the research on these topics has concentrated on point-to-point communica-

tion or on maximising the sum-throughput in multiuser operation. I suggest to investigate 

the optimal resource allocation schemes to achieve any of the Pareto-optimal points in 

these systems. In [76] a pioneering work in characterising the capacity region for MIMO 

BC channels was presented. 

• To characterise and quantise the different trade-offs existing in wireless networks, and to 

study the rational and good solutions for the contradicting requirements of the system. 

I believe that more research is needed to design good admission controllers for wireless 

networks. 

• To study the multiuser scheduling task taking into account the possible inaccuracy in the 
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channel measurement and estimation as well as the measurement delay. 

To study the Pareto-optimal scheduling schemes with strict delay constraints of the served 

applications, and for a mix of delay-tolerant and strict-delay applications. 
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Appendix A 
Proofs for Chapter 3 

A.1 Proofs for the Optimal Resource Allocation and Boundary Char-

acterisations 

A.1.1 Resource allocation 

The optimal resource allocation can be obtained by solving the optimisation problems defined 

in (3.14) such that the value of A is selected so that the condition (3.15) is maintained. Let's 

assume now that the value of A is correctly selected. Later on, when the proofs for the equations 

to characterise the boundary of the capacity region are provided, the way to select A by applying 

(3.23), (3.24) or (3.25) will become clear. 

The optimal power allocation P[k] for the problem in (3.14) can be obtained by the conven-

tional way well-known in calculus by differentiating with respect to the power P [k] 1 . Since the 

relation between the rate and resources (power) is a concave function (logarithmic), there is a 

unique solution (i.e. value of P[k]) to the problem: 

	

d ~ IM 	 1 
dI 

	

dP[k] 	
- AP[k] I = 0 	 (A.1) 

	

\i=i 	I 	i 

This is equivalent to: 	

d 	
M 	

)] - 

A = 0 	 (A.2) [ 	( 	, ri [k}  
dP[k] 

	

max ( d
dP[k] R[k]) - A= 0 	 (A.3) 

'As will be discussed soon, we have to differentiate with respect to transmitted power P[k] for BC channels, 

and with respect to received power PR [k] for MAC channels. 
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From the well-known relation between the rate and the power: 

h[k]P[k]'\ (A.4) R[k] = log(i+ 
0 2  ) 

P[k] 	1 	
dz 	 (A.5) 

PR[k] 	1 
dz 	 (A.6) 

-J 	a2 +z 

Although the relation (A.4) is valid in a single user channel and is not valid when we have 

multiple users sharing the channel and the total transmitted power, the derivative of the rate 

with respect to the power is the same in multiuser channels and can be obtained based on (A.5), 

(A.6): 

dR [k] - 	1 	 (A.7) 
dP[k] - 	+P[k] 

dRj[k] 	1 	 A8 
dPR[k] - a2  + PR[kI 

Equation (A.7) is valid for BC channels since the source of power is unique (the base station) 

although, from a user perspective, some of the received power is information and the remain- 

ing is interference. Similarly, (A.8) is valid for MAC channels since the receiver is unique 

although, from a user perspective, some of the received power is information and the remaining 

is interference. 

By substituting (A.7) into (A.3), we obtain the result in (3.16). Since the power can not be 

negative, the notation ( x+ = max(x, 0)) is added to the solution in (3.16). Note that the 

substitution (A = 0_2 A) is applied. The result is identical in the MAC channels case, and can be 

done by differentiating (3.14) with respect to received power PR[k] and substituting (A.8) for 

the derivative. 

The greedy algorithm procedure 2  to obtain the optimum rate allocation per user in a channel 

block is applying the same concept described above, but with gradually increasing the power 

and deciding the user to be allocated each small increment of the power until the total power 

is allocated. Note that with each small increment of power, the achievable rates of previous 

• 2The noise variance is not appearing in (3.17) and (3.18) because we were scaling with it: (A = a 2 )) and 

(z—). 
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allocated power are not affected since every new small increment of allocated power is to be 

decoded first and then successively cancelled so that it does not affect the previously allocated 

power. 

A.1.2 Boundary characterisation 

Due to the duality of the BC and MAC channels, the equations that characterise the boundary 

of the capacity region of either of them is applicable to the other one. That is why there are 

equivalent forms to characterise the capacity region boundary. 

A description is provided below for the structure of the proofs of thF given equations to char -

acterise the capacity region with an example to compute the achievable rates in MAC channels 

(equation(3.21)). The proofs of all other equations follow a similar approach. The proof of 

(3.23) is similar to the approach presented in Chapter 4. 

The achievable rates in MAC channels can be computed as: 

pco dR 
Ri=J ----P(i,z)dz 	 (A.9)

dz  

with 

P(i, z) Pr (u(z) > u(z) Vj =A i and u(z) > o) 	(A. 10) 

where the marginal utilities are defined by (3.18), and the derivative equals: 

dRj 	1 	 (A.11) 
dz 	1+z 

To solve (A.9) we need to evaluate the probability (A.10). Using (3.18) we can state the equiv-

alence 

u(z) > 0 	hi > 	
z) 

> 0. 	 (A.12) 
Ai 

Note that ).. > 0, as A is a Lagrange multiplier that introduces the "power price" (that can never 

be negative). 
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Using (A.12), the probability (A.10) can now be written as 

P(i, z) = Pr (ui(z) > 0 1 u(z) > u(z) Vi) . Pr (uj(z) > u(z) Vi) 	(A.13) 

= Pr (hi > (1± z) u(z) > uj(z) Vi) Pr (ui(z) > u(z) Vj) (A.14) 
Pi 

00 

= 	f fH (x I u(z) > u(z) Vj)dx Pr (uj(z) > u(z) Vj) 	(A.15) 

JAj 

00 

= 	
j fH(X,U(Z)>Uj(z)Vi) dx 	 (A.16) 

00 

7 

= f f(x) Pr (u(z) > u(z) Vi hi =  x)dx 	 (A.17) 

A(1+z) 

Since the fading processes of the users are assumed to be independent, we can write: 

00 

P(i,z) 
= 	

fH(x) . flPr(uj(z) > u(z) I hi  = x)dx. 	(A.18) 

JLj 

Now, we need to evaluate the probability 

Pr(u(z)>u3 (z) Ih=x) 	 (A.19) 

By using (3.18), the event u(z) > 	can be written as: 

u(z) > u(z) 	- 	> 	- 	 (A.20) 

or, equivalently, 
(A.21) 

aAhi 	h3  

with the abbreviation a 	(1 + z) > 0 and A > 0 and 0 < ILi < 1 Vi. As jt — Aj  can be 

negative, the left-hand side of (A.21) can be negative so we have to differentiate between two 
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cases: 

Case A: 	- j) + Aa> 0 	(jij ~ i) or 	< and h < 	)(A.22)/Ai 

Case B : 	 - ) + .\a < 0 	/2j < pi and hi > —k-- 	(A.23) 
1i /2j 

Case A With a = (1 + z) we obtain from (A.19), (A.21) and (A.22) 

Pr(uj(z) >u(z)Ih=x) = Pr(hi 
< 	Ah(1+z) 	

h=X) (A.24) 
A(1 + z) + (/L - 

- 	 A(1+ z) +  (jig - 	
(A.25) - 

pr(hj< 	

Ax(1+z) 

- 

FH3(A 

A 

+ ____ 	

(A.26) 

with FH3  (x) the cumulative density function of the channel j 

Case B For a negative left-hand side in (A.21)we obtain 

Pr (u(z) > uj (z) I hi = x) = Pr (h3  > B) = 1 	 (A.27) 

with 
Ax(1+z) 

B= 	 <0. 	 (A.28) 
A(1 + z) + (ji - 

As h3  is a channel quality (power gain) and non-negative by definition, the probability (A.27) 

is simply "one". 

Formulation of the boundary of the capacity region We write the probability 

/1 
Pr (u(z) > u3  (z) I hi = x) = FH3 	UjIi 	

) 	

(A.29) 

with the function [x]  defined in (3.29). When we use (A.29) in (A.18) and (A.9) we obtain the 

solution (3.21). 
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A.2 Proofs for Section 3.9.2 

In Section 3.9.2, the channels are assumed to be symmetric with all users' channels having 

identical Rayleigh fading conditions. Furthermore, the system is assumed to be operating at 

the maximum sum-throughput point. Due to the symmetry of the channels in this particular 

example, this point is achieved when the weighting factors p i  of all users is identical. We can 

select that tti = 1 for all users. 

Furthermore, due to the symmetry of the channels and having identical weighting factors, all 

users will have identical rates, i.e. Rsum = MR, where M is the total number of users in the 

system. 

Thus, we get the following expression for Rsum for the constant power system, by applying 

(3.43) and taking into consideration that the weighting factors in (3.44) are all identical: 

M-1 
tool 	(—x". 

/ 	 Rsum M 	exp[1,--exp (i)] 
	

log (i + 	dx 	(A.30) 

Since the maximum sum throughput point is obtained when all weighting factors are identical, 

the optimal resource allocation will not include superposition coding and hence not more than 

a single user will be scheduled in a channel block in both cases of constant power and adaptive 

power systems. That is why (3.43) is used for constant power system and (3.34) for adaptive 

power system. 

Applying the well-known Binomial series: 

	

(1— x)N= 	(_ l)nxn(1V) 	(A .31) 

we obtain: 

	

M-1 	M-1 	
M 

- exp (i)] 
	= 	

(—l) ( 
	

l) exp (_) (A.32) 

M-1  

exp (-i) [1_ exp 	
)]

= 	(l)(i_1) 

( 	
1) exp (_i) (A.33) 

where the substitution i = m + 1 is used. 
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Substituting (A.33) into (A.30), we get: 

MM 	M-1 00 1 	x P) 
R sum = 	

(l)(i_1)( 	

) 
I 	exp (_i)ln (i + 	dx (A.34) 

In 2 0 h 

M M 
	M-1 1 	 2

ij 	 )' ( _ 	
- exp 

(iU2) 
E1 () 
	

(A.35) 

where E1  is the exponential integral function: 

Ei(x) (A. 36)  
Jx 

In (A.35), the integration rule (A.37) is applied: 

j
00 

exp (-U in (1 + 	dx = exp 
() 

E1 
 ( 	

(A.37) 

Equation (A.35) can be further simplified by applying: 

	

M ('':') . = ([) 
	 (A.38) 

By substituting (A.38) into (A.35) we get (3.45). 

Applying the same approach, we can obtain the results for the optimal power control system. 

By applying (3.34) and substituting jLj = 1 for all users in (3.36), we get: 

x \\ 1 M1  11 
Rsum = M 

IA
00 

 x exp 
 (\X) [i 

- exp 
(T-) 	

log 
() dx 
	(A.39) 

where \ in (A.39) can be computed by applying (3.35). We obtain: 

p
exp 	 exp 

001 

	M
(_xM_1

dx 	(A.40) = M 	 Ii - 	L - - j 

	

h 	 x 

The following two integrations will be required to solve (A.39) and (A.40) respectively: 

00 

exp (_i) in () dx = E1 CO 	(A.41) 
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f00exp(_i) [-] dx= exp (-) - 	(iA ) 
	

(A.42) 

After solving (A.39) and (A.40), the results in (3.46) and (3.47) will be obtained. Note that the 

substitution A = is used. 
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Appendix B 
Proofs for Chapter 4 

B.1 Derivation of the Function gjj (h [k]) for Scheduling Policy (3.33) 

For (3.31) we obtain y2 (h2 ) =MjR, — 	=  Aj log (1 + hP(h)1o2 ) —  )P(h)/o 2 , 

with P(h) the power that would be allocated to user i in channel state h. From the power 

allocation (4.6) we know that the user i is (if at all) only scheduled, when the necessary con- 

dition 	> -  is fulfilled; otherwise, the allocated power will be "zero" and, hence, we set 
A 	hi 

g 3  (h2 ) = 0 for h2  < . For hi > - we obtainAi  

'ij 
 log 

 (l  
+ 

hPj(h)' 	)!j(h,) <iti  log (i + 
hiPi(hi) 	 (B.1) ) AP%(hi) 

0_2 	) 	012 	 a2 	a2   

With the non-zero solution of the power allocation policy (4.6) inserted on both sides we find 

( 	) 	
A 

1~3 h 	— 

	

- 

 
 < 	log (h2   ) -/j+log 3 	

j   

A 

fexi \  

log (—) < 	i(_ log (xj)+xi)+1 —  
xi 	Pi 	

/13 

with the abbreviation Xm 	
A 	If user j's channel gain does not satisfy h3  > A/j thentt" 

(4.6) will allocate a power of zero, i.e., this user is not considered for scheduling and we can 

remove them from the list of candidates with which we compare user i's channel gain. By 

inverting the log-function we obtain: 

exi 
- < exp (2 x ) (x)""i exp (i — 	 (B.4) 

/Lj 	 Iii 
exi 	 A 
—  < exp

(- 

	 A 	 (B.5) 
Xj 	 pj pi h 

As exi/ xj  = 
- 	

= —l/q(—x 3 ) with q(z) = ze z, we can rewrite (B.5) according to 

eXi 	1 
<A <=> q(—x3 )<------ 

x j 	q(—x,) 
(B.6) 
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- A 
because A> O(as \, h, > 0) and q(—x3) = _ xje _xi <0 as - 	> 0. 

Let us briefly consider the function y = q(w) w&°: its inverse w = W(y) = q'(y) 

is known as the Lambert W-function [60], and the inversion is unique for w e (-i, +oo). 

For y < 0 we obtain W(y) < 0. Considering that hi > )/jij, an analysis of the extreme 

values of -* reveals that - e (-i, 0), so the inversion is indeed unique and we have 

—1 <W(-1/A) <0. Therefore, we obtain from (B.6) and (B.5): —x3 = ---- < W(—). 

As A, j, h3  > > 0, we finally obtain the result in Table 4.1 (last row): 

h< 	 (B.7) 
' 	

- exp ( - 	—1) (yu1i) 
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Appendix C. 
Proofs for Chapter 5 

C.1 Mathematical Derivation of Equations (5.2) and (5.12) 

User i is scheduled to transmit in block n if i = arg max,,, /L m hm  [ri]. Thus, user i does not 

transmit in all blocks but rather in a ratio of ari of the total number of blocks: 

arj Pr{i=argmaxp mhm } 	 (C.1) 

With the assumption that the users channels are fading independently, the joint probability 

density function of the channel vector h is: 

f(h) = 	fHm('m) 
M=1 

To illustrate how to evaluate the access ratios of the users, we start with a two-user example 

(refer to Figure C.1): ar1 in this case, is the shaded region in the figure. This region satisfies: 

pih1 > 1h 

ar1 can be evaluated by integration over this region: 

jco (Ih2=al.~,   

ari 	 f(h)dh2) dh1 = 

) 

00 

= 	 fHi (hl) 	fH2 (h2)dh2 fo  (L 	dhi 

= 
f00 

fHj(hl)FH2()dhhl 
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This can be generalised for any user and for any number M of active users: 

ar= I
00 

fH1(X)fJFH dx 	 (C.2) 
(Pi ) Jo 

 
.

ji 

The cumulative distribution function F(x) is defined as: 

(x) = Pr{hj xi=argmaxpm hm } 
in 

- Pr{hi  x, i = arg maxm iimhm} 

- 	Pr{i = argmaxmmhm } 

= Pr{hx, i=axgmaxm hm } 

ar2  

Again refer to Figure C-1 for the two-user case. The shaded region with pattern is the region 

where: 

h1 	xfl,aihi > /12/12 

In this case, we obtain: 

o (f 
2 	 dh1 fX 

F(x) = 
an 

- fo fHj (hl)FH2 ()hhhl 

an 

The probability density function f1 (x) can be obtained from Fq1  (x): 

dFH1(x) 	fHi(x)FH2(x) 

fHi(X) 
= dx = 	an 

This can be generalised for M users: 

fH1(x)= 	
' 	1 

ar 	
fHi 	 (C.3) 
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Jser I is scheduled 

Iij 

Figure CA: Regions of channel qualities over which a user is scheduled when the scheduling 

policy (4.3) is applied (two-user case) 

C.2 Weighting Factors to Achieve Equal Resource-Share Fairness 

When all users have Rayleigh fading channels (the average values could be different), and if 

the weighting factors are chosen to be equal to 

Iii = 	 (C.4) 

where a is any scalar, the users will access the channels equally, i.e.: 

ar2 
=

(C.5) 

with M the number of active users. 

To prove this statement, refer to the formula to compute ar (equation (C.2)) and substitute the 

values of p i  defined in equation (C.4); fH and Fjq for Rayleigh fading channels are given by 

(3.3) and (3.4). We obtain: 

	

(_X)IM-1ar2 = -=-- f'exp  (_x)
-=— [i - exp---- 	

dx 	 (C.6) 1 	

hi 

h2 

By solving this integration, we obtain: 
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1 t 	
OO)IMI(0)1M

ar = 	
L' 

-exp -x- 	- M - exp 

- 1 	1 

- M 0'M 

Although the proof was done with the assumption of Rayleigh fading, the statement is valid for 

other fading distributions as long as the normalised channel quality distributions of the users 

are identical. In the following is a proof of this statement. 

Let's suppose that the normalised distribution of all users channels' qualities is identical (f). 

By definition, f is normalised: 

f xfn(x)dxl 

Note that since fr, is the normalised distribution of channel qualities, this random variable is 

defined over the period [0, oo). 

The probability distribution function of the channel quality of user i (hi) which has the average 

value hi is: 
1 	(x\ 

fHi(X)7fnJ) 	 (C.7) 

Note that: 
00 

XfH(X)dX = j 	dx 

	

Jo 	h 	h) 

By replacement of dummy variable x: 

x / 	dx 
= r dx = 

ftj 	 lbj 

We obtain: 	
x 	(x)dhj x'f(x')dxhi 

	

00 

o hi 	hi 0 

Furthermore, the cumulative distribution function FH (x) can be presented in terms of the 

normalised F as: 

:I; 	1 
FH(x') = 
	

-=--in (---)d. = f  f(x)dx 
o h2 	\1 h  
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/ 	\ 
FH1 (X') = F (-x 

x' 
 ) 	 (C.8) 

Using the presentation of fi  and Fj in terms of the normalised f and F (equations (C.7) and 

(C.8)), and substituting the values of weighting factors defined in (C.4) into equation (C.2), we 

get: 

00 	

(~Xi1 ar = / _=_i(--)  [F_ 1 j 	dx 
10  hi 	hi 	hi  

00 

= J f (x') [F (x')] 
M-1 

 dx' 
0 

= 	{F( oo)]M_[Fn (0)]M 

= 

This concludes the proof. 

If it is required to make the users access the channel equally but they have different channel dis-

tributions, then it is still possible to achieve this point by applying the adaptive design suggested 

in Section 5.4. 

Note that the statement in this section is true when applying the scheduling policy (4.3). How-

ever, if the scheduling policy which was suggested in [20] (maximum weighted feasible rate) 

is applied with weighting factors achieving proportional fairness, then the users will not have 

identical access ratios if their average channel qualities are different. This is because, although 

the normalised channel qualities distributions of the users are identical, the normalised rate 

distributions are different according to average channel qualities. 

C.3 Analysis of the Multiuser Diversity Gains for the Case of Equal 

Resource-Share Fairness and Rayleigh Fading Channels 

The multiuser diversity gain is defined to be the ratio between the average channel quality of the 

channel instances over which the user is scheduled to transmit Ii to the actual average channel 

quality of the user. 	
E 	

- f0°° xf(x)dx 
gairli 	

E [hi] - hi  
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As shown in (C.3): 	

f(x) rijOi  
F (i) 

f(x) = 
	ar 

Thus, we get the following expression for E [hi]: 

M-1 

E [h] = 

	

1  f
oo 	

(—x
1_x( 	dx 	(C.9) 

arh 	\ hj 	 hi 
- 

Applying the well-known Binomial series: 

(1— x)N = (- 1)x (
N

) n=O 

and substituting equation (C.5) into equation (C.9), we get: 

M-1 (-_x (n+1) 

E [i = -%- 	

(-1) (M— 1) 

JO
OO x exp 

\\h) 	
dx 	(C.10) 

n=O 

As well known: 

	

I

00 	 (_X)n 

	

a2 
xexp

a 
 dx= 

  

Thus, equation (C. 10) can be simplified to: 

E [hi] = Mh(_l)n(M - 11  1)2 
n=O 	

n 

= Mh 	(_1)(n_1) 
(n-1

M - 1 

n=1 	
Jri2 

=M(M - 1)! 	(_1)(n_1) 

	

n=1 n(n - 1)!(M — n)! 	Ti 

hi 
M 	M!  

1 n!(M—n)! 	n 

= 
hi M 

Thus, we prove that the multiuser diversity gain in the case of Equal Resource-Share Fairness 
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between M users and Rayleigh fading channels equals: 

M 

	

gaini > (—i)
( ')  (M" 	 (C.11) 

n 
n=1 

Equation (C.11) can be further simplified as: 

gainj=>— 	 (C.12) 

C.4 Derivation of Equation (5.14) 

When we have two users with Rayleigh fading channels, then in order to achieve the access 

ratios [an, ar2], the weighting factors should be selected as: 

	

ar1 ar2 	 C 13) 
,21=a_X-__, /L2=a--- 

where a is any scalar. 

This can be proved by substituting the weighting factors in (C.13) into equation (C.2): 

fo
°° 

ar1 	=  
1 

-=---exp 
(i:) 

_exPh)Jdx 
[' h i  P22 

(h11 
—x -=-- 

dx - = I o h1 
exp 

f—x dx f 1 
_exp(--+ 

ar2hi) 
 

1 
fOO 

1 exp (ar2hlh1 
dx 

/ 

= 	1—ar2=ari 

To compute the multiuser diversity gain of first user, we first compute E [h1]. Ii can be 

obtained using equation (C.3). 

1 1—x 

El 
exp (_iLlx\1 

f(x)= 	- exp('=—) 
ar1h1 	h1 / 	- 	

(C.14) 
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By substituting the values of weighting factors in (C.13) into (C.14), we get: 

00 	 (~arhl 	
____ \exp 	 - exp 

	
x 
1 
 dx E 	I arl hl 	hi 

= 	1_ [(hi)2 - (hiar2)2 1 
 = h1  (1 + ar2) 

arihi 

Thus, we prove that: 

gaini = 1 + ar2 = 2 - ar 	 (C.15) 
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