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Abstract

Doppler ultrasound imaging modalities arguably represent one of the mogieotask per-
formed (usually in real time) by ultrasound scanners. At the heart oé tteehiniques lies the
ability to detect and estimate soft tissues or blood motion within the human body. es th
have become an invaluable tool in a wide range of clinical applications, teeseiques have
fostered an intensive effort of research in the field of signal psiegsor more than thirty
years, with a push towards more accurate velocity or displacement estim@noled excita-
tion has recently received a growing interest in the medical ultrasound coitymtihe use of
these techniques, originally developed in the radar field, makes it possibtre¢ase the depth
of penetration in B-mode imaging, while complying with safety standards. Téteselards
impose strict limits on the peak acoustic intensity which can be transmitted into theS&iaty
ilar solutions were proposed in the early developments of Doppler flow-sgtémprove the

resolution / sensitivity trade-off from which typical pulsed Doppler systauffer.

This work discusses the potential improvements in resolution, sensitivitycmudagy achiev-
able in the context of modern Doppler ultrasound imaging modalities (taken inatslest
sense, that is, all the techniques involving the estimation of displacementslooities). A

theoretical framework is provided for discussing this potential improvematusg with sim-

ulations for a more quantitative assessment. Colour Flow Imaging (CFI) modaliggaken
as the main reference technique for discussion, due to their historicaltemper and their
relevance in many clinical applications. The potential achievable improvemesturacy is
studied in the context of modern velocity estimation strategies, which can hdlpassified
into narrowband estimators (such as the “Kasai” estimator still widely used linadd time

shift based wideband strategies (normalised crosscorrelation estimathrfasinstance, in
applications like strain or strain rate estimation, elastography, etc.). Finallyladions and
theoretical results are compared to experimental data obtained with a simgmelssigned

experimental set-up, using a single-element transducer.
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Chapter 1
Introduction

This introduction chapter presents all the background notions negéssarderstand this PhD
work and highlights the objectives of this thesis in the context of curresgtareh. The first
section starts with a very general description of Doppler medical applicadiot then focuses
on signal processing techniques of velocity / displacement estimation. édoad section
introduces the basic concepts of coded excitation techniques with illustrededpkes, and
briefly discusses its use in the context of medical ultrasound applicatiomgllyf-the last

section of this chapter introduces more in detail this PhD work, with the obgsctapproaches

used, and the overall structure of the thesis.

1.1 Introduction to medical ultrasound Doppler techniques

1.1.1 Background

Ultrasound imaging is currently a major medical imaging modality used on an esgryasbis
in many clinical applications. Its relative low cost, portability, and ability to delreal-time,
non-invasive images make it a very valuable diagnostic tool in obstetricdloe assessment of
cardiovascular diseases, for instance. Besides providing strurhagés, Doppler ultrasound
techniques can also be used to detect and retrieve some information abonbtbment of
blood or soft tissues in the human body. The origin of these techniquebectmaced back
to the work of Satomura in the late 50s [2]. Kaneko [3] reports that Samptarmed to use
ultrasound to detect some small movements of the heart and the wall vess&siad a high
frequency Doppler “noise” that he correctly attributed to the movemenibofh Interestingly,
it seems that soon after Samotura’s discovery the research was dbsdnitian by the de-
velopment of techniques to detect and measure blood flow, and gave hihth fiost Doppler
flow-meters [4]. The application of Doppler ultrasound to echocardpigraand for instance
the application to the tracking of the myocardium'’s wall) only gained a widedpgzical use

quite recently (from the 90’s, [5]) although some earlier studies can tnedfoToday, most of
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Transducer Blood vessel

Figure 1.1: lllustration of the principle of the first CW Doppler flow-meters,réturned signal
(in gray) is frequency shifted compared to the emission in black. The amplitutte shift
depends on the velocity of the flow.

modern scanners have Dopplerimaging capabilities for blood flow (CRCdtour Flow Imag-
ing) and echocardiography (Doppler Tissue Imaging, or DTI), althdbg acronyms may vary
according to the manufacturer. More advanced techniques involve thputation of strain
or strain rate in the tissues. Strain rate imaging has been recently appliedtaatibgraphy
(for instance [6]) to monitor the heart muscle (myocardium) condition afterttregtack, for
instance. A similar technique in principle, and called “elastography” oritstraaging”( [7])
images the stiffness of tissues based on an estimation of the displacementas itsgesponse
to a compression force. Some of these techniques are still at a restagehtsut are quickly

moving into clinical use.

1.1.2 From CW to PW medical Doppler device

The first Doppler flow-meters were Continuous Wave (CW) Doppler systeTransducers
were designed with two active areas, one for the transmission of an uit@dsave in the range
of MHz, the other for the reception of the backscattered signals fromidblbe difference in
frequencyfp of the returned signal frequency from the centre transmitted frequgnisythe
Doppler shift due to the movement of the red blood cells and is proportiotiad taxial velocity
component of the flow. The situation is depicted in Fig.1.1. The Doppler ghifnd velocity

are then related by the Doppler equation:

2vcosd

fp=fo (1.1)

)
C
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whered is the angle of the blood flow with the axis of the transducer,@rdhe speed of sound
in the propagating medium. The velocities to be estimated in the human body razebdek 5
m/s, so assuming a speed of sound of 1500 m/s in the human body yields & estargtion
of the maximum Doppler shift, which does not exceed 0.2 % of the centradmey. Since
the clinical range of frequency is the MHz, the associated range of IBoghifts is the kHz.
It can also be noticed from this equation that CW systems were only sertsitikie velocity
component of the scatterers along the transmit direction. In fact, this is stitlabein most
Doppler techniques, although vector Doppler exists, which enables/edtoiethe full velocity

vector.

The relatively simple CW systems offer a very valuable diagnostic tool, ifigrdrom a lack

of range resolution. In the example depicted in Fig.1.1, for instance, thensysould only
give an average of the velocity present in the blood vessel. Fine velamitgtions across
the vessel (for instance, typical parabolic velocity distributions) canbeomeasured. This
problem was circumvented with the advent of coherent pulsed wave Pfppler systems
[8][9]. The principle consists of transmitting sinusoidal bursts of ultrasigperiodically. The
frequency at which these pulses are emitted is referred to as the PulsgtiBeg-requency
(PRF), or equivalently the inverse of this quantity is called Pulse RepetitidadP@RP). In

an idealised situation, thig + 1) returned signals may be thought as a time-shifted version
of the previous signal following the" transmit, due to the movement of scatterers. The shift

in time associated with the movement is:

25amial
C

At =

(1.2)

whered,.iq is the axial shift of scatterers. Alternatively,if.;.; = v cos denotes the axial
velocity component :

_ 204zia1Ts

At (1.3)

C
For simplicity of notation in the remainder of this thesis, the notatiandd will often be used
in place of the axial component of velocity and displacement respectiigyl.2 shows the
received signals recorded after each burst transmit in this idealisetdait(e signals were
obtained with simulations). The gradual shift in time of the signal’s patternbeabserved
over the successive returned signals. From a mathematical point ofifviEwjenotes the PRP,

and assuming that the scatterers have a constant axial velocity, theglBetesignals data can
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Figure 1.2: Successive returned signals in a PW Doppler system. Illustcdtiloe “slow time”
and “fast time” axis as well as the operation of range gating.

be described as:
r(t,nTs) = r(t — nAt,0), (1.4)

wherer(¢,0) is the signal received after the first pulse transmit Ands the time delay the sig-
nals undergo due to the displacement of scatterer. In this equatindexes the pulse/transmit
cycles number. For a given time, r(¢;,nTy) can also be interpreted as signal samples along
the slow time axis, sampled at frequencyTs. The time of arrivalt also called “fast time
axis”, corresponds to the two way travel time from a given depth of returrange. With this
approach, its also possible to use the same transducer for transmit aive réte receiver is
only blind for a short time period corresponding to the pulse transmit. Thissisilple because
the burst are usually short (a few wavelengths at the centre fregiretie MHz range, that is,
approximately 1 mm) compared to the distance of propagation (a few centimelreshext
subsection will describe how the returned signals received can bewgpedform velocity or

displacement estimation.
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1.1.3 Estimation strategies in a PW Doppler system

The use of pulsed “Doppler” instruments raised some new questionswahetiter the Doppler
effect is actually used. Since the emitted pulses have a finite duration, tm®y dontain a sin-
gle frequency, but rather, have a finite bandwidth, and each of thadreies in the bandwidth
can be thought of as having its own Doppler shift. The shift in the cerdguincy of the pulse
could still in theory be linked to the velocity of the backscattering particles. é¥ew the fre-
guency dependence of tissue attenuation also effectively shifts the éemquency of a finite
duration pulse as it propagates to and from the blood vessel(downs$taff)eigh scattering is
another effect that may also have a significant impact on the reflecteel gartére frequency
(upshift), when considering backscattering from the red blood cekq[1€4, for instance). The
difference between the received signal centre frequgranyd the transmitted centre frequency

fo may then be written as:
f—=fo=fo+Afa + Afr, (1.5)

whereA f,;; is the shift in frequency due solely to frequency dependent attenuatidd f is
the shift in frequency due to Rayleigh scattering. In many practical situgttba overall shift
can actually exceed the Doppler shiff by one order of magnitude. A direct application of the
Doppler equation in this case would thus yield an error in the velocity estimatadypmaler
of magnitude. In PW Doppler techniques, the velocity can thus not be estilmatedasuring
the shift in centre frequency over a single pulse/transmit receive cyiifferent estimation
strategies can be adopted, which rely on several (at least two) transeiitéecycles. The
principle of estimation in PW Doppler system can be broadly classified into aitklnd

narrowband estimation strategies.

1.1.3.1 Wideband estimation techniques

Wideband techniques, or time-shift based techniques, rely on trackingjghal patterns in
gated range windows to estimate the time shiftthe signal has undergone over two succes-
sive received signals. The principle is depicted in Fig.1.2. A measure of giyni{asually
crosscorrelation) is used to match the range gated window signal patteredoeinstantg;
andt, with a segment of the successive returned signal of the same time durakiem irtca
predefined interval of search. Extraction of a range gated portioredigmal is equivalent to
isolate a finite volume in space in which scatterers contribute to the signal dhengstant

andt.. Fig.1.3 shows a simplified representation of a single element focused ulichtans-

5
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Transducer

Figure 1.3: Schematic representation of the contributing volume of scatiiei@RW system.

ducer with its axis:. As the ultrasound burst propagates, it approximately insofinies a cylinde
of axial lengthcT),, wherec is the speed of sound in the considered propagation medium and
T, is the time duration of the emitted ultrasonic burst. The contributing volume to the pulse

echo received signal between the instgrandt, is then:
29 — 21~ C(Tp + o — tl)/2 and Z1 = C(tl — Tp)/2 (16)

Following this approach, it is possible to break the signals into adjacergssige range gated
windows, perform velocity estimation in each of these windows, and obtaglaity (dis-

placement) profile with depth.

1.1.3.2 Narrowband phase domain estimation

Although the interpretation in terms of a Doppler effect is not obvious forlRpler systems,
a similar approach of estimation can be taken in terms of frequency estimatitact it can
be shown that the frequency content of the slow time signals is equivalaridéppler shifted
spectrum version of the received signal along the fast time axis. Comgjdie previous model
of Eqg.1.4, and neglecting finite window effects (due to range gating and a limitetber of
pulse transmit-receive cycles in practice), it can be shown that the 2D(P8ker Spectral

Density) of the ideal received signal is [11]:

2
P, ) = |RUNSE - 2 ) @.7)

Where|R(f)|* is the PSD ofr(t,0), f denotes frequencies along the fast-time axis, And
frequencies along the slow-time axis. This equation shows that the spexitaht of the slow-
time signal is a compressed, (with compression coeffic%ciénﬂepends on the axial velocity), of

the fast time axis signal PSD. In particular, this relationship shows that ifehgefrequency

6
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F of the slow time signal can be estimated, the velocity can be estimated with the fast time
signal centre frequency by: o
v = g? (1.8)
This is equivalent to a Doppler equation with Doppler slfiit = . An important aspect is
that when range gating is performed on the received sighatsacks” the change in the mean
frequencyf as it varies with the range gate so that their ratio is always eq@—ga\l tdote that this
is an idealised model of the spectrum of the slow time signals or so-called Depaletrum.
In practice, the finite windows of observation need obviously to be takeragtount, as well

as a set of “spectral broadening” effects [12, p134-140]).

A variety of mean frequency estimators can be used to estimate the meamfrgduef the
slow-time signal. In practice, the so-called “Kasai” algorithm or “1D autoglator” is the most
used due to its computational efficiency and robustness in relatively high conditions. This
estimator relies on the complex samples at given time (depth), of the baseband slow time
signals obtained after coherent quadrature amplitude demodulation. Taisftggtimation is
also often referred to as “phase domain estimation” and is a narrowbategstrof estima-
tion. Its relationship with the phase shift the signals experience overadegrcessive pulse
transmits and the underlying narrowband approximation will be further detal€hapter 4.
Without any additional filter at the receiver, this estimator is ideally sensitileetdhe move-
ment of scatterers present in the elementary “sample volume” of the systéch, iddally only
depends on the time duration of the pulse. The axial length of the sample voliginepiy
given by:

29 —z1 = cTp/2 and 2z =c(t1 —Tp)/2 (1.9)

Two clear limitations in this estimation scheme can be pointed out. As stated in theibgghn
this section,f changes with depth due to frequency attenuation and is unknown. Thisityua
is often assumed to be equalfg This impacts the accuracy of estimation, but not as much as
with a “true” Doppler shift direct approach, if the Doppler shift was dilgestimated from a
single received signal, as the difference betwgamd f,. To illustrate this point, consider that
the actual centre frequency in the gated range windofvds fo(1 — z) due both to frequency
dependent attenuation and Doppler shift (for instarce,5 %). Assimilatingf to f; yields:
Fl—-z) c¢F cF

=—= —x§7 (1.10)

_CF_C
YTan 2 7 T 27



Introduction

And the estimated velocity differs by = 5 % from the true value, which is not ideal but yet
acceptable. Another limitation of the preceding estimation scheme comes fronytuesiN
criterion. For an unambiguous velocity estimation, the maximum frequéhpyesent in the
slow time signal should not exceed half the sampling frequency, or PRE) This means
that:

1
Fraz < 57, 1.11
<or (1.11)
and in terms of velocity,
< 2 _Appp (1.12)
Umar S T fo 4T, 4 '

where is the wavelength at the corresponding centre frequency. For aagevealue for the
PRF of 5 kHz, and a centre frequency of 2.5 MR z¢ 0.6 mm) this yields a maximum velocity
of 0.75 m/s. Doubling the frequency divides this maximum value by two. The mamimu
velocity estimated without any ambiguity and the corresponding displacemevitlofill be
referred to as “Nyquist velocity” and “Nyquist displacement”. Similarly toavhappens with
spectra if the Nyquist limit is exceeded, a phenomenon of aliasing occurgheitbstimated

displacements or velocities.

1.1.4 Colour Flow Imaging

Modern scanners now use the full power of arrays of transduceregits to perform beam
steering. The ultrasound beam can be quickly steered in differentidmedo acquire several
lines of data. The same operations as described on a single line can bedepeer several
lines, the 2D data set of velocity estimate is then encoded into a colour codmgialdelocity
image in a region of interest. The resulting image is usually overlaid onto asgedg-image
(so-called B-mode image) to observe the axial velocity field distribution in rel&ti@anatomic
details. Fig.1.4 is an excerpt of the CFI display of a scanner in our labjllasttates the
principle. The region of interest selected manually by the user corrdspgona stenosis in
an artery flow phantom. The colour image corresponds to the velocity nesbsuthis area.
This image also gives a good idea of the resolution of the method. The diarh#terartery
is 6 mm, it can be clearly seen that in the region of the stenosis, the coloungedaps the

boundaries of the vessel in the grey-scale image.

At the receiver, the signals are amplified with a radio-frequency ampbiierthen mixed with

the signal of a local oscillator to remove the carrier. A lowpass filter is thelhieapto remove

8
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Figure 1.4: Excerpt from the CFI display of a modern scanner workin@ ¢emoral artery
stenosis phantom in our lab. The velocity colour code image is overlaid ontmad® grey-
scale image providing structural details.

noise (and harmonics from the demodulation process) and a clutter rejéltgotis used to
remove the strong stationary (or slowly moving) signals from the blood vemselsurrounding
tissues (the difference in the backscattering power between blood ameligdsetween 20 and
40 dB [13]). The obtained baseband signals may then be used to perétooity estimation,
usually using the 1D autocorrelator algorithm. The PRF used in practice &lyubetween
4 and 12 kHz [14], this parameter is limited at high depth, because obvioufigient time
needs to be allowed so that the signals arrive before a new pulse is emigtetaxfimum depth

Zmaz NEEAS to be investigated, we have:

1 Zmal‘
T 11
PRE ~ ° ¢ (1.13)

Combining this equation with the previous limitation concerning aliasing yields thgeran
velocity limitation:

cA
ZmazVUmaz < 3 (1.14)

The total frame rate of the system is limited by the number of transmit/received Byc
(usually between 6-12), the number of lines in a image, and the PRF usade Fate of 20 Hz

and more are achievable but this figure also obviously decreases lfodéygh.

9
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1.2 Introduction to coded excitation techniques

1.2.1 Definition and basic principles

The technique of coded excitation was introduced during the rapid dewelapof radar tech-
nologies in the mid-50s [15]. It is now used in many engineering applicatiocisding digital
communications, sonar systems, and medical ultrasound. A coded wavisfessentially a
waveform for which the time duration - bandwidth prodiigf3 is superior to one. The benefits
of such waveforms can be understood in relation to the severe resobatimitivity trade-off
associated with conventional Continuous Frequency (CF) pulsesdglalibursts described in
the previous section), for which the time-bandwidth product is approximatedy The sensi-
tivity in the context of this work is the amount of signal received relative tpvan level of
noise at the receiver stage, which is quantified using the Signal to Notse (BaAIR). Taking
the example of the returned signal from a single target, it is known that irrésepce of white
stationary noise, the maximum SNR achievable depends on the ehgrgyof the received
echo:

Peak signal power ~ 2FEcp,

SNRpaz = (1.15)

Average noise power No ’
where Ny is the noise power density i’/ Hz of the receiver system. The energy of the
received echo is proportional to the transmitted signal enérgipis coefficient is assumed to
be one for simplicity. In the case of a conventional CF pulse (a squasopevamplitude is

also assumed for simplicity), the energy is given by:

E = %A2Tp (1.16)
which yields: )
AT,
SNR, 4z = Nop (1.17)

where A is the amplitude of the pulsé,, its time duration. For medical ultrasound applica-
tions, safety standards impose a strict limitation on the maximum peak pressmstintine
energy of the transmitted pulse can thus not be increased beyond a tertsinold by in-
creasing the amplitudd. Increasing the time duratidfi, is possible but the limitation in the
time-bandwidth product, B ~ 1 implies a proportional decrease of the conventional CF pulse
bandwidth and thus, of the spatial axial resolution of the system. This affdeilustrated
schematically in Fig.1.5. If we now consider the case of coded waveformAyith= 10, for

example, this means that the time duration can be increased by 10 comparemhtemational

10
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Wideband pulse Narrowband pulse
Good axial resolution Poor axial resolution
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Figure 1.5: lllustration of the sensitivity/resolution for a conventional CEqu

pulse for an equivalent bandwidiB. As a consequence, the energy of the imaging pulse is
multiplied by 10 (and thus a gain in SNR equal to the time-bandwidth product if ke &
Eq.1.15 is achieved), without increasing the peak amplitude of the signalgiodit compro-

mising the axial spatial resolution.

1.2.2 Decoding of the waveform, example of Linear Frequency Miulated (LFM)
chirp

A way to increase the time duration-bandwidth product of a waveform is todote a fre-
guency modulation in the signal. So-called linear frequency modulated (Ichiv)) are com-
monly used coded waveforms. The instantaneous frequency of thesdssigries linearly
with the time duration of the waveform. In terms of its centre frequefacgnd its fractional

bandwidth B¢ = B/ fo), this waveform can be put in the form:

B

e(t) = sin (27rf0 l( - B2f> t+ 21{#]) t € [0,Tp). (1.18)
P

Fig.1.6 (top, left) shows an example of an LFM chirp waveform with pararadier= 0.5,
fo =5 MHz and7,, = 8 us, the time-bandwidth product achieved in this casdj8 =
20. The same figure (top, right) shows an apodised conventional C& wiilsapproximately
the same bandwidth. The gain in time duration achieved through coding is visitdarly,
the chirp waveform would have a very limited axial resolution if used as,sh to its long

duration.

An essential step in the use of coded excitation involves a decoding filter, staglso called
compression stage at the receiver. The aim of the decoding filter is toed¢istoresolution of
the pulse to approximately/ B. A common way to achieve compression is to use a matched

filter, that is to filter the received signal by a time reversed version of the signal. In other

11



Introduction

LFM chirp waveform CF pulse
1 1
0.75
0.5 ‘ 0.5
3 \ ‘ ’ L 025
2 2
g T 1z,
-0.5 il -0.5
-0.75
-1 -1
0 5 10 0 025 05 075 1 125 15
Time in ps Time in ps
6
—— Compressed chirp envelope 12 . =—— LFM chirp spectrum
5 [ CFpulse envelope : g~ —— CF pulse
8 £
2 a
= °
3 2
< ]
£
o
z

0.05 0.1 0.15 0.2
Time in pys Normalised frequency

Figure 1.6: Top: (left) LFM chirp waveform with parameter8; = 0.5, fo = 5MHz and
T, = 8 us, (right) conventional CF 4 cycles pulse. Bottom: (left) Comparison between
compressed chirp envelope and the CF pulse envelope, (right) Completeeen the spectra
of the LFM chirp and the CF pulse
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words, if we assume that the echo of the signal from a target is an exdaged replica of the
transmitted signad(t), the compression of the signal can be achieved using the filter of impulse

response :
hmatched filter (t) = S(Td - t) (2.19)

wherery, is a constant delay to make the filter causal. It is known as a result that theadatc
filter achieves the maximal SNR of Eq.1.15 [16]. Note that the result of filtes{ng by a
matched filter is mathematically equivalent to the autocorrelation functios(t9f Fig.1.6
(bottom,left) shows the envelope of the output of the matched filter for the ahttfrompares

it with the envelope of the conventional apodised CF pulse. As the gain iniSkijual to the
time-bandwidth productl(,B = 20), the resulting compressed pulse amplitude is increased
by a factor of\/T,B = 4.5, with the parameters chosen for example. After compression
the duration of the pulse is clearly restored to approximat¢lig but an adverse effect of
compression is the introduction of range sidelobes which are potentiallyogeprdor imaging
applications. Finally, the spectra of the waveforms are also representdd.in6 (bottom,

right). The two waveforms have different spectra, but a similar bandwidth

1.2.3 Pseudo-random binary sequences and the specific caé®arker codes

Another particular type of coded excitation are pseudo-random biegyesices. These base-
band sequences are easily generated as sequences of “1” oiEath code is then charac-
terised by its length in bit (a bit of these codes in this case is also referrexladchip’ in
communication signal processing, as several chips may be used to enmobé# of informa-
tion). Among all the possible binary sequences, Barker codes arersegpithat achieve the
best autocorrelation properties in terms of sidelobes level. The auttat@mefunction of a

Barker sequence of lengik, has the following property:

¢ the peak of the autocorrelation function is equaMp

e the sideblobes all have the same relative height/of;,
The gain in SNR achieved is also equalXg, or 10.1og(N}), in dB. Unfortunately, the maxi-
mum length of a Barker sequenceNg = 13 (which yields a maximum gain of approximately

11.1 dB). Sub-optimal long sequences with larger gains can howevebtbmed (so-called

“M-sequences”). For transmission through an ultrasound transdoese sequences need to

13



Introduction

Oversampled 5 bit Barker code c(n) Barker 5 bit excitation signal c(n) O p(n)
S
2 05
a
£
<
3 0
N
©
€
s —05
P4
-1 as -1
0 0.5 1 1.5 2 0 0.5 1 1.5 2
Time in us Time in ys
Autocorrelation of the oversampled code ¢ O c(-n) Autocorr. of the Barker excitation signal
Fany

5 g

Time in ps Time in ps

Figure 1.7: Left: (top) Oversampled Barker 5 bit sequence to be usedittycles CF base
pulse, (bottom) autocorrelation of the oversampled Barker sequendd:(Rig) Barker coded
excitation signal (Bottom) Autocorrelation of the Barker coded excitationasign

be modulated at the carrier frequency (centre frequency) of thedunaas Following the ap-
proach given in [17] the process can be seen as convolving ansaiw@led” Barker sequence,
that is, the Barker code chips are interleaved with a number of zercspomding to an integer
number of period at the centre frequency, with a CF base pulse of thersamnteer of cycles.
Fig.1.7 illustrates this process with an oversampled 5 bit Barker sequdpce §). The origi-
nal baseband 5 bit Barker sequence isgiven by (11 1-11). A 2s@Hebase pulse was used,
with centre frequency, = 5 MHz (0.2 us period) , and the sampling frequency was set to 50
MHz. As can be seen from the Barker coded excitation signal obtainedaitiing achieved
can be interpreted as a phase modulation of a 10 cycles long sinusoida(with jumps of
180 degrees in phase corresponding to switches between 1 and -1 inginelBarker se-
guence). The obtained waveform has the same energy as a 10 cygess€But an equivalent
bandwidth to a 2 cycles CF pulse. This translates into a gain of SN, 6t 5 compared to
the CF base pulse after a matched filter (with Eg.1.15). The compressedfiatse matched
filter (autocorrelation of the Barker coded excitation signal) is shown in Fidtbttom,right).

Fig.1.8 also shows the spectra of the different waveforms involved. figmal baseband se-
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Figure 1.8: Left: (top) Oversampled Barker 5 bit sequence to be usedawdticycles base
pulse, (bottom) autocorrelation of the oversampled Barker sequendda:(Rig) Barker coded
excitation signal (Bottom) Autocorrelation of the Barker coded excitationegign

guence is very wideband, the “oversampled” spectrum is a periodisathressed version of
this sequence, and the final excitation signal is centered around thelisedhfaequency 0.1
(corresponding to a centre frequency of 5 MHz), with a similar bandwidthedase CF pulse.
Writing the excitation signat and the “oversampled” sequencend the base pulse the

Barker coded excitation signal is thus obtained as:

e(n) = ¢(n) @ p(n) (1.20)

This mathematical description also can be used to emphasise the differetlesdiferdecoding
filter (to restore the pulse duration backittB) and a noise filter, which removes the noise from
outside the useful bandwidth of the signal. The Barker excitation signabmalgcoded using

a time reversed oversampled sequence c(-n), the resulting wavefarit e

e(n) @ ¢(—n) = (¢(n) ® ¢(—n)) @ p(n) (1.21)

This effectively compresses the waveform at the receiver stagpebiatrms poorly in terms of

noise rejection due to the broadband nature of the oversampled seg@uentsee Fig.1.8). To
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obtain the expected gain in SNR, an additional bandpass filter would besaege Note that
the matched filter achieves both pulse decoding and optimal filtering by usiha$leeulse as

an additional bandpass filter:

e(n) @e(—n) = (c(n) @ c(—n)) @ p(n)®  p(—n) (1.22)
——
compressed pulse bandpass filter

1.2.4 Coded excitation in the context of medical ultrasound

Although early systems description of Doppler flow-meters using codethéga can be found
(a specific litterature review for Doppler applications will be done in Chap}ethe use of
coded excitation in medical ultrasound had a slow uptake, and only gaimed iaterest quite
recently (in the last decade). In one of the early descriptions of a cegstdm by Takeuchi
in 1979 [18][19] the time-bandwidth restrictions imposed by the relatively sbaadtiwidth of
ultrasound transducers were pointed out. This may have impeded the piaeeloof these
techniques in medical ultrasound , until significant progress was made waithdicers ma-
terials and technologies, enabling larger bandwidths. In 1992, O’'Dioj20¢ described the
implementation of a coded excitation ultrasound imaging system working with limesrsa
O’Donnell showed the SNR improvement coded excitation could providB-foode imaging,
considering the most fundamental limit in noise source (thermal noise) aing fako account
the maximum peak power intensity required for patient safety. His resultgesha potential
gain of 15-20 dB in SNR. One year later, Rao [21] described a systémg aslinear chirp
that was able to improve the SNR by a factor of 20 and that offered similalutes to a

conventional short-pulse system, despite having a pulse length;of.20

Coded excitation is nowadays a well-established technique for greyB&eatile imaging. Re-
cent studies have focused in more detail on pulse compression andcspestifems associated
with ultrasound imaging, in particular, the problems of range sidelobestieduand issues as-
sociated with non-linear propagation and frequency-dependent atigmin tissues. Misaridis
et al recently reviewed the potential of coded excitation in ultrasound &) the theory un-
derlying the use of LFM chirps, based on radar literature [23] [24& Jdme authors were also
able to design a system based on a modified commercial scanner, usindistpreed linear
chirp, and demonstrated a gain in depth of penetration with this technique@@bér coded
excitation schemes like pseudo-random binary sequences were alstigaterl in a number of

studies, a good review of these works along with practical implementationdesasons can
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be found in [17].

1.3 Presentation of this thesis work

1.3.1 Aim of the thesis

Doppler imaging modalities (this expression is used here in its broadest seasembraces
all the techniques dealing with the estimation of displacements or velocities)garabdy the
most complex task performed by clinical scanners, and have sustainmtsiaerable effort
of research in terms of signal processing for the last 40 years. Iguigs natural, that, after
coded excitation techniques were successfully applied recently to B-nmegescgale imaging,
similar improvements were sought for applications involving the estimation of load or
tissue movements. In fact, as will be more developed in Chapter 3, similar teelsnicad
already been considered from the seventies with the design of the fippiéddlow-meters.
This work is an investigation on the potential of coded excitation techniques t@waphe
performance of velocity and/or displacement estimation in medical ultrasgutite context
of modern estimation schemes and applications. Given the diversity of tegsnénd pos-
sibilities of implementations, some choices needed to be made. The notion afnpemtze
improvement itself may be quite application dependent and thus difficult totiuénom a
general perspective. A possible approach would probably havetbémplement some coded
excitation schemes in a commercial scanner, test the new system for acsgleddal applica-
tion on some physiological phantoms or on some patients in a clinical study, emdligtuss
the potential improvement in terms of image quality, in terms of any performaneg retevant
to the technique, and eventually, in terms of diagnostic value. This workvssweluntarily
takes a much more general approach, with, most of the time, a very geitgral processing
point of view on the potential of coded excitation. The overall goal of tlsithis thus to pro-
vide a general framework for understanding in which conditions andasbgd excitation may
lead to some improvements in the detection and estimation of motion for medical uftdasou

applications. Two general aspects of performance improvement astigated:

¢ the first aspect is the improvement in sensitivity and spatial resolutionitigénsgs a
fundamental performance aspect of practical importance for bloodd#timation, for
instance, because obviously, before discussing any other perfoenaaspect, Doppler

signals from the region of interest need first to be detected. Sensitivityovaprents
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potentially lead to the ability to measure blood flow deeper in the body, or to yitlerbe
diagnostic data in the case of “technically difficult” patients. Another kegetsinked

with sensitivity, is spatial resolution. It is known, from the first pulsed plep system
implementations, that there is a trade-off between the spatial resolution cditisenitted
pulse and the sensitivity: short pulses have inherently a good resoluticghéenergy
transmitted is in turn limited, and thus the SNR conditions are poor. Two studig2617
have recently pointed out that coded excitation could be successful iovingrthis sen-
sitivity/resolution trade-off for CFl applications. These aspects weeadir introduced
in a previous section. There is a real need, however, to assess dpdhésipotential im-
provement more quantitatively. Specific differences in terms of pulsintegtes, SNR
conditions, safety requirements from B-mode imaging techniques needtioutearto

be taken into account to yield a relevant discussion.

e the second aspect is the statistical performance of the velocity estimatesr¢tatise
error), and the possibility to improve the reliability of the estimates with coded éxcita
Again, a signal processing point of view is adopted, with the claim thatstadmstimates

with good statistical properties will yield enhanced diagnoses.

1.3.2 Approaches chosen for this PhD work

The work carried out follows a classical path, with whenever possililee@retical approach,
followed by some simulation studies. A comparison with some experimental data igrals
sented in the last chapter. A basic requirement for a simulation signalgsingestudy is to
understand the basic statistical properties and spectral characterfdiies signals involved
and to be able to model these properties. The choices made in this work ards@implicity,
generality, and computational efficiency for simulations. Rather than tryiggasp or model
the full complexity of signals in some specific situations, a simple signal modekis fos
all the simulations (which can yet be justified within certain physical approxims}tioThe
goal is to render some fundamental behaviour of the velocity/ displacesséntators, with
parameters like the bandwidth of the transmitted signal or the SNR conditionge Swices
also had to be made concerning the estimators to be tested, which wereisatégup phase
shift based estimators and time shift based estimators. These types of estianatozlevant
to a lot of applications in practice, although a lot of more advanced algoritboid also have

been studied. This relatively simple classification of estimators is of particel@rance for
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the use of coded excitation, as will be seen, because it also correspayelseral to narrow-

band estimation strategies and wideband strategies. Specific focus wilt betpis thesis to

critically review and adapt previous works concerning the theoretigaas of statistical per-
formance for these two types of estimation. Indeed, if it is known on a thear®asis how

the performance of these estimators is affected, it is then easier to understa and in which

situations coded excitation might be beneficial. Finally, the experimental wdrsed on a
relatively simple system with a single element transducer and a custom-dksapedver, to

obtain a full control of the signal processing chain. The test object isse¢he experiments is a
rotating phantom, which was chosen again for its ease of implementation aibdifierather

than to reproduce a specific physiological motion.

1.3.3 Structure of the thesis

Chapter 2 studies experimentally some aspects of the transmission and thessiorpprop-
erties of different coded waveforms with an ultrasound transducdriygparticular the impact
of coded excitation on the sample volume of systems. The goal of this chapleo t® present
the equipment which was used for data acquisition in Chapter 6. Chaptevig@lgs a theoret-
ical framework and some simulations to understand the potential improvemeisointion
and sensitivity improvement with coded excitation for velocity estimation applicatibhese
aspects are studied in the context of CFIl applications, due to the historicadtanpe of this
technique and its clinical relevance. This chapter also discusses aggsevmodel of signals
that will be adopted in the rest of the thesis. As a complement, this chaptedalssaes some
practical considerations in the implementation of a CFl system working withdowdeeforms.
Two types of coded excitation, Barker codes and LFM chirps, are cadga#oth on their po-
tential to improve the resolution / sensitivity trade-off and ease of implementafibapter 4
studies the potential impact of using a phase shift based estimators with dativelsewide-
band coded waveforms, in terms of statistical performance. It starts wittnaetiical detailed
analysis of this type of estimator (namely the “1D autocorrelator” or “Kaslgidrthm). It
also reviews and adapts a theoretical expression for the statisticalparfce of the estimator,
and concludes with an extensive simulations study. Chapter 5 is dedicated hiftrigased
estimators. The importance of this type of estimator in the context of currplitagons is em-
phasised. The statistical performance of this type of estimator is thorougelstigated, and a
simulation study concludes on potential improvements with coded excitation. Ficladlgter

6 compares the findings of the simulation data with some experimental data dogitlvéhe
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custom designed rotating phantom. Each chapter can be read indethgraldrough some
results from other chapters might be needed. For instance, the modghafssadopted and
the relatively simple simulation scheme used in Chapter 3, 4 and 5 are nateepeary time.
Chapter 3 and 4, along with the experimental results concerning the stafgrtaimance of
phase shift based estimators in Chapter 6 can also be read togetheasibititiestudy of the
implementation of coded excitation in a CFl system. Chapter 5 is a more stand-géoeezal
chapter about the performance of time shift based estimation with codedtiexcitdich could

be applied to a lot of applications.
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Chapter 2

Transmission of coded waveforms
through an ultrasonic transducer

Due to the limited bandwidth available, ultrasonic transducers play a signifiocentn the
transmission of relatively wideband coded signals. This chapter hashdedobjective: first,
to present the material and equipment used for the collection of experintitgl second,
to study pulse-echo fields obtained when transmitting coded waveforms withla element
transducer. The same transducer will be used in Chapter 6 for velot&yadquisition experi-
ments. The first section presents the material and equipment used to calkedEgperimental
data are presented in the second section comparing the uncompressesngmessed pulse-
echo on-axis fields. Values for the gain in SNR are compared and desttmdifferent LFM
chirp waveforms and Barker codes. The third section focuses on theression properties of
the coded waveforms at the acoustic focus. The axial resolution andferange sidelobes
after compression are examined. Finally experimental points spread fumetidhe focus are

obtained and compared along with the lateral resolution for the differeitaérn signals.

2.1 Material and equipment for data collection

2.1.1 Acquisition set-up
The basic acquisition set-up is presented in Fig.2.1 and consists of :
e an arbitrary waveform generator (AWG) Agilent 33250A that is usedetzegate all the
excitation signals.

e apower amplifier ENI 240L providing a gain of 50 dB necessary to géaéna voltages
required to excite the transducer (typicalyl00V).

e an "expander-limiter" protection circuit that protects the receiver duhiagransmission

of the relatively high voltages transmission voltages.
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Figure 2.1: Basic experimental set-up for data acquisition
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e acustom receiver amplifier, based on two integrated circuits by Analoig&efa pream-

plifier AD8331 and an amplifier AD605) providing a maximum gain of 89 dB.

e a 14 bit capture card GageCard CS 14100, with a maximum sampling freqateh@0
MHz.

A LabView (National Instruments) interface was developed to control tiggiaition settings
of the capture card. A software trigger solution was implemented, whicheshgwod jitter
performance (this aspect will developed more fully in Chapter 6). Thé/iembinterface also
provides a means to independently set the gain of the preamplifier and the empiid. 2.2
reports the frequency response of the power amplifier ENI 240L, medstith an oscilloscope
set on a 532 input impedance. The obtained gain is relatively constant around 49rdBBdo
range 100 kHz to 8 MHz, the -6 dB cut-off frequency is approximately HrMFig.2.3 shows
the total gain of the custom receiver amplifier for the particular settingsinsdtexperiments
yielding a gain of about 50 dB. The custom receiver amplifier exhibits aiweabandwidth
(the -6 dB bandwidth is approximately 150 kHz- 20 MHz), but the obtainedhdyc range is
in turn a bit limited, and was measured to be around 44 dB for this particulargsétiiise
level of 20 mV peak to peak of noise for a maximum swing of the output sigr&aBoV peak
to peak). In addition to this instrumentation chain, an X-Y test rig systemmegain through
a Labview interface allowed to position the transducer in a water tank, thedetHlustrated

by a picture in Fig.2.4.
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Figure 2.2: Gain of the RF power amplifier ENI 240L against frequency.

Normalised amplitude in dB

a4 — """;0 — """;l 2
10 10 10 10
Frequency in MHz

Figure 2.3: Gain of the custom receiver amplifier for a particular settinmsigequency.
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Figure 2.4: Picture showing the transducer mounted on a rod attached ¥ &esXrig system.

2.1.2 Transducer specifications

For all experiments, a Panametrics V309 single element transducer wihgwlseh is pri-
marily intended for non destructive testing applications). This is a circubacave (focused)
transducer, with the following specifications, as given by the manufastureasured with the
ASTM standards [27]:

e diameter: 0.5 inch
e acoustic focus: 50.9 mm

e centre frequency: 5.6 MHz

o fractional bandwidth: 79.6%

2.1.3 Acoustical calibration of the transducer

The acoustical pressures at the focus of the transducer were edsudifferent excitation
voltages. A PVDF membrane hydrophone (Precision acoustics Ltd., Hamptan Borch-
ester, UK) was positioned at the focus of the single element transduenr(bin depth), the
measurements were taken in degassed water, at ambient temper&t@e 20 cycles Contin-

uous Frequency (CF) pulse with centre frequency set at the ceatyeeincy of the transducer
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(5.6 MHz) was transmitted at different excitation voltages from 10V to 150 the posi-
tive and negative peak amplitudes of signals at the output of the hydnegireamplifier were
measured on an oscilloscope. The measured amplitudes could then beesbimte an acous-
tic pressure using the sensitivity calibration curve of the hydrophonedsd by the National
Physical Laboratory (Teddington, Middlesex, UK). Figure 2.5 repttmtsmeasurements. As
can be seen, the transducer used for experiments is able to deliver 4.addRstic positive
peak pressure amplitude at the focus, for the maximum excitation voltage (&5@@d). The
effect of non linear propagation in water, which translates into a vergrdifit behaviour of
the positive peak pressure and the negative peak pressure at higiien voltages is clearly
seen on the figure. The maximum negative peak pressure measureppsasaately of 1.8
MPa for the highest tested voltage. The corresponding Mechanioax Ifpdl)( which is used
to characterise the risks of mechanical damage due to exposure to uttiasam be readily

computed as [28, p516]:
00345 oz,

CMIV/ fo
where in this equatiop— is peak negative pressure in MPa, derated with the exponential term
(according to [12, p370], for an attenuation of 0.3 dB/cm/MHz)s the focus depth (5 cm)

MI = ~ 0.3 2.1)

CMI is worth 1.0 MPa/ MHz, and fy is the centre frequency. In our case, this yields an Ml of
0.3, which is a moderate value compared to the maximum values found in diagropgpment

for Colour Flow Imaging (up to 1.5, according to [29, p334]).

2.2 Study of on-axis coded pulse-echo fields

2.2.1 Acoustical fields with coded excitation: a brief revies

It appears that very few authors have studied in depth the propertiggasonic fields at the
output of a transducer excited by coded waveforms experimentallye Hsgects were recently
studied by Nowicki et al. in two papers. In [30], the sound fields gerdrhy different coded
excitation schemes were compared. It was logically observed that thenpnessed fields ob-
tained with the long coded transmitted waveforms exhibited directivity pattearacteristics
similar to those observed for long sinusoidal excitation. In contrast, the'pateserved after
compression were similar to those produced by brief wideband sinusaists binterestingly,
Nowicki et al. also observed that the maximum peak pressure after cesigmevas shifted

towards the surface of the transducer by 15 mm for the Barker codes.
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Figure 2.5: Peak pressures recorded at the output of a hydropiscméunction of the trans-
ducer’s excitation voltage.

The study also reported some values for the gain in SNR measured aftelessiop. However,
the values reported appear to be excessively high compared to th&dsydR of gain for an 8
uS LFM chirp and 15.2 dB for a 13 bit Barker code. For the centre frequesed in the study
(fo= 2 MHz) one would expect a maximum gain in SNR (GSNR) for the chirpufagy a
100% fractional bandwidtif; for the transducer):

GSNR = 10.1og(T' By fo) = 10.1og(8E — 6 * 1 * 2E6) ~ 12 dB (2.2)
And for the Barker codes, the expected gain in SNR is:

GSNR = 10.log(13) ~ 11.1 dB (2.3)

In [31], the same authors studied the compression properties of codedonas after propa-
gation through some pork tissue and beef liver. They were able to demtant$tat despite non
linear propagation and frequency dependent attenuation effectd) substantially affected the
beam properties, the coded waveforms maintained good compressi@rttgspwhich trans-

lated into an increase of the dynamic range of the received signals cairtpazenventional

CF sinusoidal burst pulses.
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Figure 2.6: Pulse-echo peak amplitude against on-axis depth for CFsmflsngth 4 cycles
and 8 cycles.

The preceding studies were restricted to the transmit field (i.e. as measuadu/tdrophone).
We here propose to study the compression properties of LFM chirps arlégBcodes in a
pulse-echo experiment. We also report experimentally obtained pointdpireztions for these

coded waveforms at the focus in the last section.

2.2.2 Study of on-axis uncompressed fields

The on-axis uncompressed coded acoustical fields emitted by the transdere studied in

a pulse-echo experiment using a L@@ wire target. The wire target was set perpendicularly
to the depth axis of the transducer using the X-Y rig system and the rdcsigeals from
different excitation waveforms were recorded along depth. All the raxgaits were carried
out with the same excitation voltage 30V, with the same centre frequency feigalls (5.6
MHz) and the waveforms were averaged 16 times to provide a good SNR.G-igports the
measured peak amplitudes along depth with two CF pulses of length 4 cycleés amtes.
The following figures (2.7 and 2.8) report the measurements for 3 chirigmgth 1Qus, and
fractional bandwidths$3; = 0.15, By = 0.5, By = 1.0 and three different Barker codes: a 5
bit code modulated by a 1 cycle pulse, 5 bit code modulated by a 4 cycle mad<sk3ait code

modulated by a 1 cycle pulse.

27



Transmission of coded waveforms through an ultrasonic transducer

LFM chirps
180 T T - -
- — Chirp Bfi 0.15
160 | .- ChirpB=0.5
Chirp Bf= 1.0
140 | R

E 120 /

£ ©

o 100 e

()]

8

S 80t \

4 N\ .

o 60f \
40 S
20t

0 1 1 1 1 1 1 1

20 30 40 50 60 70 80 90 100
Depth axis in [mm]

Figure 2.7: Pulse-echo peak amplitude against on-axis depth for LFscbirlength 1Qus
and fractional bandwidthB; = 0.15,B; = 0.5,B; = 1.0.
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Figure 2.8: Pulse-echo peak amplitude against on-axis depth on a wigefarthree different
Barker codes ( 5 bits with a 1 cycle base pulse, 5 bits with a 4 cycles basegndsl3 bits
with a 1 cycle base pulse.
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As can be seen, all the excitation signals tested yielded a very similar fieltepuith depth,
with the same maximum peak amplitude voltage at the receiver. This maximum is latated

distance of approximately 55mm from the transducer’s surface.

2.2.3 Compressed fields

The preceding received signals were compressed using a matchedifiltéreaobtained gains
in SNR were computed by measuring the peak amplitude level gain at each d@bptresults
are reported for each of the preceding tested coded waveforms, thicuaegpwere normalised
to the peak voltage amplitude of the uncompressed fields, and the measumeagee con-
verted into dB. The following figures Fig.2.9, 2.10, 2.11, and 2.12,2.13, 2ddrrthe results
obtained for the tested chirp waveforms and Barker codes, resggcfigecan be noticed, the
obtained compressed fields are very similar to the uncompressed fieldsjmyjilly & gain in
amplitude. This translates into a relatively constant gain in SNR with deptht, fapiar some

fluctuations in the near field.

Tables 2.1 and 2.2 also report the gain in SNR measured at the focusyatbrtige theoretical

expected value. The theoretical values were computed as:
GSNR = 10.1og(Ny), (2.4)

for the Barker codes, wher®, is the length of the baseband Barker code used (5 or 13 bit).
For the chirps, the theoretical gain in SNR was computed using the time-bahgwidiuct of
the waveform:

GSNR = 10.log(T}, By fo).- (2.5)

The results clearly show that for wideband waveforms (clip = 1.0, and Barker codes
with 1 cycle base pulse) the measured gains in SNR are significantly lowettthgmedicted
theoretical values (by 4 to 5 dB ). As the excitation waveforms become momaizand, the
gain in SNR measured gets closer to the expected values (5.4 dB vs 7 dR:fBatker 5
bit 4 cycles pulse and 8.6 dB vs. 8.75 dB for a chisp = 0.15). This can be understood
by considering the role of the transducer as a bandpass filter and rg¢h#dirafter a matched
filter the SNR only depends on the energy of the transmitted waveform: wyieg to transmit
a very wideband pulse, a significant fraction of the energy of the exaitatimal is lost by the

filtering process, and as a consequence, the obtained gain in SNR digtdfieantly from the
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Figure 2.9: Peak amplitudes and gain in SNR in dB with depth for an LFM chitpngith 10
ps and fractional bandwidtiis; = 0.15

Chirp Gainin SNR (dB) Theoretical gain (dB)

By = 1.00 13.4 17
Bj = 0.50 12.8 14.5
By =0.15 8.6 8.75

Table 2.1: Gainin SNR measured at the focus for three different chigbs@nparison with the
theoretical values. As the bandwidth of the chirp is increased, the ditfensith the theoretical
predicted value becomes more important.

theoretical values. On the contrary, if the signal to be transmitted hastefralcbandwidth
smaller than that of the transducer, the transducer acts as an allpass it the energy of

the excitation signal is effectively transmitted.

2.3 Study of the compression properties at focus

2.3.1 On-axis range sidelobes and axial resolution

This subsection studies the level of the range sidelobes and the axiati@sobtained after
compression of the signals received when the wire target was positiotteglfacus. The sig-
nals plotted in time domain in the upper graphs of Fig.2.15,2.16, and 2.17, cleaxythe

increased apodisation of the chirp excitations signals due to the transdhearincreasing
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Figure 2.10: Peak amplitudes and gain in SNR in dB with depth for an LFM chirfsngth
10 us and fractional bandwidtif?; = 0.5.
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Figure 2.11: Peak amplitudes and gain in SNR in dB with depth for an LFM chirfsngth
10 us and fractional bandwidth B=1.0 .
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Figure 2.12: Peak amplitudes and gain in SNR in dB with depth for an Barkks Sdits 1
cycle.
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Figure 2.13: Peak amplitudes and gain in SNR in dB with depth for a Barker Sdults 4
cycles.
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Barker 13 bit — 1 cycle
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Figure 2.14: Peak amplitudes and gain in SNR in dB with depth for a Barker £8dits 1
cycle.

Barker code Gainin SNR (dB) Theoretical gain (dB)

5 bit 1 cycle 1.97 7.0
5 bit 4 cycles 5.40 7.0
13 bit 1 cycle 5.99 11.1

Table 2.2: Gain in SNR measured at the focus for three different Badd®s and comparison
with the theoretical values. A significant difference is observed in the oashe wideband
waveforms obtained with a 1 cycle base modulating pulse.
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the fractional bandwidth of the chirp excitation signal. To understand feetadf the trans-
ducer on the compression properties, the lower graph of each of tigesesficompares the
normalised amplitudes of the compressed experimental received signals evithritpressed
excitation signals. The horizontal axis of these graphs presents thelstsaice from the peak
of the compressed signal (essentially time delays were converted into @istassuming a
speed of sound in tissues of 1540 m/s). As can be easily understoadrfowv bandwidths,
the sidelobes structure of the compressed experimental received sgywaitg similar to that
observed when compressing the excitation signal (see 2.15 and 2.20)e Aactional band-
width increases, the apodisation of the transducer has a beneficial imp#uot level of the
sidelobes, but the axial resolution is degraded compared to the casdhehexcitation signal
is compressed (Fig.2.17). Fig.2.18 compares the three experimental ceathtddM chirp
waveforms, the gain in axial resolution and the decrease in the levels ofitharp sidelobes

is clearly visible when increasing the fractional bandwidth of the chirp.

The following figures 2.19, 2.20 and 2.21 show that in the case of Baddss; the transducer
has little effect on the sidelobes level which remain close to their theoretieh{#viog(1/Ny),

see section 1.2.3). As can be seen as well, the spatial axial resolutionret#ieed signals is
notably degraded compared to the ideal spatial axial resolution obtairetaeimpressing the

Barker coded excitation signal when the signals are wideband (2.19.20d 2

The following tables Table 2.3 and Table 2.4 give more insights into the spat#lragolu-
tion of the compressed pulses, which was measured using the Full WidtHfa#lédamum
(FWHM). These values can be compared with the wavelenagihthe centre frequency used
(5.6 MHz), which is approximately of 0.26 mm. The axial resolutions obtained tivéttom-
pressed received signals are thus excellent for the most widebaredonag( 0.84)\ for the
chirp By = 1, 0.92) for the Barker code 5 bit 1 cycle, and 0.96or the Barker 13 bit 1 cy-
cle). Itis clear, however, that these waveforms could not be usatthdar imaging purposes,
because of the relatively large range sidelobes obtained. These sislslobuld be reduced
below the dynamic range of an image (typically 40 dB and more) to ensure #iaptesence

does not create any artifact.

2.3.2 Experimental point spread functions

This subsection presents the obtained point spread function recdrttesl acoustic focus of

the transducer. From an imaging point view, point spread functions aiam because they
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Figure 2.15: Top: Signal received from a wire target at focus fdrigpexcitation signal with
fractional bandwidth3; = 0.15 . Bottom: Compressed experimental signal and comparison
with the compressed excitation signal.
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Figure 2.16: Top: Signal received from a wire target at focus fdrigpexcitation signal with
fractional bandwidth3; = 0.5 . Bottom: Compressed experimental signal and comparison
with the compressed excitation signal.
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Figure 2.17: Top: Signal received from a wire target at focus fdrigpexcitation signal with
fractional bandwidth3,; = 1.0 . Bottom: Compressed experimental signal and comparison
with the compressed excitation signal.
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Figure 2.18: Comparison of the mainlobes and primary sidelobes for thedifiexent chirps
after compression (from the experimental data collected).
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Figure 2.19: Top: Signal received from a wire target at focus foaek& 5 bit 1 cycle exci-
tation signal. Bottom: Compressed experimental signal and comparison witbrtpressed
excitation signal.

Barker 5 bit - 4 cycles

o 1 : y . .
2 ‘ ‘ ‘ ‘
2
S 05f 1
I
S
g 0 -
N
g -05¢ :
S
z ; ; ; ; ;
0 1 2 3 4 5 6
Time in [u s]

g o0
£
o -20 1
e}
2
S 40t 1
£ : L
o -60f ~— Compressed excitation signal _
2 —— Compressed-experimental signal - :
% -80}- + = —20log(5). - - . . . . . . . p
2 ; ; ; ; ;

-3 -2 -1 0 1 2 3

Axial distance in [mm]

Figure 2.20: Top: Signal received from a wire target at focus foaek@& 5 bit 4 cycles exci-
tation signal. Bottom: Compressed experimental signal and comparison witbrtipressed
excitation signal.
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Barker 13 bit — 1 cycle
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Figure 2.21: Top: Signal received from a wire target at focus foaek& 13 bit 1 cycle ex-

citation signal.Bottom: Compressed experimental signal and comparison witbrifpgressed
excitation signal.

Chirp Resolution (mm)

By =1.00 0.22
By = 0.50 0.35
B; =0.15 1.14

Table 2.3: Spatial resolution measured as the FWHM at the focus of theltigersfor three
different LFM chirps.

Barker code  Resolution (mm)

5 bit 1 cycle 0.25
5 bit 4 cycles 0.61
13 bit 1 cycle 0.24

Table 2.4: Spatial resolution measured as the FWHM at the focus of theltigarsfor three
different Barker codes.
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show how an ideal point scatterer can be resolved by a 2D imaging system. aFvelocity
estimation point of view, point spread functions are equally important be¢hag give an idea
of the sample volume, i.e. the insonified volume in which all the moving scatteressmrwill
contribute to yield a single single velocity estimate. The point spread functiere ebtained
experimentally by scanning laterally the wire target (by steps of L} at the focus depth
(= 50 mm) and recording the signal returned from each lateral position. Tfactieely gives
a 2D amplitude distribution of the field at the depth of focus. Note that due toethmetry of
the single element transducer used, the results can be easily translatedintegesentation

of the sample volume, by rotation around the depth axis.

Fig.2.22 shows the point spread function obtained for two conventionglul¥es of length
4 cycles and 8 cycles. The difference in axial resolution can be eadiigedo but in the
transverse direction however, the two pulses yield a similar profile. Fig.h@8ssthe point
spread function of the three considered compressed Barker coes2.#4 shows the point
spread functions obtained from the three different chirps. The 2Btstriof the sidelobes is
clearly visible. Because the chirps used in this study have a much longeithythe structure
of the sidelobes extends a lot more in the axial direction than for Barke¥scoAs can be
seen as well by comparing Fig.2.24 and Fig.2.23, LFM chirps sidelobesezammiz slimmer
at some points whereas in the case of Barker codes, the sidelobesrstigatuore regular
with depth, and are much higher in amplitude. Finally, these results show ttiaedksted
waveforms yield an equivalent lateral resolution at the focus after cesam. This result is
further confirmed by the following plot Fig.2.25 presenting the lateral pegiitude pressure
profile for three different waveforms. The lateral spatial resolutionswesd as the FWHM (-6

dB), was similar for the three different waveform (approximately 1.1 mm).
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Figure 2.22: Comparison between the point spread functions of the 4 aydl& cycle CF
pulses. The colour scale corresponds to a relative amplitude in dB.
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Figure 2.23: Comparison between the point spread functions of the tiffeeeict Barker
codes.The colour scale corresponds to a relative amplitude in dB.
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Figure 2.24: Comparison between the point spread functions of the tiffiereidt chirps. The
colour scale corresponds to a relative amplitude in dB.
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Figure 2.25: Peak amplitude in the transverse direction for a CF 4 cycles thiscompressed
By = 0.5 chirp waveform and the compressed Barker code 5 bit 4 cycledfavms

2.4 Conclusion

This chapter has presented the experimental set-up and equipmenbusgiee dcquisition of
signals. The impact of the transducer on the transmission of coded wianssfas been studied
by pulse-echo measurements on a wire target. Three different chirpfavens were tested
(time duration of 10us and fractional bandwidth&,; = 0.15, B; = 0.5, By = 1.0). The
observed on-axis pulse-echo fields were very similar to those obswsittedonventional 4
cycles and 8 cycles CF pulses. The compressed waveforms yieldedigehgleonstant gain
in SNR, and the values obtained were in qualitative agreement with the thabxetiges for
relatively narrowband waveforms (chifp; = 0.15, Barker code 5 bit 4 cycles). Some larger
deviations were observed for the wideband coded waveforms (by 4 B),5mhich could be
expected, because the transducer then transmits a less important frattieexcitation signal
energy. The compressed waveforms received at focus showeid thatcase of LFM chirps,
the apodisation of the excitation signals by the transducer was beneficiains o sidelobes
level, as the fractional bandwidth of the chirp excitation signal is increa3edhe contrary, for
all Barker waveforms tested, the sidelobes level observed remainedtaltse theoretical val-
ues independently of the bandwidth of the waveform, and the length oEBadkle used. The
obtained axial resolutions, measured as the FWHM after compressiancaneelated with the

bandwidth of the transmitted waveforms (the more wideband the waveform etter hxial
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spatial resolution). Axial resolutions slightly below one wavelength at theedrequency of
the transducer were obtained for the most wideband waveforms. Tagsgaod figures have
to be balanced with the level of the range sidelobes. In practical imagingajugms, these
sidelobes have to be reduced below the dynamic range of an image [2d]of@me simplest
solution is to use an apodisation function on the envelope of the transmitted wadeform.
This will however reduce the axial resolution and generally, there is akmelivn trade-off
between the level of these sidelobes and the axial resolution ([24] dt@rice). Finally, for all
the coded waveforms tested, experimental point spread functions aidie Were obtained,
which showed the 2D structure of the sidelobes for the different cormgdesaveforms. The
2D sidelobes pattern can largely differ for LFM chirps and Barker spbat the lateral beam
profiles of the compressed fields were observed to be very similar to thihe dEF pulses,
yielding a very similar lateral resolution of 1.1 mm (which is essentially govebydtie trans-
ducer aperture and acoustic focus). After compression the sample vidumses essentially

modified axially, with the introduction of range sidelobes.
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Chapter 3
Basic considerations in the use of
coded excitation for CFl applications

The goal of this chapter is to investigate the potential improvements in spatidlties and
sensitivity that could be provided by coded excitation techniques in a typikaimplementa-
tion. Specific differences from B-mode imaging applications in terms of puldtiragegy and
safety requirements need to be taken into account. We also try to compaetatieradvan-
tages of using Barker coded signals and LFM chirps as coded excitatimidates with some
guantitative figures, as well as with more qualitative aspects in terms of éasglemen-
tation. This chapter first starts with a historical background and someajermmsiderations
on the coded excitation scheme selection. A simple model of signals for velstityagion
application is then reviewed. This model makes it possible to derive and ceni@aSNR con-
ditions for conventional and coded excitation, and to discuss the potentigdwempent of the
resolution-sensitivity trade-off. Significant differences from B-modaging applications will
be emphasised to discuss the relevance of coded excitation for velocity testiayaplications
in the context of CFIl. Some simulations are shown to support the statementanthttepro-
vide some quantitative figures of resolution and sensitivity improvements twoBafker codes
and LFM chirps. Finally, some more practical aspects such as the add#imtain complexity

and sidelobe reduction required by coded excitation techniques arsskstin the last section.

3.1 General considerations

3.1.1 Historical perspectives and literature review

The idea of using coded excitation schemes to improve the sensitivity of ulicaBoppler
flowmeters can be traced back to the early seventies. Cobbold [28}sdpar studies pre-
sented in conferences from a Japanese team in 1970, where theilpypssilusing binary
sequences to monitor heart velocities is investigated [32, 33]. The sanwsaalso published

a journal paper on the same topic a bit later on [34]. In 1972, Waag dératatsa prototype
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system measuring the cardiac chamber flow using pseudorandom bagaignees. A bit later
on, a set of papers [35, 36, 37], reported systems for blood flowuremagnt based on the
transmission of broadband random noise bursts. These techniquesiméar in principle to
coded excitation techniques. The authors provided a theoretical anaflykes systems, while
pointing out the main advantages of the technique in the light of the limitations e&ntanal

Doppler pulsed systems. These are essentially:

e the range resolution of a conventional pulse Doppler system is limited by ththleh
the transmitted pulse: a short pulse provides a good resolution but tregeveéemporal)
transmitted intensity is then limited, which implies relatively poor SNR conditions. This
loss in sensitivity can only be compensated by the transmission of largenenkities

up to a certain limit, for safety reasons.

e pulse Doppler systems also have an inherent range/ maximum detectablg@ioduct

limitation.

The studies demonstrated that with random signal flowmeters, the resoluirdyg onstrained
by the bandwidth of the transmitted pulse and not any more by their time duratioh altows

the transmission of long signals providing a good sensitivity. Moreover# shown that the
proposed systems did not suffer from the range / velocity ambiguity eédevith conventional
sinusoidal bursts. It is here worthwhile to mention that these early codethion systems
were introduced in their historical context a few years after the introductigpulsed Doppler
systems by Peronneau [8] and Baker [9]. The output of such dewictte time was still

essentially Doppler spectra. Velocity profiles with multi-gate systems were ordpgear a
few years later [38] and real-time CFl systems even later [39]. Cathigrall eleveloped a
new approach in 1980 with the use of circular M-sequences [40], tkeugo-random signal
Doppler flowmeter was commercialised. The authors claimed an increased Bfid the SNR

with their system. A few laters later, however, the same team of reseapli#ished an article
dealing with some limitations of their system due to clutter signals [41]. They alsteploout

that in pseudo-random Doppler systems, the transmitted power is not limited pgak power

but by the heating effects, which limits the gain in SNR to 10 dB in practise.

In parallel to these works, McCarty [42] proposed a CW Doppler sysiima repetitive linear
frequency modulation of the transmitted signals, the underlining idea was tosinimmthe lack

of range resolution of a CW device by "encoding" depth with frequefitys approach was
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extended later on by Wilhjelm [43, 44] to yield a new velocity estimation apprbasked on
LFM chirps. It seems that apart from the work of Wilhjelm, the use of cosbagitation for
Doppler application was not considered much further from the late eighttbs teeginning of
the 21st century. With the renewed interest for this technique in the late minatiew patents
were published for the use of coded CFI systems. A patent was papmsthe use of single
codes [45], two patents deal with CFI systems based on the use of Galay [gt6, 47]. Zhao
[26] gave some practical and theoretical considerations for the deS@ICBI system based
on Barker codes. Some authors have also recently proposed nemsysteCFl based on
a more complex use of linear arrays, where different elements are usss$mit or receive
simultaneously in different focus loci [47, 48], coded excitation is thesdus compensate for
the loss in SNR associated with using only a few elements on transmit. Finally, €oaVe
discussed the compression properties of LFM chirps for Doppler afiplisa with a specific

focus on Transcranial Colour Doppler (TCD) applications [49, 50].

3.1.2 Coded excitation scheme selection and scope of thiady

Coded excitation is a technique derived from the radar field, where samiardasks of imag-
ing and velocity estimation are performed. It is interesting, however, tcssdaae differences
in the two different fields. Radar waveforms are usually designed to yimbdl gorrelation
properties to obtain a good resolution in both range and Doppler (this islised#hrough the
use of the so-called "ambiguity function”, this notion is not introduced heénegst's barely
used in the field of medical ultrasound). In medical ultrasound modern|Bofgezhniques, al-
though the movement of scatterers causes a frequency shift due tophtebeffect, the effect
of frequency dependent attenuation may produce an important shigodncy (two orders of
magnitude higher than the Doppler shift [23]) which will mask the Dopplett sttifis aspect
was mentioned in the introduction chapter). In general, blood or even sty estimation
can thus not be performed using a single measurement relying on the reqaerfcy shift.
The estimators rely instead on the shift in time or in phase that the returnedsstgparience
over several (at least two) pulse transmit-receive cycles. Misaridisgubout in [24] that there
is thereforea priori no need to retain a good resolution in the Doppler axis for the the selection

of the transmitted coded waveform.

In this chapter, two types of waveforms will be investigated, the LFM chirgsBarker codes.

LFM chirps have already proved to have interesting properties for imagiptications[22, 23,

47



Basic considerations in the use of coded excitation for CFl applications

24], but seem to have been less studied in the field of velocity estimationfegrarthe work
of Wiljelhm [43, 44]. Misaridis suggested to use uncompressed LFM cliapblood flow
velocity estimation and noted that applying a phase-shift flow estimator on tteerymessed
data could be theoretically possible, but the effect of the varying fregyuef the signal on
the estimator would have to be investigated [24]. In fact, as will be seen,ressipg of the
pulse at the receiver seems to be essential to restore the resolution aflgbe lpng coded
excitation pulses would otherwise yield extremely wide sample volumes. One pfdhkems
that arises when compressing the waveforms at the receiver are graggehsidelobes, but the
requirements for the sidelobes level may not be identical to those for imagirditions, this
will be discussed later in section 3.5.2. Zhao[26] has recently propasetlextive scheme to
perform CFI with Barker codes with reduced sidelobes, and pointetheutlative simplicity
of the use of these coded waveforms. It is interesting to note that the Gaaf codes could
solve the problem of sidelobes in theory, but this technique requires segneedof stationarity
between pulses transmits of the complementary codes for a good compreEBkisrtype of
coded excitation thus requires some specific signal processing techniguebe used for
velocity estimation. As previously mentioned, schemes based on Golay copeddom CFI
were proposed in a patent [51]. Other pseudo-random binary segsi@re also theoretically
possible. We will however restrict our scope to the simpler cases of Badkkes and LFM

chirps, and will try to compare the relative advantages of these two typeavaforms.

Finally, although advanced new CFI imaging approaches are possibtg acgdled excitation
(for instance, [48]), this chapter is primarily concerned with a “classiCall implementation,
with a phase shift based estimator. The goal is to see what could be thégdatdnantages of

using coded waveforms instead of CF pulses in a typical current sc&riénplementation.

3.1.3 Model of the SNR conditions at the receiver and improveent by coded
excitation

Carrying on with the comparison with radar applications, the useful redeignals in a radar
system usually consist of distinct echo signals from targets resolvedebiynidiging system
(note however that in radar systems, an additional clutter signal comiisradten present and
in weather radar, the clutter signal is the signal of interest). In these sitgaitois known
that the matched filter maximises the SNR at the receiver, in the presencditfead/hite

stationary noise (see for instance, [16]). The SNR in this case is takée aatio of the peak
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power of the received echo with the average noise power:

Target signal peak power

SNR = (3.1)

Average noise power

With the use of coded excitation, the SNR at the output of a matched filter proxamately
be increased by a factor equal to the time duration-bandwidth produat trfathsmitted coded
waveform, without sacrificing the spatial resolution or increasing the rmatesd peak ampli-
tude. This has been the basis for using coded excitation in B-mode imagifigaéipps, to
improve the depth of penetration, without compromising patients safety. lra@ications,
the received signals used to infer velocities are formed by incoheratiesng of ultrasound
from a large number of randomly located scatterers which are not resbywthe system (so-
called “speckle” signals). The SNR conditions can thus no longer beuatkdy described by
Eq.3.1 and need to be treated with an adapted model. The next section ravéawgle sig-
nal model from which the SNR conditions will be derived and the possibleduwgmnents in

sensitivity and resolution with coded excitation will be discussed.

3.2 Review of a model of the SNR conditions and influence of the

filter at the receiver in the case of incoherent scattering

3.2.1 Review of a simple model of the backscattered signai®i blood

The speckle signals used to infer the velocities of blood and tissues in matiiesbund are
likely to arise from a complex interaction between the ultrasound waves anditihescopic
structure of the propagating medium. From a model point of view, speckialsigan be
described by the summation of the individual backscattered signals frorgeadallection (at
least, a large number in a cube of side length equal to a wavelength) aimankbcated point-
like scatterers. In a continuous description of the propagating medium,dremhscattering
arises from random fluctuations of the compressibility and density propetithe medium,
with a correlation length much smaller than a wavelength. Several studiesdbaltewith
the stochastic properties of the backscattered signals from blood, &dsedon a discrete or

“continuum” approach (see for instance, [52, 53, 54, 55, 56]).

The amplitude of signals at the receiver may vary significantly with the dep#tafn because

of the spatially variant point spread function of ultrasound transduaatseffects of propaga-

49



Basic considerations in the use of coded excitation for CFl applications

tion such as attenuation. The stochastic process to be modelled & phugsi not stationary.
However, the hypothesis of stationarity can be made if the signal is olostava short pe-
riod of time, like the duration of the typical gated range windows used forcitglestimation
(of the order of one microsecond). For the purpose of analysis, thestationary process at
the receiver can then be replaced by a stationary process havingrbestatistical properties
(in particular same variance, or average power) as locally, in a rarigd géndow at a given
depth. A common approach to model the signals is to regard the stochastspasthe output
of a linear filter excited by noise (the random fluctuations in compressibilitydandity from
which backscattering arises), and impulse response, the transmitted sighabretical justi-
fication was for instance given by Kristoffersen in [57], based onelsen’s theory of blood

backscattering [55].

The received signal processt) from a given depth can then be modelled as:

:U(t) = /S(T)fscat(t - T)dT, (32)

wheres(t) is the transmitted signaf..: is a noise-like scattering function. In particular, we
have the property:
< fscat(t)fscat(t+7') > k?s(s(t—T), (33)

where<> denotes time averaging, is a constant characterising the transducer transmit/receive
sensitivity function at a given depth, and the average backscatterimer pd blood. The pro-

cess is then characterised by its autocorrelation function:
‘+OO
<x@ﬁ@+7)%¢@/ s(t)s(t 4+ )t (3.4)
—0o0

Note thatk, has the dimensions of the inverse of a time in this expression. In particutatj-su
tuting = 0 in EqQ.3.4 shows that in the absence of filtering at the receiver, the &/poager

received is proportional to the energy of the transmitted signal, throughdbfficient:
< x(t)? >= k,E, (3.5)

whereE is the energy of the transmitted signal. The power spectral deRsify of the sta-

tionary signal can also be found by taking the Fourier transform of Eq.3.4
P(f) = ks S(f)I%, (3.6)
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whereS( f) is the Fourier transform of the transmitted signal. In the following, we will uie th

stationary model to derive the SNR conditions at the receiver after a filter.

3.2.2 Influence of the receiving filter

The filter at the receiver has a major impact on the SNR conditions, since itagirgecting
noise from the useful signal bandwidth. Denotingfbthe impulse response of the filterthe

received signal process, andthe system thermal noise process, the SNR conditions are given

by:
<(z®@h)? >

SNR = ———
< (n®h)?>’

(3.7)

A simple model of the SNR conditions at the receiver can equivalently eulated in the
Fourier domain. The thermal noise mainly arises from the transducer arahtpification
system, and its spectrum can usually be considered as flat over theibdmdfthe signal. Let
us assume a constant noise power density2 in (W/Hz). Let us further assume that the filter
at the receiver has a frequency respoHs¢) . With the help of Eq.3.6, the SNR at the receiver

is then characterised by:

axg ~ 2L PO 2k [ISOPIHDP (3.8)

J NolH (f)|*df No [ [H(f)>df

This is essentially the expression obtained by Kristoffersen [57, (84th, ks normalised to
one. This expression is hard to work with unless the spectral shape fit¢hand the signal
have a simple analytic form. In the next section, we will examine the specigoadasmatched

filter at the receiver.

The receiver filter also plays a major role in the spatial resolution of a sy§teenaxial size of
the sample volume of a pulsed Doppler system is determined by the shapeexdehed echo
envelope from a point scatterer, as observed at the output of this filta(z) is the impulse
response of the receiver filter, then the axial amplitude weighting of thelsaropmew(t) is
given by [57]:

w(t) = Env {/ s()h(t — T)dT} , (3.9)

where Env denotes the operation of extracting the envelope of a signal.
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3.2.3 Case of a matched filter at the receiver

Let us first derive the SNR expression in the particular case when aeddittkr is used at the

receiver. The frequency domain expression of a matched filter is biygh6]:
H(f) = k.S*(f)e 7*m/m, (3.10)

wherek is a constant amplitude factor ang is a constant delay to make the filter causal.
SubstitutingH (f) in Eq.3.8 is straightforward and leads to:

_ 2k [IS(N)df

R IEG

(3.11)

In terms of spatial resolution, the weighting axial amplitude of the sample volumbeab-

tained with the time domain impulse response of the matched filter [16]:
h(T) = k.s(tq — 7). (3.12)

Substituting in Eq.3.9 shows that in the case of a matched filter the axial weightiplifusde

of the sample volume is the autocorrelation envelope of the transmitted pulse.

3.2.4 Optimality of the matched filter

The optimality of the matched filter in terms of SNR is not guaranteed from theopieex-
pressions. The reader is referred to Kristoffersen’ paper [57 ftiscussion on the optimality
of the receiving filter. In the context of coded excitation, it seems essémtisse a matched
filter (or any decoding filter combined with a bandpass filter to reject noisestore the axial
length of the sample volume down to approximately the inverse of the bandwidilie€ting
the sidelobes of the compressed waveform). The long coded signhals oibdvise yield
sample volumes with a very large axial length. In a conventional CFl implememtalie re-
ceived signals are usually summed in a range gate of dur@li@fter quadrature amplitude
demodulation. This can be understood as applying a real pure avefdgingf impulse re-

sponse:

1 tel0,T7]
Bt T,) = , (3.13)
0 elsewhere
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on the complex demodulated data (and retaining only one value per gatedwardpw). In

the case of conventional pulses with a rectangular amplitude enveldpejsfchosen equal
to 7T}, the duration of the transmitted signal, the effects of the averaging filter orageband
data and matched filter are identical in terms of SNR and resolution. In partibelabtained

weighting (normalised) axial function of the sample volume is a triangular fumgiien by:

1—|t/T,| |t <17,
w(t) = b b (3.14)
0 elsewhere.
In this case again, the axial length of the sample volume, for instance takka fadl width
at half maximum (FWHM) is equal t@, ~ 1/B, that is, approximately to the inverse of the

bandwidth of the conventional pulse used.

3.3 SNR conditions comparison for coded and conventional CF

pulses after a matched filter

In this section, we compare the SNR conditions when a conventional amte palse are used,
with a matched filter at the receiver. For further simplification, the specttheofransmitted
pulses are assumed to be square. As such, the LFM is chirp a is goadatarfdr the coded
pulse. For the conventional pulse, a sinc envelope CF pulse is usednofimalised sinc

envelope function is given by:

sin(7 Bt) t € R*
sinc(Bt) = nBt , (3.15)
1 t=0

where B is the bandwidth of the pulse (in Hz). This waveform is not caarsdlis never used
in practice but has the good spectrum property (rectangular spectrwidth B) and will be
used here for discussion purposes only. We also use the fact thatfiodulated waveform
with a rectangular spectrum and centre frequeficyS(f)|? is a constant in the bandpass and
is equal to :

E

B
spp-{2m VR

0 elsewhere.

(3.16)
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Substituting and integrating in Eq.3.11 yields:

ksE

SNR = BN, (3.17)
3.3.1 Case of conventional CF pulses
For a conventional CF pulse the energy is given by:
1 2
E = 5A Ty, (3.18)

whereA is the amplitude of the CF pulse (assumed to be constant]aiglits time duration.
We can further use the relationship~ 1/7,, (the time-bandwidth product of a CF pulse is of

the order of one) to obtain:
ks AT,  kA®
2BN, ~ 2B2N,’

SNR = (3.19)

Note that in the case of a sinc envelope pulse the reIatiorEhip% holds exactly, so substi-
tuting in Eq.3.17 shows that Eq.3.19 is rigorous in this particular case. Wedhukat the SNR
conditions are heavily dependent on the bandwiglthf the pulse, as a function af B2. This
relationship also illustrates the severe trade-off between resolution asitivaty for velocity

estimation in ultrasound.

3.3.2 Case of coded excitation

In the case of an LFM chirp, the same analysis can be performed exaéfitetime-bandwidth
product of the waveform can be set to any arbitrary value greatemti@nWe thus obtain:

ks AT,

SNR = 5BN, '

(3.20)

where this time}}, is the time duration of the chirp anfl is its bandwidth. This shows that in

the case of coded excitation the SNR varies a5.

3.3.3 Improvementin SNR

If the coded signal and the CF pulse to be compared have the same peakdenpliyielding

the same transmitted peak intensity) and the same bandwidthe improvement in SNR is
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obtained by the ratio of expression Eq.3.19 and expression Eg.3.20.aithendSNR is thus
equal to:
GSNR =1T,,B, (3.21)

whereT), is the time duration of the chirp arfélis the bandwidth of the chirp and the sinc pulse.
We thus arrive to the classical result in radar theory that the improvem&Mmhdue to using
coded excitation is equal to the time-bandwidth product of the coded wavgefe-derived here

in the case of incoherent scattering.

3.3.4 Validation with simulations

Synthetic RF speckle signals modeling the statistical and spectral chatargerishe received
signals in a given gated range window can be obtained by convolvingc@ateon signak with
a Gaussian white noise realizatian, following the signal model of section 3.2.1. To model
thermal noise at the receiver, a second independent white (all passki@n noises is then
added:

r=e®ni+ no, (3.22)

where® denotes convolution. For all the simulations presented in this thesis, the &entre
guencyf, used was set to 5 MHz, and the sampling frequency was set to 50 MHalifiate
the SNR models derived in section 3.3 Eq.3.20 and Eq.3.19 with the assumptiprac spec-
tral density functions, a synthetic speckig) signal was first generated according to Eq.3.22

using a sinc pulse excitation signdk) with a given fractional bandwidtf

e(t) = sinc(By fot) sin(27 fot). (3.23)
This signal was sampled fare [— Bﬁf}g : +B§f}0}. In the case of coded excitation, the LFM
chirp excitation signal is given by:
B B
e(t) =sin [ 27 fo ( - f) t+ L2 tel0,T,. (3.24)
2 2T,

The SNR at the output of a matched filter were computed in time domain, as:

SNR — < (6 ® n1 @ hnatched filter)2 >
< (nQ ® Nmatched filter)2 >

, (3.25)
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Figure 3.1: Plot of the SNR conditions after a matched filter as a function stjirgred inverse
of the fractional bandwidth for a sinc envelope CF pulse.

Where hynaiched fitter 1S the impulse response of the matched filter associated with either the
sinc pulse or the chirph,atched fitter = €(74 — t)). The operation was repeated while varying
the fractional bandwidth of the pulse from 0.2 to 1. All the signals genetatedmpute the
SNR values were 100 000 samples long (chosen to obtain statistically relisblésreThe
results obtained are plotted in Fig.3.1 and Fig.3.2 (the SNR range conditions prakis were
chosen arbitrarily). There is a very good agreement with the expedsdibnship between the
SNR conditions and the bandwidth. The graph in Fig.3.3 also shows the rgsgdiimin SNR

and the theoretical curve EQ.3.21, again a very good agreement is.shown

3.4 Potential improvement in sensitivity and resolution

3.4.1 Improvementin the SNR conditions

The preceding equations show that an improvement in SNR is possiblelémitye=stima-
tion applications provided a coded waveform with a significant time-bandwiittiuct can be
achieved. The obvious potential benefits of such of an improvement isreasethe threshold
of detectability of flows in deep-lying regions or for “technically difficult”tpnts. However,
the situation differs significantly from normal imaging conditions. Coded ebmités an attrac-

tive solution for B-mode imaging applications because the rarefaction peakyse intensity
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Figure 3.2: Plot of the SNR conditions after a matched filter as a function afvkese of the
fractional bandwidth in the case of coded excitation (chirp of durafipa- 10 1s).
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Figure 3.3: Simulated gain in SNR (GSNR) of chirps of duratign= 10 us over sinc en-
velope CF pulses of the same amplitude, as a function of the fractional dthgand the
corresponding theoretical improvemei}, B fo).
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is the limiting factor to achieve a better SNR for patients’ safety. For typicali@plementa-
tions using phase domain velocity estimation, long (narrowband) pulsesaseritted which
already provide a relatively good SNR. The margin of improvement with ¢edeitation is
thus limited compared to the case of the high resolution pulses used for imagimgoWér, as
large packet size (number of pulses transmitted in the same direction) asefiited in a rapid
interval (the pulse repetition frequencies required for velocity estimatemtdeast one order
higher in magnitude than a typical B-mode imaging frame rate), heating effegtbenthe
major limitation to increasing the sensitivity for these applications, rather thdniptasity
limitations. In terms of acoustic output, this means that the average transmittedtinteag
often be bounded for CFI. The intensity considered here is more plethisespatial peak pulse

average intensity, defined by [13] :

1 [T
Topa = — / Ti(t, T ), (3.26)
Ts 0

wherery,ax is the position of maximum intensity; is the pulse repetition period, adg¢, r)
is the instantaneous intensity. Jensen [13, pp.21-22] gives the exanadbeistt pulse of length
T, propagating as a plane wave in water with a constant prepguiighe peak intensity is then
given by I, = %, whereZ is the characteristic impedance of wat&r £ 1.48kg/[m?.s]).
This yields the average intensity:

L (fng g, » T

= .y 3.27
N Y/ 27 T, (3:27)

In the general case, the transmitted pulse amplitude is limited by either the demagakin p
intensity I, or by the demand in average intensity,,. Jensen has discussed these inten-
sity limitations for CFI systems [13, pp.219-222], while pointing out that nonitefe general
conclusion could be drawn. However, in the situations when the aversggesity limit I,

is reached for a given pulsing strategy (a given pulse repetition pdravde rate, and packet
size), the total energy of the transmitted pulse is bounded (the gfy2~Z cannot be in-

creased in EQ.3.27) and thus, coded excitation may not be used forresitjvsty improvement.

3.4.2 Sensitivity/Resolution trade-offs

CFl implementations are known to suffer from a sensitivity/resolution trafidesfg narrow-

band pulses provide good SNR conditions but have intrinsically a potabsolution. Coded
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excitation solutions have been proposed to enhance this trade-ofifitang wideband codes
for a good resolution while maintaining a good sensitivity thanks to the gain in [@sWRded
by the technique). Chiao [17] pointed out that unlike B-mode imaging, CEesystypically
operate close to the average intensity limits, and reasoned that furthérgbenmemprovement
using coded excitation is generally not feasible; only resolution and frateeimprovements

may be possible.

The critical quantity for analysing the spatial resolution in CFl systems is ttenerf the
region in space over which different scatterer velocity contributionaggeaged in a single ve-
locity estimate (the “sample volume” size), this constrains the spatial resolutibe afferred
velocity distribution. After a matched filter, the axial length of the sample volunpemids
on the bandwidth of the transmitted pulse as discussed in section 3.2.3. i céerbly seen
from the previous expression Eq.3.17 that if the conventional pulse ancbtted pulse have
the same energy (same average transmitted intensity), an increase ofdidblaiiresolution)

via coded excitation will yield a decreased SNR:

SNRcoded o ksE/NOBcoded . chw

GSNR = = =
SNRconv ksE/NOchw Bcoded

<1 (3.28)

Thus, coded excitation provides a more flexible sensitivity/resolution wédmly if the en-
ergy of the coded waveforms can be increased compared to a givererred¢ conventional

pulse.

Fig.3.4 sums up the trade-off between resolution and SNR conditions in a ymihesc way,
when both type of excitation signals have the same peak amplitude (i.e. samiatpeaky),
from the expressions of the previous section. Consider a typicalvaaared CF pulse of frac-
tional bandwidthB; = 0.2, this pulse provides SNR conditions arbitrarily set to 14 dB. This
CF pulse has a duratidfi..; = 1/0.2f. The solid light grey curve curve shows the decrease
in SNR if the bandwidth of this pulse is increased (dependendg &% from Eq.3.19). Alter-
natively, the medium grey curve corresponds to the SNR provided byedcsignal with the
same peak amplitude and durati®p s, as given by Eq.3.20. We can see that increasing the
bandwidth to yield a better spatial resolution will yield poorer SNR conditiorste that the
curve was not plotted for a fractional bandwidth less tiian= 0.2 since in this region the
corresponding hypothetical waveform would have a time-bandwidthuystddferior to one,
which is not realisable. In the case when the coded waveform is longeithlkeaconsidered

reference pulse2(;..; and57,.. ¢, for the dark grey and the black lines respectively), we see
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Figure 3.4: Illustration of the Resolution / SNR trade-off for coded pudsesconventional CF
pulses with square spectra, and for a constant excitation signal pedikuaep

that coded excitation offers a more flexible trade-off, the spatial resolofithe waveform can
be improved (up ta3; = 0.4 andB; = 1.0 respectively) without any loss in SNR, but the
transmitted energy (and thus the average transmitted intensity) has beeséuchy factors
of 2 and 5, respectively. This corresponds to the theoretical caseaveforms with a square
spectra (section 3.3). In practise, the transmitted waveforms don’t haeteagular spectrum,
and an increasing fraction of the energy of an excitation signal is lost asui@width is in-
creased, due to the limited bandwidth of the transducer. This will be investigatee next

subsection with simulations.

3.4.3 Sensitivity and resolution study with simulations

This subsection aims to better quantify the resolution/ sensitivity trade-dtfissome fairly
realistic waveforms and simulation parameters. In practise, CF pulseserediffiengths can
be used for velocity estimation depending on a particular application. In thdy,stie used
CF pulses ranging from 4 cycles to 12 cycles. To study the potential immeven resolution
and sensitivity by coded waveforms, SNR values were compared aftetcheddilter for the
different CF pulses and two types of coded waveforms: LFM chirpsBarer codes. For all
the simulations, the hypothesis was made that the energy of the transmitteccsigiddbe in-

creased (increase in average intensity tolerated), the peak intensityusabketimiting factor
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for SNR improvement and all the excitation signals were scaled to yield the ssakeampli-
tude. The excitation signal was obtained with (3.24) for LFM chirps. Backded excitation
signals were obtained by convolving a CF pulse of a given length in cydtbdive correspond-
ing “oversampled” baseband Barker codes, as the proceduralsesor section 1.2.3 (based
on [17]). The model used for the synthetic RF speckle signals is similar tod¢lveops section,
except that it takes in to account the effect of a transducer, i.e. tltakxa signals were con-
volved with a synthetic transducer’s two-way impulse respdnsg, (modelled as sinusoidal
Gaussian amplitude pulse, with a -6 dB fractional bandwidth of 0.5 and deetpgencyf, =
5 MH2z), to yields:

s = e hiran, (3.29)

and then similarly to Eq.3.22), and to Eq.3.25, the received sigaat theSNR values were
obtained from:

r=5Qn] + nog, (3.30)

hma ched filter 2
SNR:<(s®n1® thdflt2) > (3.31)
< (n2 ® himatched fitter)® >

The SNR gain in dB is then computed from:

GSNR = 10log(SNRoded/SNReono)- (3.32)

3.4.3.1 Case of LFM chirps

Fig.3.5 shows the results obtained for chirps of durafipn= 10 us, and different fractional
bandwidths. For reference, one cycle lasts 2t 5 MHz. As can be seen, the gain in SNR
provided by the different LFM chirps severely depends on their badttiwand thus on their
spatial resolution). For instance, a A0 LFM chirp of 100% fractional bandwidth provides a
very good spatial resolution but is unable to provide any gain in SNR okgpulses longer

than 7 cycles.

To further elucidate the sensitivity/resolution trade-off, Table 3.1 conspdue resolution of

the different chirps and the corresponding gain in SNR they achieveaov@ cycle CF pulse
(duration 1.6us). The resolution was measured as the FWHM of the matched filtered pulse
envelope. For reference, the chifp = 0.15 and the 8 cycles CF pulse have similar bandwidth
and resolution (1.3 mm). The table also reports the increase in the transmittatiesigngy

over an 8 cycles CF pulse. An increase in sensitivity and resolution isrshatl the chirp
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Figure 3.5: Sensitivity improvement provided by chirps of differentticaral bandwidths over
CF pulses of different lengths in cycles, for the same excitation signal ahglitu

Chirp Res.(mm) GSNR (dB) Energy increase

By =1.00 0.26 -1.6 3.7
By =0.50 0.42 29 53
By =0.15 1.34 8.5 6.1

Table 3.1: Resolution/ Sensitivity improvement/ Increase in energy overcgnles CF pulse/
Comparison for 3 LFM chirps of duration 1&. The 8 cycles reference CF pulse has a spatial
resolution of 1.3 mm.

By = 0.5, but the price to pay is an increase in the average transmitted intensitpimxiap
mately a factor of 5 compared to the 8 cycles CF pulse (for a similar pulsinggtyatidote
that the obtained gain in SNR is relatively smail 8 dB). The gain in SNR provided by a
chirp waveform can be arbitrarily increased without compromising the $pasialution just
by increasing the time duration of the waveform, which was set tes10n practice, however,
several factors may bound the choice of the duration of the waveforrmdheimportant being
the limitation in the average transmitted intensity for patient safety, as discussedsection
3.4.1.

3.4.3.2 Case of Barker codes

Barker codes differ from LFM chirps in the fact that for these codedeforms, the time-
bandwidth product is fixed by the code used. It is possible, howeveariothe duration of
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Figure 3.6: Sensitivity improvement provided by different Barker coolesx CF pulses of
different lengths in cycles, for the same excitation signal amplitude.

the coded waveform (and thus to increase the sensitivity), by addimgageycles per chip,
but the counterpart, and contrary to the case of LFM chirps is a dectdendwidth and
resolution (so that the time-bandwidth product remains constant). Fig.3wgghe gain in
SNR provided by different Barker codes and illustrates the sensitivstyilidon trade-off for
this type of coded waveform. Table 3.2 gives more insights into the resol#ioan be seen,
a 13 bits Barker code with 1 cycle per chip does not provide any gainGivgulses longer than
4 cycles, although this waveform has an excellent resolution. Theyeogtigs waveform after
convolution by a transducer’s impulse response is only 90% of the nefei&cycles CF pulse
energy. If a significant improvement in sensitivity is to be obtained, 4 cymeship signals
have to be used, but this also bounds the maximum achievable resolutioh,isvtiien around
0.69 mm (see Table 3.2). Note again that the gains in SNR with the simulation paraarete
rather limited, but the obtained gains in resolution are still very interesting For&Specially

in relation to visualising small vessels.
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Barker code Res.(mm) GSNR (dB) Energy increaseT),

13 bits 1 cycl. 0.23 -7.7 0.9 2 fos
13 bits 2 cycl. 0.37 -0.8 2.6 5,2s
13 bits 4 cycl. 0.69 5.3 6.1 104s
5 bits 4 cycl. 0.69 1.7 2.3 4.0s

Table 3.2: Resolution/ Sensitivity improvement/ Increase in energy ov@rcgnles CF pulse/
Length of the coded pulse, comparison for 4 Barker codes. The 8soaflerence CF pulse has
a spatial resolution of 1.3 mm.

3.5 Practical considerations

3.5.1 Hardware complexity, baseband decoding of the wavefns

Implementation of a matched filter at the receiver for CFI applications adchdisant com-
plexity to systems. It should be noticed that the length of the filter at the mcisiusually
superior or equal to the length of the code used, thus in general, loegl seduences provide
better SNR gains but introduce a higher computational load. It is likely thra¢mutechnolo-
gies can handle this technical challenge, but in practice, an effectijyipesring solution will
always try to limit the hardware complexity and the costs of a technical solukonphase
shift based velocity estimation techniques used in typical CFl implementatiorsglidg can
be performed on the baseband signals, which is particularly attractiee, thia sampling rate
requirements are much lower after quadrature amplitude demodulation. r Badkes ( and
pseudo-random binary sequences, in general) are particulartyiedféor a practical hardware
implementation since the codes can be generated with bi-level pulsersawleteeory, LFM
chirps require multi-level pulsers. However, pseudo-chirps can a&sgsed as demonstrated
by O’Donnell [20]. A recent study has also demonstrated an effestiitions to synthesise

non binary codes with good compression properties using a bipolar po&er

The following illustrates the principle of baseband decoding. Consideraimplex baseband
signalZ = I + jQ, the decoded baseband siguig] is obtained after a complex baseband
matched filter:

Zy=2 (I +jQc)" = (I +jQ) ® (I + jQo)* (3.33)

wherel, and@). are the in-phase and quadrature components of the demodulated coded ex
tation signal,@C and . are time reversed version &f and (., ® denotes convolution and

conjugation. The decoded In-phase and Quadrature sigpatedQ, are thus the real part and
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imaginary part oz ; :
Iy = (I®fc) - (Q®Q~c)
Qd = (Q & fc) - (I 2 Qc) (334)

In the case of Barker codes, the excitation signal is obtained by modulatiageddnd (real
valued) sequence, as a conseque@ges= 0. The complex baseband matched filter simply con-
sists of filtering thel and@ sequence with a time-reversed version of the modulating baseband
Barker sequencé.. Zhao [26] investigated different complex baseband decoding strategie
(including sidelobes reduction with an inverse filter) and showed that theblbad decoding

process was equivalent to a real convolution with the I/Q channels iiglara

Complex baseband decoding with LFM chirps is also possible. Fig.3.7 shenis-fhhase
and quadrature componemtsand(. of a quadrature amplitude demodulated chirp (fractional
bandwidthB; = 0.5, time duratioril}, = 10 us, fo = 5MHz). Fig.3.8 shows the amplitude
of the Fourier spectrum of the original LFM chirp, and that of the compleseband chirp
(I. + jQ.). As can be expected, the resulting spectrum has the same shape agjitied or
spectrum, but centered on 0 and with twice the amplitude. The resulting caagdrpslse
was obtained as the result of the convolution(8f + jQ.) ® (I. + jQ.)* and is shown in
Fig.3.9. It has exactly the same shape as the compressed original chédppabut with
twice the amplitude. Note that, to perform the complex baseband matched filterthg in
case of LFM chirps, four convolutions have to be made in theory (Eq.&13tad of one, if
performed on the RF data. This means that the computational load is nosarlyaeduced by
a great amount, depending on the downsampling factor, and the decediniges a complex
correlator. Baseband decoding with chirps was demonstrated as edi®@2dy O’Donnell
[20][59] who implemented a whole coded excitation system with a linear arstyy pseudo-

chirps.

3.5.2 Sidelobes reduction

One of the practical aspects to consider when using coded wavefornesrizaginitude of the
sidelobes after compression. This is particularly critical for standard Beriraaging in which
case the range sidelobes have to be be reduced to a value inferior tm#midyange (possibly

60 dB) of an image to ensure that their presence does not create aagtaltithe same pulse is

65



Basic considerations in the use of coded excitation for CFl applications

15

‘— In-Phase component
Quadrature component

”

Normalised amplitude

Time in [us]

Figure 3.7: In-phase and quadrature componénand (). of the complex baseband chirp
obtained after quadrature amplitude demodulation of a chirp waveform wigmgdersr’, =
10us, By = 0.5.
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Figure 3.8: Comparison between the spectrum amplitude of the original ctdriha complex
baseband chirp obtained after quadrature amplitude demodulation, faigamabchirp with
parameter§), = 10 us, By = 0.5.
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Figure 3.9: Comparison between the envelope of the compressed origimedind the complex
baseband chirp.

used both to form the B-mode grey-scale image of the region of intereshanelocity colour
code that will be superimposed on top of it, a reduction of 40 dB seems to barauminvalue
[26]. If the coded pulse is only used for velocity estimation purpose, thatsituis however
a bit different, since the noise levels are not far from the levels of sigraikscattered from
blood, the dynamic range of the useful signals for velocity estimation is thus limitée
artifact Doppler signals arising from the sidelobes after compressioigméls from moving
blood would probably be too low to be detected. Moreover, a thresholdialysapplied, so
that velocity information inferred from too weak signals is not displayea: dther concern is
that sidelobes from slowly moving structures could create some additiontrdignals even
in a remote region from the boundaries of a vessel. But in this case agdirter rejection
filter is always applied anyway, which should remove these componentsptatiie levels for
sidelobes thus appear to depend a lot on a specific implementation (levehaf $igeshold,
clutter rejection filters, coded excitation used for velocity estimation only or tootthe grey-

scale image and the velocity colour code).

The impact of sidelobes on the sample volume itself and the spatial resolutioa wélttity

estimates are not clear either. It was shown in Chapter 1 that the sample whsressen-
tially perturbed axially. This means that velocities may potentially be averagedaogreater
area and a significant velocity spread may be introduced in a range céh wbuld poten-

tially decrease the statistical performance of velocity estimators [11]. Témlbvesolution of
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the velocity estimates can however largely be dominated by signal proce&sfingent tech-
niques to reduce sidelobes have been demonstrated in the field of medasbwifid imaging
for pseudo-random binary sequences [59][60][61]. Thesaisuwally based on inverse filtering
(spectrum inversion techniques) described in the geophysics literéRijrer|in the radar liter-
ature [63]. The drawbacks of these techniques is that, in the casel@drRBades, for instance,
very long decoding sequence (much longer than the original oversaBatkdr sequence) are
then necessary [26]. In the case of LFM chirps, Misaridis has redégtechniques to reduce
the sidelobe levels in [24] based on the radar literature [64], these inuslvally and apodi-
sation or an amplitude modulation of the excitation signal, combined with a mismatched filte
at the receiver. An effective scheme based on apodisation of the Iltifd @hd mismatched
filtering was demonstrated by the same author [65]. Cowe [50] also dentedséatiective

solutions for the case of Doppler applications involving a Wiener filter.

For the proposed waveforms in this study, a comparison between a sysitegrBarker coded
waveforms and LFM chirps is quite difficult. It was shown in Chapter 1 grpentally that
Barker codes have relatively high sidelobes to start with (dependingedenigth of the base-
band sequence used) and relatively independent of the bandwidtl watismitted signal. In
general the level of sidelobes is a trade-off with the axial resolution ofdimepressed pulse
and the achieved gain in SNR [65]. Thus, depending on the sidelobésdgquéed, the figures
of gain in SNR and spatial resolution could significantly depart from the diggpresented in
Table 3.1.

3.5.3 Frequency dependent attenuation and non linear efféx

Frequency dependent attenuation and non-linear effects are sighffictors in the propaga-
tion of ultrasonic pulses in tissues. Misaridis [23] studied theoretically and sintlulations
the effect of a frequency mismatch between the received chirp and the cectiftp due to
frequency dependent attenuation. He showed that LFM chirp conpnga®perties are quite
robust to such effects although, a decrease in the gain in SNR is to betexmie to this
mismatch. Moreover simulations showed that frequency dependent ditenteduced the
bandwidth of the chirp waveforms. Some studies have also proposed ssltgicompensate
for these effects [66]. Chiao [17] showed the relative robustnepsaido-random binary se-
guences to frequency dependent attenuation and non linear propaddtese results seem to

be in agreement with the observed relative robustness of coded wagefompression prop-
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erties after propagation in soft tissues in an experimental study [31].

One of the important aspects for velocity estimation is the shift in the centredney of the
transmitted pulse due to frequency dependent attenuation. In the casBafsaian pulse,
Misaridis [23] reports the following expression for the centre frequefig.., of the pulse, as

a function of depth, fractional bandwidth3, an attenuation coefficient

fmean = fO - (5B§f§)z (335)

This equations implies that if coded waveforms with a larger bandwidth tharentonal CF
pulses are used to improve resolution, the shift in the centre frequersigral will be more
important, this in turn can affect the statistical performance of a phasebstsifid estimator
such as the 1D autocorrelator. The errors introduced by a shift in titeedeequency on the
performance of pulsed Doppler techniques have been discusseddredifstudies [67][68],
for instance. Therefore, the use of relatively wideband code wawsfmay require the use of
more advanced algorithms which take into account this shift in the centreeiney. Loupas
proposed such an estimator in [11], this algorithm and the 1D autocorrelitbe introduced

more in depth in the following chapter.

3.6 Conclusion

This chapter has discussed some basic considerations in using codtata@xtechniques for
CFI applications in medical ultrasound. The framework of this analysis e&tsicted to the
study of the potential improvements in sensitivity and spatial resolution if cuioreal CF

pulses are replaced by coded waveforms, in a typical CFl implementatiog pkase shift
based velocity estimation techniques, and with a matched filter at the rec8pecific dif-

ferences have been emphasised with the case of B-mode imaging applicalinasof the
important aspects is that typical Doppler equipment operates close to thsitytiemits for

patient safety. In this case, the energy of the transmitted waveform is a liméatgrfand
thus the benefits of coded excitation are less dramatic. An SNR model fordbéicpase of
incoherent scattering found in velocity estimation was reviewed and apgi®gxpressions
were derived to discuss the potential resolution /sensitivity trade-off inepnent with coded
excitation. For typical CFl implementation using narrowband CF pulses, SNRowaments

should be moderate compared to the possible improvements for B-mode imagitigorts
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(up to 15-20 dB [20]). Still, the achievable improvements in axial resolutierirderesting in

relation to visualising small vessels, for instance.

The sensitivity / resolution trade-offs were quantified and comparevfotypes of coded ex-
citation: Barker codes and LFM chirps. If an increase in the energyedfrimsmitted pulse is
permitted, then coded waveforms with a moderate length (up tes)l6an be designed which
offer a gain in both spatial resolution and sensitivity. The demand in agdragsmitted inten-
sity can however be greatly increased (up to factors of 5/6, see Tabéa8.2.2), depending
on the improvement on resolution, with still, quite moderate gains in SNR (less theB)1
Compared to Barker codes, LFM chirps have the unique feature that thd#intvidth prod-
uct can be set to any arbitrary value, which allows some flexibility in chodsithgpendently
the time duration and bandwidth of the waveform. In particular the sensitivitypeancreased
by transmitting longer chirps (up to a certain level for patient safety), witbompromising
the bandwidth (and the resolution). On the contrary, Barker codesahawve-bandwidth prod-
uct fixed by the number of bits of the code, increasing the time duration bgnigtiing more

cycles per chip translates into a reduction of the bandwidth and resolution.

Practical considerations have however to be taken into account as whellfirst is the hard-
ware complexity and cost. Again, in general, the use of long coded seegi@vill increase
the complexity of matched filtering at the receiver, and thus put a constraitite length of

the code and the potential improvement in sensitivity, on top of intensity limitationsatéent

safety. For phase shift based velocity estimators, an effective solitardsinvolve complex
baseband decoding of the coded signals. Barker codes are an\atsadtition for their sim-
plicity, but solutions can similarly be designed for LFM chirps. Another @sration is range
sidelobes reduction. It has been discussed that the sidelobes levegenagnts for velocity
estimation may differ from imaging applications. In general, reducing the $idsltevel is

a trade-off with the axial resolution and the SNR conditions, which may panataint on

the expected benefits in the sensitivity / resolution trade-off. Finally, fleetefof frequency-
dependent attenuation were briefly mentioned. Coded waveform casigorg@soperties should
be quite robust to such effects, however, the use of relatively widklameforms should in-
crease the shift in the mean frequency the returned signals experighaienth, which might

decrease the performance of phase shift based estimation.

Finally, a complete discussion on the potential benefits of coded excitatiomaarss to im-

prove the performance of velocity estimation and especially, to provide logitetitative ve-
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locity estimates should involve a thorough investigation of the impact of the usmetl wave-
forms on the statistical performance (mean and bias) of velocity estimatois.wilhbe the

object of the following chapters.
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Chapter 4

Phase shift based estimation with
coded excitation

The goal of this chapter is to study the possible impact of using relativelybart coded
waveforms instead of conventional CF pulses with phase shift based essnibhe following

guestions are thus central to this chapter:

What is the influence of the bandwidth of the transmitted signals on the statisiat-p

mance of these estimators after a matched filter at the receiver ?

e What is the influence of the SNR conditions on the statistical performancef? wiich
situation will the gain in SNR provided by coded excitation be beneficial, anidolay

much is the statistical performance improved?

e How does coded excitation compare with a conventional situation when tketpsaze
is increased? i.e. is it possible to use fewer pulses with coded excitatioagggcof the

frame rate) to yield a robust velocity estimate?

¢ |s coded excitation still beneficial when using relatively efficient, more dexnpD al-

gorithms?

The first section introduces the principle of phase domain velocity estimatioravd#tailed
theoretical analysis. The “1D autocorrelator”, also called the “Kasabritlym is presented.
The last part of this section also introduces a more complex 2D estimator, ttedl&thodified
autocorrelation algorithm”. The second section investigates the theoretfwadta of perfor-
mance with phase shift based estimators. Finally a simulation study is preserbed|ast
section, which thoroughly investigates the potential impact of using codethéan on the

statistical performance of this type of estimator.
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4.1 Principles of phase shift based velocity estimation

4.1.1 Theoretical principle

In this subsection, we review the general theoretical principle of velostiynation based on

the measurement of the phase shift experienced by the successmedetignals from moving
scatterers. In the preceding chapter, it has been shown that theecbs&nals due to blood
backscattering could be considered as random bandpass signal# fitth approximations, a
centre frequency equal to that of the transmitted pulse, and the sameitgmdvor a theoreti-

cal analysis, it is useful to consider a complex signal model with a comphelora amplitude
envelopeZ modulating a carrier at centre angular frequerigy Let us consider the!” re-
ceived signal after the!” pulse transmit and for each successive received signal, we take the

origin of time as the instant of firing. In the range gated windowts|, we then have:
r(t,nTy) = Z(t)e>™ 0! = | Z(1)[e? et 1 € [ty 1] (4.2)

wherer(t, nT}) is the value of the received signal at instarfollowing then'” pulse transmit,
T, is the time between two pulse transmits (PRP), afiJ the argument ofZ. This model
of complex signal was justified by Rice for random bandpass proc§8ep365] and may
be obtained from a real signal, in practise, with the use of the Hilbert temsflf now, after
another pulse transmit, tie + 1) received signals is a time shifted version (time shif)

of this signal due to the movement of the scatterers in the sample volume:

r(t,(n+1)Ts) = r(t — At,nTy)

Z(t — At)el?>mfolt=2 — | 714 — At)|edPE-A 2 fo(t=AD ¢ < (1) 5],
(4.2)

For simplicity of notations, we can now consider a specific instantthe range gate, after

guadrature amplitude demodulation has taken place. The complex envelops ¥a and

Z.,,.1 obtained after demodulation for this specific timfer then'* and(n + 1) signals are

given by:

Zy = Z(t) = |Z, ]’

- | (4.3)
Zpir = Z(t — At)e I2mhoA — 7. |edPrit
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With according to the previous equations Eq.4.1 and Eq.4.2:

Pn = (1) 4.4
Gni1 = O(t — At) — 21 fo At
The phase shift that appears in the complex amplitude is thus, from Eqg.4.4:
A¢ = ¢n = Pni1 = O(t) — ¢(t — At) + 2 foAt (4.5)
If we neglect the termp(t) — ¢(t — At) the phase difference is simply equal to:
Ag¢ = 27 foAt (4.6)

The implications of this assumption will be studied in the next section. We canelate ithis
phase shift to a velocity by substituting the expressioagfwhich depends on the velocity of

the scatterers in the interval (v is the axial velocity of scatterers):
2
At =21, 4.7)
C

We thus find the following velocity estimator, based on a estimation of the phiisé\gh

_ cA¢
v 47Tf0Ts '

(4.8)

In fact, one can also interpret the two valués and Z,, ,; as two samples of the complex
slow time signals sampled at the frequency (PRF);. An instantaneous frequengy can be

computed from the derivative of the phase of the signals:

1de(t) 1 A¢

fi= or dt | 2n T, (4.9)
Using the expressions of the phase in shift Eq.4.6 antdh Eq.4.7 yields:
At 20
fi= 5 fo=—"/, (4.10)
s c

and thus, the frequency naturally identifies with the Doppler shift. An estinoatbe Doppler
shift is then simply given by:
_ Aot

Ip =57

(4.11)
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Of course, applying the Doppler equation to this last estimator yields the sdoogywestima-

tor previously obtained in Eq.4.8. In practise, the In-Phaaad Quadrature componegtof

the signal after coherent quadrature amplitude demodulation give dodégscosine and sine
values of the phases and¢;, 1. The phase shift can thus be determined by its tangent; using
some simple trigonometry:

Sin(¢n - ¢n+1)

sin ¢,, cos — COS ¢y, Sin
Ad) - QZ)n - ¢n+1 = arctan — arctan ¢n ¢n+1 ¢n ¢n+1
c

OS(¢n - ¢n+l) COS ¢y, COS ¢n+1 + sin ¢n sin ¢n+l '
(4.12)

Noting thatZ,,Z;, ., = |Z, Z}, . 1|e’(#»~?n+1) the estimator can equivalently be written:

ArglZ Z* Im|Z, Z*"
_ rg[fnfnJrl] _ 1 arctan m[—n—n+1]

T En&adtl] 4.13
2T 2nTy RelZ,,Z;, 1] ( )

/o

whereArg denotes the argument of a complex numberland andRe][] denote the imaginary
and real parts of a complex number. Substitutifig= Q(n) + jI(n) andZ,,,; = Q(n +

1) + jI(n + 1) yields the simple estimator of the mean Doppler frequency, using a single pair

of signals:
_ Qn)I(n+1) —Q(n+1)I(n)
I = S A | O 0 m) + I(n + 1)I(n) (4.14)
4.1.2 The narrowband approximation
All the preceding analysis was based on the assumption that:
Pt — At) =~ H(t) (4.15)

Itis interesting to understand what this approximation means in terms of sigipErges, and
under what conditions this approximation holds. A way to understand Eqigl dinply to
state that the random complex amplitude should not vary too much over thiele@ustime
interval At. This should obviously depend on the amplitude\efto be measured (and thus the
corresponding velocity to be estimated for a given PRF). Note that in get@avoid aliasing
conditions,At is less than half a period at the considered centre frequency. Tostadlerthe
impact of this approximation on the estimator, let us consider a hypothetiGaiWtenz(t) is

a sinusoid of constant amplitudeand angular frequencg,,oq:

r(t) = Z(t)eﬂ”fot — Aei?mfmoat pi2m fot (4.16)
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After a shift At the signal becomes:

T(t _ At) — Aej27rfmod(t7At)6.j27rf0(t7At) — Aej(Zmeodtf(fmod‘i'fO)At)e.jZﬂ-fOt (417)
We see that the phase shift appearing in the complex envelope is then:

A¢ =2m(fo + fmoa) At. (4.18)

And thus, the modulation introduces an error in the estimation. The error lgibég pro-
vided fy > fi.04, that is, provided the envelope does not fluctuate too much over a pdriod o
the signal. This is a narrowband approximation on the signal because iglyuitis the sig-
nal’s bandwidth is increased, some higher frequency components inttifdecoenvelope are

introduced, and the hypothesfs > f,..,4 can not be satisfied anymore.

From this simple analysis, this approximation is likely to be satisfied, and thusérallo

accuracy of the method should improve if:

e At is small, i.e. if small velocities are measured or a relatively high PRF is chosen

(At = v/PRF). In practice, however, this cannot be easily controlled.

e the more the transmitted signal is narrowband (although the Doppler bandwaith
depend to some extent on factors that are independent of the banditiggtransmitted
signal (as already mentioned in the introduction chapter, section 1.1.3.2} taferred

to as “spectral broadening" [12, p134-140]).

4.1.3 Combining several pairs of signals

The estimator derived so far in Eq.4.12 only uses a single pair of signalchegise the reliabil-
ity of estimation (of either the Doppler shift or the corresponding velocity3,dften desirable

to combine several pairs of signals, especially in typically noisy conditiaunsdfan CFl appli-
cations). This is possible in practise because although the velocities vasiemably over a
cardiac cycle in a blood vessel (or artery), the hypothesis of stationaetysoperiod of time

of 5 to 10 ms can be considered as a good approximation [28, p629]. iVhstgne to trans-
mit/receive a maximum aolV,, = 25 bursts at a typical PRF of 5kHz (this is only a theoretical
value, though, because in CFI applications, some time is also allocated tshréfeeB-mode

grey scale image).
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It is interesting to note that several schemes can be proposed from Eq. %l simplest

approach consists in averaging the phase shifts computed¥rom1 consecutive pairs:

_ ~ Sin(¢n - (Z)n—i-l)
A¢ = Np 1 Z arctan m (419)

That is, the estimated frequency over several pulse transmits becomes :

1 1 Np—1
= Adn, 4.2
o= 5T, N, —1 ; ¢ (4.20)

whereA¢,, = ¢, — ¢nr1.Another estimator can be obtained by averaging the numerator and

the denominator in Eq.4.12:

Z Sin(¢n — dn+1)

= 5T, arctanN (4.21)

Z ¢n+1)

/o

These two estimators were in fact considered by Sirmans [70] and areaetto as the Scalar
Phase Change (SPC) and Vector Phase Change (VPC) estimatorsactiocgyrthe classical

estimator used in medical ultrasound slightly differs from these two, andeamitien as:

Np—1

> Im(Z,Z; ]

T arctan ]\T;p:_ll : (4.22)

Z Re n+1

Ip=

Rewriting the preceding equation as:

Np—1

Z ’an;kﬂ-l’ Sin(¢n - ¢n+1)

T arctan ]\T;:_ll , (4.23)

S 12,25 | cos(én — dnr1)

n=1

fp=

we can see that this estimator performs an average of the cosine terms emdneimator and
the sine terms at the numerator, but contrary to the VPC estimator, it retainsrdonneation
from the envelope amplitude variations of the signals through the weighting #5ym Z, | in

the sums. Following the definition &, this estimator can also be easily put into form using
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the@ and/ component of the demodulated signal :

Np—1
3 Q)I(n+1) — Q(n)I(n+1)

T arctan ]:;p _11 (4.24)

Z I(n)I(n—1)+Qn)Q(n+1)

fp=

This estimator is often referred to as the “Kasai” algorithm in the field of meditasound,
referring to the name of one of the researcher from a Japanese teardentonstrated for
the first time in the eighties the feasibility of a real-time CFI system using this esting&pr [
Some authors had however considered the use of similar phase shiftédstiseation schemes
beforehand [71][72] as noticed in [12]. The estimator is also refdoed the “1D autocorrela-
tor” algorithm, which can be understood by noting from Eq.4.22, th&tdienotes the complex
autocorrelation function of the baseband signals, then:

Np—1
R(T,) = — Zl ZnZpia; (4.25)

is the autocorrelation of the Doppler baseband signals at lag one. Olgviteis” Z,, 1 Z;] =

>-Re[Z,,.1Z}] and the same holds for the imaginary part, the estimated frequency can thus

easily be computed from the real and imaginary part of the complex auetettion at lag one.

This estimator had been studied from the 70’s in the radar literature and isreferred to

as the “mean frequency estimator” or the “Pulse Pair Processing” estiniRér) (73][74].

Sirmans [70] studied the three estimators numerically and found that the RP&dahe best

properties in noisy conditions. It is finally interesting to note that in each ot#tenators

presented, it is not clear how the estimated frequency over seVgral 1 pulse pairs relates

to the mean Doppler frequency present in fgsamples of the slow time Doppler signal. In

the case of the 1D autocorrelator, however, it can be shown that the estifmequency is an

estimator of the mean frequency of the Doppler power spectrum of thel sijaaderivation

can be found in [39].

4.1.4 More advanced algorithms: example of the 2D modified aotorrelation

Since the advent of the 1D autocorrelator estimator, and its successfumegigtion for a
real-time Colour Flow Imaging system, several authors have proposeddgfhase shift based

algorithms. The motivations for new algorithms is an increased statisticalrpenfice. As
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hardware became cheaper and faster, the relative difficulty of implementditnoore complex
algorithms became less of an issue. The basis for an increased perferiada extract the
maximum information from the available data. From this point of view, the Kastanator
works essentially in 1D because the algorithms only retain one value perrgatge window.
Recall that all the theoretical analysis was performed using a single irdtaatrange gated
window (usually in practise, the signal is collapsed into a single point ped gatgje window
by integration in the range gate [11]). A more powerful approach foamasion consists of
extracting the full information provided by the 2D dataset of sampled comp@e&band sig-
nals Z(n, m), wherem refers to samples along the fast time axis. Vaitkus [75] showed, with
a theoretical analysis based on the Cramer Rao Lower Bound (CRLBREhbased estima-
tion should lead to an increased statistical performance. In the nextraphagve will focus
on the 2D estimation approach developed by Loupas in [11], which is catedmodified

autocorrelation”.

Loupas’2D estimator is derived similarly to the 1D autocorrelation estimator, euingan

Doppler frequency is this time estimated using the 2D complex autocorrel@tignm’):

i Z_ Z(m,n)Z* (m+m/,n+n'), (4.26)

wherelM is the total number of samples in a gated range windowpaimtlexes samples along
the fast time axis, with sampling periegd The estimated Doppler frequency is then computed

from the lag one®’ = 1):

M Np—1
Im[R(0,1)] 1 mz::1 T; Im[Z(m,n)Z*(m,n + 1)]
) 21T, M Np—1

Z Z Re[Z(m,n)Z*(m,n + 1)]

m=1 n=1

(4.27)

We see that this estimator makes full use of the 2D set of déta, n) from a range gate to
infer the mean Doppler shiffp. It can be understood as performing the 1D autocorrelator on
the slow time signals at time= mts, m € [1, M] and then averaging all the estimates. The

corresponding velocity estimatosp pop is then obtained by applying the Doppler equation:

V2Dp_DoOP = E@ (428)

2 fo
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Loupas pointed out that in the implementation of Eq.4.28, the centre freqaétioy denomi-
nator is considered to be constant, which will lead to some error in the velatitgage if the
mean frequency of the returned signal has changed. This was aldiglhigt in the introduc-
tion chapter. Thus, the centre frequency of the fast time Axisshould also be estimated in
the range gate in order to make a full evaluation of the Doppler equation. A seniddysis to

the preceding case shows that the mean frequency in the fast time axiscsigie estimated

from:
M—-1 Np
. T R(1, 0) . Z ZIm m,n)Z*(m+ 1,n)]
m ) m=1n=1
= _— t _— =
TrE = Jaem + 5 - arctan (Re[R(l,O)]) Jaem+ o A1 N, ;

Z ZRe m,n)Z*(m+ 1,n)]
m=1 n=1 (429)

wheref;.., is the demodulating frequency. The final velocity estimator is then computexd fro
Vap = ——— (4.30)

This estimator was studied by Loupas using some extensive simulations, vamundtrated
an enhanced statistical performance compared to the 1D autocorreldtdn[the simulations
presented, the gain in performance of the centre RF frequency estimatian @ (Eq.4.30)
appeared to be important comparedi® pop (Eq.4.28) when a significant velocity disper-
sion was simulated (scatterers with different velocities in the sample volumelyii is
interesting to note that a few years later, Brands [76] derived an estitalted C3M (which
stands for 'Complex Cross Correlation model) which is mathematically identicabtipas’
estimator except that it works directly on the RF signals instead of the dented dgnals.
The benefits of such an approach are however not clear, sincesging the baseband signals

reduces in general the complexity of implementation due to lower sampling reggrits.

4.2 Theoretical study of the statistical performance

4.2.1 Motivations for a theoretical approach and litterature review

Since the goal of this chapter is to quantify the potential benefits of usingdoextitation on
the statistical performance of phase shift based estimators, it is interestibgto a theoretical

expression for the variance of the velocity estimates, even if this expnessip gives a partial
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picture of the performance of the estimator working in "real” conditions. @figular interest
in the context of this study is to obtain an expression showing the influentieecstatistical
performance of:

¢ the bandwidth of the transmitted signals.
e the SNR conditions.

e the packet size (total number of transmit / receive cycles used to infevaocity esti-
mate).

Only a few papers have studied the statististical performance of the 1Doangiator in the
field of medical ultrasound. Such analysis in general requires somexapgations, due to
the relative complexity of the analytical expressions involved. Kristadie37] developed a
general theoretical framework to describe the statistical properties of frexguency estima-
tors. Torp et al. [78] described the probability density function of theartelation estimates.
Later on, a theoretical expression was presented by Loupas in the sgeiptroducing the
modified autocorrelation [11]. His analysis is based on an expressiometitia the early sev-
enties by Miller et al. [79], who derived the variance of the frequerstymates when a large
number of independent pairs are used. The application of these resniedioal ultrasound
is however not without flaws since the 1D autocorrelator works on cotise pairs of signals
{Z;,Z; 1}, which are obviously not independent. Miller et al. were also able to shatv th
in this particular case, the estimator reaches the Cramer Rao lower bournsl asyanptoti-
cally unbiased for symmetric power spectra. Sirmans [70] studied the bils ektimator and

showed that the estimator remained very robust even in the case of asynspettia.

The more rigorous case for medical ultrasound applications when the estimased on cor-

related consecutive pairs appears to have been studied by [80] uperguabation analysis.
Zrnic [73][74] studied in depth the statistical properties of the estimator &ather radar ap-
plications, and showed in particular that the probability density function oétrer could be

found directly, but the relative complexity of the expressions prevemnéead dbtaining any sim-
ple insights into the statistical performance. He proposed an unifying &siprefor both cases
(independent and correlated pairs) and showed that incidentally, theases did not differ
much in terms of performance. In the next section, we propose to usalaptthe expression
of Miller[79] as Loupas in [11], but we will further arrange it to obtainiateresting expression
in the context of this study.
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4.2.2 Derivation of an expression of the variance of the vetity estimates

The model of complex correlation assumed by Miller is based on the assumpit@@aussian

signal of powerS embedded in a random white noise of pow&rwhich yields:
R(r) = S.e~CmBp7)/2c=327IpT 4 N.§(7), (4.31)

where Bp is the Doppler bandwidth (in Hz) of the modelled signal gfiidis the true mean
Doppler frequency. Loupas rearranged Miller's expression intagtg the notations), to
obtain the mean frequency estimator varianée

»  (1+1/SNR)? — ¢ 27 BpT?

T seN, T2 BT (4.32)
S

whereSNR is defined asi/ N, N, is the number of pulse transmit/receive cycles (which yields
N, — 1 consecutive pairs of signals). To get some insights into the role of thentitied
bandwidthB, we propose to use a simple model of the Doppler bandwigith In the ideal
case when no spectral broadening occurs, and the velocity spréfael tafrgets is limited, the

relationship between the two bandwidth is simply:

Bp=2'B (4.33)

Cc

To reduce the number of variables in this expression, the terfgif, can further be arranged.
We used = vT5, the axial displacement of the scatterers during the samplingfinjer PRP),

A the wavelength at the centre frequency, &hd the fractional bandwidth:
BpTs = 2(6/)\)By, (4.34)

The statistical performance of estimators is usually studied using the relativetbat is, the
ratio of the standard deviation of the frequency estimates to the actual traemgaency (this
is more rigorously the definition of the ‘coefficient of variation’, we will hewer use the term
‘relative error’, for consistency with the literature). We obtain the follagveguation for the
performance:

o [(1+1/SNR)? — ¢ 57 O/N*F; :

o _ 4.35
fp 3272, (6/X)2e 57 (/NP (4.35)
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Note that the ternmyfp7s was similarly simplified into26/)\) at the denominator since in our
simple model, we hav¢p = %”fo. This yields an interesting expression, where the perfor-
mance only depends on the SNR conditions, the displacement of the scakieteween the
pulse repetition period’s as a fraction of the wavelength, and the fractional bandwidth of the
transmitted pulse. This expression can equivalently evaluate the pericenmaierms of veloc-

ity estimates since the two quantities are proportionai:(gifofD). As can be seen, the final
expression obtained does not yield any simple behaviour in terms of thenodlwd the SNR
(function as(1 + 1/SN R)?), nor for the influence of the bandwidth of the transmitted signals
(through the exponential terms). It can be noticed however, that theseetsror is decreased
as1/,/N,, which is the same as what would be expected when averagjnmdependent

estimates.

4.2.3 Plots of the expression

The expression 4.35 was plotted for different set of parameters, andthber of pulse trans-
mit/receive cycles set ty, = 10. The relative errors obtained show that the estimator performs
very well for 10 pulse transmit/receive cycles in the idealised situation wbhepactral broad-
ening occurs, and the velocity spread in the range cell is negligible. Evifre iworst SNR
conditions (5 dB) the relative error is still of the order of 10 % for natvend waveforms.
Fig.4.1 shows the influence of the fractional bandwidth of the transmitted puldke per-
formance, for four different axial shifts of scatterers (0090.15 A, 0.20 ). Note that the
symmetric interval of non aliased velocities correspond to shifts in [-0,250.25\]. We
can clearly see that the performance of the estimator degrades fordactjerial bandwidths.
For SNR larger than 20 dB, increased axial displacements lead to a skedgerformance for
large fractional bandwidth, whereas the relative error is completely erdlt of the axial
displacements for fractional bandwidths less than 0.3. The situation for BNR is slightly
different; the expression suggests that smaller shifts are more affectiedvffractional band-
widths, in particular, on can notice that the performance is significantlyidedgzd for a small
shift (0.05)) for an SNR of 5 dB and a low fractional bandwidth. Fig.4.2 presents tloe-inf
mation differently and shows the evolution of performance for a fixed eht15\, and two
different fractional bandwidths, against SNR. This figure confirmstti@performance is not
significantly affected by the SNR conditions for SNR values greater thalB1The fractional
bandwidth has clearly a significant impact on the ultimate performance rbbglibe estimator
(around 2.5% fo3; = 0.15 and only 8.3 % foB; = 0.5). Finally Fig.4.3 shows the relatively
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Figure 4.1: Plot of the theoretical performance of the 1D autocorrelgtinst the fractional
bandwidth used, for different axial displacements of scatterers astoin of the wavelength
and different SNR conditionsy,, = 10.

complex dependence of the performance against the non-aliasedafagrgeal displacements
in relatively low SNR conditions (5 and 10 dB). Again, different behaxgoare observed for
pulses with different fractional bandwidths. It can be observed tlgpéinformance is deterio-

rated forB; = 0.5 and that the curve demonstrate a minimum in this case.

4.2.4 Discussion

The preceding plots show that the estimator is quite robust when using a mpdaket size
(N, =10). Animprovement in the SNR conditions by coded excitation appears tertedibial
in terms of performance only for a low range of SNR (less than 10 dBmFao application
point of view, this is not completely irrelevant since for blood flow estimationrSN® is usu-
ally low. Tissue Doppler Imaging techniques, however, benefit from $biRtlitions due to

the difference in backscattering power from blood and tissues (signasftem tissues are
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Figure 4.2: Plot of the performance of the 1D autocorrelator against M fBr an axial
displacement of 0.15 and two different fractional bandwidthgi; = 0.15 andB; = 0.5,
N, = 10.
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Figure 4.3: Plot of the performance of the 1D autocorrelator againstxiaé dgisplacement
for two different fractional bandwidths3; = 0.15 andB; = 0.5, and two different SNR
conditions 5 and 10 dBY,, = 10.
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typically 20 to 40 dB higher then the observed levels for blood [13, p20Fidm a resolu-
tion point of view, the preceding plots clearly show that due to the narmo@/baproximation
involved for the estimation technique, the performance is deteriorated if dandepulse is
used, at least for moderate SNR conditions (20-30 dB). These asp#die further studied
using simulations in the next section. In particular, since Miller's expressasiobtained as
an asymptotic solution (for larg®, values) it is not convenient to evaluate the performance
for smaller packet size, therefore the use of coded excitation might lefitiahin this case to
achieve a robust estimation with an increased frame rate. It also interesstugiothe rela-
tive error of the estimator when a matched filter is used at the receivehghiot taken into

account by Eq.4.31.

4.3 Simulations

4.3.1 Implementation of the 1D autocorrelator with coded egitation

The estimator works essentially in 1D since it is applied to the slow time signals.plastieular
depth of return corresponding to= ¢;, and consideringV successive pulse transmits; is

estimated as:

N-1
. Im[Z(tl, nTs)Z(tla (n + I)TS)*]
n=1
Re[Z(t1,nTs) Z(t1, (n + 1)T5)"]
n=1

wherelm[] andRe[| denote the imaginary and real parts of a complex number.

In a conventional CFl implementation, signals are usually range gated anedfiitethe same
operation after quadrature amplitude demodulation has taken place. Théssignintegrated
over the duration of a range gafe (equivalent to the averaging filter described in section
3.2.1), and the estimator is then applied on signals of the opp(mT,, nTy) :

(m+1)T

Zipy(mTy,nTy) = / Z(t,nTs)dt. (4.37)

mT,

wherem indexes the successive range gates with depth. For optimal perforjfiansesually

chosen to be equal to the duration of the transmitted pllse=(7}.)[57].

In the case of an implementation with coded excitation the step of integration imijpe gate is
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apriori not necessary since a matched filter would be applied to the data. It is alssiirig to
note thatl’. can then be chosen independentlypf since due to the 1D nature of the estimator
“range gating” becomes essentially downsampling along the fast time axisraftehned filter-
ing and quadrature amplitude demodulation have been performed. Finalbygtitimatched
filtering is only considered on the RF data in this study, applying the filter onabeldand data
is also possible (i.e. after guadrature amplitude demodulation). This is patifdakeresting
from an implementation point of view because the sample rate requirementsvaranlith the
baseband data. Zhao [26] detailed the principles of a CFI system wonkih@arker codes
with long decoding sequences applied to the demodulated signals. Baseatohed filtering
is also possible for LFM chirps, although the operation requires a compleglator in this
case. This approach was demonstrated by O’'Donnell [20] with psehidos, in the context
of B-mode imaging. The principle of baseband decoding was also intrddndie previous

chapter.

4.3.2 Simulation set-up

For all the simulations, the simple 1D model of backscattered signals presestmdion 3.3.4
(Chapter 3) was adopted. The principle is repeated here for coneenieynthetic radio-
frequency (RF) speckle signals signal are obtained by successivelyplving an excitation
signale (either a CF pulse or a chirp) with a transducer’s impulse respbnge and a Gaus-

sian white noise realisatiom, :

S = (6 & htrans) ®nq (438)

where® denotes time convolution. For all simulations, the centre frequency usefl Méatz,

the transducer’s impulse response was modelled as a Gaussian modulsd¢eaf p6 dB frac-
tional bandwidthB; = 0.5, and the sampling frequency was set to 50 MHz. LFM chirp
waveforms were chosen for this study as an example of coded excitatieraddpt the hy-
pothesis that an increase in the transmitted intensity is permitted and that the feeedityn

of the signals is the limiting factor to improve the SNR. All excitation signal amplitudagw
thus normalised (criterion of the same peak intensity). To mimic the successivaed sig-
nals of moving blood, the obtained RF synthetic signals were shifted in time, dagendent

white noise (allpass) realisations of given powers were added to mofégkdif SNR reception
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conditions. Thus, the modelled’kreturned signat (k, t) can be simply expressed as:
r(t,k) = s(t — kAt) 4+ nog ke [1,Np] (4.39)

wheres(t) is the generated RF synthetic speckle signal, are independent white (allpass)
Gaussian noise realisations, aNglis the number of transmit/receive cycles (packet size) used
to perform velocity estimation. Note that this simulation scheme ignores all the [gos8grts

of decorrelation from one received signal to another (velocity spiredlkde sample volume,
modulation by the transducer’s transverse field pattern due to the traass@nponent of the
velocity of scatterers, etc.), and is thus an ideal statistical performaseestady. The time
shift At was set to yield an equivalent axial displacement shift of the scatteneessured as a
fraction of the wavelength at the centre frequency. The values wieretase to span the positive
values of the symmetric non-aliased range of estimated axial shifts [\Q-25.25)]. In order

to mimic shifts in time smaller than one sample at 50 MHz, the signals were interpolaked eig

times and downsampled to the original sample frequency after time translation.

Gated range portions of the simulated returned RF signals were extractithenhdiltered,
demodulated, and processed by the velocity estimation algoritymvas set to be approxi-
mately the length of the wideband compressed chirp testpd=(10 us, By = 0.5), which
yields1/By¢ fo = 0.4 us. Both the 1D autocorrelator and the modified autocorrelation were
implemented based on Eq.4.22, Eq.4.27 and EqQ.4.28 . In the case of the madiifiecieela-
tion algorithm only the simplified version was implemented (called the “2D_ DOP” e&iima
in Loupas’ original paper [11] corresponding to Eq.4.28 and which vélrdferred to as the
“simplified modified autocorrelation” estimator in the rest of this chapter). Sincsimulation
does not model any frequency dependent attenuation or velocitydsiprearange cell, it was
found that the RF centre frequency estimation part of the modified auttation algorithm
introduced a loss in performance at high SNR. The performance of estimvati® measured
as the relative error, i.e. the ratio of the standard deviation of the estimagddadiments to
the actual true displacement. In order to obtain statistically reliable resultgidadi standard
deviations of the displacement estimates were computed from 15000 in@éepeadge gated

windows for each combination of the simulation parameters.
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Figure 4.4: Histogram of the velocity estimates obtained for a simulated axidckspent of
0.10, and SNR= 5 dB for the chirp signaél; = 0.5.

4.3.3 Statistical performance analysis

A first set of simulation studies the performance of the 1D autocorrelatoritdm with a
chirp of lengthT;, = 10 us, and fractional bandwidti3; = 0.5 as an excitation signal. As
seen in the previous chapter, this coded waveform offers a small gaMRbBt a substantial
gain in spatial resolution compared to the 8 cycles CF pulse (. an improvem2r& dB for a
resolution of 0.42 mm against 1.3 mm for the CF 8 cycles pulse, see TableTB4. B cycles
CF pulse was used as a reference to compute the SNR conditions as in &dil@&) compare

the performance of velocity estimation with chirps.

< (S & hmatched filter)2 >
< (n2k’ ® hmatched filter)2 >

SNR = (4.40)

Fig.4.7 shows the performance obtained for 4 different SNR conditiogateal range window
length of 0.5us and 4 transmit/receive cycles. The histograms of the velocity estimates obtained
for a displacement of 0.18 and 5 dB SNR conditions are also reported in Fig.4.4 for the chirp
and Fig.4.5 for the CF pulse. As can be seen, the obtained distributionst ditffeo much

for the two different types of signal, and even in high noise conditionsestienator remains
unbiased (relative bias of 2 %). For all the simulations, it was observedh@aias never

exceeded 2% except close to aliasing conditions, as will be describedmater
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Figure 4.5: Histogram of the velocity estimates obtained for a simulated axidhckspent of
0.10), and SNR= 5 dB for the CF 8 cycles pulse.

The moderate gain in SNR provided by the chirp appears to be significamiibial in terms

of relative precision for relatively poor SNR conditions (0 dB), and for axial shifts below
0.15). For a medium range of SNR (20-30 dB), the performance obtained witthttgeseems

to reach a plateau, and the CF pulse achieves a better performance ticade¢tdevaveform,
which suggests that in this region the performance is essentially driverelyatidwidth of

the excitation signal. It can also be noticed that the performance increébesn increasing
axial shift up to to 0.15\, and then slightly deteriorates, at least at low SNR, for an axial shift
of 0.20\. An inspection of the histogram in Fig.4.6 shows that this phenomenon is due to th
fact that a part of the velocity estimates distribution becomes aliased. Theldsiasved in this
specific situation was obviously highet 6 %). The phenomenon is accentuated in the case of

the chirp.

Fig.4.8 shows the results obtained with the same set of conditions with the simpliféifiedo
autocorrelation algorithm. A net overall gain in performance can be notiieédhis estimator.
A gain in performance is observed with the chirp at the lowest SNR condiioallfthe axial
shifts considered. The previous trend observed in the medium rangesS&Rfirmed; the
performance varies little from 20 dB to 30 dB and a better performance isv&chin the case
of the CF pulse (the ultimate relative error goes down to approximately 3 %gahd’s only

of 7.5% in the case of the chirp).
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Figure 4.6: Histogram of the velocity estimates obtained for a simulated axi#hcdeéspent of
0.2, SNR= 5 dB for a chirg3; = 0.5, showing that part of the distribution is aliased.
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Figure 4.7: Performance comparison of the 1D autocorrelator estimatan idFM chirp exci-
tation signall,, = 10 us, By = 0.5, and a CF narrowband pulse 8 cycles excitation signal, for
different axial shifts,V,, = 4, duration of the gated range window: Q.&

92



Phase shift based estimation with coded excitation

Shift=0.05A Shift=0.1A
30 ‘ ‘ ‘ ‘ 15 ; ; ;
[ Chiri B=05 | — [ Chirg B=0.5
o 25 {1 CFpulse 8 cycles - < {1 CF pulse 8 cycles
£ 20 £ 10
<] <]
& 15 @
(] (]
= =
8 10 8 5
[} [3}
o 4
5
0 0
5 10 20 30 5 10 20 30
SNR in dB SNR in dB
Shift=0.15A Shift=0.2A
12 - - - - 15 T T T
[ chirpB=0.5 [ Chirp B=0.5
< 10 {1 CFpulse'8 cycles' o {1 CF pulse 8 cycles
< 38 £ 10
o )
o 6 @
[} (]
= =
8 4 8 5
[} [3}
o 4
2
0 0
5 10 20 30 5 10 20 30
SNR indB SNRin dB

Figure 4.8: Performance comparison of the simplified modified autocorrelesiomator for
an LFM chirp excitation signal}, = 10 us, By= 0.5, and a CF narrowband pulse of 8 cycles
excitation signal, for different axial shiftsv,, = 4, duration of the gated range window: Q.&
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Figure 4.9: Performance comparison of the 1D autocorrelator estimatoedean LFM chirp
T, = 10us, By = 0.5, and a CF narrowband pulse of 8 cycles, for diffef€pntduration of the
gated range window: 0.5s, axial shift: 0.10M\.

In Fig.4.9, the axial shift was held constant at 0XL&nd the number of pulse transmit/receive
cycles was varied from 4 to 10 with the 1D autocorrelator algorithm. As the euofipulse
transmit/receive cycles is increased, the gain in performance obtained witihitip becomes
less and less evident for the lowest SNR conditions (5-10 dB). Yet, a sipgtésrmance level

to the CF pulse is maintained in this region of SNR, with an improved spatial resolutio

In the last set of simulations, fig.4.10, the performance of the 8 cycles GE mucompared
to that of a chirp with a fractional bandwidti; = 0.15. This waveform offers a good gain
in SNR (Table 3.1, Chapter 2), but this time no improvement in resolution is to fixected.
As can be seen, the extra gain in SNR provided by the narrowband chirgldtes into a
significant improvement of the performance up to 20 dB SNR. For an SINR @ 30 dB, the
performance of the chirp and the CF pulse converge towards a similar, vethih confirms
that for a medium range of SNR (20-30 dB) the performance of the 1zautdator is mainly
driven by the bandwidth of the transmitted waveform. The same trend isvelosier fig. 4.11
in the case of the simplified modified autocorrelation algorithm. The excellefdrpence

achieved in this case suggests that velocity estimation could be performediwitbritbination
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Figure 4.10: Performance comparison of the 1D autocorrelator estimatanfaFM chirp
excitation signall}, = 10 us, By = 0.15, and a CF narrowband pulse of 8 cycles excitation
signal, for different axial shifts\V,, = 4 , duration of the gated range window: Q.&

of estimator and coded waveform without any need to further increaseutinder of pulse

transmit/receive cycles.

4.4 Discussion and conclusion

This chapter has presented the principles of phase-shift based vedstiityation in medical
ultrasound. Two algorithms were presented : the 1D autocorrelator algamitid the 2D mod-
ified autocorrelation. The potential impact of using coded excitation with thesdypstimator
has been studied on a theoretical basis as well as with simulations, with LF6 csran
example of a coded waveform. A theoretical expression was adaptecctsslithe potential
improvement in statistical performance on a theoretical ground. It wasrstiat the 1D au-
toccorrelator estimator is quite robust for a medium packet size=€ 10) and that potential
improvements with SNR are only significant for quite low SNR conditions (belswiB). It

was also shown that in moderate SNR conditions, the statistical performasicmiigcantly

impacted by the fractional bandwidth of the signals, a low fractional baritwidlds a better
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Figure 4.11: Performance comparison of the simplified modified autocormekesiimator for
an LFM chirp excitation signal T= 10s, By = 0.15, and a CF narrowband pulse excitation
signal of 8 cycles, for different axial shiftéy,, = 4, duration of the gated range window: 0.5
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performance, which was to be expected given the fact that this estimatks ama narrowband
approximation. The set of simulations performed shows that a significantrgperformance
and spatial resolution can be obtained for a low range of SNR (10 dB ©rwath coded ex-
citation, while maintaining the same transmitted peak pressure amplitude. Thissutige

coded excitation could be used to enhance the sensitivity and spatiati@saulong ranges
or to achieve the same performance as standard techniques with a limited ramtitzers-

mit/receive cycles, provided an increase in intensity is permitted. When thec8hdRions are
in a medium range (20-30 dB), the simulations confirmed the theoretical résaltthe per-
formance of phase domain estimators is essentially driven by the bandwitiih wansmitted
pulse, which limits any resolution improvement without any performance datom. These
results suggest a spatial resolution / performance trade-off in thef eseled excitation with

phase shift based estimators.
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Chapter 5

Time-shift based estimation with
coded excitation

The goal of this chapter is primarily to investigate the potential benefits of esidgd excita-
tion with wideband time-shift based velocity estimation strategies. To understamthe use
of coded excitation might be beneficial, it is important to know from a theotdiasis how the
performance of these estimators is affected. This chapter thus providgsta-date review
of the theoretical aspects of estimation performance with time-shift basecityedstimation
in the context of medical ultrasound applications. The following questiomsemtral to this
chapter:

e Which aspects limit the performance of time-shift based estimators?

¢ In which situations can the gain in SNR provided by coded excitation be b&iefith
this type of estimator? By how much is the statistical performance of the estimator
improved?

e Is any gain in resolution possible? i.e. what is the impact of the bandwidthrwdlsign

the statistical performance of estimators?

The first section presents an overview of the current applications s th&timators, followed
by their principle and implementation. The second section is dedicated to the cttioky
theoretical performance aspects. The third section presents some sinsuléti@hfinally, the
fourth section discusses the possible improvement of performance wighl exditation in the
light of the results of sections 2 and 3.
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5.1 Time-shift based velocity estimation in medical ultrasound

5.1.1 Motivation of this study in the context of current applications

Dotti et al. [81] appear to have been the first to consider the use otiamedéisn scheme based
on crosscorrelation in the field of medical ultrasound for the measureméhdad flows in
1976. Later on in 1982, Dickinson et al. [82] proposed to measure thptad&ment of tissues
with a correlation method. Interestingly, it seems that it was not until anotiidication by
Bonnefous [83] that this method raised a real interest in the field of meditasound for
velocity or displacement estimation. Bonnefous’ paper was also probahbiieatone in the
understanding of current velocity estimation schemes, which do not redy“tme” Doppler
shift as with the early CW techniques. The detailed analysis of the publicdéariycdemon-
strated that the blood flow velocity could simply be inferred from the shift in tina¢ the
received signals experience over two successive pulse transmits the nrwovement of the
red blood cells. A bit later, Bonnefous also proposed a statistical analiy#ie performance
of the new velocity estimation scheme [84]. Embree presented some expetinesntts us-
ing this method to measure blood flows [67]. Hein implemented a real-time blood flmwvme
based on the crosscorrelation technigue [85] and checked the obsadtistical performance

experimentally [86].

Following closely these early works, several studies showed that tesamaelation technique
outperformed the 1D autocorrelator in terms of statistical performance8@7,0ne of the
claimed advantage of these techniques over phase shift based estimabaitstiey do not
suffer from aliasing problems [83]. Despite these facts, it is not clearrhach current scan-
ners rely on time-shift based estimators for applications like CFIl. Evans/faiicken noted
in [12, p264] that time shift based estimation had failed so far (in 2000) toitelyvintro-
duced in commercial scanners, which they imputed to the large amount of Gompower
required. Another reason for this may be, as Jensen [13, p245]apdnl[87] pointed it out,
that for applications like CFI, with relatively poor SNR conditions, it is oft@sidable to use
long (narrowband) pulses, which is beneficial to phase-shift domaimagsrs performance
(these was shown in Chapter 4). It is worth mentioning as well that some jploaisain esti-
mators such as Loupas’ modified autocorrelation actually reach a vegymormance to the
golden standard of normalised crosscorrelation [11, 89], yet with a hawgr computational

complexity.
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Time-shift based estimators are however nowadays extensively useskiarch for a number
of techniques involving the measurement of either a displacement or a vedbsibjt tissues.
They are used for instance in the field of elastography [7], in the fieldraihsand strain rate
imaging of the heart [6], for tissue motions estimation [90, 91], or for aouadiation force
microscopy (ARFI) applications [89]. For all these applications, time-dfafied estimators
and most particularly normalised crosscorrelation, have gained a wiespcceptance. [6]
reports the following benefits compared to phase-shift based estimationgeetior strain and

strain rate estimation techniques:

a better axial resolution due to the possibility of using wideband pulses.

e no problem of aliasing

¢ the possibilty to obtain a displacement or velocity estimate with only two pulse emissions

whereas phase-shift based estimators typically require a few pulsedd@yigbust es-
timate. (This is particularly important in elastography, because usually onlgitynals

are acquired: a pre-compression signal and a post-compressiol).sigha

¢ the method is more robust to frequency dependent attenuation.

A recent comparison study [92] confirmed the better robustness of tiifiebsised tissue
speckle tracking for strain estimation compared to phase-shift based estimékie authors
also hypothesised that time-shift based estimation is a lot more robust to &Efayendtion of

the scattering medium than phase shift based estimation.

A clear drawback of these techniques is that they are inherently compuatiitioriensive, and
have a higher hardware cost compared to a relatively simple algorithms likéthetocorre-
lator. According to [6], it was still hard in 2002 to obtain fully real-time strain imagystem,
with a good temporal resolution (high frame rate), with this type of estimatoridably the
amount of post-processing required is also a challenge, and for squiieadipns, off-line pro-
cessing might still be unavoidable). It is likely that with the constant gain in coimgp power
over time, this will become less of an issue in the future, but a good engigesslation is
always a trade-off between costs, simplicity of implementation and perfoenahiis may
particularly be important in the context of this study, because the use efleditation with
a matched filter already adds a significant extra computational complexity tgdtess In the

first real-time blood flowmeter solutions proposed, the full crosscorrelafithe signals could
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not be evaluated, instead, a much simpler method was implemented, callecctcreksgion
using the sign”, or polarity coincidence method. In fact, a set of time-sagéd estimators are
known to provide only slightly degraded performance compared to the tieed&rosscorre-
lation, and a potentially lower hardware cost [93], like the Sum of Absoliffefence (SAD)
algorithm or the Sum of Squared Difference (SSD) algorithm , which wilhkasented in the
next section. These estimators seem to have been studied only in vergigevs n the field of

medical ultrasound ([94] and [95], essentially).

5.1.2 Principle of time-shift based estimation and descrigoon of the algorithms

The time delayAt between the received signals from a single target moving at a velocity

between two pulses transmits emitted at a time intefyas equal to:

20T
¢

At (5.1)

A measure ofAt¢ readily leads to the target displacement between the intégvai the mean
velocity during the same time interval. In a practical case for medical ultrasapiplications,

the received signal can be described, using a linear system description approach, byrthe co
volution between the transmitted sigrnabnd a scattering functiofi which depends on the

spatial scatterers distribution and backscattering power:

ri(t) =s® f1 = /s(u)f1 (t —u)du (5.2)
After a second transmit, the scatterers have moved yielding the secona:cesignal:

rat) = 5@ fo = /s(v)fg(t —v)dv (5.3)

If we now examine the crosscorrelation of the two received signals, tiyititen of the cross-

correlation function®,, .,

Rupry(7) = / Py (8)ra(t 4+ 7)dt = / / / s(u)s(v) f1(t — u) folt + 7 — v)dudvdt  (5.4)

This relatively complex integral can be simplified if we consider that :

e the reflectivity functions are ideall§-correlated i.e. their autocorrelation function is a
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Dirac impulse (the fluctuations in compressibility and density of the medium froichwh
backscattering arise have a correlation length much smaller than the wahetdribge

pulse, as in the model of Chapter 3).

e f5 is simply a time-translated version (time delay) of f1, due to a uniform movement
of scatterers between the two pulse transnyitét) = f1(t — At).

We then have the following property:
/fl(t—u)fg(t—H'—v)dtzé(u—u—H’—At) (5.5)
The preceding equation then simplifies into:
Ryyry(7) = / s(u)s(u+7 — Ab)du = Ros(7 — A) (5.6)

which shows that the crosscorrelation function of the received sigsahjsly the autocorrela-
tion function of the transmitted signals shifted in time correspondingly to the dexplaat of
scatterers. In particular, a measure of the position of the peak of thecoroslation function
will yield the desired time delayAt. In this idealised model, the shape of the crosscorrela-
tion function only depends on the transmitted signals; transmitting a widebaral sigould
thus yield a sharp correlation peak, and thus, a good statistical perfagmarmeal conditions
of course, Eg. 5.5 is only an approximation, afidand f> are notd-correlated. As a con-
sequence, the correlation peak may be significantly broadened (alst 'wleorrelation” of
signals). In particular, the hypothesis thfatdeduces fromy; by a simple translation requires
that the medium probed undergoes a uniform translation, and that alldalterecs remain in
the insonified volume, which is more or less realistic. Intuitively, however jymthesis will
be a good approximation for small displacements (or a small time interval bethve@ulses

transmits); and if the volume probed is not too large.

5.1.3 Practical implementation

Apart from the possible decorrelation between the two successivediveecsignals, two fac-
tors at least may impact on the performance of this method in a practical implgioenithe
first of these factors, is that, to obtain a local measure of the displacemengcttived signals

are range gated and crosscorrelation is thus only performed on siganests of signals. The
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size of the range gate duration is of a great importance. As it will be sezam have a signifi-
cant impact on the accuracy of the method: a large window duration ires#as performance;
but also reduces the spatial information provided by the estimates. Thimg@racan also
depend on the type of application. Walker et al. [96] reports typical gabfigated range win-
dow duration as 0.6bs for blood flow estimation applications and 1.8 for strain estimation
applications. Another difficulty is that due to the sampled nature of signalsltthraate shift in
time determined by the position of the peak may only be, in principle, determinetiateger
multiple of the sampling period. For most applications in medical ultrasound, avamela-
tively high sampling rate (say, 50 MHz), the time delays to be measured ara favysampling
periods, the obtained time resolution is thus far too coarse. For this reheamrpscorrelation
function has to be interpolated around its peak to yield a more accurate esflinigtes usually
done by fitting a parabola through three consecutive samples at the paditiosmaximum.
The method was originally described in [97]. Bf(lcourse) iS the peak value of the sampled
correlation function l..,s. is the index which corresponds to the crosscorrelation peak) then
the fractional index valugy;,,. that defines the position of the peak fitted by a parabola is given

by [11]:
R(lcaarse - 1) - R(lcoarse + 1)
R(lcoarse - 1) - 2R(lcoa7‘se) + R<lcoa7‘se + 1

lfine = ) + leoarse- (57)

DN |

Finally, other estimators than crosscorrelation may be used, on a similar pgintige follow-
ing estimators were implemented in this stufiygorresponds to the range gate duratigrand

ro are two received successive signals:

e The normalised crosscorrelation estimator (NXC)

SISy (byra(t + 7)dt

R = )
wxe() T/2 2 T/2 9
f_T/Q 1 (t)dtf T/2 Tz(t)dt

(5.8)

The presence of the denominator normalises the crosscorrelation fyniationvhen
the signals perfectly correlate, the peak value is equal to one. The phakig also
called the correlation coefficient, this coefficient measures of the “decorrelation” of
the signals (see previous paragraph). Thus, in general, urégsis a perfect time-

translated version ofy (¢), p is inferior to one.
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e Crosscorrelation using the sign (Xsign)

T/2

Rxsign(T) = /—T/2 sign(ry(t))sign(ra(t + 7))dt, (5.9)

where the sign function returns 1 for a positive signal value and -1 foggative sig-
nal value. This estimator is also sometimes called the Polarity Coincidence @orrela

estimator.

e Sum of Absolute Differences (SAD)

T/2

Rsap(r) = /m 1 (t) — ot + 7)|dt (5.10)

e Sum of Squared Differences (SSD)

T/2
Rssp(7) :/ 11 (t) — ro(t + 7)|2dt (5.11)

-T/2
For these last two estimators, the time skt is estimated as the minima positions of the

functions.

5.2 Theoretical study of the statistical performance of time-shift

based estimators

5.2.1 Theoretical aspects of the statistical performance @fosscorrelation

The performance of time delay estimation with crosscorrelation has beery antemsively
studied problem in signal processing from the early eighties ([98], [@9]0], [101], [102],
for instance, and a more recent review is given in [103]). In the fielchedlical ultrasound,
different works have studied the performance of the crosscorrelesiimator. One of the first
analysis was due to Bonnefous [84]. Foster [104] proposed anssalf/the performance
based on a similar approach used in the radar field, and studied the impalct aff different
parameters on the statistical performance with simulations. Jensen alsegui@oexpression
for the variance of the estimates in[13] based on [105]. [12, p27 &g excellent review of
the work carried out in this area in medical ultrasound, while pointing outttieaindividual
results of different studies do not seem to be entirely compatible. Thise@mpguted to the

various simplifying assumptions in the derivation of these expressionactniff seems that an
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indirect approach based on the derivation of the Cramer-Rao Lowerd@RLB) for the time
delay estimation problem yields the most accurate method. By definition, the GBI is

a theoretical limit for the variance of any unbiased estimator, based onltlagibar of a max-
imum likelihood estimator; it is thua priori not sure how crosscorrelation performs compared
to this ideal bound. Several studies have however confirmed thatorosiation was able in
some conditions to reach this bound [103]. This approach was introdoitieel field of medical
ultrasound by Walker et al. [96]. In this study, Walker first makes theaéstarg comment that

in the presence of noise, the crosscorrelation estimation technique typicHidlyssfrom two

types of error:

e the first type is some small errors, referred to as “jitter” errors, whiehdare to small
deviations in the location of the peak of the crosscorrelation function drdartrue

value.

e the second type is called “false peak” errors and occurs when the maxreaknof the
crosscorrelation peak is not the true peak, but an adjacent peak.rebhi$s in much

larger error amplitudes.

Walker mentioned that false peak errors can be removed in practigeon linear filtering
(although this would also supposedly reduce the spatial information of tinesg¢sd displace-
ments or velocities) whereas jitter errors can not be suppressed, anglédme a fundamen-
tal limit on the performance of crosscorrelation. He was finally able to cde¢lwith some
extensive simulations, that the CRLB bound accurately predicts the jitteloe$@orrelation

estimates, in a relatively large set of conditions relevant to medical ultrdgmnameters.

5.2.2 Analysis of the CRLB

The expression obtained by Walker et al. in [96] for the CRLB was basej®8]. The ex-
pression was adapted to medical ultrasound applications, by considexiogsé when the two
signals received are decorrelated speckle signals (introduction obtheation coefficienp

in the expression). This yields the following theoretical performance t{@6].

OA¢ OCRLB 1 3 1 1 \2
ot S - Z 14+ —) -1 512
Ay At AN 2fgm*T (B} + 12By) <p2 ( * SNR) ) (512)
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whereo a; is the standard deviation of estimated time delaysz; 5 is the theoretical CRLB
bound on the standard deviation of time delay estimates. Fig.5.1 plots the obteiatgker
errors for three displacements, expressed as a fraction of the watre(@10\, 0.20\ and
0.40)). The other parameters in Eq.5.12 were séfte- 5 MHz,T' = 1 ius, By = 0.5, antp =
0.98, which according to [96] is a typical correlation coefficient foumddiood signals, taken
here as an example. A noticeable aspect of the performance is that tiereteor depends
on the inverse of the quantity to be estimated (factoAdin 5.12). As a consequence, larger
velocities or displacements (relatively to a given PRF) should alwaysfibéman a lower
relative error. A second noticeable feature is that in the presencecofré&ation p < 1),
the error does not decrease to zero, but instead, the curve denemsinaasymptote, which
depends on the displacement to be measured, the correlation coeffiaitieatime duration
of the window used’. The equation of the asymptote for high SNR is readily obtained from
Eqg.5.12:

. OCRLB 1 3 ( 1 )
| = — ——1 5.13
SNEotoo At At\ 2f3x2T(B3 + 12B;) \p? ®.13)

Fig. 5.2 shows the evolution of the relative error for an axial displacermeft10 A and
different fractional bandwidths of the received signals. As expetiedrerformance improves
with the bandwidth of signals, which shows that the crosscorrelation tashngqclearly a
“wideband” estimation strategy. The curves show that the performandgecguite deteriorated

for low fractional bandwidths and low SNR conditions. Finally, Fig. 5.3 shtive performance
obtained for the same set of parameters, a displacement oA@ada three different” values :

1 us, 2 us and 4us, which correspond to distances of respectively of 0.8 mm, 1.84 mm and 3.1
mm. The improvement in relative error is quite slow when increasing the duraitibve gated
range window ( ad //T, according to 5.12), but as can be clearly seen, there is a trade-off
between resolution and performance, lafgealues provide a more robust estimate, especially
in the low SNR region, but the spatial resolution is also decreased. Itigaleapplications, it
should however be noted again that the ultimate spatial resolution can aksoddiEpa large
extent on the signal processing chain of the data (overlapping of wsdmedian filtering,

etc...).
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Figure 5.1: Plot of the CRLB performance bound, for three displacenf@rit8 )\, 0.20\ and
0.40)); fo =5MHz,T =1 pus, By = 0.5, andp = 0.98.
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Figure 5.2: Plot of the CRLB performance bound with the fractional badhitivof signals, for
a displacements of 0.1K, and five different SNR conditions (5 dB, 10 dB, 15 dB, 20 dB),
fo =5MHz, By = 0.5, andp = 0.98,f, = 5 MHz.
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Figure 5.3: Plot of the CRLB performance bound with the time duration of tihedgange
window against the SNR conditions, for a displacement of 0,1 = 5 MHz, By = 0.5, and
p=0.98. fp =5 MHz.

5.2.3 Limitations of the CRLB approach
5.2.3.1 Decorrelation of signals

The model adopted by Walker et al. incorporates the decorrelation dailsige a loss in am-
plitude of the normalised correlation peak of the signal but does not reatiyuat for the
broadening of the correlation peak, essentially the normalised crosktimmn of the signals is

considered as a scaled version of the autocorrelation of one of eittier téceived signals:
errg = perrl (514)

Cespedes [106] showed the equivalence between the effect ofcancat®ise and the decorre-
lation of signals as described by Eq.5.14 in the CRLB bound Eq.5.12. Inylartan equivalent

“decorrelation SNR'SNR,, can be defined as:

1
SNR,

1
S=14 (5.15)
p

Conversely, the terr + ﬁ in Eq.5.12 can be replaced by an equivalent decorrelation term
1/p using the same expression. It follows from Cespedes’ analysis that withdalel of decor-

relation of signals of Eq.5.14, decorrelation can be interpreted as an addlgiationary and
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uncorrelated noise term. Whether decorrelation can be treated as spcactise, is however
not clear. In general as well, the decorrelation of signals can be &daraf parameters such
as the centre frequency or the time delay to be estimated itself, which giveseacoraplex

dependence of the bound of Eq.5.12 to these parameters. According] téof8instance, an

approximate expression fpris given by:

6 ran
p= [1 — éw} (1 — 27> fGoag2) (5.16)

The first term in the preceding equation shows the effect of decorneldtie to the scatter-
ers leaving the sample volume, and depends on the transverse displacempotent of the
scatterers$;,.,, and the ultrasound beam widV. This term clearly approximates the lateral
beam fall-off as rectangular window of sizd1". The dependence @fon the time shift to be
estimated can be made more explicit: suppose the axial shift to be meastigggd;isgiving

rise to a shift in timeAt, then the transverse displacement is given by:
A
Sran = Oumiartant) = %ttane (5.17)

whered is the angle of the trajectory of scatterers with the axis of the transducersédond
term in this expression is a decorrelation factor due to the velocity spreag sathple volume,
which is taken into account as a spread in the time shift to be estimated, chiasattey a
variancer a2 =< At? >, and is proportional, according to Bonnefous’ analysis to the square

of the centre frequency of the signals.

5.2.3.2 SNR model and spectral characteristics of signals

Another limitation in the expression presented in Eq.5.12 is the model of the apeltdrac-
teristics adopted for the signals, which was chosen to be rectangulais(tt@atstant power
densities in the bandpass) for simplicity of derivation. Moreover, [96kaers a basic SNR
model, independent of the bandwidth of signals. A more realistic SNR modeteasnted in
section 3.3 (Chapter 3), shows that the SNR after a matched filter (or a siemugdss filter
adapted to the bandwidth of the transmitted CF pulse) has a dependehtB?asTo obtain
some insights into the performance with this SNR model, one can arbitrarily defiefer-

enceSNR,..s for a fractional bandwidtiB; = 0.5, an effective SNR taking into account the
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Figure 5.4: Plot of the CRLB performance bound with the fractional baditivof signals with
a more realistic bandwidth-dependent SNR model, for an axial displacesh€ntO )\, and
four different SNR conditions (5 dB, 10 dB, 15 dB, 20 dB).

proposed SNR model is then simply given by:
SNRcss = SNRyc;/AB} (5.18)

Substituting the SNR term in 5.12 IBNR. ;s then yields the performance bound:

A 4B% \?
o5 5 1 3 L I A B (5.19)
Ay 7 AL\ 2/372T (B3 + 12By) | 92 SNR,.,

This modified bound was plotted for differeBNR,..; values in Fig.5.4, with the same set of
conditions as in Fig.5.2. As can be clearly seen, the performance cueumesngtrate a mini-
mum for low SNR, which confirms that even with a wideband estimation strateggyénta-
geous to use narrowband pulses when the SNR conditions become todrpparticular, the
curves show that for an SNR of 5 dB (with the reference used of a putle fractional band-
width By = 0.5), the performance is bounded with a minimum relative error of 20 %, which
shows that crosscorrelation cannot be used to yield very good estimatesinonditions with-

out additional averaging. When the SNR conditions becomes higher, sh@d&dormance is

achieved for increasing fractional bandwidths.
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5.2.3.3 Limit of validity of the CRLB

Following Walker's analysis of the different regimes of performance efdtosscorrelation
estimator, it seems interesting to know in which conditions the performanceevéatalfrom

the CRLB, that is, in which conditions the crosscorrelation estimator switches & small

error regime (“jitter”) to a large error regime i.e. “false peak” estimation regifte medical

ultrasound applications, this is particularly important because a goodrpenice (about 10
% relative error) is only achievable in the jitter error regime, the false pegikne requires
some further non-linear processing, which is not ideal. [96] concltidgthe CRLB is valid
when the SNR is fairly high and the correlation between signals is also highowitimy

further precision. The problem of false peak error estimates was ald@dtin the field of

medical ultrasound by Jensen in [107]. His study showed that belowtarc&NR threshold,
the probability of detection of the correct peak drops sharply, the tblgsibserved was of
approximately 5 dB.

In fact, it can be inferred intuitively that the SNR conditions or the detaticn of signals
are not the only parameters driving the transition between the two regimesods.eRecall
from our idealised model that the crosscorrelation function of two spadighals is essentially
the shifted autocorrelation of the transmitted signals. Fig.5.5 plots the autatiomdunction
of a 4 cycles CF pulse, and that of a 10 cycles CF pulse. Clearly the axgladmn peak is
sharper for a relatively wideband 4 cycles CF pulse, meaning thatcomoskation estimates
with wideband signals should be less prone to a false peak detections @guavalent level
of noise). Clearly as well, the autocorrelation function is periodical withreodeequal to the
period of the transmitted signals. A way to avoid false peak detection erraugsdhrestrict
the interval of search of the correlation tq—}[‘—), +ﬁ]. This, however, restricts the maximum
velocity that can be estimated. Not surprisingly, this interval correspexastly to the non-
aliased range of velocities that can be estimated with phase domain estimat@shds
intuitively that with crosscorrelation, it can become quite difficult to measelecities beyond
the Nyquist limit, at least in poor SNR conditions, because large erroiatapeuced by false
peak detection. Jensen mentioned this difficulty in [107], and proposextatenethods to

overcome this limitation.

The problem of large errors with crosscorrelation estimates in poor SMRitns appears
to also have been studied in the field of signal processing. lanniello g@®josed an an-

alytical expression of the probability of “detection anomaly” with crossdation. He also
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Figure 5.5: Autocorrelation function of a 4 cycles and a 10 cycles CF pwisie the time lag
expressed as a fraction of their peridd fo).

concluded that signals with narrow-band spectra or with large sidelawesehgreater proba-
bility of an anomalous estimate due to the relative large values of the autotiondimction at
time delays removed from zeros. Finally, a global description of the theakbgbaviour of the
crosscorrelation estimates was achieved by Weiss et al. using the Zar{Zaknd [101][102].

Essentially, the following bounds were obtained for the variance of the titag dstimates:

D BTSNER' <~
12
Threshold v < BTSNR <6
Uzt Z \ Barankin bound § < BTSNR' < (5.20)
Threshold uw< BTSNR <n
Cramer-Rao bound n < BTSNR

Where theSN R’ is defined as, given the signal powgand the noise poweV:

,  (S/N)>  SNR?
SNE =9 +2(S/N) 1+2SNR (5-21)

D is the interval of search of the correlation pedk,s the bandwidth of the signal in Hz,
v, 6, 1, n are different threshold values delimiting the different regions of peréorce. In

this framework, the performance in a large error regime is described bgatankin bound
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(this bound simply exceeds the CRLB by a facI@;/BJ%), and ultimately the performance is
bounded byD?/12, that is, the peak of the crosscorrelation function is completely randomly
located in the interval /2, +D/2]. In this last case, no velocity or displacement information
can be retrieved. An interesting aspect is that both the time of observatggnaiisT, their
bandwidthB, and the SNR as described by Eq.5.21 determine through their productdh wh
region of performance the estimator operates. As is easily understoard gngrto this analysis,

a relatively largel’ B product has to be achieved when the SNR is poor to operate in the small
error regime described by the CRLB. Increasing the bandwidth is hovdetemental to the
SNR conditions, and increasiriy, the size of the gated range window, ultimately decreases
the spatial information the estimates provide. Finally, it can be mentioned thatahislb
was applied to the field of elastography by Varghese [109]. The autasrable to provide a
qualitative agreement between the standard deviation of strains obtainesimitlations and

the bounds described by EQg.5.20, and concluded that a robust stiiaiatem can only be

performed in the CRLB regime.

5.2.4 Discussion on the potential improvement of the perfenance with coded
waveforms

As seen in the previous paragraph, the CRLB corresponds to a snualtegime, which can
only be achieved within certain conditions in terms of SNR and decorrelatisigiodls, which
are yet not unrealistic. This is thus an interesting tool to study the potentialdefd excitation
techniques to improve the performance of time-shift based estimation. tispet Fig.5.1
clearly shows that when the SNR conditions are relatively poor, a gain R Bh coded
excitation is promising in decreasing the relative error, especially for tmaton of small
displacements. For velocity estimation, this corresponds to cases when EheaRRot be
increased (high depth for example), or low blood flow velocities. Note,evew that in the
case of slow velocity estimation (slow relatively to a given PRF), if the scasteeenain in the
beam forP pulse transmits, it is always possible to crosscorrelate signals that areaecT
apart ¢ € [2, P — 1]) instead of crosscorrelating adjacent signals to yield a smaller relative

error [85]. The velocity is then simply inferred from:

. CAtk
v = T (5.22)
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Figure 5.6: Plot of the CRLB performance bound two different gatedeavindow durations
T =1psandT = 2 us, By = 0.5, for an axial displacement of 0.20 against the SNR
conditions and effect of 10 dB SNR improvement.

where Aty is the shift in time measured when crosscorrelating signals recéiedgseconds
apart. The graphin Fig.5.6 shows the potential impact of an increase & ibQtlde SNR for an
axial displacement of 0.18. For an SNR of 5 dB and a time duration’Bf= 1 us, the relative
error goes from 30 % to about 10 %, which is quite an important gain in terperédrmance.
The gain observed fdF = 2 us is not as large, but remains significant. Realistic gains in SNR
for some coded waveforms over CF pulses of different cycles wesepted in section 3.3.4
(Chapter 3). Since crosscorrelation is a wideband estimation scheme,cted ©F pulse is
chosen as an appropriate reference to be compared with. The follovailegrégorts the gain
in SNR measured over 4 cycles CF pulse, for coded waveforms havipgtilsresolution
comparable to or superior to the chosen 4 cycles reference pulseXapately 0.68 mm,
when using the FWHM and the simulation parameters of section 3.3.4). As caeebe an
improvement of 5 to 10 dB with coded excitation is quite realistic, even with codegferms
having a moderate duration (from4 to 10 us). For CFl applications, coded excitation could
thus bring the boost in SNR necessary to perform robust blood flow d&imveithout the need

to reduce the bandwidth (and thus the spatial resolution) of the transmittedssign

On the contrary, it appears from Fig.5.1 and Fig.5.6, that for a mediunerah§NR (20-30
dB), the performance of the crosscorrelation estimator is not significaifeigtad by the SNR

conditions and reaches an asymptotic curve which depends on the ledetafrelation of
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Coded signal GSNR (dB) 7}, (us) Resolution (mm)

Chirp By = 0.50 8.91 1Qus 0.42
Chirp By =1.00 441 1Qus 0.26
Barker 5 bit 4 cyc. 499 4.0s 0.69
Barker 13 bit 2 cyc. 7.51 5.2s 0.37
Barker 13 bit 4 cyc. 11.31 104s 0.69

Table 5.1: Different coded waveforms and the SNR improvement theywachier a 4 cycles
pulse along with their time duratidfi,, and the spatial resolution, measured as the FWHM of
the compressed pulse. The reference 4 cycles CF pulse has an sefation of 0.68 mm

signals and the length of the gated range window used, as previoushjbeelscAs pointed
out by [96], this means that apart from blood flow applications which tyipisaffer from low
SNR conditions, the performance of estimation with time shift based estimatorsriddubby
the physical decorrelation of signals. As seen previously, decornelesisentially depends on
the physical deformation of the medium in the volume probed (with potentially aundgarm
velocity field across the sample volume). Consequently, the use of codédtiex should
not have a major impact on the performance for applications with a moderateggé3aIR
(say above 15 dB) (it was shown in Chapter 2 , in particular, that the sarohime obtained
with a coded waveform after compression is similar to that obtained for a ateGF pulse,
essentially the axial resolution is perturbed by the range sidelobes, litditisgerse resolution

is the same).

This however is only true in the CRLB regime, and the limitations of this boundpasgul
out in the previous subsections, may balance this conclusion. A first limitatiooeecns the
decorrelation of signals, it is not clear whether the simple proposed maliielgiasps the
combined impact of physical decorrelation and the SNR conditions on tferpeince of esti-
mation. A further limitation of [96] is that the crosscorrelation peak searchvalteras limited
to the Nyquist range and used relatively large time windowgd§ If a larger interval was
searched and a smaller window used, the crosscorrelation could sigtiyfidapart from the
jitter operation mode at a relatively higher SNR than what is observed in Bfllowing the
analysis developed by Weiss and presented in the previous subsedfiategbnds on thé B
product used. A clear potential performance improvement by codétan could thus be the
possibility to achieve the largéBSN R’ product necessary to operate in a small error regime.
In particular, coded excitation could offer the possibility to increase thelgiith of signals

(B) while improving the SNR conditions. This would effectively give the ability to mea
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displacements or velocities beyond the Nyquist limit without the need to remiseedfeaks by
any non-linear processing methods. This could be very useful in bloadef$timations stud-
ies, when aliasing is a factor limiting high temporal resolution. Another potentdication is
elastography, which requires the estimation of relatively large displaceifisttgeen\/4 and
10A, according to [89]).

5.3 Study of the performance with simulations

5.3.1 Study of the systematic error introduced by interpoléion of the peak of
the crosscorrelation

The necessary interpolation of the crosscorrelation peak can intradsysematic error in the
crosscorrelation estimates. One of the simplest solutions is the parabola fittimgdyes intro-
duced in Eq. 5.7, but some other methods have also been considereddied 90, 110, 111].
The effect of parabola interpolation was also specifically studied in thedialiain estimation
[112]. None of these studies, however, has investigated the potentiattioipaterpolation on
the performance using some other estimators than crosscorrelation. ledtiswe propose
to study the bias introduced by the parabola interpolation scheme on theiiffane-shift
based estimators introduced in subsection 5.1.3. For the SAD and the SSDi@stinhe prin-
ciple of interpolation is the same, except that a minimum has to be interpolateddindtaa
maximum. Synthetic signals were generated according to the model of sectipr{@@pter
4), using a 4 cycles pulse, but no noise was added to the signals. Theasiasmputed as the
sample mean of the difference between the estimated time delay and the true timesiteiay
1000 gated range independent window realisations of leéhgthl us. The same parameters
used in section 4.3.2 were used, and are repeated here for coneerientre frequency, =

5 MHz, fractional bandwidth of the transduce®; = 0.5.

The following graph Fig.5.7 compares the results obtained for the NXC, SBD,and Xsign
estimators for different time delays, expressed as a fraction of the sanmaiiggl (with the
parameters used the maximum time delay tested corresponds to an axial digplao€0.10
A). As can be seen, for all the estimators except Xsign, the bias exhibitodipal character.
For Xsign and SAD, the parabola can introduce a bias of up to 8-9% in the thag dsti-
mate with the parameters used, depending if relatively small time delays are toalsaret:

On the contrary, the bias obtained for the SSD and NXC are very similarappear to be
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approximately one order of magnitude below the two other estimators.

Fig 5.8 and 5.9 show some typical outputs of the different estimators as tofunt the time
lag, for a simulated axial displacement of Q\1plotted for a gated range window duration
T = 2 us. Itis first noticeable that all these curves exhibit the same periodicityoghef 1/f,
with the time lag), therefore all the estimators tested should be prone to falsegteation in
the presence of poor SNR conditions. A potential explanation for therndubelifferences in
the performance of the parabola interpolation can be explained by thiné¢theRs4p and
Rxsign functions exhibit a much sharper peak thanfhexc andRssp . The curves seem to
demonstrate a singularity at their extremum (discontinuity in the first derésafithe curve),
that may not be well interpolated by a smooth parabola curve. To test thighegis, a new
interpolation scheme is proposed which simply relies on a linear interpolatioe éfitictions
at their extremum. Fig 5.10 shows the basic geometry when the minimum of thehaste be
interpolated (case of SAD). The interpolated minimum of the curve is at poithifposition of
which is found so that the poinf3(i..qrse—1), A and B form an isosceles triangle. This yields

the following lagl s, for the position of the interpolated minimum of the curve at point A:

l + R(lcoarse - 1) - R(lcoarse + 1)
coarse 2R(lcoarse - 1) - R(lcoarse)
lfine = lcoarse lf R(lcoarse - 1) - R(lcoarse + 1)

l _ R(lcoarse + 1) - R(lcoarse - 1)
coarse 2I%(lcoarse + 1) - R(lcoarse)

if  R(lcoarse — 1) > R(lcoarse + 1)

lf R(lcoarse - 1) < R(lcoarse + 1)
(5.23)

The result of the implementation of this interpolation scheme is shown in Fig.5. Higuadl 2.

In the case of the SAD estimator, a clear improvement is observed; the stisteims obtained
is even better than to that observed for SSD and NXC with the paraboladlgtgn method,
and is less than 1% even in the worst case. For the XSign estimator hothevienprovement

provided by the new interpolation scheme is far less obvious.

5.3.2 Analysis of the statistical performance with a matche filter at the receiver
with simulations

In this section, the statistical performance of the four estimators is tested diffdeent SNR

conditions, and for four different axial displacements: 0\05.10\, 0.20, and 0.4Q\, when
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Figure 5.7: Comparison of the bias introduced by parabola interpolatiothéofour tested
estimators. Each point represents the average bias computed with simulatoi900 inde-
pendent realisations.
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Figure 5.8: Comparison of some typidal xc and Rs4p functions observed for a displace-
ment of 0.10\, T" = 2us.
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Figure 5.9: Comparison of some typic&k 4p and Rgsp functions observed for a displace-
ment of 0.10\, T' = 2us.
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Figure 5.10: Basic geometry for the proposed interpolation scheme. Thedlaed minimum
of the curve is at point A, which position is found so that the poR{&.,4,sc—1), A and B form
an isosceles triangle.
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Figure 5.11: Comparison of the bias introduced by parabola interpolaticeSD and NXC
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a matched filter is implemented at the receiver. The set-up of the simulations is $ovsks-
tion 4.3.2, except that a CF 4 cycles pulse is used as a reference to cahg8t¢R conditions
after the matched filter. Note that similarly to the previous simulations with phaldsabed
estimators, all sources of decorrelation between successive rc@yvels are neglected. The
estimation is performed using only two simulated received signals. The estimatogsam-
plemented according to subsection 5.1.3, into FORTRAN subroutines call®thbizAB to
accelerate the computations. The interpolation schemes chosen weredlh@@arterpolation
for the SSD and NXC estimator and the new proposed linear interpolatiomsdioe the SAD
and the XSign estimator. The interval of search of the extrema of the fusatiere restricted
to [—ﬁ, +ﬁ], for axial displacements values of 0.AGnd 0.20\ and to Efio, +%] for an
axial displacement of 0.4@. Since we are interested in potential gains in resolution as well,
the gated range window duration was set tas1which is a relatively low value, leading to a
potential good axial spatial resolution. For the following graphs we usedime definition of
relative error as in Chapter 3, i.e. the ratio of the standard deviation dadespent estimates

to the actual displacement.

Fig.5.13 reports the results obtained for a small and a medium displaceména @l 0.10
A ). The four estimators perform very similarly in terms of relative error aiad,lithe Xsign
performs slightly worse than the three others. These observationstageenbwith previous
results reported in [94, 92]. For these displacements, the dependetiee gerformance as
the inverse of the displacement to be estimated is clearly visible: doubling tHedesgkace-
ment from 0.05\ to 0.10\ halves the relative error. For low SNR conditions, the relative error
is quite important, 50% or more, which shows that crosscorrelation caenoséd to mea-
sure such displacements in this range of SNR without averaging the estimateaare pulse
transmit/receive cycles. In fact a good statistical performance seemstutdiaed only for a
medium range of SNR (20 dB). In terms of bias, the estimators are all quitstr(dround 10%
in the lowest SNR conditions tested), but again, a very low bias (2% andisessly achiev-
able for 10 dB or less). A comparison with Fig 5.1 shows a qualitative agmdmeéveen the
CRLB and the relative error in the case of an axial displacement of Q. {llote however that
the simulations take into account the effect of a transducer, whereafihig Was derived for

the theoretical case of square spectra, the comparisons are thus alitigtiye).

Fig.5.14 reports the results obtained for an axial displacement close to thesiimit (0.20

A) and a displacement exceeding the Nyquist limit (§)4The relative errors obtained in poor

122



Time-shift based estimation with coded excitation

SNR conditions are quite high, well above 50% and even higher than faxiahdisplacement
of 0.10)\. A comparison of the orders of magnitude predicted by the CRLB in Fig.5.1lglea
shows that in this region the CRLB is not achieved. The relative bias is atesgively high in
poor SNR conditions compared to the case of smaller axial displacemente fdsailts show
that even in ideal conditions (no decorrelation), robust estimation of deplants close to, or
superior to the Nyquist limit is not possible while using only two pulse/receyades if the
conditions are lower than 20 dB. The obtained histograms of the estimates$ttR of 15 dB
are quite instructive. Even in the case of a displacement of X).&f which the search interval
of the minimum was restricted to the Nyquist interval, we see that in a significamber of
cases, the boundaries of the interval are detected (correspondirigitdiaplacements of +/-
0.25 )\), which considerably deteriorates the performance of the estimator bothnis t&f
relative error and relative bias. In particular it can be seen that fge ldisplacements, the
CRLB cannot be reached for SNR conditions lower than 20 dB. For adaligplacement of
0.40 )\, a false peak is detected,-a0.10\, which is separated from the true peakXg. This

is coherent with the theoretical analysis performed.

Arguably, and as pointed by Jensen [107], the relative error bedyditile information con-
cerning the performance of the estimators in these latest cases, bemaaggebiks introduce
large errors. Following Jensen’s approach in [107], we may defir@raat detection proba-
bility, as the probability that the estimated value falls between plus or minus\Ga@dund the
true value. Fig 5.17 reports the measured probability over 1000 realisatitnsimulations
for the NXC estimators, an axial displacement of 0M@nd varying the gated range window
length. Clearly, the probability of correct detection varies with the gatederavindow du-
ration. For the shortest window duration tested, the probability of codeigiction becomes
maximal only for SNR values superior to 20 dB. Finally, it is interesting to notiaeftr these
relative large axial displacements, the Xsign estimator offers lower peafoce than the three
other estimators, which doesn’t seem to have been previously repométkeinstudies. It sug-
gests that in spite of its simplicity, this estimator may not be used to measure disptéiceme
or velocities larger than the Nyquist limit, at least in poor to moderate SNR conslis®R
and with the short time duration window testedi(d). The SAD, SSD and NXC estimators
all compare similarly. Since SAD is the estimator with the potential lowest hardvestgno
multiplications involved), this is the estimator chosen for comparison with codgthégn in

the next subsection.
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Figure 5.13: Up: Comparison of the relative error against the SNR congitbtained by
simulations for the four different estimators for an axial displacement & 8,0" = 1 pus.
Down: same with an axial displacement of 010
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5.3.3 Improvement of the performance with coded excitation

This subsection presents the results of the simulations obtained to assestetitabbene-
fits of using coded excitation with time-shift based estimators. As previouslyioneqdl the
SAD was used, because it offers a very similar performance to NXQG faatentially lower
implementation cost. The same CF 4 cycles pulse was used as a referent&Mvwahirp
waveforms were used with a duration of A9and respective fractional bandwidtBf = 0.5
andB; = 0.1). The results obtained for axial displacements of 0.@5d 0.10\ are reported
in Fig.5.18. A significant gain in performance is obtained for low SNR up toRQmiterms of
bias, the results obtained with the chirps are excellent for all the SNR camgligsted (relative
bias inferior to 1%) in all cases. A slight difference in performance ienkesl between the
two chirps, the chirp with the fractional bandwidBy = 0.5 performs slightly better than the
chirp By = 1.0, which suggests that the performance is driven by the SNR in thed#icos
and thus, the coded waveform achieving the highest gain in SNR yielde#tg@érformance
(4.41 dB versus 8.91 dB, for respectivdly = 0.5 andBy = 1.0, according to table 5.1) . The
results obtained for axial displacements of 0Xnd 0.40\ are reported in Fig.5.19. The gains
in performance obtained in these cases are very significant over tharge of SNR and some
improvement is achieved up to 25 dB. This confirms that in this case, the oeded excitation
can make the performance of the estimator switch from a large, “false peak regime, to a
small error “jitter” regime. This can be interpreted in the light of the theoreéinalysis by the
fact that the chirp waveforms achieve thé3 SN R’ product necessary to operate in the jitter
regime of errors. It can be noticed that in this case the chirpg= 1.0 performs slightly better
than the chirpB; = 0.5. This analysis is further confirmed if we adopt the same approach as
in the preceding subsection and plot the probability of correct detectrahdahree different

waveforms in Fig. 5.20.

5.4 Discussion and conclusion

This chapter has presented an up-to-date review of the use of time-as$gid lestimators in the
context of medical ultrasound applications and their statistical perform&nom a theoretical
point of view, an interesting aspect is that the performance of these estnuaio achieve
the CRLB for time delay estimation. The CRLB however only describes themmeaihce of
these estimators for relatively high values of SNR, when the errors adibene relatively

small and correspond to small deviation in the location of the correlation peakaits true
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Figure 5.18: Up: Comparison of the relative error and bias obtained by sionddor a CF
4 cycles against the SNR conditions, and two LFM Chirps of durafipr= 10 us, and re-
spective fractional bandwidth8; = 0.5 andB; = 1.0 with the SAD estimators for an axial
displacement of 0.0%, T' = 1 us. Down: same for an axial displacement of 0.X.0
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Figure 5.19: Up: Comparison of the relative error and bias obtained bylations for a CF
4 cycles against the SNR conditions, and two LFM Chirps of duréfipr= 10 us, and re-
spective fractional bandwidth8; = 0.5 andB; = 1.0 with the SAD estimators for an axial
displacement of 0.2Q, 7' = 1 us. Down: same for an axial displacement of 0.40
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value. In many cases the crosscorrelation can operate in a much lamgeregime, which
is due to false peak detection. This regime of error is to be avoided in mobtatmms,
because it implies the use of non-linear filtering to remove the false peaksh ptentially
also reduces the spatial information provided by the estimates. In particwas shown that
the estimation of large displacements (large velocities) above the Nyquist limit ienated
SNR conditions can be quite difficult. Another potentially important deviatiomftioe CRLB
regime of performance in practise is the physical decorrelation of sigtiais.not clear if
the relatively simple model of decorrelation introduced by Walker et al. {98} describes
the dependence of the statistical performance on the physical detonrelfsignals found in
practice. On a theoretical ground, it was shown that coded excitatidd bewseful even in the
CRLB performance regime for SNR values lower than 15-20 dB. The mafdgmprovement
in terms of relative error appears to be higher for smaller displacemenisn \Eken some
relatively high conditions in SNR are reached, it was also shown that aigdiandwidth
through the use of wideband coded waveform could be beneficial in wrpesformance (not
to mention the gain in spatial resolution itself). For applications benefiting fromderate to
large SNR (that is most of applications in normal conditions apart from loadestimation),
it is not clear how much coded excitation would be useful, because the @rBshows that
decorrelation is the parameter driving the performance ultimately. Finallyuggested that
coded excitation could enable to switch from a large error regime (falde ghetaction) to
a small error regime, even for low SNR conditions, and for large displacenibeyond the

Nyquist limit).

A simulation set-up very similar to that used in the previous chapter was usediioadl these
aspects numerically. A first study focused on the systematic error (bimsilirced by the
extremum interpolation step, for four different time-shift based estim@N&( XSign, SAD,
SSD). It was shown that the bias exhibits a periodical behaviour with tiaé displacement
for the SAD, SSD and NXC estimators. The XSign estimator had an erratiziobehan our
simulations. It was also shown that the parabola interpolation scheme wadetpiate for the
SAD estimator, with an observed relative bias one order of magnitude higgnefor the SSD
and NXC estimators. The reason for this is that the SAD function exhibitsrp shegularity at
its minimum that cannot be interpolated by a smooth curve like a parabola. A texporation
scheme based on a simple linear interpolation showed much improved resultsenv@ALh
with a relative bias reduced down to less than 1% and comparable to thea &laivobserved

with SAD and NXC with a parabola interpolation scheme. The statistical perfarenaf all
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these estimators was tested for different range of axial displacemen&NdRaonditions. It
was clearly shown that the CRLB regime of errors could not be achiewedisplacements
close to or superior to the Nyquist limit (0.20and 0.40)\, respectively) for SNR conditions
worse than 20 dB, even when the interval of the extremum search waistegsto plus or
minus half a period at the centre frequency. In general, these simulationgd that even in
ideal conditions (no decorrelation between signals) a robust estimatisrtt{ees 10 % relative
error) with only two pulse transmit/receive cycles can only be performednfiderate SNR
(20 dB and higher). In some applications, more than two signals can beetépr averaging
the estimates (depending on the PRF, and the computational cost of the esdiniatsmme
others, like elastography, only two signals are usually available (a prgmession and post-
compression signal). It was also noticed that the XSign could only be wsegefy small
displacements and that the performance of this estimator deteriorates siglyifoicanpared to

the NXC estimator when large displacements are to be measured.

Finally, due its relative simplicity, the SAD estimator was used to compare the stafistica
formance when using coded excitation and conventional CF pulses. bipkaovere used as
a particular example of coded excitation. For small to moderate displacementpdred to
the Nyquist limit), the performance was observed to be improved significamtigNIR values
lower than 20 dB, which is what was predicted theoretically with the CRLB 8o&or larger
displacements, the improvement in performance was very significant, waichecexplained
by the fact the gain in SNR and the high bandwidth provided by coded exaitatmws to op-
erate in a small error regime, even in poor SNR conditions (and up to 25mBjanfirms the
points made in the theoretical section. In terms of application, this means theat ercitation
could bring a decisive advantage to CFl systems, enabling robust vedstityation with only
a few pulses, and enabling work with velocities that are higher than theistyjauit (which
means the possibility to work at higher PRF, or at higher range, when tRadPlRnited and
aliasing becomes a problem). This could also be interesting for strain estimppibcedions,
for which the displacements to be measured are quite large. In fact, a study [113] has
already confirmed with some simulations and experiments the potential of cecieation for

this type of applications.
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Chapter 6
Experimental study

The aim of this chapter is to provide a complementary experimental study to theoforevi-
ous chapters. The first basic aspect is to demonstrate the feasibility ofty@stimation using
coded excitation with phase shift and time shift based estimation schemes aonelitions,
with effects such as non-linear propagation, frequency dependemuation, and physical
decorrelation of signals. A second aspect of this study is to determine evhiréhuse of coded
excitation translates into improved performance of velocity estimators, inragrdéevith the
results of previous chapters. The first section presents the experiraetip for this study
along with considerations in the design of a rotating phantom. The secatimhsg@sents the
experimental protocol and some specific considerations taken relatinggdertjitjer. Finally,
the third section presents the experimental results obtained. The conciumslotiscussion

section sums up the points made and puts these results into perspective.

6.1 Design of a rotating phantom

6.1.1 Choice of a phantom

Phantoms are test objects primarily used to check diagnostic ultrasoundnemqispperfor-
mance. From a research perspective, phantom studies are also astingeintermediate step
to validate a new approach or method in a controlled environment beforeéngngeclinical
phase study. Materials with controlled acoustical and mechanical prapkavwe successfully
been developed over the years to mimic human tissue or blood. Flow phantonrgalistic
physiological parameters have been demonstrated for the study ofedancateries, a good
review can be found in [114] for example. For some other clinical applicafilike echocar-
diography, the complexity of tissues and movements of the heart howeverthefkabrication
of a realistic phantom particularly challenging. Simpler test objects can fesvbevdesigned
to check some specific aspects of the performance of a new approaciotivralled environ-

ment. As stated in the introduction chapter (Chapter 1, displacement andtyelstimation
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Figure 6.1: Basic geometry of the rotating phantathis the centre of rotation, the axis is
the axis of the transducer which is at an offéefrom O, and the grey curves represent a very
schematic representation of the focused ultrasonic beam.

techniques in medical ultrasound can be used in a wide range of techaiggietinical appli-
cations, with some very different physical media probed (viscous liquiddarctise of blood
Iviscoelastic solid in the case of soft tissues), and very different SNidittons. With the
general scope of this study, the choice of the phantom was mainly drweriteria of ease of
implementation with simple and highly controllable movements of the backscatteringahater
The rotating phantom was chosen for this study, this is a test object tharigamlly designed

to test the performance of scanners for Doppler Tissue Imaging apptisdfit5][116]. It was
also used in a recent study published by our lab [117] . The next squt@ents its geometry

and properties.

6.1.2 Basic geometry and approximations

The phantom consists of a cylinder of backscattering material rotatingn@ritsi axis. The
basic geometry is reported in Fig.6.1, showing the positioning of the transdvitean offset
D from the centre of rotatiofi, and a simplified representation of the spreading of the focused

acoustic beam.

Fig.6.2 examines in more details the displacements of scatterers between tvg fitiegangle

the phantom has rotated between two firings (during a pulse repetition pisridehoted ag.
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A scatterer initially on the axis of the transducer at positidrhas moved to the real position
M'. In fact, if ¢ is very small, the trajectory of the scatterer can be well approximated by
prolonging the tangent of the circular trajectory until paldt’. (Obviously in the figure, the
angles were exaggerated so the approximation does not appear to Hald laeeamplitude of

the approximated rectilinear displacement is then:
. .
|MM"]| = [|OM]||sin ¢ (6.1)
which can be simplified, using the approximation that for smadin ¢ ~ ¢:
7 YV
|IMM"|| = [[OM]|¢ (6.2)

The figure also shows the axial component of the displacement vectoh whibe quantity

estimated with ultrasound:
— —— —
dazial = || 0 aziatll = ||MM" || cos(0) =~ ||OM]||¢ cos 6. (6.3)

Some elementary geometry shows that:

cosf = i : (6.4)
|OM]|
and thus:
5axial ~ D¢a (65)

which proves the remarkable property that the axial displacement pislmetnpletely inde-
pendent of the considered positidn on the z axis of the transducer (that is, it is independent
of the considered depth). The anglanade by the approximated linear trajectory with the axis
of the transducer, is however dependent on the position of the pointf z,, measures the

position of M with respect to origirO’ (projection ofO on thez axis), we have:

tan = z,,/D (6.6)

Obviously forz,,= 0 (scatterers at poirtt), § = 0 and the displacement is purely axial. Eq.6.5
can also be used to obtain some order of magnitudes to make the rectilineaxiagaion
a posteriori valid. Since axial displacements are usually a fraction of the wavelength (the

maximum non- aliased symmetric interval corresponds to [-0.29.25\]), the comparison
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2

Figure 6.2: Trajectory of scatterers in the rotating phanta@nis the angle the phantom has
rotated between two firings. M’ corresponds to the real position of seastariginally at
point M after rotation, M” is the approximated positigg;}ml is the axial component of the
displacements of the scatterers probed by the transducer.

can be made between a wavelength andhe validity of the approximation depends on:

A
o <L (6.7)

which implies to set the distande relatively large compared to the wavelength.

Finally, in practice, the transducer probes the displacement of scatpeesent in a sample
volume around its axis, which depends on the beam acoustic propertie®.3hilgistrates the
velocity (displacement) dispersion probed in a sample volume. The sample vdiosedo the
focus for a circular single element transducer can be approximatedindear with a diameter
equal to the beam widtiB W (equal for instance to the FWHM of the lateral profile of the
transducer beam amplitude), and an axial length set by the range gatemweénd/or the pulse
duration used and the axial length of the transmitted pulse. In a 2D repatisara section of
the sample volume is a rectangle, of wids#/’. Assuming that the acoustic focus is set close
to the point(Q’, it can be seen as depicted in Fig.6.3 that scatterers entering the sample volume
represented by the rectangle on the scheme will have different diffexeasl displacements
between two firings, because their trajectory are on different radii. Asoreaf the dispersion
can be computed by the ratio of the difference between the maximum and minimam ax

displacement probed in the sample volume to mean displacement. An approxiinatefithe
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Figure 6.3: Schematic diagram illustrating the displacement dispersion pmolmedample
volume. The sample volume is schematically represented as a rectangle, ofB¥idttihe
beam width.

displacement dispersion is thus given by:

Dispersion = (D~ BW/Q)(bD_gb(D + BW/2)9) = BZI)/V (6.8)

SinceBW is fixed for a given transducer, we see that the distdnoantrols the dispersion.

6.1.3 Physical implementation

Since modern velocity estimation techniques do not rely on a true Dopplebshifather on

the shift in time or in phase that returned signals experience over sgudsak transmits, two

solutions cara priori be used for a physical implementation of the rotating phantom. One is

based on a continuously rotating phantom, the other is based on a steppimgmhthat is,
the backscattering material is stationary during each pulse transmit/reEeivthis study, the

second option was chosen for two main reasons:

e Data acquisition: in a continuous rotating phantom, the system requires ebldtgt

data transfer at a rate determined by the PRF (possibly up to 10 kHz) pasequience,

the amount of data that can be collected is limited by the memory capacity of the data

capture card. On the contrary, in a stepping version of the phantom, thediteaint on
data capture is relaxed, since the phantom can remain stationary for essloegessary
to collect and transfer data.
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Ingredient % Mass
Demi-water 82.40
Glycerol 11.32
Benzalkonium Chloride 0.92
SiC powder (400 grain) 0.53
Al;O3 (0.3 micron diameter)  0.88
Agar 3.00

Table 6.1: Massic composition of the TMM material used [1].

e Steady rotation. Previous work in our lab has shown that a steady consimatation is
quite hard to obtain for the relatively low angular speed required, andaecmeasure-

ment needs a fine calibration of the angular speed with an optical encoder.

The backscattering material was made using a standard tissue mimicking matepal[i],
based on agar, with SiC arfd,O3 scattering particles. The recipe is reported in Table 6.1. In
our particular case, the glycerol was omitted, since it is used to obtain € speeund close

to human soft tissue characteristiess 1540 ms—!), and this was not necessary in our study.
The diameter for the cylinder was chosen to be 43 mm. The stepping motor idarstahns
degrees stepping motor (48 steps/revolution) coupled with a gear botimf{tal25) (from
McLennan Servo Supplies, UK), yielding an angle steppof= 27 /6000 rad that is, 0.06
degree. The backscattering cylinder was mounted on the shaft of thddgeand a circuit
board SAMOTRONIC101 from Saia-Burgess was used to drive théngtphantom. Fig.6.4

shows a picture of the experimental set-up.

6.2 Acquisition of signals

6.2.1 Triggering and jitter issues

In the context of a lab experiment with a custom acquisition system, specifitiattdéas to be
paid to trigger jitter. In contrast to an integrated scanner in which a singlk dalstributed to
the different elements of the acquisition chain, the data capture card &itdafy Waveform
Generator (AWG) used for the experiments have their own internal cl®@#sause these two
different internal clocks are not synchronised, and have a rarmd@se relationship, a jitter
(random error) can be introduced in the delay between the instant @f éird the start of sam-

pling of received signals, which can be detrimental for the performaheelacity estimation,
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Ar box +
epping motor

BEE  TMMoylinder
~ Transducer ‘

Figure 6.4: Picture showing the transducer mounted on a rod attached t¥ &esKrig system,
with the TMM cylinder mounted on the shaft of the stepping motor - gear bosreble.

especially for low velocities (small displacements). Suppose for instantéhthéime delay
between signals due to motion to be estimated corresponds to 20% of the Nxdpiesty (at 5
MHz, this leads to 20 ns time delay), a trigger jitter error of only 2 ns thus intresla relative
error of 10% in the estimation process (2 ns corresponds to a jitter of omgesat 50 MHz
sampling rate). The acquisition-setup was already presented in Chapts Ei@52.1). It was
found that a software triggering solution for the system offered a simpl@acurate solution,
suitable for the stepping phantom (since there is no hard time constraintdmetwe pulse
transmits, a software trigger can be used). A command is sent to the camtd e ¢rigger an
acquisition. The capture card issues a trigger signal which is applied t&t &WG, generat-
ing the pulse for transmit. In this experiment, it is also issued to a second AWgenerate
the clock signal necessary to drive the stepper motor with a small delay tofall@emplete
signals capture before the rotation occurs. The software enters a waamgf predetermined
duration, to allow for the rotation of the phantom, and the whole operation eatep. The
jitter performance of the system was tested by recording an echo at alfipéld generated by
an analog delay line (Ultrasonic echo generator NR 4110, from Nucleteriise). The jitter
was measured as the standard deviation of the random time delays betvd@esutfessive
echo acquisitions. Fig.6.5 shows the obtained histogram of the estimated time lojplayss-
correlation technique. The obtained jitter is approximately 0.5 ns, which minimisésgact

on the relative error down to 2.5 % in our example case, which is an acteptdbe.

139



Experimental study

120

100 e

[o]
o
T
|

60|

Number of occurences

40

20

-1.5 -1 -0.5 0 0.5 1 15
Estimated delay in [ns]

Figure 6.5: Histogram of the random time delays between pulse transmit tadatpuiisition
measured with echoes from an analog delay line. The system exhibits pgdodnance with
a jitter (standard deviation of delays) of 0.5 ns.

6.2.2 Positioning of the phantom relatively to the beam

The backscattering cylinder was positioned and immersed in the tank fullgasded water.
The transducer described in Chapterf@ £ 5.6 MHz, focal depth 50 mm) was attached to the
X-Y rig system and first positioned with its axis aligned to the centre line of tlatam, this
was done by maximising the amplitude of the echo from the front face of the Tyivder.
The transducer was then positioned to set the focus approximately attine aethe phantom.
Fig.6.6 shows the signal acquired in this position. The strong echo fromahiféce is clearly
visible, as well as the echo from the back of the phantom. The effect ofuattien on the
speckle signal can also be seen. The speed of sound in the phantbe caoulated from this
position. The echoes from the front and back face occur at regpdutiest; = 40 us and

to = 98 us which corresponds to a distanéel equal to the diameter of the phantom:

2Ad

~ -1
Cphantom = m ~ 1482 m.s (6.9)

Clearly the speed of sound in the phantom can be considered as equalsjpettd of sound
in water, which simplifies the computations for velocity estimation. The transduagthen
moved laterally to a position corresponding fib = 15 mm (as represented in Fig.6.1). A

signal acquired in this position is shown in Fig.6.7. It can be noted as welh\jfHat~ 0.017
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M-Mode line acquired from the centre of the phantom
50 T . T . :
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Figure 6.6: Signal acquired from the centre of the phantom, the focusiaydravel time of
69 1s) was set at the centre of rotation. The two echoes from the front fatback face of the
phantom are clearly visible.

with the choice made fab, and thus the approximation of EQ.6.7 is amply justified. It is also
interesting to have an order of magnitude for the displacement dispersibadgin the sample
volume close to focus. Using the result of Chapter 2 concerning the lagaai width BW =
1.1 mm), we find:

Dispersion = % ~ 7.3%, (6.10)

which is a small, yet non negligible value in terms of its impact on the statisticalrpeaface,

according to results presented in [11].

6.2.3 Experimental protocol

All the velocity data were acquired in the preceding positibn=£ 15 mm), for two different
axial displacements, and different excitation pulses. Table 6.2 reportsféxent number of
steps moved by the phantom for each set of data, the angle incregnamdsthe corresponding
axial shifts. LFM chirps were chosen as an example of coded excitatiorsiattidy. For each
waveform tested, 1000 signals were acquired, corresponding torb@tibns of the rotating
phantom for either 2 steps or 8 steps. The transducer was excited witagevofV,,.. = 150V
yielding a Ml of approximately 0.3 (see Chapter 2).
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M-Mode line acquired for D=15 mm
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Figure 6.7: Signal acquired from the phantom in position with an offsen fitee centreD =
15 mm.

# StepS ¢(degr968) 5axial (/J’m) 6aa¢ial/)\
2 0.12 314 0.12
8 0.48 125.2 0.48

Table 6.2: Number of steps and the corresponding angle increment ehdliaplacement of
scatterers

142



Experimental study

50 ,
CF 4 cycles
~ . CF 8cycles
40t - ,Ch!rp Bf—0.15 ]
. Chlrpr:O.S
Chirp Bf=1.0
30 e
Jos)
©
£
e 2071
P4
n
10t
\\ ~
> !
of S
_10 L L L L L
0 10 20 30 40 50 60

Window number

Figure 6.8: Experimental SNR values measured in each gated range wisfddwvation 1us,
for different excitation signals.

6.3 Results

6.3.1 SNR gains

For each acquisition with 2 steps rotations, the signals were matched filtededrage gated
(duration Lus), and the power received in the different range gate was averagednz 1000
acquisitions. Individual SNR values were then computed for each ramg#ow using an
average noise power of the system after the same matched filter was appliedOtaoise
acquisitions of the system (that is, with the transmit off). The SNR valuesneotavere then
plotted for the different windows. The result is reported in Fig.6.8, with SidRes in dB.
Note that average signal power computed in each window is actually thefdghmm signal and
noise powers during the acquisition, that iifs the backscattered signal power alone ahd

the noise power of the system, thBR ., pecrimentar Measured experimentally is in fact:

S+ N
SNReJ:perimental = % =1+ SNR (611)

However this doesn't differ too much from the theoretical SNR provide® S> 1.

Several features can be highlighted from fig.6.8. First, it can be notiegdhitt SNR condi-
tions decrease steadily (approximately linearly) with depth for range wisdowresponding

to signals returned from the backscattering material of the phantom (aprtely between
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window number 10 and window number 48). Second, the SNR conditiondydalkoff down

to 0 dB outside of the scattering region of the phantom for the CF pulses.nOisky signals are
recorded in these range windows since ultrasound propagates freedydnand no backscat-
tering occurs (Note that in theory the SNR in dB should go toward minus infimtes$ = 0

in these range windows, however, with the experimentally measured SNRytiheneasured
IS SNR caperimental = % = 1 and logically, a value of 0 dB is found). On the contrary, for LFM
chirps, the level of signal measured is non-null close to the phantom aediuse of the range
sidelobes introduced after the matched filter. The level of these signalgrisxapately 25 dB
lower than the signal received from the TMM. This means that the rangéobieks introduced
after compression clearly limit the dynamic range of the useful signals fpladisment estima-
tion if no specific attention is taken to reduce their level in the design of thedoodeeform.
Finally, the gains in SNR achieved by coded excitation over conventiofsgpare relatively
constant with the increasing range window number (with depth). The gaBNRwere plot-
ted between windows 15 and 45, chosen as representative rangevsiotithe backscattered

signal from the inner TMM of the rotating phantom.

The obtained values were reported in the case of the 4 cycles CF pulsefaseaice ( Fig.6.9)
and the 8 cycles CF pulse as a reference (Fig.6.10). The mean valuesleereported in
these figures as a solid grey line. Table 6.3 also reports these valuesmapdre them with the
theoretical values obtained with the simulations in Chapter 3. Although a degparison
cannot be made, because the centre frequency used is differgmedtigely 5 MHz for sim-
ulations and 5.6 MHz for the experiments), and the spectral propertiatfient (idealised
Gaussian-shaped spectral response with 50 % fractional bandwidth éasle of simulations,
80 % fractional bandwidth for the transducer used in the experimentggsb#s do not differ
much. The relatively high bandwidth of the transducer used for the empets, and the higher
centre frequency only result in a slight improvement in the gains in SNR megh$or chirps
of fractional bandwidth3; = 0.15 andB; = 0.5, compared with simulations. A noticeable
aspect however, is that for a relatively wide bandwidith = 1.0 the gains in SNR observed
are significantly lower than predicted by simulations. This suggests thateiney dependent
attenuation may play a significant role in the sensitivity/ resolution trade-gifantical simu-
lations for wideband coded waveforms. Overall, the results however mgnate the validity
of the theoretical approach taken in Chapter 3 to analyse the resolutiositibty trade-off

with coded excitation.
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GSNR in dB (ref. 4 cycles) GSNR in dB (ref. 8 cycles
Experimental| Simulation| Experimental| Simulation
By =0.15 15.5 14.5 8.9 8.5
By =0.5 9.9 8.9 3.3 2.9
By =1.0 4.1 4.4 -2.5 -1.6

Table 6.3: Comparison between experimental values and simulations of tlsarg&NR pro-

vided by different LFM chirps (duration 1fs, and different fractional bandwidth8,) over
CF pulses of length 4 cycles and 8 cycles.
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Figure 6.9: Experimental gains in SNR measured with the CF 4 cycles pulsefasence, the
grey solid lines indicate the mean value, for each of the LFM chirp waveforms
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Figure 6.10: Experimental gains in SNR measured with the CF 8 cycles pulsesference,
the grey solid lines indicate the mean value, for each of the LFM chirp wawsfo

6.3.2 Time shift based estimation

This subsection presents the results of velocity estimation performed on ltheted data.
After a matched filter, the signals were range gated (range gated windatioduof 1s) and
the SAD algorithm with the linear interpolation scheme described in Chapter apyiRd.
The interval of search was limited to plus or minus 5 lags of at the sampling 1@tel &),
which corresponds to an interval of search in terms of displacemen®3.28, +0.28)] . An
additional threshold was applied so that no velocity estimation is performed thibesignals
are too weak or nonexistent (in the windows of signals correspondingptihsl of return from
which no backscattering occurs, the estimation would otherwise be pedanmeoise signals).
The threshold is specified as a dynamic range DR, which is defined h#re estio between

the threshold power levef?, ., .. to the max power level measured in a range gated window
2

Umax "

DR = 10.log (2"2"“”) (6.12)
Othreshold

Fig.6.11 shows the result obtained. Fig.6.11(a) shows the displaceméite plaained with

the 4 cycles CF pulse, each point corresponds to the estimated displaderaggiven range

window, averaged over 1000 realisations, and the error bar comdsgo plus or minus one

standard deviation of the estimates over the same 1000 realisations. SindR®&litions

were limited to a maximum of 25 dB in the case of the 4 cycles excitation signal (Fig.6.8
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the threshold was chosen to be set to obtain a dynamic range of 20 dBbieedl velocity
profile Fig.6.11(a) shows that the standard deviations of the estimates isalglatbnstant
with an increasing range but the estimation process is visibly degradedvaitdow number
40, which coincides with the SNR conditions becoming lower than 15 dB (Fig.BoBybtain
guantitative figures for comparison, a relative error and relative beas womputed for each
range window and averaged over window number 15 to 45 (choserpesseatative of the
estimation process for signals coming from the interior of the rotating phantohid. yields
a relative error of 17 % and relative bias of less than 1 %. These valaegported in Table
(6.4). Fig.6.11(b) reports the results for a chirp of fractional bandwitith= 1.0. An overall
increased robustness of the estimation process can be observed inplheadient profile,
especially for the range windows between 35 and 45. The relativeieonstant at around 12
%, which is only a small improvement compared to the 4 cycles CF pulse, budlgtive error
is more steady, and only starts to degrade after window number 45, whigfsponds to SNR
conditions at around 15 dB (Fig.6.8). This result illustrates the potentiabaéd excitation
to increase the robustness of estimation at large depths when the SNR cendéieriorate
below 20 dB.

Fig.6.11(c) and 6.11(d) show the same results when rotations of 8 stepp&résrmed. These
correspond to relatively large displacements of Q4®eyond the Nyquist limit (Table 6.2),
the interval of search was restricted, in this case, to 10 lags ([-0.50.50]). The profile
and statistical performance achieved in the case of the 4 cycles CF polse gtat a robust
estimation can not be performed in this case. This can be explained by thhdaestimator
operates in a large error regime with false peak detection. In these cosdttierperformance
improvement achieved by the LFM chifg; = 1.0 is massive, with a steady displacement
profile and a relative error of 5.2 %, although this performance visibly tiglegrades after
window 45. This is well illustrated by the histogram of the estimated displacenwmsrfdow
number 30 in Fig.6.12 and Fig.6.13. A probability of correct detection waselbfs the ratio
between the number of estimates lying in the interval [(A48.53 \] and the total number of
estimates. The probability of correct detection is only of 0.77 in the case ¢f tyeles CF
pulse and is of 0.96 in the case of the LFM chisp = 1.0.
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Figure 6.11: Estimated displacement profile with the time-shift based SAD estjib&ter20
dB.

2 steps rotations 8 steps rotations

Bias (%) | Error (%) | Bias (%) | Error (%)
4 cycles CF -0.9 17.0 -20.0 42.1
ChirpBy =1.0 -0.15 11.9 04 5.16

Table 6.4: Performance comparison for time shift based estimation betwestled CF pulse
excitation signals and an LFM chidg; = 1.0.
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Figure 6.12: Histogram of the experimental displacement estimates obtarrtéd fange win-
dow number 30, for a 4 cycles CF excitation pulse, and 8 steps rotatiorsprobability of
correct detection was measured as the ratio between the number of disptaseestimates
lying in the interval [0.43\, 0.53\] and the total number of estimates.
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Figure 6.13: Histogram of the experimental displacement estimates obtairtd fange win-
dow number 30, for an LFM chir@; = 1.0, and 8 steps rotations. The probability of correct
detection was measured as the ratio between the number of displacements sdyimgiie
the interval [0.43\, 0.53\] and the total number of estimates.
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6.3.3 Phase shift based estimation

This subsection reports the results obtained when phase shift based@stiwere applied to

the collected data. The same range gated window duration was ugell @ig. 6.14 reports

the displacement profiles obtained. Table 6.5 reports the results in ternmlatofererror and
bias, computed, as in the previous subsection, by averaging the indivedative error and
bias from window number 15 to 45. Fig.6.14(a) and 6.14(b) reports thétsexbtained when
applying the 1D autocorrelator respectively for an 8 cycles CF pulsdaxrah LFM chirp of
fractional bandwidth3; = 0.5. The SNR conditions for the 8 cycles CF pulse reach a level 35
dB (Fig.6.8), the DR was thus extended to 26 dB, to set the threshold. Tketzze used was
N, = 4 transmit/receive cycles. Note, as a consequence, that the statistics mseare only
made using only 250 estimates for each window (since a total of 1000 sigastsasquired).

A relative performance of 10.3 % is achieved for the CF 8 cycles pulselggitly degrades

for the last windows, the bias is relatively small (1.7 %, on average). €Henmance achieved
with the chirp is more steady across the profile, but yet significantly woeseftr the 8 cycles
pulse (relative error of approximately 15 %). Interestingly, howeverhils is actually better
(-0.25 %, on average). It can be noticed as well that the first displatessémates in the
windows 1 to 5 are non-null, which means that some signal is detected in thisreg a
consequence of the presence of the signals introduced by the raetmeil and the higher
DR (26 dB). These results confirm that in the region of SNR tested, andavgthall limited
packet size{/, = 4), the performance of estimation with the 1D autocorrelator is not improved

with coded excitation, even when using a moderatly wideband coded wavefo

The next figures Fig.6.14(c) and 6.14(d) show the same results whebD tme@ified autocor-
relation instead of the 1D autocorrelator is applied to the data (the full estimasapplied,
including the RF centre frequency estimation part, see Chapter 4). Tioerpance observed is
significantly better than with the 1D autocorrelator. A similar trend is obsenfehwompar-

ing the 8 cycles CF pulse and the LFM chirp, except that this time, the penfoerdifference
between the CF pulse and the chirp is very small (respectively 7.9 % andfda8é CF pulse
and chirp). Finally, a last set of results is presented in Fig. 6.14(e).44¢pwith the modified
autocorrelator and a packet size limitedg = 2. The performance is logically deteriorated
compared to the casE, = 4, but this time, the performance obtained in terms of relative error
is better in the case of the LFM chirp (approximately 11 % against 16 % for Eh8 &/cles

pulse). Note as well that the relative bias is increased in the case of thpg2dr%).
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1D autocorr,N, = 4

Mod. autocorrN, = 4

Mod. autocorr,N, = 2

Bias (%) | Error (%) | Bias (%) | Error (%) | Bias (%) | Error (%)
CF 8 cycles 1.7 10.3 1.6 7.9 1.6 17.3
ChirpBy =0.5| -0.25 15.3 -0.45 8.4 2.9 11.9

Table 6.5: Average performance comparison for phase shift batietasn between a CF
pulse 8 cycles excitation signals and an LFM chitp= 0.5.

6.4 Discussion and conclusion

The SNR analysis showed that the experiments were performed in modegatt&NR con-
ditions (between 10 and 40 dB) depending on the waveform. This expdrimaerconfirmed
the simulation results on the general trade-offs in sensitivity and resoluffiered by coded
excitation waveforms compared to typical CF conventional pulses (4 cybtesen as a refer-
ence for wideband estimation techniques and 8 cycles chosen as aceféwe narrowband
techniques). Although the parameters used in the experiments and simulatianslightly

different, the figures obtained experimentally are in qualitative agreemhbetgdins obtained
experimentally with a high bandwidth transducer (80 % fractional bandwadtiti)at a slightly
higher centre frequency (5.6 MHz,instead of 5 MHz in the simulations) wieserged to be
higher than the simulation gains, except for the wideband chisps< 1.0). The significantly
smaller values in this latter case suggests that frequency dependanatitienquts a more

severe constraint on the resolution/sensitivity trade-off.

The experimental displacement estimations have proved the feasibility oftyedgtimation
with coded waveforms, both with narrowband and wideband methods anrfotnced some
aspects of the statistical performance obtained with coded excitation, cedrtparonventional
pulses. The limitations in terms of dynamic range, if no specific measures arettakeduce
the range sidelobes was also demonstrated. In general, the experintéontspd showed that
for a medium range of SNR (above 15 dB), the performance is hardégtafi by the SNR
conditions, a fact that was pointed out in the previous chapters with tiesdr@nd simulations
approaches. As a consequence, relatively steady profiles welieazbtaith range in these
experiments. The performance in terms of relative error was howeverdea around 10 %,
which is significantly higher than the figures obtained with simulations (for SbtRe20 dB,
relative errors below 5 % were obtained, even for displacements withinyhaist range). It
is not clear whether decorrelation of signals or the displacement dispésgite source of this

limitation in the perfomance observed experimentally. Further studies couldrbbedccout to
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assess the relative contribution of these factors to the limitations in perfoemanc

The improvements in performance with coded excitation were relatively moddst range
of SNR tested, for a displacement in the Nyquist range. It should be dotievever, that
improvements in spatial resolution are still possible with coded excitation. dnideeach of
the comparisons made, the coded pulse had a better spatial resolution tmafetbece CF
pulse. Moreover, it was shown that coded excitation had the ability to ertiha performance
for long ranges when the SNR conditions drop below 15 dB with widebaattgies. The most
striking improvement, as predicted with simulations in the previous chapter, @elhdomfirmed
by the experiments, is the ability to perform robust estimation beyond the Nylomiswith
chirps and a relatively small range gate duratiop{)l For narrowband strategies, the benefits
of coded excitation in terms of relative error are limited if the packet size isr8upor equal
to 4, but a reduction in the relative error is always possible even ali®u® 1f the packet size

is reduced to 2.

Finally, in terms of practical applications, it is difficult to infer any definitivenclusion from
these results for any clinical situations. This was not the intent of the sisdyearly stated in

the introduction. Some elements need to be pointed out to put these resultsgagtise:

e The Ml used in this experiment was quite low, and it is likely that with carefudtedaic
design, scanners are able to achieve much better SNR than the relativehahidwidth
custom receiver used in the experiment. On the other hand, the depthetfgi®on was
quite limited (approximately 3 cm) and the centre frequency used (5.6 MHzdlspty
at the high-end of the usual range of frequencies used in practideh whaximises

attenuation in tissue.

e No specific attention was paid to range sidelobes level in this study. It isun@w¢hat
the needs are in terms of dynamic range in practical situations but if sideiedhestion
needs to be achieved, this may well impact the achieved resolution / sensitideyoff
(Chapter 3).

e The complexity of movements and the possible resulting large decorrelatignafsin
real situations probably needs to be taken into account for its impact oetfoempance,

even in relatively high SNR conditions.

Finally, a similar study could have been done with flow phantoms, to check therpance
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obtained with coded excitation in lower SNR conditions. Particular attention dmufthid to

the impact of range sidelobes, with clutter rejection filters.
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Chapter 7
Conclusion

This chapter presents an organised synthesis of the results obtainedtiiresliés and suggests
future directions of work. The first section concludes on the potentialawgmments in sen-
sitivity and resolution offered by coded waveforms for velocity estimatigoliegtions. The
second section develops the aspects of statistical performance impra\smdehe choice of
velocity estimation strategy with coded excitation. Finally, the last section giveserview

of the possible future directions of work and future applications.

7.1 Improvement in sensitivity and resolution

Coded excitation techniques were introduced in the 50’s in the contextaf egpplications,
where the ideal situation of reference consists of an echo signal fedngie target, embedded
in the white thermal noise of the receiver. This approach was used in&ta study exper-
imentally the echoes generated by a wire target, with an single element ultrésmsducer.
Due to the relatively limited bandwidth available with an ultrasonic transduceexjerimen-
tal SNR improvements measured after compression by a matched filter were ghdiffer
from the expected theoretical values by up to 5 dB in the case of very andielwaveforms.
This was simply explained by the fact that as the bandwidth of the codedtextisggnal is in-
creased, a smaller fraction of the signal energy is transmitted. After cesipneof the signals
using a matched filter, experimental point spread functions were obtaimed tlve wire target
was positioned at the focus. Inspection of the results showed that thirexbéial resolutions
were in agreement with the bandwidth of the waveforms (the more widebangatheform,
the better the axial resolution). It was observed that the sample volundy bdfered from
the ones obtained with CF conventional pulses after compression. Inytertithe obtained
lateral resolution was very similar. The essential difference is a petionda the axial direc-
tion due to the introduction of range sidelobes. The 2D range sidelobemgattere also also
observed to be different for the two types of coded waveforms inveésdg&FM chirps and

Barker codes).
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A single target echo signal is a good model to study the axial resolution ofsa poppler
system. This model is however not very adapted to discuss the potentiavienpeat in sen-
sitivity with the "multi-target” speckle signals encountered in velocity estimatiohcgbions.
A model of signal was introduced in Chapter 3 to develop expressione MR conditions
adapted to this situation. From these expressions, the potential improvemsensitivity and
resolution offered by coded excitation techniques could be studied. gpktations were cho-
sen as the application of reference for the discussion. It was shoaretleally that the ability
to improve the sensitivity/resolution trade-off relies on the possibility to inertlas average
transmitted intensity. Specific limitations in terms of intensity limits were also pointed out in
the discussion. In velocity estimation applications, the relatively high frexyuepetition rate
used (up to 10kHz), and potentially the type of waveform used (longwhand CF pulses in
the case of CFl applications) lead to relatively high average (tempora@eketransmitted in-
tensity. As a consequence, in many situations of practical relevanceathismpter may be the
fundamental limitation in improving the sensitivity. This differs significantly frora tdase of
B-mode imaging applications, for which the peak intensity is the limiting factor (maaethy

the rarefation peak pressure, associated with cavitation effects).

In the cases where some headroom for increasing the average trangmtaity exists, some
simulations were performed to assess quantitatively the potential improvemenxiglimeso-
lution and the SNR conditions. It was shown that an improvement in both séysitnd axial
resolution required an increase of the transmitted intensity by a factor dttiiveeference CF
pulse was 8 cycles long, chosen as a representative of narrowhkses pised in CFl applica-
tions), with coded waveforms of a few microseconds in duration. The gai8sR in these
cases were moderate (2-3 dB at the most), yet the obtained gains in rasould potentially

be interesting in the context of visualising small vessels.

Some further considerations for a practical implementation of coded excitato@FI system
were mentioned. A brief comparison of LFM chirps and Barker codesoded excitation
candidates was made. Barker codes are easier to implement in terms o&trerdspecially
for a solution involving baseband decoding, but since the time-bandwiditupt of these
waveforms is fixed, the sensitivity/resolution trade-off appeared in tube tiess flexible than
in the case of chirps. The ultimate sensitivity/resolution trade-off may alserdipn factors
like frequency-dependent attenuation and possible requirements in tesidslobe levels, due

for instance to clutter signals. These effects were not taken into acbguhe simple model
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adopted in the simulations. In spite of the simplicity of the model used, experinariteal
obtained in Chapter 6 gave a good support to the analysis performedfdetivation of the
SNR conditions. Furthermore, experimental results have clearly prestgdimitations in

terms of the dynamic range of signals imposed by the range sidelobes levelafrtipressed

waveforms in practice.

Thus, this work has highlighted and demonstrated some essential tradedf€onsiderations
to be taken into account for the implementation of coded excitation for velodityatson
applications. It is worth mentioning here as well, as a conclusion of this settianalthough
specific attention was paid to CFI applications, the analysis of the sensitivitlfagolution
performed applies in general to incoherent scattering situations, andafdheeresults could
easily be applied to other imaging modalities, like power colour imaging, for instambe
next section reviews the results concerning potential improvements in stafsréarmance,

and concludes on the choice of a strategy of estimation with coded excitation.

7.2 Improvement in statistical performance and choice of a veloc-

ity estimation strategy with coded excitation

In line with the objectives of this thesis, the potential improvements in the statistckrp
mance of velocity estimators with the use of coded excitation were also studiedimpor-
tance of the statistical performance was emphasised in the introduction rc{Glpagter 1) in
relation to providing reliable quantitative values for good diagnosis. This enanp become
more important in the future as new advanced applications rely on acculaigty or dis-
placement estimates to infer more complex parameters (for instance stramyateeor even
wall shear stress in arteries). If these estimates are not reliable, theseatbods may suffer
from a lack of reproducibility. A broad classification of velocity estimators waade in this

thesis as phase shift based narrowband estimators and time-shift lidebdd estimators.

The possibility of using coded waveforms with the long used, computationaltyesitilD au-
tocorrelator was demonstrated first in Chapter 4 with simulations and theniragpéally in
Chapter 6. A theoretical expression was first proposed for the amalfythe performance of
the 1D autocorrelator, which was adapted from previous works [7,917}4 Some limitations
were pointed out in the use of narrowband estimators with coded excitatist, due to the

narrowband approximation, the performance of these estimators in mediRo@iditions (15
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dB) is dominated by the bandwidth of the transmitted pulse (the more narroytbendetter
performance). The use of relatively wideband coded waveforms indkisis then detrimental
to the statistical performance of the estimator. As noted in the previous sdotigmarrow-
band pulses used with this type of estimator already provide a good sengsitikith means
that the margin of improvement in SNR is limited. Moreover, for a packet siaeeab0, these
estimators provide very robust estimates (relative error of 10%) eveegiraded SNR (10 dB
and less). These aspects were confirmed with a simulation study. The simskdtorshowed,
however, that some potential may exist with low SNR conditions, and with a ratedpacket
size ( below 10 pulse transmit/receive cycles), velocity estimation could théndimnce be
performed faster with coded excitation (increase in the frame rate), fegaivalent statisti-
cal performance and increased axial resolution. In particular, veoy gesults were obtained
with the 2D modifided autocorrelation algorithm [11], with a very small packat & pulse
transmit/receive cycles). In all these simualtions, however, the hypottiegian increase in

the average transmitted intensity is permitted was made.

The situation is quite different in the case of wideband time-shift based estimsati@mes. In
this case, the use of wideband coded waveforms is a winning situation botmmaésensitiv-
ity (the margin of improvement in sensitivity over a relatively wideband 4 cyClepulse can
be realistically of 10 dB as shown in the curves obtained in Chapter 3) anulris t# statistical
performance. Chapter 5 has focused in depth on the statistical pericerogtinese estimators,
which is quite complex. The analysis framework of the Cramer-Rao Lowan8¢CRLB) is
an effective tool to predict the performance of time-shift based estimiatoesative high SNR
conditions, or more precisely, when a higlhB SN R’ can be achievedS(NV R’ only depends on
the SNR, and was defined in Chapter 5). The product of these valtegmilges if the estimator
operate in a low regime of error (CRLB), or in a large error regime with fpésk detections.
A potential benefit of using coded excitation appears in the situations vettem feak detec-
tion occurs with conventional pulses, tfigB SN R’ product can then be increased with coded
waveforms to operate in a small error regime. This was shown to be inter@stimg context
of medical ultrasound, when displacements or velocities above the Nyquisti@ed to be
estimated. The simulations tested velocity estimation with a packet size of 2 andmlifiene
shift based estimation schemes. It was shown that the Sum of AbsoluteeDdtealgorithm
offered very similar performance to the gold standard of crosscormelatiterms of relative
error and bias, provided a specific interpolation scheme is chosen. A simbgdpolation al-

gorithm was proposed taking into account the shape of the curve at its min{sharp peak
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with a discontinuity in the first derivative). Due to its simplicity of implementation, tlisi€
bination of estimator/interpolation method was chosen in both simulations andregpts.
The results obtained (in Chapter 5 for the simulations and in Chapter 6, foxpleeimental
data with a stepping rotating phantom) confirmed the potential of coded excitatgstimate
displacements above the Nyquist limit with a dramatic improvement in statisticarpenice

compared to conventional pulses.

Finally, to conclude this section, it appears that wideband estimation teckraggiehe method
of preference to be used with coded excitation. Although this result migidaagrivial, this
an interesting point to make at this stage of the development of coded excietlumques,
as recent papers have discussed implementations of coded excitationssf@t€FI, without
specifically discussing the type of estimation strategy (and implying the use stahdard
1D autocorrelator). As mentioned in Chapter 5, the uptake of wideband éstinbechniques,
although superior in terms of performance, has been very slow in scafioné€CF| techniques.
It is not clear how many scanners use these techniques nowadays$ygdthesised reasons
for this situation are the good robustness of the 1D autocorrelator in péRrc&nditions (for
a packet size of 10 or more) , and the good sensitivity of narrowbang&es, which provide
a better sensitivity than wideband waveforms. The hypothesis is made in tigkismn that
coded excitation may trigger the shift to wideband excitation techniques foinGfte coming
years, providing a better performance, the possibility to operate beyerfythuist limit, in-
creased frame rates (possibility of using only 2 pulse transmit/receivesyyaled an equivalent
sensitivity to conventional narrowband methods. This thesis should grevighod framework
to understand the motivations and the quantitative trade-offs in this choiogt#mentation.
In terms of technology, this also means that a significant additional corisisgiut on the
complexity and computational power requirement of scanners, but itydikety that modern

technologies can handle these challenges within reasonable costs.

7.3 Future works and potential applications

In the light of the previous conclusion, future work could focus on caimgaconventional
CFIl implementations, with an implementation based on a wideband estimation technéjue a
coded excitation. A significant effort also has to be made in terms of acaudticage, to
clearly identify specific practical applications for which headrooms exisici@ase the average

transmitted intensity. This will clearly influence the potential margins of improvénvéh
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coded excitation techniques. The benefits of coded excitation could algodmified more
precisely with a prototype implementation in a scanner. Existing measuremenigieet and
sensitivity indices [118] developed in the past to benchmark scannald be very useful
in this matter to help comparing systems with conventional excitation and codéédtiexc
Some specific aspects need also to be studied with a scanner implementatiowr, ilikignce
of clutter signals, the level of sidelobes required, and frequencyndigme attenuation. All
these aspects may limit significantly the sensivity/axial resolution trade-&ifeof by coded

excitation in practical situations.

The possibility of estimating displacements and velocities beyond the Nyquist limitbaay
very interesting to study high velocities, especially when the PRF cannotteased at high
depths. This may also be interesting in some other situations, for which lagjaaiments
have to be estimated, like in elastography. In this case, the benefits of wslad excitation
have already been demonstrated in a study [113]. More generallyd exdéation could also
be applied to increase the centre frequency of operation in some applicéfitims centre
frequency is doubled the Nyquist limit is then correspondingly halved),viboisld yield an
increased axial resolution (for a constant fractional bandwidth), vdoiteed excitation could
compensate for the excess attenuation due to frequency-dependenattte, and enable re-
liable velocity estimation beyond the Nyquist limit. Finally, applications based othstio
aperture imaging for blood flows could also be very interesting. Theseiteeds suffer from
relatively poor SNR because only a few elements from an array traesdreused on transmit,
but could in turn increase the frame rates. Promising developments of 8gratperture tech-
niques for CFl using coded excitation combined with a crosscorrelation efstimachnique
were demonstrated [48]. Ultimately, fast and accurate 2D images of blowsd €lsing coded

excitation seem to be in sight for the future scanners.
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Appendix A
List of publications

Phase Domain Velocity Estimation in Medical Ultrasound with Linear Frequency Modulated
Chirps: A Smulation Sudy. Lamboul B., Bennett, M.J., Anderson, T., McDicken, N.W., IEEE
Ultrasonics Symposium, p1251-1254, New-York, NY, 28-31 Oct. 2007.

Basic Considerations In the Use of Coded Excitation For Colour Flow Imaging Applications.
Lamboul B., Bennett, M.J., Anderson, T., McDicken, N.W., IEEE Trans.ddtin. Ferr. Freq.
Contr., vol.56, no.4, pp 727-737, April 2009.
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