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Abstract

One and the same fact in natural language can be expresseashyndifferent ways by
using different words and/or a different syntax. This phaeaon, commonly called
paraphrasing, is the main reason why Natural Language 83imge(NLP) is such a
challenging task. This becomes especially obvious in Quesinswering (QA) where
the task is to automatically answer a question posed in alaamguage, usually in a
text collection also consisting of natural language tektsannot be assumed that an
answer sentence to a question uses the same words as themasdithat these words
are combined in the same way by using the same syntactic rules

In this thesis we describe methods that can help to addrespribblem. Firstly
we explore how lexical resources, i.e. FrameNet, PropBadk/arbNet can be used
to recognize a wide range of syntactic realizations thatrewar sentence to a given
guestion can have. We find that our methods based on thesgceesavork well for
web-based Question Answering. However we identify two [gwis: 1) All three re-
sources as of yet have significant coverage issues. 2) Tasserces are not suitable
to identify answer sentences that show some fornndirect evidence While the
first problem hinders performance currently, it is not a tieéoal problem that renders
the approach unsuitable—it rather shows that more effeste to be made to produce
more complete resources. The second problem is more artsiMany valid answer
sentences—especially in small, journalistic corpora-a@tqonovidedirect evidencdor
a question, rather they strongly suggest an answer witlogutdlly implying it. Se-
mantically motivated resources like FrameNet, PropBank\&artNet can not easily
be employed to recognize such forms of indirect evidence.

In order to investigate ways of dealing with indirect evidenwe used Amazon’s
Mechanical Turk to collect over 8,000 manually identifiedwar sentences from the
AQUAINT corpus to the over 1,900 TREC questions from the 2@02006 QA tracks.
The pairs of answer sentences and their correspondingigue$drm the QASP cor-
pus, which we released to the public in April 2008. In thissdigation, we use the
QASP corpus to develop an approach to QA based on matchirepdepcy relations
between answer candidates and question constituents ianteer sentences. By
acquiring knowledge about syntactic and semantic transitons from dependency
relations in the QASP corpus, additional answer candidate®e identified that could
not be linked to the question with our first approach.
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Chapter 1

Introduction

1.1 Factoid Question Answering: A Solved Problem?

This thesis is concerned with Question Answering (QA). ComiydA is defined as
either

a) atype of Information Retrieval (IR), or
b) a subfield of Natural Language Processing (NLP).

These definitions mark the two poles between which the reBesea of QA is
located. Information Retrieval on one side, which usuallglglavith large quantities of
information, and Natural Language Processing on the otttech mostly is concerned
with the interpretation of much smaller pieces of text, sgntences.

The task of a QA system is, given a collection of documents gk@ample a lo-
cal collection or alternatively the World Wide Web) to retre answers to questions
posed in natural language. The traditional approach to Q#sists of three steps
[Prager, 2006]: 1) Question Analysis, 2) Document Retriewal 3) Answer Extrac-
tion. During question analysis significant keywords frora fuestion are extracted.
Additionally, the answer type of the question is determin&djuestion starting with
“When” for example usually asks for a date, while a questiantisty with “Who” in
most cases asks for a person or an organisation. The key woedfen sent to an
IR module to retrieve a set of documents that contain thegedwels, and are there-
fore considered to be likely to contain the answer. (Many @#teams also work with
smaller pieces of text, for example paragraphs or senténthen the answer extrac-
tion module uses the input from the IR module and informatbout the expected
answer type to determine the answer. This final answer exirastep is where QA

1



Chapter 1. Introduction 2

systems differ the most. Usually this is where the bulk of Nbdessing comes in, but
it is difficult to generalize here. (Note also that some QAeys have a very different
architecture.)

QA is often described as one of the, or even the, most chafigrigsks in NLP.
Unlike other NLP subfields which work within closely defineaLimdaries and on very
specialized tasks, a QA system needs to be able to deal widrkainary text and
determine which part of it (if any) answers a given questitm.order to do this, a
“perfect” QA system (most likely in its answer extractioe st would need to incor-
porate systems from most other subfields of NLP, for examateqf-speech taggers,
parsers, named entity recognition systems and also mothri@emaphora resolution,
word sense disambiguation and even textual entailmerdnlbe argued that the task a
QA system has to achieve is very similar to the human condéfxd understanding”.

While NLP has made significant process especially in the nexstint decade, re-
searchers in the field are aware that there still is a lot okvwordo. Today, part-of-
speech taggers, parsers and named entity recognitiomsygterform impressively
well, but still are far from being perfect. This holds evenretor anaphora resolution
and word sense disambiguation systems where still a lothe twone, and where off-
the-shelf tools with good performance are hard to come bystMoportantly, despite
all the progress, NLP is still far away from developing systethat artificially model
human text understanding. In order to achieve this, all oPNIsub areas would have
be brought together under one convincingly designed actite, that also would have
to be able to deal with all the pragmatic aspects of humanersations. While this is
still fiction, one could argue that, because of the compjexitthe QA task, a perfect
QA system would need to do just that.

This is the situation the area of QA currently is in. Nevelgks, in recent years
some researchers declared the (factoid) QA problem asédalvlhe origins of this
claim can mainly be found at the QA track in Text REtrieval Coefee (TREC),
organized by the National Institute of Technology (NISTca 1999 (see, for example,
[Voorhees, 2004], [Voorhees and Dang, 2005], [Dang et @8D6P ! Each year TREC
releases a test set of a few hundred questions. Participanteese sets through their
fully automatics systems and send their answers to NISTiwdnraluates them with the

1The view of factoid QA as being a solved field can often be heardonferences. In writing, there
are only a few papers addressing this claim, either by ree&ifZheng et al., 2007] or arguing against
it [Prager, 2006].
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help of human assessors. TREC then publishes each systanlsyeneasured either
in MRR (Mean Reciprocal Rank; the reciprocal rank is the muégilve inverse of the
rank of the first correct answer; Mean Reciprocal Rank is theageeof the reciprocal
ranks for a set of answers) or, since 2002, accuracy (thedreaf correctly answered
guestions out of all questions in a question set). Table Aalvs the results of the
best-performing systems in the TREC QA track since its beggim 1999. It also

lists the median score for the years where this data is dlaila

year | measure| best| 2nd | 3rd | median
1999 MRR | .660| .555|.356| .261
2000 MRR 58 | .32 | .32 .23

2001| MRR .68 | .57 | .48 ?

2002 | accuracy| .830| .580| .542 ?

2003 | accuracy| .700| .622| .562| .177
2004 | accuracy| .770| .643| .626| .170
2005 | accuracy| .713| .666 | .326| .152
2006 | accuracy| .578| .538| .390| .186
2007 | accuracy| .706 | .494| .289| .131

Table 1.1: Evaluation results of the best performing QA systems at TREC from 1999
to 2007 (for factoid questions). TREC changed the evaluation metric in 2002. Before
systems were evaluated using Mean Reciprocal Rank (the table gives the results for

runs with a 50-byte limit on the response length). From 2002 on, top-1 accuracy is

used.

There are several observations one can make in Table 1.1:

e The scores for the best system are usually quite high.

e The median scores of all participating systems are very low.

¢ In most years only a few systems receive good scores, buga Gap exists

between these and the rest of the field.

In other fields of NLP it has been observed that whenever apgpulis ahead
in performance based on a new idea, this idea quickly becaulasted by the other
groups in the field, so that the performance gap is closedeifidfowing years. This
does not seem to be the case in QA. The gap in performance dmapecobserved in
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Table 1.1, especially since 2005, seems not to be based as that the rest of the
research community was able to pick up.

Target 141: “Warren Moon” (year: 2006)
141.1: What position did Moon play in professional football?
141.2: Where did Moon play in college?
141.3: In what year was Moon born?
141.4: How many times was Moon a Pro Bowler?

141.5: Who is Warren Moon’s agent?

Target 216: “Paul Krugman” (year: 2007)

216.1: For which newspaper does Krugman write?

216.2: At which university does Krugman teach?

216.3: From which university did he receive his doctorate?
216.4: What is Krugman's academic specialty?

216.5: What prize originating in Spain has Krugman won?

Figure 1.1: The first two series in the question sets from 2006 and 2007 (only factoid

questions are listed).

TREC 2006 | No. | Percent| | TREC 2007 | No. | Percent
Time 95 | 23.6% Time 73 | 20.3%
Location 69 | 17.1% Person 65 | 18.1%
Person 68 | 16.9% | | Organization| 48 | 13.3%
Number 61 | 15.1% Number 48 | 13.3%
Organization| 29 | 7.2% Location 41 | 11.4%
Work of Art | 17 | 4.2% Measure 14 | 3.9%
Measure | 14 | 3.5% Product 13 | 3.6%
Money 11 | 2.7% Work of Art | 11 | 3.1%
Product 6 1.5% Money 7 1.9%
Other 33 | 81% Other 38 | 10.5%

Table 1.2: Distribution of answer types for factoid questions in TREC 2006 and TREC
2007 data. In both tables, the first column shows the answer type, the second column
how often this type occurred and the third the percentage this answer type makes up in

each year’s question set.

Do TREC results show factoid QA to be a solved problem? Ceytaaime re-
searchers report impressive results. But the majority ottdmemunity still produces
systems that perform significantly worse. As of yet, theeeray standard techniques
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that one can employ that will produce an accuracy of beti@n,tisay, 0.5 on recent
TREC test sets. It seems difficult to declare QA as solved ag dsrthere are no re-
producible methods that can achieve high accuracy valudRk&cT or other test sets.
This still leaves the question open as how “high” accuraguihbe defined. Figure
1.1 lists two example question series from 2006 and 2007. akshe seen factoid
TREC questions are still fairly short, precise and mostly faskvell known Named

Entities (see Table 1.2, which lists the distribution ofwestypes in TREC’s test sets
from 2006 and 2007). Thus, in order to declare the reseaezhas solved, it would

seem reasonable to expect systems to get at least 80% ofinesttons correct. Yet,
such a result was only achieved once in TREC—and that was sis gga in 2002.

Still, if we would have reproducible methods to build syssewhich receive an accu-
racy of 80% on TREC test sets, this would not mean that no mgpeowment could

be achieved. While it seems utopian to expect an automaticyQ&s to get every

question correct, certainly algorithms are conceivabée #thieve an accuracy of .95
on one of the test sets. Remember also that the factoid qnestioTlREC test sets
are still fairly simple. What about test sets consisting ofencomplicated or longer
factoid questions or questions that do not ask for one of dinencon Named Entities?

1.2 Why is QA Difficult?

Yet, even standard factoid Question Answering providesynyahunsolved problems.
A mayor one is that one and the same fact in natural languagieecaxpressed in many
different ways by using different words and/or a differeymitax. This phenomenon,
commonly called paraphrasing, is the main reason why Ndtaraguage Processing is
such a challenging task: All NLP applications have to de#hvwin one way or another
and a lot of research in NLP’s subfields revolve about thisas3 his is especially true
in Question Answering. It cannot be assumed that an answégrsee to a question
uses the same words as the question and that these wordshasaned in the same
way by using the same syntactic rules. If this were the casedard IR methods based
on word overlap would be sufficient, and the perfect QA systerald have been built
decades ago. There are cases where it is that straightthrwar

(1) Where was Franz Kafka born?

(2) Franz Kafka was born in Prague.
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Here, a purely keyword-based method is sufficient to redtieeverlap and thus relat-
edness between the question and the candidate sentencsoiidse‘Franz”, “Kafka”
and “born” appear in both sentences. Furthermore, eacheai ttontains (beside the
stop words “was” and “in”) just one additional word: The irmtegative “where” and
the answer “Prague”. As already mentioned, this inforrmaisoadditionally used in
virtually every QA system: Most questions contain a spes@ld that indicates the
semantic class of the entity the question asks for. Here rfefl®uggests that the an-
swer is some kind of location. Because the answer sentendaic®ijust one word
(“Prague”) which denotes a location, this is extracted asattswer.

Nevertheless itis easy to give examples where this tramitidk approach to QA is
not sufficient. Two cases have to be distinguished: A QA systeght take a sentence
that does not contain the answer as one that does or it mightomgnize that a given
sentence actually contains the answer. For question 1, ggasantences illustrating
the first point are:

(3) The father of Franz Kafka was born in Munich.

(4) Onthat day, Max Born met Franz Kafka in Prague.

(5) The Franz Kafka museum in Prague was born some 20 years ago
(6) Franz Kafka was not born in Munich.

(7) Franz Kafka might have been born in Prague.

(8) He argued that Franz Kafka was born in Munich, but nobaalietsed him.

(9) 1am very unsure about the fact that Franz Kafka was boMudinich.

Examples for the second case would be:

(10) Kafka’s birthplace is Prague.

(11) Franz Kafka was a native of Prague.

(12) Julie Kafka gave birth to her son Franz on July 3, 1883 agke.
(13) Prague, Franz Kafka'’s birthplace, is a beautiful city.

(14) Historians claiming Franz Kafka not born in Prague prowrong.

Assuming that a set of suitable candidate sentences haslglbeen selected, a
QA system’s task can be reduced to finding out which of thestesees answer the
guestion and which do not.

But what is it that precisely distinguishes the bad examples 3from the good
examples 10 to 14? Crucially, all the good examples expressdime underlaying
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fact, the fact that is partially expressed in the questiee example 1) and completely
in the questions most simple reformulation (example 2).thepowords: Sentences 10
to 14 show the same core meanifg.

Expressing the same message in a different form or withréifiiewords is usually
called paraphrasing. Paraphrasing and Question Answéamg long been recog-
nized as related problems. In both fields recognizing diffiesurface structures that
express the same underlying meaning is a central concerrsegGoantly, systems to
detect paraphrases have been used in QA to improve perfoenaae for example
[Lin and Pantel, 2001] or [Ravichandran and Hovy, 2002]. Wikd this also helps to
illustrate that the challenge faced in QA is similar, but tih@ same as in paraphrasing.

Consider, for example, the question:
“Who is Tom Cruise married to?”

For which the answer is:
“Nicole Kidman”

Although gquestion and answer are rather short, a sentemtaicmg this answer, de-
pending on the underlying text collection used, can paaiytbe very long, as this
example from the AQUAINT corpus shows:

“The drama is said to be about a pair of married psychiat(jdtsyed by the
married Tom Cruise andNicole Kidman) and their sexual lives, but only a few
Warner executives, Cruise and Kidman, and Pat Kingsley, aubpc relations
executive, have seen the film.”

Crucially, from a QA perspective there is no need to paraghtas complete sen-
tence, as only a small part of the sentence answers the quéite relevant parts are
highlighted).

Note also that there is some confusion about how exactlyeira tparaphrase”
is defined. In theOxford English DictionarnfSimpson and Weiner, 1989] we find the
following definition:

paraphrase (noun): “an expression in other words, usually fuller and clearér, o
the sense of any passage or text; a free rendering or amgpificaf a passage

2Note, however, that some of these sentences contain asilififormation: Sentence 14, for ex-
ample, says that there is a dispute between historians &bant Kafka’s birthplace.
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paraphrase (verb): to express the meaning of (a word, phrase, passage, or work)
in other words, usually with the object of fuller and cleaggposition...”

In Webster’s Third New International Dictionaf¢éove, 1961], we find this definition:

paraphrase (noun): “A restatement of a text, passage, or work giving the meaning
in another form usually for clearer and fuller expositiari' ..

paraphrase (verb): “To express, interpret, or translate with latitude; to gikie
meaning of a passage in other language ...”

These definitions are close to how the term is commonly utalisn Computa-
tional Linguistics/Natural Language Processing, yet theynot spot-on. The above
definitions, unsurprisingly, seem to focus lmmmans creatingaraphrases, in this the-
sis however we are much more concerned withchines detectingaraphrases. An-
other potential problem, form our perspective, with some¢heke definitions (espe-
cially the ones found in the Oxford English Dictionary) isithhey center on the term
“word”. Yet, paraphrasing in a broader sense is not only albbanges in the used
words but also about syntactical changes, as the followxagles illustrate:

(15) Mary sold Paul the guitar.
(16) Mary sold the guitar to Paul.
(17) Paul bought the guitar from Mary.

Sentences 15 and 16, except for “to” use exactly the sameswordxpress the
same meaning, yet they are different on a syntactic leveite®ee 17 also expresses
the same meaning using a different word for “sold” (“boughiut crucially the syntax
changes as well (“Paul”, for example, moved to the subjesttipm). All three sen-
tences can be considered paraphrases of the same factagAtrtem our QA-centered
perspective. That is because all three sentences expecsaitie core fact and all three
sentences are are suitable to answer, for example, thei@uéétho bought Mary’s
guitar?”)

Interestingly, when we take a look at WordNet [Miller et 4993], we find the fol-
lowing definitions:

paraphrase, paraphrasis (noun): rewording for the purpose of clarification
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paraphrase, rephrase, reword (verb): express the same message in different words

That WordNet defines paraphrase in this way—using the terordias well—
probably is no coincidence. WordNet has been used in thetpdstlp to deal with
some problems that arise due to paraphrases in QA, NLP anduBry@xpansion
techniques in the IR phase of a QA system are one example Asmaentioned, we
cannot expect that a sentence, paragraph or document iothenent collection uses
the same words as the question. For this reason, some QArsyatid words seman-
tically related to those in the question to the IR query. @fteese words are found in
WordNet. [Voorhees, 1994] conducted a study examiningygagpansion based on
WordNet more than a decade ago, but could not show any signifimprovement in
performance. More recently researches were able show thetN#t, if used in the
right way (for example with appropriate term weighting t#gaes), can improve per-
formance, see [Fang, 2008]. Nevertheless, this line ofrekas only suited to address
lexical variation. WordNet contains no information aboyntsctic alternations, as for
example the ones given above in sentences 15 to 17. Thus \&bcdN only help with
the detection of paraphrases, if the term is defined in a wasemses, as in the above
definitions found in WordNet itself.

While this thesis centers on paraphrasing, arguably oneeofainghest and most
persistent problems in QA (and NLP in general), we shouldfoigtet that there are
many other additional factors that make QA (and NLP in gdherfiicult.

Anaphoric Coreference is one example here. If a topic is mefeto twice (or
more) in a sentence, an anaphor is often used to replaceggugrgeccurrences. Con-
sider the question “What is the name of the volcano that dgstr@ompeii?” and
the answer sentence “Mount Vesuvius fascinated peoplesavee it destroyed Pom-
peii in 79 AD.” Here, “it” fills the subject position of “desty”, which, in order to
capture the correct meaning has to be resolved by “Mountwesti In such cases
the system needs to perform some form of anaphora resol{ge®m amongst others,
[Vicedo and Ferrandez, 2000b]).

Mood and Negation also provide difficulties for many QA syss$e especially for
strategies based on key words. Consider the question “Whdased YouTube?”
and the candidate sentences “Google purchased YouTubedi@ did not purchase
YouTube” and “Google may purchase YouTube” The first of thesatences consti-
tutes a proper answer sentence to the question, while toadasentence negates the
core fact and the third contains a meaning-altering moddd. v@rucially however all
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three sentences contain the question key words “purchase™@uTube” and there-
fore might easily be interpreted as being valid answer seete

In some cases it is even necessary to use inference, regsordror world knowl-
edge to link a question to a valid answer sentence. Considén #te question “What
is the name of the volcano that destroyed Pompeii?” and the@rsentence “Pompeii
was buried by the ashes of Mount Vesuvius in A.D. 79.” Mostgleavould proba-
bly, without much thinking, agree that the given sentencawvens the question, but a
considerable amount of inference and world knowledge ies&ary to arrive at this
conclusion. To illustrate why this is the case it might helgdémpare the given answer
sentence to a sentence like “l was late at work because in ¢ineimg | found my car
buried in snow and it took me 10 minutes to remove all of it."d@firse, a town buried
by volcano ashes and a car buried in snow describe two coehptéifferent scenarios,
but this cannot be derived from the syntax of the sentennstgead knowledge about
volcano ashes and snow amongst other things is necessary.

As already seen in the last example, some of the problems ig&@well beyond
traditional NLP or IR. In recent years the QA community hastethto deal with some
of these issues. Temporally restricted questions like “Whe president of the United
States in 1999?” are one example here. (Such questions bawuerixluded in TREC’s
question sets since 2006 [Dang et al., 2006].) To answer thsnoften necessary to
take hints into account that are not provided in the suppgodbcument’s text itself,
but are meta information about the document, e.g. its dajaubfication. Similar
problems arise for geographical constraints (“How manypfetive in Scandinavia?”
might require a system to know that Scandinavia is made upooivhly, Sweden and
Denmark and add up the number of inhabitants of these ceatjtriand numerical
constraints (e.g. “How many cities worldwide have more thaore than one million
inhabitants?”).

The just mentioned problem areas all add to the complexith®fQA problem.
And of course, there are additional areas beside the onefidka been mentioned
here. None of these however are the scope of the work in tesigh As already
noted, we are concerned with the problem that paraphrasmgdes for QA. In the
remaining sections of this chapter we will look at the cdnitions this thesis makes
in more detail.
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1.3 Lexico-Syntactic Paraphrases

In this thesis we are concerned with developing new parapiganethods for Ques-
tion Answering. While much previous work has focused on thaécéd aspects of
paraphrasing, for example by utilizing WordNet, we focustbea syntactic side of
paraphrasing. We argue that many ways in which answer sssgda a question can
be formulated can be acquired from (annotated or unanmt)tegsources that contain
a large number of semantically related sentences.

In Chapter 3 of this thesis, lexical resources like FrameReipBank and Verb-
Net are used to enable a QA system to recognize a wider rangyntdctic and se-
mantic variants in answer sentences. Both FrameNet and Pn&Batain more than
100,000 annotated sentences that can be employed by a (@hsigstecognize differ-
ent ways in which one and the same core fact expressed imafiffanswer sentences
can be formulated. FrameNet additionally contains infdromaabout the semantic
relationships between certain words, e.g. “buy” and “saffd how the meaning of
sentences using the one can be mapped to the meaning of @Entesing the other.
Two methods based on these resources for web-based QuAsisovering are de-
scribed and evaluated by using question sets from TREC’s Qi tirmm 2002 to
2006. Two separate evaluation runs are carried out, theofirghich searches for an-
swers on the web using Google while the other searches faremasn the document
collection used by TREC, the AQUAINT corpus [Graff, 2002]. Wedfthat our meth-
ods work well in a web-based setting (for which they were tped), but that there
many candidate sentences that makes our semanticallyadsgpproach difficult to
work on small text collections. This is because a significamitset of candidate sen-
tences, judged to be supportive for an answer by human assgeds in a strict logical
sense not imply the answer. These sentences prowviilect evidencdor the answer.
FrameNet, PropBank and VerbNet, however, are suitable ectlahswer sentences
which containdirect evidencdor the answer.

The observation that many of the valid answer sentence®iIAQUAINT corpus
(from documents judged as relevant by TREC assessors), dachally answer the
guestion in a strictly logical sense leads to the work descrin Chapter 4. In order to
be able to better characterize the relations between TRESliqns and their answer
sentences, a relatively new web service, Amazon’'s Mechéiliark, is used to help
locate valid answer sentences in all documents identifiesipportive for a question
by TREC. The collected data, consisting of more than 8,000 ansgntences to more
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than 1,900 questions, forms a corpus@iestionAnswer SentencePairs (QASPS)
which we released to the publig.This corpus can be beneficial for research into QA
on many different levels: 1) Just by studying it researchezsble to better understand
what the actual challenges for a factoid QA system are 2)rtbsaused to automati-
cally characterize different kind of links between quest@mnd answer sentences, e.g.
word overlap 3) It can be used as training data for varioudsof QA algorithms. For
this thesis, the QASP corpus is important because it cantaemy answer sentences
expressingndirect evidencdor the question.

Chapter 5 describes work addressing point (3). An approaf@itehat acquires
knowledge from the QASP corpus about how answer sentencesjtiestion can be
formulated is presented. It is based on matching dependetatjons between answer
candidates and question constituents in candidate sesterm®ecause this approach
acquires its knowledge from answer sentences judged asgivepby human asses-
sors, the nature of the training data fits the goal (to retnewars in answer sentences
that are (or will be) judged as supportive by human assesserg well. This was
not necessarily the case with our approach based on lexisalirces, which acquired
knowledge from sentences exemplyfing strict semantic etpmece. We evaluate per-
formance on the same TREC test sets that were used for the stuagproach. We
expect this approach to perform considerably better on al loarpus that the first
approach, which it does although the size of the training d&imuch smaller. We
are furthermore able to show that the algorithm’s perforeessteadily increases when
comparing runs with small amounts of training data to runegiarger amounts of
training data. This strongly suggests that performanceildhturther rise, if more
training data would be added.

To sum up what has already been mentioned: Both kinds of canpeed in this
thesis, on the one hand lexical resources like FrameNepBamk (and to a certain
extend VerbNet) and on the other the QASP corpus provide geespective on para-
phrasing for QA, especially its syntactic side:

1. FrameNet and the like provide a large number of sentenbesare annotated
with semantic roles. These resources usually list more timensentence per
predicate and thus can be used to automatically exploitahiews ways of how
one core fact can be expressed.

3http://homepages.inf.ed.ac.uk/s0570760/data/
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2. The QASP corpus explicitly lists questions and their arssentences (and the
answers in these sentences). It usually lists more than mswea sentence per
guestion, and more than one question per syntactic quedass, thus knowl-
edge about how answer sentences for a certain questiorcelasse formulated
can be extracted. (As of yet, no other corpus with similappraes is publicly
available.)

1.4 Contributions of this Thesis

As mentioned, in this thesis new ways of dealing with parapés in QA are exam-
ined. Other than previous work which addresses lexicahtian between questions
and answer sentences (or passages), we shift the focusajghpases involving gram-
matical variations. We argue that such variations can baissg|from (annotated or
unannotated) corpora.

More precisely, this thesis contributes to the field of QAha following ways:

¢ |t demonstrates that lexical resources like FrameNet, Baog and VerbNet can
beneficial to a Question Answering system by enabling a QAesydo detect
many forms of paraphrases. (Chapter 3)

¢ It identifies limitations of these resources, most notallyecage (this might be
addressed in the future by creating more complete resguaicelsa tendency of
the resources to only accept answer sentences exemptjfexy evidencdor
the question. (Chapter 3)

e It argues that methods in QA baseddirect evidencare suitable for very large
corpora (especially the web), but that for small corporathoés that accept
indirect evidencare necessary. (Chapter 3)

e It places a novel corpus duestionAnswer SentencePairs (QASPS) in the
public domain. This corpus contains more than 8,000 anssvéeaces for more
than 1,900 questions and can be used as training data fouga@A algorithms.
(Chapter 4)

e It provides a numerical analysis of the QASP corpus, moreiBpally of some
selected properties of the questions and answer sentencestains and the
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relations between them. The results provide further eaddor the need of
strong paraphrasing capabilities in Question AnsweriGapter 4)

e It describes an algorithm for factoid Question Answeringttis based on ex-
tracting dependency relations from the data in the QASPusorphis algorithm
Is suitable to identify a much wider range of potential sgtitaand semantic
answer sentence structures than previous algorithms, sbwigich are, for ex-
ample, based on matching syntactic structures of quedtiah®se of candidate
sentences. It furthermore is capable of detecting formshadirect evidence.
(Chapter 5)

1.5 Outline of this Thesis
The chapters of this thesis are organized as follows:

Chapter 1 “Introduction” (this chapter) provides a brief introduction to the field of
Question Answering and motivates the research carriechdbts thesis.

Chapter 2 “The QUALIM Question Answering System” gives some necessary back-
ground about the QA system with provides the context for nafrihe experi-
ments carried out in this thesis.

Chapter 3 “Question Answering based on Semantic Rolesdescribes an approach
to QA based on the lexical resources FrameNet, PropBank abillg¢e FrameNet
alone lists more than 135,000 annotated example sentdmatesan be used to
recognize different potential surface structures of ams&atences.

Chapter 4 “A Corpus of Question Answer Sentence Pairs (QASBS describes the
creation of a corpus of Question Answer Sentence PairssdtgiVes an analysis
of a few selected features of this corpus.

Chapter 5 “Learning Syntactic and Semantic Reformulations fom the QASP
Corpus” details how the QASP corpus has been used as training data(Jér
algorithm in order to acquire syntactic and semantic tramsétion rules.

Chapter 6 “Conclusions” sums up the thesis and recapitulate what has been achieved.
Open questions and directions for possible future work es@udsed.
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Discussion of related work can be found in the appropriaggtdrs, most notably
the two chapters in this thesis that introduce new algosth@hapter 3 “Question
Answering based on Semantic Roles” and Chapter 5 “Learningafoand Semantic
Reformulations from the QASP Corpus.”



Chapter 2

The QUALIM Question Answering
System

2.1 Introduction

This chapter briefly describes the QuALiMQuestion Answering system which ini-
tially was developed to participate in TREC 2004 and has sme&e been continuously
advanced. This system provides the context in which manegkperiments in this
thesis are carried out. Sometimes QUALIM is used as a basafjainst which other
algorithms are compared, sometimes new algorithms borextaioc modules from
QUALIM. Thus, in order to fully understand the experimemtshe following chapters
some explanations about QUALIM are necessary. The resaactlngineering efforts
that went into QUALIM however are not part of this thesis.

QUALIM is a pattern-based QA system that searches the wearfewers. Each
of its patterns contains a syntactic description that nestéhsubclass of questions, a
set of syntactic descriptions of potential answer sentereed semantic information
concerning the appropriate answer type for the questissscl&Vhen asked a ques-
tion QUALIM will search all of the patterns’ question degtions and retain those
that matches the question. The matching pattern’s infoomatbout potential answer
sentence formulations is used to create rather specifitedisearch queries that are
send to a web search engine (either Google or Yahoo). Fromebhesentences are re-
trieved that match the search queries on a string level. @tneved sentences are then
parsed and tagged and it is checked whether they also macsythactic structure

LQuALIM stands forQuestionAnswering based ohi nguisticM ethods

16
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proposed in the first place. From those candidate senteatshbw a syntactic match
the exact answer is extracted, which is then checked onntarsic type. Additionally,
QUALIM implements a fallback mechanism, which does not psgpreformulations,
but instead sends queries created from key words and kegqshma the question to
the web search engine. From the returned snippets n-gramsiaed, which are also
checked on their semantic type.

The basic approach QUALIM uses is similar to [Dumais et &02 in that a web
search engine is fed with partial answer sentence gainedreformulating the ques-
tion. However, while the reformulation procedure in [Dumat al., 2002] is string
based, QUALIM’s reformulations are based on syntax. As alr@swider range of
more exact reformulations can be created. Furthermore Lddi8 knowledge about
the phrasal type of the answer and about its position in tlsgv@nsentence enables
the extraction of exact answers. (The approach in [Dumaak ,002], just because it
lacks syntactic knowledge, cannot determine answer boigsdand therefore returns
only passages.)

In the following the mentioned processing steps and a fewratbncepts relevant
for later work will be described in more detail.

2.2 Algorithms an System Modules

2.2.1 Strict Pattern Matching

QUALIM’s strict pattern matching algorithm relies on theegldy mentioned patterns
which are used to define linguistic constraints on questipoiential answer sentences
to these questions and the answers themselves. A pattesistsoof three parts:

e Sequenceare used to classify questions according to their syntatticture.
e Targetsdescribe the syntactic structure of potential answer ckatels.

e AnswerTypesxpress semantic constraints on the answers.

Figure 2.1 gives an example of such a pattern.

Each question that the system is asked is checked on whethatahes one of the
sequences in the pattern files. In 2004, 157 such patteratedxicurrently there are
244. The sequence which can be seen in figure 2.1 matches asfiajquthat starts
with the word “When”, followed by the word “did”, followed byraNP, followed by
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<pattern name="\Men+di d+NP+Ver b+NPor PP" | evel ="5">
<seguence>
<word id="1">Wen</ wor d>
<word id="2">di d</ wor d>
<parse id="3">NP</ par se>
<nor ph i d="4">V | NF</ nor ph>
<par se id="5">NP| PP</ par se>
<final >?</final >

</ sequence>

<target name="target1">
<ref>3</ref>
<ref morph="V PAST">4</ref>
<ref>5</ref>
<wor d>i n</ wor d>
<answer >NP</ answer >
</target>
<target nanme="target2">
<wor d>i n</ wor d>
<answer >NP</ answer >
<punct uation optional ="true">, <punctuati on>
<ref>3</ref>
<ref morph="V PAST">4</ref>
<ref>5</ref>
</target>

.. nore targets ...

<answer Type phrases="NP| PP">
<bui I t-in weight="6">dat eConpl ete</built-in>
<namedEntity wei ght="12">dat e</ nanedEntity>
<ot her ignore="true"/>
</ answer Type>
</ pattern>

Figure 2.1: Example pattern as used in the current version of the QUALIM system.

18

a verb in its infinitive form, followed by an NP or a PP, followby a question mark

which has in addition to be the last element in the question.

For the TREC 2004 question set, for example, this sequenahestive questions:

When did Floyd Patterson win the title?

When did Amtrak begin operations?

When did Jack Welch retire from GE?

When did Jack Welch become chairman of General Electric?

When did the Khmer Rouge come into power?

If a question matches a sequence, the targets are used it fraither flat) linguis-

tic structures of potential answer sentences. Two targetsteown in figure 2.1. For

the question “When did Amtrak begin operations?”, they ssgtie following answer

sentences (OI’ answer sentence parts):
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1. Amtrak began operations in ANSWER[NP]
2. In ANSWER[NP] (,) Amtrak began operations

The numbers in theef elements are variables that point back to the sequence ele-

ment with the correspondirid attribute. Beside theargetelements which can be seen

in the exampleréf, word, punctuationandanswej, three others existposto match
single words with a particular part of speech tpgrseto match phrasal constituents in

a parse tree (e.g. “NP” or “PP”) anchknownto a specified number of words without
placing any constraints on them. These targets are usedpog® surface structures of
the potential answer sentences, from which search quarees@ated which are sent

to the web search engine. For our example these queries are:

"Antrak began operations in"
"In" "Antrak began operations”

From the first 40 snippets returned for each search querg tmstences that con-
tain all words from the query are extracted. At the time oftiwg, for the first query
listed above, the first five sentences QUALIM finds are:

e “Since Amtrak began operations in 1971, federal outlaysrftercity rail pas-
senger service have been about $18 billion.”

e "Amtrak began operations in 1971.

e “Amtrak of the obligation to operate the basic system of esuthat was largely
inherited from the private railroads when Amtrak began apens in 1971.”

e “Amtrak began operations in 1971, as authorized by the Ra$&ager Service
Act of 1970.”

e “A comprehensive history of intercity passenger servicenidiana, from the
mid-19th century through May 1, 1971, when Amtrak began afens in the
state.”

These candidate sentences are parsed with the the LINKrj@rseberg et al., 1995],
[Sleator and Temperley, 1993], tagged with QTag [Tufis anddia1998] and checked
on weather the linguistic structure described in the tanggdty matches the sentences.
If the system finds this structure, it also knows which cdustit of the sentence must
be the answer. In the first four examples given above it is 1197 the last “the state”
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(which is sorted out in a later processing step, when theesysecognizes that “the
state” is not an appropriate answer for this type of quegtion

The system will place all answers it has found iMeighted Bag of Stringsa
custom-built data structure that holds a set of stringsh edavhich has a value at-
tached. This value is set to one each time a new string is adgiszh time a string is
attempted to be added which already is present in the bagfatt will not be added,
but instead the value of the similar string already in theWwaigoe increased by one.

For the above example, “1971" is added four times, and “tage%bnce, thus the
resulting Weighted Bag of Strings looks like this:

4: "1971"
1: "the state"

2.2.2 Fuzzy Pattern Matching

During development, it became obvious that the constragil#sed on answer sen-
tences by the strict pattern matching algorithm are sonestitno strict. Sometimes
a retrieved sentence contains the correct answer, butritotdre extracted because it
is located at a different position than described by theetar§ Fuzzy Pattern Match-
ing algorithm was designed to retrieve such results. Itsesuhe candidate sentences
mined from the web by the strict pattern matching algorithror the second target
shown in figure 2.1 a possible answer sentence received fimogl& might for exam-
ple be:

“In 1971, the railroad company Amtrak began operations.”

This sentence does not match the target because no single pN&ced between
the word “In” and the NP “Amtrak”. Because, in this examples thrget used to create
the search query and retrieve the candidate sentence speb#ianswer as an NP, the
fuzzy pattern matching algorithm will now extract all NPstive candidate sentences
retrieved by the strict pattern matching algorithm, retgssl of their position. For the
answer sentence given the parser returns five NPs: “197118, rdilroad company”,
“the railroad company Amtrak”, “Amtrak” and “operationsThe last three NPs are
disregarded because they contain words that are part ot#ny.qThe remaining two
are used to create another Weighted Bag of Strings, in our @eam

1. "1971", "the railroad conpany"

This bag constitutes this algorithm’s results.
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2.2.3 The Web Fallback Algorithm

QUALIM implements a further algorithm to find answers. It stmcts three search
queries that combine NPs in the question and non-stop watasfirst query consists
of all non-stop words, the second query of all NPs and thel thirall NPs plus all
non-stop words not mentioned in the NPs. The question “WhenJdiva Inhofe first
elected to the senate?”, for example, becomes:

1.JimInhofe senate first elected

2."Jimlnhofe" "the senate”

3."Jimlnhofe" "the senate" first elected

These queries are sent to the web search engine and fromifipetsnreturned,
n-grams are mined. These are placed in a Weighted Bag of Strivigere the values
show how often an n-gram has been found in the snippets. Edoh g then multiplied
with a modifier based on the n-gram’s length in words. Curyan# use the following
very simple formula, to determine the multiplicatorwhich depends on the number
of wordsn in the n-gram:

1 ifn=1
m= (2.1)
(n/2)+1 ifn>1

2.2.4 Combining Results from Different Algorithms

Each of QUALIM’s algorithms returns its results in an alngatentioned data structure
named aWeighted Bag of StringsEssentially it contains a set of string, where each
string is only contained once, but with a weight attachedfa®the Weighted Bag of
Strings of two of the three algorithms were given:

Strict Pattern Matching:

4: "1971"
1: "the state"

Fuzzy Pattern Matching:
1. "1971", "the railroad conpany"

Let us assume that, for the same question, the third algoritie web fallback mech-
anism, would return the following bag:
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"United States"

"National Railroad Passenger Corporation”
"1971", "Richard N xon"

"1970"

Crucially, each algorithm has a weight assigned (usuallyrsetually) meant to
expresses the reliability of the algorithm: The higher treeghit, the more reliable the
algorithm. (Reliability is here defined as the number of cdremswers divided by the
number of questions for which the system identified at least answer candidate.)
For the three algorithms in questions the weights used are:

Strict Pattern Matching| 20
Fuzzy Pattern Matching 5
Web Fallback 1

When the three earlier mentioned algorithms’ results areboed into one overall
results, each entries’ value in each bag is first multipligdt® algorithm’s weight.
Then all three bags are added up, so that the final bag comtbergires from all three
bags and the values for each of the entires is the sum frorhaadetentires individual
sums. For our example the result is:

87: "1971"
20: "the state"
"United States"
"the railroad conpany"

"Ri chard N xon"

6
)
4. "National Railroad Passenger Corporation”
2
1. "1970"

(The equation that leads to the value 87 for the answer cateid971” is 20k
44 5x1+ 1x2 = 87.) This method of combining the different results fromiudial
algorithms showed to be quite effective. If QUALIM finds masgntences that match
the targets exactly, the results from the fuzzy pattern haagcalgorithm are of almost
no importance. If there are no or only a few exact matchingesees found, the fuzzy
results will become more important. The fallback algoritienjust that, a fallback
strategy that becomes important only if the other two athors return no results or as
a tie-breaker if their results are not consistent.
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2.2.5 Semantic Answer Type Checking

The last step in QUALIM’s processing pipeline is to check éimswer candidates on
their correct semantic type. To do this theswerTypelement in the pattern’s XML

structure is used. Each of the possible child elements irKie structure is asso-

ciated with a different information source. Beside a few expental features three
main tools are used:

1. Named Entity Recognition—we use ANNIE, the Named Entitydgedzer that
comes with GATE [Cunningham et al., 2002]

2. WordNet [Miller et al., 1993]

3. built-in named entity recognition features, which aredut recognize standard
date specifications, year specifications, numbers, nuorMoiecompounds etc.

As can be seen in Figure 2.1, each answer type element haglat\attached. It is
used to multiply those items in the Weighted Bag of Stringscivimatch the condition
expressed by the element.

For the “When did Amtrak begin operations?” example four arsype elements
are listed in Figure 2.1 which are repeated here:

<built-in weight="6">dat eConpl ete</built-in>
<namedEntity wei ght ="12">dat e</ namedEntity>
<built-in weight="9">year|in_year</built-in>
<ot her ignore="true"/>

The first element matches if an element in a bag is a complé¢einla standard
format, e.g. “May 1, 1971". The second element matches if AMcognizes the
string as a date. (Note that whenever this is the case thel@rsient matches as well.)
The third element matches any year specifications, e.g.1"18i7“100 BC”, it also
matches these if the year is preceded by the preposition &j. “in 1971". The
last element says that any strings that do not match any gfrthaous conditions are
to be discarded. This last element is usually included fawem types where it is
easy to tell whether a candidate belongs to this class orengt, dates (all possible
dates in standard form can be created by a fairly simply #@lgaj). This element is
usually missing (or included asot her ignore="fal se"/>) for answer types that
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come from a more open class, e.g. person names or locatioesnpavhere it often is
hard to determine weather a string belongs to one of thessagar not?

For our example, because none of the answer candidates mate date, only
the third answer type element matches the candidates “18&7@™1971", thus their
values are multiplied with 8. All other candidates are excluded. The final result, of
all three algorithms combined and after type checking, is:

783: "1971"
9: *1970"

From the final Weighted Bag of Strings, the entry with the hgjlvalue is selected
as the final answer, for our example this is “1971”, which s tbrrect answer.

2.3 TREC Evaluations

The QUALIM system participated in TREC’s QA track in the yea@)2, 2005 and
2006. Table 2.1, 2.2 and 2.3 show the official results as ohétexd by TREC, which
QUALIM received in the corresponding year. The runs usudilifiered only in para-
meter settings.

TRECO4 | runl| run 2| run 3 || median| best|| rank
Factoid 0.343| 0.339| 0.343| 0.170| 0.770 4

List 0.096| 0.111| 0.125| 0.094| 0.622 9
Other 0.145] 0.181] 0.211| 0.184| 0.460| 10
Combined| 0.232| 0.242| 0.256 ? 1 0.601 6

Table 2.1: Official TREC 2004 results for the QUALIM system (overall 28 participants).

Rows two to four in these tables show the results achievedaftoid, list and
other questions, repetitively. Row five shows the combinedite when the individual

2Consider the answer candidate “Vatsyayana” picked up biattiEck algorithm for all three ques-
tions “Who wrote the Kama Sutra?”, “Where was the Kama Sutréem?” and “When was the Kama
Sutra written?” Obviously the candidate is not a date, sefinitely should be excluded as an answer
for the third question. But is it a name for a person or a laceti ANNIE does not tag it as either of
these two possibilities, although in reality “Vatsyayaigmé person name and the correct answer to the
first question. Knowing that Named Entity Recognition Sgeteoften fail in such cases, we do not want

to exclude a candidate just because it is not recognizedlasdieg to this class by ANNIE.
3If we would have a string that matches the first two answer glpments, with the weights 6 and

12, these would be added up and the sum would then be multipith that strings value.
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TRECOS || runl| run2| run3 || median| best|| rank
Factoid 0.207| 0.235 -| 0.152]0.713 9
List 0.029| 0.032 -| 0.053]| 0.468 ?
Other 0.147| 0.123 - | 0.156| 0.248 ?
Combined| 0.150| 0.158 -| 0.123|/0.534| 10

Table 2.2: Official TREC 2005 results for the QUALIM system (overall 30 participants).

In 2005, we only submitted two out of three possible runs.

TRECO06 || runl| run2| run 3| median| best| rank
Factoid 0.323| 0.303| 0.293| 0.186| 0.578
List 0.051| 0.053| 0.054| 0.087| 0.433
Other 0.250| 0.229| 0.203| 0.125| 0.250 1
Combined| 0.207| 0.192| 0.181| 0.134| 0.394 4

)

Table 2.3: Official TREC 2006 results for the QUALIM system (overall 27 participants).

results for all three question types are combined. Columaogdvour show the results
the individual runs received. Columns five and six show medrahbest results all
participants in TREC’s QA track in the corresponding year. @uolseven lists how
our best run ranked compared to the other participant'sroest(TREC usually only
publishes rankings for the top 10 participants, so if we diimake it into the top 10
this is indicated with a question mark.)

More details about these figures and how they are computeblecabtained in the
relevant year's TREC QA track paper: [Voorhees, 2004, Voeshend Dang, 2005,
Dang et al., 2006]. More details about the methods used irsebmissions can be
obtained in our papers published in TREC'’s proceedings: Bé€aiand Becker, 2004,
Kaisser, 2005, Kaisser et al., 2006]. In 2004, QUALIM balbjozonsisted of the three
algorithms described in this chapter. For TREC 2005, an earlyion of the algorithm
based on FrameNet, described in Chapter 3 of this thesis wigslath 2006, all algo-
rithms described in Chapter 3 in all variations were used malf to the three algo-
rithms described in this chapter. We did not participateREC after 2007. The reason
for this is the high workload that comes with it. Since lat@2/@arly 2008 however, an
online demo of QUALIM (which supplementing answers withggaaphs drawn from
Wikipedia) can be found here: http://demos.inf.ed.a8080/qualim/. A screenshot
can be seen in Figure 2.2, the demo is described in more defKihisser, 2008].
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QuALiM

|H0w many Munros are there in Scotland?

What's this? How does it work? Show me an e},m:lple‘

The Munros are mountains in Scotland over 3.000 feet (914.4 m). The list was originally compiled by Sir Hugh Munro in 1891, and is
modified from time to time by the Scottish Mountaineering Club (SMC). Unlike most other lists, the Munros do not depend on a rigid
284 prominence criterion for entry; instead, those which satisfy the subjective measure of being a "separate mountain” are regarded as
Mumros, while subsidiary summits are given the status of fops. There are 284 Munros and 227 further tops, all of them in the Scottish
Highlands. Text from Wikipedia (Hill lists in the British Isles/Scotland Munros)

{c) 2007, Michael Kaisser,

Figure 2.2: Screenshot of QUALIM’s response to the question “How many Munros are
there in Scotland?” The green bar to the left indicates that the system is confident to
have found the right answer, which is shown in bold: “284". Furthermore, one Wikipedia
paragraph which contains additional information of potential interest to the user is dis-
played. In this paragraph the sentence containing the answer is highlighted. This dis-

play of context also allows the user to validate the answer.



Chapter 3

Question Answering Based on

Semantic Roles

3.1 Introduction

The work described in this chapter is concerned with an agbrdo web Question
Answering based on lexical resources, i.e. FrameNet [Baladr,6998], PropBank
[Palmer et al., 2005] and VerbNet [Schuler, 2005]. All thresources convey informa-
tion about lexical predicates, their arguments and theioglship that exists between
them—the latter commonly called semantic roles. The psooégssigning semantic
roles to text, shallow semantic parsing, is often descrasetthe process of assigning
a WHO did WHAT to WHOM, WHEN, WHERE, WHY, HOW etc. structure to plain
text” [Pradhan et al., 2005a]. It thus provides a link betw#e surface appearance of
a string and its underlying semantic representation. Lkt it from a slightly differ-
ent angle, a shallow semantic parser can be seen as a toobtmiee paraphrases in
natural language texts. It seems obvious that this potgntian be largely beneficial
for a factoid Question Answering system.

In this thesis, we explore the use of FrameNet, PropBank anioNé for web-
based, factoid Question Answering, in the first instanceabse of their ability to
assist with the detection of paraphrases. For the main hese resources focus on
the syntactic aspects of paraphrasing.

Before describing these resources in more detail in the rextias, let us look
at a few of their underlying features and how they relate t @m be employed in
Question Answering. In the following we will argue that

1. the notion of semantic roles provides a good frameworlafiure the semantics

27
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of questions (and their answer sentences).

2. the notion of valence, which is central to these resouscasiecessity in every
syntax semantics interface and that knowledge about vesezitables a QA sys-
tem to recognize a wider range of answer sentences.

3. the frames in FrameNet enable the recognition of evennpd@phrases.

Question Answering and Semantic Roles

Wh-questions differ from the declarative sentences fouraddimary text, in being
open propositions — i.e. there is at least one (and usuallyane) part of the under-
lying proposition that is unknown to the questioner, who tg8do know true ways of
filling it. Adopting the notion of Semantic Roles provides atuitive way of capturing
the relations between questions and their answer sentena@semantic level. Con-
sider the following examples, each of which is given with enaatic representation
inspired by FrameNet frames:

“Google purchased YouTube for $1.65 billion in 2006.”
purchase(BuyelGoogle Goods=YouTubeTime=2006 Price=$1.65 billion)

“Who purchased YouTube?”
purchase(BuyerX, Goods=YouTubg

“When did Google purchase YouTube?”
purchase(BuyerGoogle Goods=YouTubeTime=X)

“For how much did Google purchase YouTube?”
purchase(BuyerGoogle Goods=YouTubePrice=X)

All three resources contain information that makes it guesio transform ques-
tions into semantic representations similar to the onesegband they contain data
about how potential answer sentences to such questions begbrmulated.

Valence as a necessary part of a Syntax-Semantics Interface

While it might seem like syntax alone could be sufficient toiafy one constituent
in an answer sentences as the answer to a given quesijpon closer inspection one

IMany QA systems work on this assumption, e.g. [Attardi et2101] or [Katz and Lin, 2003].
Section 5.2.1 of this thesis discusses these papers in retait d
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finds that this often is not the case. Consider the followireeple:

“Who stars in the Poseidon Adventure?”
star(Performerx, PerformanceRoseidonAdventurg

“Gene Hackman stars in the Poseidon Adventure.”
star(Performer&eneHackman PerformanceRoseidonAdventurg

“The Poseidon Adventure stars Gene Hackman.”
star(PerformerGeneHackman PerformanceRoseidonAdventurg

The above question shows the wh-word “Who” at subject positthich could be
seen to indicate that in an answer sentence having the &tine@oseidon Adventure”
as the object of the verto star, the answer should be found at subject position. In-
deed, this is the case in the first answer sentence given aHoveever, in the second
answer sentence, the answer is found at object positiors e}dample illustrates that
a particular semantic role is not always realized in the saym¢actic function. The
phenomenon observed here is commonly calddnceand all of the three mentioned
resources provide data about verb valence that can helghathssignment of seman-
tic roles to syntactic functions, which is necessary torpiet many answer sentences,
for example the second of the above. Other examples fonaliens that the resources
recognize as expressing the same fact are:

“Peter gives a book to Mary.”

“Peter gives Mary a book.”

“The door opens with this key.”

“This key opens the door.”

“The firm merges with the company.”

“The firm and the company merges.”

“The government merges the firm and the company.”

A Question Answering system that draws on such data can lextegto identify
more answer sentences than a system working on syntax alodéhus it can be ex-
pected to perform better.

Extended Paraphrasing Possibilities with FrameNet

FrameNet, unlike PropBank and VerbNet, contains not onlpséut also entries
of other parts of speech and it organizes its lexical entnédsames between which
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different kinds of relations exist (described in more datathe next section). This
enables a much wider form of paraphrasing than it is the catetae other two re-
sources. FrameNet makes it for example possible to locat@ankwer in following
sentences to the question “When was Alaska purchased?”:

“The United States purchased Alaska in 1867."

“Alaska was bought from Russia in 1867.”

“In 1867, Russia sold Alaska to the United States.”

“The acquisition of Alaska by the United States in 1867 is\nas Seward’s
Folly.”

The fact that the capability to recognize such paraphragesenefit a QA system
(or another NLP application) is also expressed in SectiBrB&f the FrameNet book
[Ruppenhofer et al., 2006] (In the excerpt, FE standsfi@ame elementessentially
FrameNet terminology fosemantic rolg

In many ways, paraphrasing is at the core of what we intend FrartieNacili-
tate. A properly powerful ability to paraphrase enables mahthe other goals
of semantic NLP, including Question Answering, Summariagaaad Transla-
tion. Question Answering can be thought of as looking in a gsr find a
paraphrase, but with real information filled in for the quested FE. Summa-
rization is equivalent to paraphrase of a text, but with thatggic omission of
information from FEs and targets. Translation is paraphraswith the limita-
tion that all the resulting paraphrase must be in the targetduage.

Of the mentioned research fields, Question Answering isaiguthe most nat-
ural candidate to show that FrameNet and the like can be logidtr Natural Lan-
guage Processing. Unlike Summarization and Machine Tatios| QA, for the most
part, works on sentence level and the resources annotaentense level. (Although
PropBank annotates continuous text, it does not annotatesehtence relations, e.g.
discourse markers.) Furthermore, Question Answeringeadtlas far as we are in
this thesis concerned, is mono-lingdalTranslation, naturally, is not, thus parallel
resources for different languages are needed. As of 2009 data is only sparsely
available?

20f course, there is a lot of research concerning multi-la@A. For example, the Cross-Language
Evaluation Forum (CLEF), broadly speaking the Europearnvatgnt of TREC, runs a Multiple Lan-

guage Question Answering track since 2003. [Magnini eR8I04, Magnini et al., 2006]
82008 saw two non-English versions of FrameNet release fhsirdata to the public, German
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An additional point worth mentioning is that other lexicakources, most notably
WordNet [Miller et al., 1993], have been and are being emgididyy many researchers
in NLP and that today there is consensus that they are higidful In QA, for ex-
ample, WordNet has been used for virtually all componenta QIA system, most
notably question analysis [Vicedo and Ferrandez, 200@sjyehent/passage retrieval
[Hovy et al., 2000], answer extraction [Cardie etal., 2000Q] al of these
[Pasca and Harabagiu, 2001]. FrameNet, PropBank and VedriNbe other hand are
rather new. Yetin theorythey offer possibilities that go far beyond those of WordNet
As of now however, it remains to be seen how useful theyrapeactice

In the remainder of this chapter we will first describe the&wesources—FrameNet,
PropBank and VerbNet—on which all of this chapter’s expentaare based in more
detail. This is done in Section 3.2. Section 3.3 is concemigld related work. The
following two sections describe two methods that use theseurces to annotate both
guestions and sentences containing answer candidatesewthantic roles. The first
algorithm presented in Section 3.4 uses the three lexisalurees to generate poten-
tial answer-containing templates. While the templatesaiarttoles—in particular, for
the answer—the parts that are known can be used to createjexded search queries.
Sentences can then be extracted from the output of the seagthe and annotated
with respect to the resource being used. From this, an ansavelidate (if present)
can be extracted. The second algorithm, described in Se8tl® analyzes the de-
pendency structure of the annotated example sentencearnmeNet and PropBank. It
poses rather abstract queries to the web, but can in itsdaedentence analysis stage
deal with a wider range of syntactic possibilities. SecBdhpresents an evaluation of
both algorithms’ performance separately and when they@rdmed. Finally Section
3.7 contains a discussion of our findings.

3.2 Lexical Resources—An Overview

This section gives an overview of the three lexical resa#EeameNet, PropBank
and VerbNet—which in the following sections of this chapes used in a Question
Answering system.

SALSA [Burchardt et al., 2006] and Spanish SFN [Subirats Saih, 2004].
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3.2.1 FrameNet

FrameNet [Baker et al., 1998, Ruppenhofer et al., 2006] isiaderesource based on
Frame semantics [Fillmore, 1976], a theory relating lisgaisemantics to encyclope-
dic knowledge, which was developed by Charles J. Fillmoré, iara further devel-
opment of his case grammar [Fillmore, 1968]. In frame seimognh& word evokes a
frame of semantic knowledge relating to the specific conitdpghlights. A semantic
frame is defined as a set of concepts, related in a way thabwitmowledge of the
complete set, one cannot understand a single concept isghat common example
is the situation of commercial transfer. Frame Semantet®stthat it is not possible
to understand the word “buy” without knowing anything abthg situation of com-
mercial transfer, which involves, among other things, adous seller, goods, money,
and the relation between them. This example also illustretein Frame Semantics
a word specifies a perspective in which a frame can be viewedly”; for example
views the situation from the perspective of the buyer, wagrsell” views the same
situation from the seller’s perspective.

FrameNet's aim is to document these observations througtputer-assisted an-
notation of example sentences. At the time of writing—Frisletas still in development—
the latest release (1.3) comes with a lexical databaseioorganore than 8,900 lexi-
cal entries of which more than 6,100 are fully annotated.s€hentries are organized
in more than 825 semantic frames and exemplified in more ti3&000 annotated
sentences. Figure 3.1 shows a subset of the annotated exaempénces for “buy.v”.
Figure 3.2 lists the semantic roles—frame elements—uséddg.v”, and thus can serve
as a legend for Figure 3.1.

e np-ppfrom
1. Luck\'lyhad BOUGHT] EO R {n 01 R O T W W Tre g o) st [o | L el o Toll Linluckily they only had coarse blades in stock for our
make of clippers .

2. Asshe was only about fourteen , always BOUGHT | few dark-red carnations but that was as far as we would go, to

her surprise and indignation .
3. MAE our cottage from himB

4. The agreement to S JETWVEVITIIE RO E G e ties) will bring the total number of Morland pubs to just
under four hundred . &yl

5. The common link was that they were long-term drug abusers , and JTENERll
, in June and July .
6. From about 1979 onwards Jfstarted to
e np-ppwith
1. cant q | "
2. But be assured , Thad no intention of trying to
e np-ppother
1. Ithink T3 SeTehm [ TEOE e dEnd wants to sell .
2. It was still possiblein early 1922 to (N S TiEh the city markets if one had the money . JIl|
3. In 1984, itwas perfectly possible to JUpA (8.<3e@pn the morning of the Grand Slam decider with France . JIlij

Figure 3.1: Some annotated example sentences as found in the FrameNet database

for “buy.v”. (Screenshot from http://framenet.icsi.berkeley.edu)
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| Frame Elements | Core Type
|C0re
Peripheral
Core
Peripheral

| |Per'|'phera|
’m |Per'|'phera|

| |Per'|'phera|
Extra-Thematic
Extra-Thematic
Peripheral
|Extr‘a—Themat\'c
Recipient |Extr'afThemat\'c
’m |Per'|'phera|

| Peripheral

Unif} Peripheral

Figure 3.2: List of frame elements in the Commerce_buy frame. (Screenshot from

http://framenet.icsi.berkeley.edu)

As already indicated, FrameNet organizes its lexical eaffexical units) in frames.
Each frame captures a set of words closely related in mearfimgy.v”’, for exam-
ple shares a frame callé@lommercebuy with the lexical unitspurchase.vand pur-
chase((act)).n Between frames eight types of frame-to-frame relationstexihich
are listed in Table 3.1.

Relation Sub Super
Inheritance Child Parent
Perspectiveon | Perspectivized | Neutral
Subframe Component Complex
Precedes Later Earlier
Inchoativeof | Inchoative State
Causativeof | Causative Inchoative/State
Using Child Parent
See-also Referring Entry| Main Entry

Table 3.1: Types of frame-frame relations in FrameNet

Figure 3.3 illustrates how Commerce buy is related to Commszttewhich con-
tains six lexical units retail.v, retailer.n, sale.n, seNend.v and vendor.n. A subset of
the example sentences FrameNet lists for one of these £(ggé.v) is listed in Fig-
ure 3.4. When comparing this figure with the earlier Figure B.hiecomes cleat that
both lexical units (actually both frames these lexical siaite in) use the same frame
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elements.
Commercial_transaction

Commerce_goods-transfer

Figure 3.3: Frame-frame relations between Commerce_buy and Commerce_sell. Pink

symbolizes the Perspective_on relation, while blue represents the Subframe relation.

s np-ppto

1. Duringthe later part of the nineteenth centur he landowners e O in very small lots .
PN e 0u BELL fhe factory §o some other company f

3. Andthen JUMEnRNE had come into SRR PUEER SUER e e el verheard their conversation and intervened .
4 enoir i)

Shortly afterwards , DRINGEEC (TR din order to help Modigliani.

e np-ppother
1. F BWOEin the US last year , well shy of the 82,000 sold by Mercedes-Benz and the 72,500 of its German rival
BMW .
2. M can not PITE® T as we had hoped and I fear that unless I go down there myself the business will
languish .
R LY ERNGs R he global corporation the same way NESNINZ IR &
4. Thisreluctance of lenders to repossess homes owes little to sentiment : SUMENGEEMvant to to a falling market

Figure 3.4: Subset of annotated example sentences in FrameNet for “sell.v”. (Screen-

shot from http://framenet.icsi.berkeley.edu)

3.2.2 PropBank

PropBank [Palmer et al., 2005], [Kingsbury et al., 2002] {¢#sbury and Palmer, 2002]
builds on the syntactic structures of the Penn Treebank divaet al., 1994b],
[Marcus et al., 1994a], to which it adds a layer of predicGgament information. Un-
like FrameNet, where linguistically interesting exampémtences are manually se-
lected by humans, it covers every instance of every verbenwall Street Journal
part of the Penn Treebank. Because of its linkage to a syatanhotated corpora,
PropBank (unlike FrameNet) delivers fully POS tagged andgzhexample sentences
where the position of the semantic fillers for a given headb e#e specified as nodes
in the parse tree. Arguments are labeled from ARGO to ARG5 afidetkeseparately
for each verb. Generalizations can be draw for lower-nuedberguments: ARGO is
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usually used for the subject of transitive verbs, mostlyesponding to thé&gentrole,
while ARG1 is usually used fdPatientor Themeoles and assigned to objects of tran-
sitive verbs and the subjects of some intransitive verbssiith generalizations can
be made for higher-numbered labels. A different picture rge®for adjuncts which
are consistently annotated across all verbs: ARGM-LOC, fanmgle, stands for loca-
tives and ARGM-TMP for temporals. In total, there are 12 sdeoy tags for ARGM
labels, which are listed in Table 3.2.

Tag Description

EXT | extent
DIR direction
LOC | location

TMP | temporal

REC | reciprocal

PRD | predication

NEG | negation
MOD | modal
ADV | adverbial
MNR | manner
CAU | cause
PNC | purpose not cause.

DIS discourse

Table 3.2: List of all 13 secondary tags used for ARGM labels in PropBank.

Figure 3.5 shows an example of the data as it appears in te@fiRenn Treebank
distribution. Colours were added to highlight the roles: i®dor ARGO, blue for
ARG1, green for ARGS3, violet for ARG-TMP. Orange also standsARGO, but it
marks a trace associated with the constituents actualquosit

PropBank’s data files contain lists of all arguments for edcitsaentries, which
also link arguments, whenever possible, to thematic (dajhreles (essentially a small
set of universal semantic roles used across all verbs, withitaten to 30 members,
depending on the underlying theory) and additionally giv&hart description of the
arguments. Two examples, once fmrchase.0Xsense 1 of 1) and once fsell.01
(sense 1 of 3), can be seen in Table 3.3 and 3.4, respecti¥lgn comparing these
three points stand out:

1. The thematic roles do not allow a semantic linking of argata between both
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( (s
(NP-SBJ
(NP (NHP Hew) (HNP Brunswick) (HHNP Scientific) (HHP Co.) )
G )
(NP
(NP (DT a) (NN maker) )
(PP (IN of)
(NP (HN biotechnology) (HH instrumentation)
(CC and)
(NN equipment) )}))
G ) )
(VP (VBD said)
(SBAR (-NONE- 0)
(s
(HP-SBJ (PRP it) )
(VP (VBD adopted)
(NP
(HP (DT an) (JJ anti-takeover) (NN plan) )
(VP (VBG giving)
(NP (NNS shareholders) )
(NP (DT the) (NN right)
(s
(HP-SBJ (-NOHE- *) )
(VP (TO to)
(VP (VB purchase)
(NP (NHNS shares) )

(PP-TMP (1IN under)
(NP (JJ certain) (NNS conditions)
NI

Figure 3.5: Example of an annotated sentence in PropBank. See text for details.

verbs: What used to be tlszllerrole in FrameNet, in PropBank beconfsurce
andAgent respectively.

2. The descriptions are just that, descriptions: While &&land “price paid” are
consistent, what would be FrameNd®ayerrole is once called “purchaser” and
once “buyer”, FrameNet'§Soodsbecomes “thing purchased” and “thing sold”,
respectively.

3. The description “price paid” occurs twice and while it ergets assigned to a
thematic role calledsset on the other occasion no thematic role is specified.

3.2.3 VerbNet

VerbNet [Schuler, 2005], unlike both other resources, du#sannotate example sen-
tences. Rather it lists abstract frame structure for itsieniwhich are, as the name
suggests, all verbs. It uses Levin verb classes [Levin, l898onstruct its lexical

entries, which are hierarchically organized to ensureahadheir members have com-
mon semantic and syntactic properties. Each class in tlmarbley contains a set of
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role theta | description

ARGO | Agent | purchaser

ARG1 | Theme| thing purchased
ARG2 | Source| seller

ARG3 | Asset | price paid
ARG4 | - benefactive

Table 3.3: Frame for “purchase” (sense 1 of 1) in PropBank.

role theta | description
ARGO | Agent | seller
ARG1 | Theme]| thing sold
ARGZ2 | Source| buyer
ARG3 | - price paid
ARG4 | - benefactive

Table 3.4: Frame for “sell” (sense 1 of 2) in PropBank.

verbs and a set of syntactic frames and semantic predicppdisable to them. The
hierarchical structure of the resource reduces the effodonstruct the lexicon and
also allows to identify common syntactic and semantic benasf verbs, something
that is not possible with the empirical approach undertdiyeRropBank and only to a
lesser extent with FrameNet. (FrameNet organizes itsesndemantically, but there is
no way to immediately recognize that two verbs show the sagungent structures.)

The verb “purchase”, for example is listed in a class with lDeobtain-13.5.2-
1, which also contains “acquire” and “obtain”. Table 3.5 skatve verb argument
structures listed in this class.

Frame Example

Agent [ NP] VERB Thene[ NP
"for" Asset[NP]

Asset [ NP] VERB Theme[ NP] “$50 won't even purchase a dress.]

“Carmen purchased a dress for $50.”

Table 3.5: Entries in VerbNet's obtain-13.5.2-1 class.

This class is a subclass for the much larger ctdsain-13.5.2vhich contains en-
tries for the verbs “accept”, “accrue”, “accumulate”, “appriate”, “borrow”, “cadge”,

“collect”, “exact”, “grab”, “inherit”, “receive”, “recower”,

regain”, “retrieve”, “seize”,
“select” and “snatch”. Table 3.6 shows the verb argumentstres listed here.
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Frame Example
Agent [ NP] VERB Theme[ NP] “Carmen obtained the spare part.”

Agent [ NP] VERB Thene[ NP
"from Source[ NP

“Carmen obtained the spare part from Diana.”

Table 3.6: Entries in VerbNet's obtain-13.5.2 class.

While the verb argument structures in the subclass can onigée for the verbs in
that class, the structures in the super class can be usdwfeuper- and the subclasses
verbs.

3.3 Related Work

This section gives an overview about work carried out by otesearchers which is
of significance to the approach to Question Answering deedrin this chapter. It
starts with automatic role labeling, which is a task that Bihy? application based on
semantic roles has to deal with in one way or another. Therafgrovides some
ground work on which other applications build. We then takaok at how FrameNet,
PropBank and VerbNet have been used to date in Question Aimgnend to what
effect. Finally, we describe a few selected interestindiegpons of these resources
outside Question Answering.

3.3.1 Automatic Role Labeling

Automatic Role Labeling is the task to assign labels expngssemantic relationships—
or semantic roles—to certain constituents in a sentence.amhotated roles can be of
an abstract nature suchagentor Patient(as in PropBank, see Section 3.2.2), or much
more specific such @uyer, SellerandGoods(as in FrameNet, see Section 3.2.1).

The first paper describing an algorithm for this task is [€ddnd Jurafsky, 2002],
where the authors train a classifier on roughly 40,000 of timotated FrameNet sen-
tences. Each of these sentences is parsed and the follog¥itglland syntactic fea-
tures are extracted:

Phrase Type The syntactic category of the phrase expressing the setnaigi e.g.
NP, PP, ADVP etc.
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Parse Tree Path The syntactic relation between the predicate invoking #graamtic
frame and the constituent in question. Phrase structureseptations are used.

Governing Category (restricted to NPs) The first node reached of t§§me VP, mov-
ing up the parse tree from the constituent correspondinigetdrame element.

Position The relative position of the constituent to be labeled,ezitieforeor after
the predicate defining the semantic frame.

Voice Eitheractiveor passive
Head Word The head word of the constituent.

These features are combined with other information suchnewledge of the pred-
icate and prior probabilities of various combinations ahsatic roles. Their system
achieves 82% accuracy in identifying the correct semanteaf a constituent if their
boundaries are manually pre-assigned. At the more chatignask of simultaneously
segmenting constituents and identifying their semanti, the system achieves 65%
precision and 61% recall.

Most of the work following [Gildea and Jurafsky, 2002] stcto their general ap-
proach of using a statistical classifier, but modifies thdui@aset and/or the clas-
sifier used. [Xue and Palmer, 2004], for example, show thabeensareful feature
selection—especially by taking more information from theget sentence’s parse trees
into account—leads to an overall better performance. Euribre they argue that the
argument identification and the argument classificatioteslis require the use of dif-
ferent features. In [Pradhan et al., 2005b] Support Vectachihe classifiers are used
for the task of semantic role labeling. The authors add natufes including some
extracted from CCG parses, perform feature selection antraibn and combine
parses obtained from several semantic parsers. The lateotivated by an analysis
stating that parse errors account for about half of the totsiakes of the author’s role
labeling system.

Automatic Role Labeling is a challenging task when performedree text. How-
ever, the problem formulation in this thesis, because dQAssetting, is slightly dif-
ferent from the one used in the above papers. For our workmtbet crucial part is
assigning correct roles to questions (see Section 3.4).allysguestions are much
shorter than their answer sentences (Section 4.4.2 reporéserage length of 8.14
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words for questions in the QASP corpus, versus an averagélen length of 28.99
words for answer sentences.) and therefore also syntigtiess complex. Thus an-
notating questions can be expected to be easier that amgotiEiclarative sentences.
Yet, the fact that shallow semantic parsers are usuallgegchon declarative sentences
might create a mismatch between training and test data wsieg them to parse ques-
tions. In the next section, when looking at previous work Eyipg semantic roles in
QA, we will see that some researchers reported problemssmebpect.

3.3.2 Semantic Roles in Question Answering

This section reports on the of the research carried out ahteesections of Question
Answering and semantic roles. As mentioned the first workdmé&ntic Role Label-
ing started with [Gildea and Jurafsky, 2002] in 208 he first papers using semantic
roles in NL applications is [Surdeanu et al., 2003], whicheared in 2003. For Ques-
tion Answering this was [Narayanan and Harabagiu, 2004D@&42 Up until the time
of writing (early 2009), still not much research has beericidd at assessing whether
semantic role information can be beneficial for Questionwering. Many of the pa-
pers we will take a look at in this section describe Questioiswering systems that
use one or more of the three resources in conjunction witls exgensions to other al-
gorithms. Very few of these papers report evaluation resuitwhat the contributions
of the resources alone to system performance are. Earlyomersf our own work
on Semantic Roles in Question Answering have been publishigthisser, 2005] and
[Kaisser, 2006]. Final versions, describing all algorithas they are detailed in this
thesis, have been published in [Kaisser et al., 2006] anisficaand Webber, 2007].
We therefore claim that our work has been one of the first,titmefirst, that performed
a study especially dedicated to the use of semantic rolesigstipn Answering. It is
furthermore the only study so far that uses all three ressyrierameNet, ProbBank
and VerbNet, compares their performance and uses them jarmiion in a Question
Answering system.

[Narayanan and Harabagiu, 2004] is commonly consideretirSigpaper employ-
ing semantic roles for Question Answering. Here, the agtpogsent a QA system for
complex questions that identifies predicate argument tstres and semantic frames
in the document collection and performs probabilistic iefece using the extracted

4An shorter version of this paper was published as [GildeaJamafsky, 2000]
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relations in the context of a domain and scenario model. Thanaent structures
the system identifies are based on PropBank, while the sanfasmthes come from
FrameNet. The authors automatically annotate questioticandidate sentences in
PropBank and FrameNet terms and retrieve the answers if #&tiqns and a candi-
date sentence overlap. However, the paper mainly focuséseamse of Coordinated
Probabilistic Relational Models to perform probabilisticdetemporal inferences, thus
their methods with regards to the use of FrameNet and PropBankot explained
in great detail. Also, the evaluation section of the papdy gives a few hints as to
what contributions FrameNet and PropBank make to systeronpesihce. Rather than
evaluating the system’s ability to return correct answirs,authors evaluate number
of correct answer types identified. They report that they idantify the correct ar-
gument role of the answer (for PropBank) in 32% and the cofraote element (for
FrameNet) in 19% of all cases. These figures seem low, butuit®i@ mention that
they “ have used a set of 400 questions pertaining to fouemfft topics:(T1) UN
inspections; (T2) Thefts in Russia’s nuclear navy, (T3)®&tatf India’s Prithvi ballis-
tic missile project and (T4) China’s participation in norelileration regimes.” The
authors claim that using this highly specialised questeimsakes the correct assign-
ment of answer types harder. While this seems likely, it unfaately also makes their
results uncomparable to other work conducted in the fielder@lythe authors report
that “52% of the extracted answers were correct.”

[Fliedner, 2004] described the functionality of a planngstem based on the Ger-
man version of FrameNet, SALSA [Burchardt et al., 2006]. Asdlistem is reported
to still be in its design phase, no evaluation results arergisince then, no paper (that
we are aware of) describing the completed system has bedistph

[Novischi and Moldovan, 2006] use a technique that buildsaatombination of
lexical chains and verb argument structures extracted ¥erNet to re-rank answer
candidates. The authors’ aim is to recognize changing siiotales in cases where
an answer sentence shows a head verb different from theigquest the paper they
give an example based on the question “When was it estabiShetth the target
“Abercrombie & Fitch” (question 28.2 from the TREC 2004 test)sand the answer
sentence “... Abercrombie & Fitch began life in 1982 ...”. \Beén the two verbs “be-
gin” from the answer sentence and “establish” from the qaeshe following lexical
chain can be found in WordNet:
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SynSet: (v-begin#2, start#4)
Relation: R-CAUSATION

SynSet: (v-begin#3, lead off#2, start#2, commence#2)
Relation: SIM-DERIV

SynSet: (v-establish#2, found#1)

The thematic structures found in VerbNet for each of the yente then propagated
along this chain in the following way:

[Patient="Abercrombie & Fitch"] begin\#2 [ Thene=n-Iife\#2]
[ Agent =X] begi n\#3 [Patient="Abercronbie & Fitch"]
[ Agent =X] establish\#2 [Patient="Abercronbie & Fitch"]

Because the final structure matches the argument structume tfre question their
system concludes that the candidate sentence is likely t@l and it receives the
highest rank during the candidate ranking phase.

However, since VerbNet is based thrematicroles there are problems when using
it like this. This can be illustrated by the following VerbtNeatterns fobuyandsell

[Agent] buy [Theme] from [ Source]
[Agent] sell [Recipient] [Thene]

Starting with the sentence “Peter bought a guitar from Jghrand mapping the
above roles fobuyto those forsell, the resulting paraphrase in termssefl would be
“Peter sold UNKNOWN a guitar”. That is, there is nothing bloakthe Agent role
of buy being mapped to the Agent role séll, nor anything linking the Source role
of buyto any role insell. Furthermore, the authors face a massive coverage problem:
The authors report that their approach can be applied to tnlgf 230 TREC 2004
guestions. They report a performance gain of 2.4% (Mean RexapRank based on
the top 50 answers).

[Sun et al., 2005] and [Schlaefer et al., 2007] both descphesystems participat-
ing in TREC which make use of ASSERT [Pradhan et al., 2004],digy available
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shallow semantic parser trained on PropBank, to annotattiqne and candidate sen-
tences with predicate-argument structures. The annotatibquestions and candidate
sentences are subsequently compared. Both papers ard tgpiEREC QA track pa-
pers in that they describe a range of new methods used ingpectve systems (both
systems had already participated in earlier years), buirtewerall performance of
the complete systems in TREC’s evaluation. The papers do veirgiependent eval-
uation figures about their approaches based on semanti@balkng. Yet both papers
comment on ASSERT'’s recall and mention that it is (as of yet)ligh enough: For
many questions and answer sentences the parser returnsnoommiplete role assign-
ments, leaving consequent processing steps without datartowith.

In [Shen and Lapata, 2007] the authors enhance the answactom module of
a pre-existing QA system by incorporating a custom-builchaetic role assignment
module based on FrameNet which assigns roles to questi@harswer sentences.
This module is based on dependency paths and assigns rotesriparing the paths
between the predicate and its roles found in FrameNet'’s tatew sentences with
all paths found in a candidate sentence. The authors findtlleat FrameNet en-
hanced answer extraction module significantly outperfarmsisnilar module that does
not use FrameNet. In comparison they found that their hasehiethod, which uses
the publicly available shallow semantic parser Shalmanigs& and Pado, 2006] to
annotate questions and answer sentences does not impmdger@ace. Similar to
[Sun et al., 2005] and [Schlaefer et al., 2007] they notettieashallow semantic parser
tends to favor precision over recall, thus reducing the remath questions for which
answers can be found.

In [Moschitti et al., 2007] the authors study the impact oftsgtic and shallow
semantic information in automatic question classificaaoil answer re-ranking for
a web-based QA system. To this end they employ a tree kernehtlaematical for-
malism to measure similarity between two trees by measurawgmany of their sub-
structures are identical. The paper introduces a new typeeefkernel, the Shallow
Semantic Tree Kernel, which is able to evaluate predicaperaent structure trees and
allows partial matches. They evaluate this kernel agaiaselnes which are based
on bag-of-words, bag-of-POS-tags and parse trees and natidns thereof. For the
question classification task they report no improvementnwiheluding information
from predicate argument structures. The authors note theg gjuestions tend to be
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short and have few verbal predicates the potential of pageli@rgument structures can
not be fully exploited in question classification. Howewussy find that predicate argu-
ment structures are useful for answer classification, wtinersystem has to deal with
longer sentences.

Finally, [Ofoghi et al., 2009] address the issue of a QA gystkat uses a state-
of-the-art shallow semantic parser for question answeamjprovide numbers on its
performance. They implement the most obvious approachy disscribed in
[Sun et al., 2005] and [Schlaefer et al., 2007]: Questiomsaaswer sentences are an-
notated with semantic roles (coming from FrameNet) withhbk of a shallow se-
mantic parser, here Shalmaneser [Erk and Pado, 2006], ancdbtith annotations are
compared. If an overlap is detected and the answer rolead fill can be extracted as
the answer. They compare this approach against a baselick l@lates the answer
with help of a named entity system. The baseline systemaehi@ MRR of 0.400 on
a partial TREC 2004 test set. This test sets consists of 148idaguestions (out of a
total 230), for which their IR system returned minimum onerect answer in the top
10 passages. When combining their baseline system with theongebased on frame
semantics their performance drops to 0.347. However, ¥ thanually correct Shal-
maneser’s output their performance increases consigei@bl520. They also present
numbers on labeling accuracy, here defined as the ratio ofuhder of correctly as-
signed frames or frame elements by the role labeller to thelevhumber of frames
or frame elements assigned by humans, both for questionareavaer sentences from
the AQUAINT corpus. Based on the top ten passages returnegebfRtmodule this
is 41.8% for frames and 17.0% for frame elements. For questilis is 59.2% for
frames and 60.3% for frame elements. This illustrates wiaatso far only hinted at in
the literature: The main reason why such an approach doesganktis the suboptimal
performance of state-of-the-art shallow semantic parsers

3.3.3 Other Uses of Lexical Resources in NLP

This section describes work in NLP, but outside QA, that rsakse of FrameNet,
PropBank and/or VerbNet. While not directly related to the kvdescribed in this
thesis, it is relevant in a broader sense because it showth#se resources can (and
have) also be used in other fields of NLP.
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We start with Textual Entailment, another application offNheside QA where the
notion of paraphrase is highly relevant. Starting with twgttfragments calledext
and Hypothesis Textual Entailment Recognition is the task of determiningether
the meaning of the Hypothesis can be inferred from the Tex20D6 two papers were
presented at the PASCAL Recognizing Textual Entailment Chgde
[Bar-Haim et al., 2006] that are based on lexical resources:

[Burchardt and Frank, 2006] present a baseline approactette#tual entailment
task in the PASCAL RTE Challenge. The paper assesses whettadmemt can be
approximated in terms of structural and semantic overlafexif and hypothesis by
combining LFG parsing with FrameNet frames and frame stnest LFG f-structures
are used with frame semantics projections for text and ngsi$ pairs. Structural and
semantic similarities are recognized and represented mtemgraph. Features are ex-
tracted from the text, the hypothesis and the match grapldierdo characterize their
syntactic and semantic properties, as well as various ptiopal measures potentially
relevant for entailment. These features are then usedctraachine learning model.
Their best run classifies 59% of the pairs in the 2006 PASCAL Ra& Set correctly.

In [Hickl et al., 2006] the authors describe an approach xtutd entailment that
combines lexico-semantic information with a large coll@tiof paraphrases acquired
automatically from the web. In their system, called GROUNDGS] text-hypothesis
pairs are sent to a text preprocessing module, where thesyatactically parsed and
processed by a Named Entity Recognition system. Semantendepcies are iden-
tified using a semantic parser trained on PropBank’s presti@ajument annotations.
To determine whether an entailment relationship existaftaxt-hypothesis pair, the
system uses an Entailment Classifier, based on decision Feesof the features used
in the classifier are based on the PropBank-style annotations

entity arg-match is a Boolean feature which fires when aligned entities in thé te
and hypothesis show the same argument role label.

entity near arg-match collapses ARG1 and ARG2 into one category, and all the
ARGM features in another category.

predicate arg-match feature which compared the role labels associated with aligned
predicates.

predicate near arg-match feature which is a less exact version of the former feature.
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The complete system classifies 75.38% of the pairs in the PBECAL RTE Test Set
correctly. When only the four features computed from the Beojk style annotations
are used this figure is 62.50%.

In the field of Information Extraction (IE) [Surdeanu et &003] describes a domain-
independent IE paradigm based on PropBank’s predicatevemgiustructures, which
are automatically identified either by the method repomdildea and Palmer, 2002]
or by a new method based on inductive learning, with an exerieature set that in-
cludes named entity information. Predicate-argumencsiras are used to identify
and extract relevant information, dictated tgynplettesessentially frame-like struc-
tures with slots representing the event’s basic inforrmatfor example main event
participants, event outcome, time and location). The faattthese predicate-argument
structures are very similar in nature to the templettes,asdikeasy to transform the
first to the latter by mapping predicate arguments into tettgs slots (a set of manu-
ally created rules is used for this). When evaluated on twoatlosn(“market change”
and “death”), their system performs 10% worse when comp@arad IE system based
on hand-crafted patterns, but the authors note that muslinlesan effort is necessary
to adapt the system to a new domain.

Another line of research is concerned with combining theviddal resources.
[Shi and Mihalcea, 2005] describe how they integrate FragteMerbNet, and Word-
Net into a unified, richer knowledge-base, to enable morasbéemantic parsing. By
doing this, they extend FrameNet's coverage, augment \&riMh frame semantics,
and implement selectional restrictions using WordNet sgimalasses. Essentially
they do two things: Firstly, they connect VerbNet to WordNiere they link all 36
semantic constraints which are imposed on the argumenistddic frames defined
in VerbNet to one or more nodes in the WordNet semantic hsagarSecondly, they
match VerbNet with FrameNet data. Here, they map VerbNetestib corresponding
semantic frames in FrameNet. Furthermore, they map VeirbBlattactic frame argu-
ments with FrameNet's semantic roles. The achieved uniésdurce is then used by
a rule-based semantic parser which the authors claim hasisgontly larger coverage
than statistical parsers based on a single resource.

In a very similar vein, [Giuglea and Moschitti, 2006] deberia robust semantic
parser, build on a broad knowledge base created by inteecting FrameNet, VerbNet
and PropBank. VerbNet and FrameNet are connected by mapmnigeNet frames to
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VerbNet classes. The PropBank corpus is used to increasetheeoverage, which,
once the mapping from FrameNet to VerbNet is achieved, ieerainproblematic be-
cause VerbNet entries already contain links to the cormdipg PropBank entries.
This work differs from [Shi and Mihalcea, 2005] in that VerbiNoles are assigned to
FrameNet frames and not via versa and in that the semansemarstatistical not rule
based (it is described in [Moschitti et al., 2005]).

3.4 Question Answering by Natural Language Genera-
tion

In this section we describe the first of two methods using Efdet, PropBank and
VerbNet in a web-based Question Answering system. It useddla available in the
resources to generate potential answer templates to tietigue While at least one
component of such a template (the answer) is yet unknowrrethainder of the sen-
tence can be used to query a web search engine. The resultsetabe analyzed,
and if they match the originally-proposed answer templatectire, an answer candi-
date can be extracted. The basic approach we use is simj@uioais et al., 2002] in
that a web search engine is fed with partial answer sentggaeed from reformulat-
ing the question. While the reformulation procedure in [Digw& al., 2002] is string
based, the QUALIM system (see Chapter 2) uses reformulatubinsh are based on
syntax, thus enabling a wider range of more exact refornauatand the extraction of
exact answers. (The approach in [Dumais et al., 2002], jesabse it lacks syntactic
knowledge, returns only passages.) The method proposéukisdction is based on
QUALIM’s approach but further enhances it by enabling th&tesm to create reformu-
lations based on the data in FrameNet, PropBank and VerbNes. nfakes a much
wider range of paraphrases available to the system. In leviag, we will give a
detailed account of our method and its implementation. Asxample we will use the
guestion “Who purchased YouTube?”

The first processing step is to parse the incoming questiomg WiniPar, a de-
pendency parser [Lin, 1998b], and Shalmaneser, a publelyadle shallow semantic
parser [Erk and Pado, 2006]. MiniPar returns the followisgdf dependency nodes:

El noWr d noBase noPar noPOS noRel
EO noWr d fin El C noRel
1 Who who EO N whn
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2 purchased purchase EO V i
E2 noVwr d who 2 N subj
3 YouTube YouTube 2 N obj

Here, each line represents one node. The first column gieesdtle’s identifier,
the second the node’s surface, if any; the third column stiéte node’s lemma; the
fourth gives the identifier of the node that is this nodesad¢he fifth column shows
the node’s part of speech; and the sixth lists the relatiprsétween the node and its
head. We are mainly interested in the questions’s head veriiarguments and thus
simplify MiniPar’s output to the following structure:

head: purchased(V)

subj: Wo
whn:  Wo
obj: YouTube

Here, head indicates that the head of the question is the vauichased subj
indicates that the deep subjectvibo (whichwhn marks as also being a question word)
andobj indicates that the deep object¥euTube

Beside what is shown above, the system analyzes the tens@engsSraple Past
In order to determine the tense of a questions (and in a labeepsing step, answer
sentences), we compare them against a XML file named tensesoxtaining basic
information about the English grammar of tenses, which weated especially for this
purpose. Below is an excerpt, showing the entries for Simaét #d Past Progressive:

<tense name="Past Tense">
<form aspect="Si npl " voi ce="Active">
<subj />
<verb flection="PAST" agr="subj"/>
</fornp
<f orm aspect =" Progressi ve" voi ce="Active">

<subj />
<aux base="be" flection="PAST" agr="subj" |ex="was|were"/>
<verb flection="PROG' />

</fornp

</tense>
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In the case of the question “Who purchased YouTube?” themysteognizes that
here the subject “Who” is followed directly by the head verhitinSimple Past form
“purchased.” This matches the first of the forms given in tkeeept, which is marked
as being “Past Tense” with aspect “Simple” and voice “Active

Once this analysis is done, we look up the head verb in oneedéftical resources
(in this example FrameNet) where exactly one lexical unipiarchase.wan be found.
There, we find 75 associated annotated sentences, one df ishic

The company had| PURCHASED| several PDMS terminals, but has been ...
FE:Buyer lexical unit FE:Goods

As can be seen, parts of the sentences are annotated with &ements, here
BuyerandGoods The system will parse and simplify the annotated sentenctisa
set of abstract frame structures, similar to those in VetbiNechieved. This is done
by intentionally removing words associated with certauels of information that were
present in the original data, i.e. tense, voice, mood andtitey (In a later step some
of it we be reintroduced.) For the above example, “had” ingeized as being a part
of the tense construction indicating that this sentence Raist Perfect. (The already
mentioned tenses.xml file is used for this.) Therefore, td \complex “had pur-
chased” is reduced to an abstract element “VERB”. Furtherptibeesurface structure
of the NPs labeled with frame elements are removed. Thessnfert “but has been
having difficulty in using them effectively” (only partiglilmentioned before) is com-
pletely removed, because it contains no annotations. Tdtieg abstract structure
is:

Buyer [ Subj, NP] VERB Goods[ Obj, NP]

Beside the structure given, similarly extracted from otmeraated sentences in FrameNet
are:

Buyer [ Subj, NP] VERB Goods[ Cbj, NP] Sel | er[ Dep, PP-fronj
Buyer [ Subj, NP] VERB Goods[ Cbj, NP] Money[ Dep, PP-for]
Buyer [ Subj, NP] VERB Goods[ Obj, NP] Reci pi ent [ Dep, PP-for]

This shows that usually, for this particular example, inv@&csentences, thBuyer
role is realized as an NP at subject position, wil@odsis an NP at object position.
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From information like this the system creates a table irtdigehow often each syntac-
tic function is realized as which semantic role. As menttparlier, the analysis of
the question showed that the question word (and as such sheeaslot) is in subject
relation to the verb “purchase”. Furthermore, “YouTube&ds to be in object rela-
tion to the verb. Taking this information together with theshcommonly observed
syntactic function/semantic role combinations, it can bectuded that the filler for
the Goodsframe element is “YouTube”, and that the question asks Buger We
then compare the role assignment we just achieved with Simser’s result. For the
example at hand both methods agree. If we would get two difteassignments, we
would from now on perform all processing steps in parallebioth possibilities. If no
method produces a (complete) result, we cannot processidstiogn further.

This last point is also the main motivation for the descripeatedure. We need a
complete role assignment (meaning that all question doesiis have a role assigned),
in order to proceed. Yet, role assignment is brittle (sedi@ex 3.3.1 and 3.3.2). By
combining our heuristic with a shallow semantic parsertpatwe increase the chance
of obtaining a result. (Note that the method explained is faction, as will become
clear in the following, does not need to annotated answeesees.)

For the case at hand, role assignment suceeds, so the syamtegive a pseudo-
semantic formula for the question:

purchase _2971(Buyer=X, Goods="YouTube")

This and the fact that the question was asked in past tensblesrthe approach to
create the following potential answer templates by altimgaall possible past tense
forms and the voice:

ANSVER[ NP] pur chased YouTube

ANSVER[ NP] (was|were) purchasing YouTube
ANSVEER[ NP] (has| have) purchased YouTube
ANSVER[ NP] had purchased YouTube

YouTube (was|were) purchased by ANSVER] NP]

To do this, the tense and voice information from the alreadptioned tenses.xml
file is used. For the second exampMIQVER NP] (was| were) purchasing YouTube)
the second form in the tense.xml excerpt given above telilbaigshe Past Progressive
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form in active voice consists of the verb “be” in its past faf@ither “was” or “were”),
followed by the progressive form of the verb (here “purchg¥. This allows two
possibilities for the verb complex: “was purchasing” or ‘f@eurchasing”.

Then, the part (or parts) of the templates that are known aoéged and sent to a
search engine (Google for our experiments). For the abcamples, the queries are:

"purchased YouTube"

"was purchasing YouTube"
"were purchasing YouTube"
"has purchased YouTube"
"have purchased YouTube"
"had purchased YouTube"
"YouTube was purchased by"
"YouTube were purchased by"

One point that needs to be considered here is grammaticadiagnt. In our exam-
ple this means that in order to create fully grammaticalessrd parts the auxiliary verb
has to be in agreement with the surface subject. When gemgattive sentences, the
subject is not known because it is the answer to the queskioa,we cannot know the
grammatical number of the answer in advance. Thereforemghibilities are gener-
ated. For active sentences we do know the subject. Thusamtht would be possible
to devise an algorithm that only generates templates wittecbagreement. We opted
for the simpler version and instead generate queries fpoaBibilities—mainly because
In English there are just two. We expect the grammaticaltyexd possibility to return
more hits that the grammatically incorrect version. Thibasause it can be assumed
that there are more grammatically correct sentences on déetan grammatically
incorrect ones."(YouTube was purchased by", at the time of writing returns 1,210
hits on Google, whilé YouTube were purchased by" returns just one.)

After the queries are created and the search engine is quegatences are ex-
tracted from the top 50 returned snippets per query and fr@set, candidate sentences
are extracted. These are matched against the abstract $teusture from which the
gueries were originally created. For the above qu&ouTube was purchased by",
for example, Google reports at the time of writing 1,200 hssthe first being:

“YouTube was purchased by Google in 2006 for approximatedybillion dollars,
even though YouTube was not yet earning a profit.”
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The sentences are parsed and can easily be matched to tHateemp
YouTube (was|were) purchased by ANSVER] NP] from which the search query was
created. In that way, “Google” is determined as the answesrabse it is the NP fol-
lowing directly after the template parts that were usedtierquery. We also achieve,
almost as a side effect, a role assignment for relevant pré@nswer sentence. Thus,
for the given example, the system was able to find the coreseict answer and the
open proposition shown earlier can now be completed:

pur chase_2971( Buyer="Coogl ", Goods="YouTube")

Note that although the described approach uses an examg#e ba FrameNet,
the data provided in PropBank and VerbNet is used in a simaktnion. In the case of
PropBank the procedure is essentially the same. When usifiNegrone processing
step can be skipped. This is because VerbNet does not list@&asentences, but re-
turns the abstract frame structure directly.

While this is the general approach we use to locate answeesadditional point
is crucial to note. So far, only questions whose answer sodgiargument of the head
verb were discussed. However, for some question clasgesojafly time- or location-
guestions) this assumption does not hold. Here, the ansnbetquestion is usually
realized as an adjunct. This is an important difference fteast three reasons:

1. FrameNet and VerbNet do not or only sparsely annotatlperal adjuncts.
(PropBank however does.)

2. In English, the position of adjuncts varies much more tihase of arguments.

3. In English, different kinds of adjuncts can occupy the sgrasition in a sen-
tence, although naturally not at the same time.

The following examples illustrate point 2:

YouTube was purchased by Google on October 9.
On October 9, YouTube was purchased by Google.

YouTube was purchased on October 9 by Google.

All variations are possible, although they may differ inquency. PPs conveying
other adjuncts could replace all the above temporal PPeegrdould be added at other
positions.
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These observations have to be accounted for, both whemasgigemantic roles
to questions and when creating and processing potentialearsentences. When an-
notating the answer role in a question which asks for an perad adjunct, the syntax
of the question is of little help. Instead, the answer typéhef question has to be
consulted. (See Section 2.2.5 for an explanation of how yisées processes an-
swer types.) This means that certain answer types are nohtoheertain roles, e.g.
whenever a temporal or location answer type is detectedribeer role becomes, in
FrameNet termglaceor Time respectively. The approach then uses an abstract frame
structure like the following to create the queries:

Buyer [ Subj, NP, unknown] VERB Goods[ Gbj, NP, " YouTube" ]

While this lacks a role for the answer, it still can be used ®ate a query like the
following:

"has purchased YouTube"

When sentences returned from the search engine are thenedaghinst the ab-
stract structure, all PPs directly before Beyerrole, between th8uyerrole and the
verb and directly after th&oodsrole are extracted. Then all these PPs (if any) are
checked on their semantic types and only those are kept tahrthe answer type of
the question (if an answer type has been has been identified).

3.4.1 Making use of FrameNet Frames and Inter-Frame Relation s

The method presented so far can be used with all three resouBat FrameNet goes
a step further than just listing verb-argument structuresrganizes all of its lexical
entries in frames, with relations between frames that candeel for a wider para-
phrasing and inference. In the following we will explain htivis information is used
to generate additional answer templates.

As mentioned is Section 3.2.1, tipeirchase.Vexical unit, for example, is found
in a Commerce-bujrame which also contains the lexical unitsy.vandpurchase.n
Both of these entries list annotated example sentences wb&lkhe same frame ele-
ments agpurchase.v Therefore, by using the same techniques which were exqaain
earlier, we can produce reformulations based on thesedetattries:

ANSVER[ NP] bought YouTube
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ANSVER] NP] (has| have) bought YouTube
YouTube (has|have) been bought by ANSVER] NP]

Because FrameNet is not restricted to verbs, but lists otimts pf speech as well,
it is also possible to generate target paraphrases withshelidh are not verbs, like:

ANSVEER] NP- Geni tive] purchase of YouTube

In fact, handling these is usually easier than sentencesilmasverbs, because no
tense/voice information has to be introduced.

Furthermore, frames themselves can stand in differentioaka The frameCom-
mercegoods-transferfor example, stands both to the already mentichechmercebuy
frame and taCommercesellin anis_perspectivizedn relation. The latter contains the
lexical entriegetail.v, retailer.n, sale.n sell.v, vend.vandvendor.n Here is one anno-
tated example sentence listedsill.v.

the landowner  SOLD the land | to developers ...
FE:Seller | lexical unit| FE:Goods| FE:Buyer
As can be seen, the frame elements of these lexical unithasaime labels as the

frame elements in thpurchase.\andbuy.ventries. This enables us to create answer
templates like:

YouTube was sol d to ANSVER] NP]

Other templates created from this frame seem odd, e.g.

YouTube has been retailed to ANSVER] NP]

This is because the verb “to retail” usually takes mass-jetedas its object argu-
ment and not a company. But FrameNet does not make such fimeddistinctions.
However, we did not come across a single example during derednt where such a
phenomenon caused an overall wrong answer. Sentencebldikmé above will most
likely not be found on the web (just because they are in a nmasemantic sense not
well-formed). Yet even if we would get a hit, it probably wde legitimate to count
the odd sentence “YouTube had been retailed to Google” aewewe for the fact that
Google bought YouTube.
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3.5 Combining Semantic Roles and Dependency Paths

The method described in the last section uses precise,djgetech queries to locate
potential answer sentences on the web. The main advantagj@deed our main rea-
son for deciding on this approach is that the results retuhraae a high probability
of containing the correct answer: The method searches thdavebvious formula-
tions of the answer fact. A potential disadvantage thougfeissome answer sentences
might be formulated in completely different ways—and canefore not be found. This
applies for example to answer sentences where the impadastituents are not ad-
jacent to each other. To compensate for this, we implememntestond method based
on the same resources. It poses abstract, unquoted seancbsowhich are simply
based on question key words. As a result, much less of thexspithe candidate sen-
tences we find on the web is known until we have found them antherefore need
a more powerful tool to match these candidate sentences tnthotated sentences in
FrameNet and PropBank. (VerbNet does not list example sessdor lexical entries,
so could not be used for this second method.) We decided tdemesndency relations
(more precisely dependency paths) for this task, mainhabse dependency relations
have been used by other researchers many times before amdl@wvn to be suitable
for this task. [Lin and Pantel, 2001, Rinaldi et al., 2003, Baughal., 20053]

Here is how we proceed:

In a pre-processing step, all example sentences in PropBahliF@meNet are
analyzed and the dependency paths from the head to each foathe elements are
stored. For example, in the sentence “The Soviet Union heshpsed roughly eight
million tons of grain this month” (found in PropBank), “puiated” is recognized as
the head, “The Soviet Union” &R GQ “roughly eight million tons of grain” a&RGJ,
and “this month” as an adjunct of ty@@vP. The stored paths to each are as follows:

headPath 4 i

role =ARGQ paths ={{} s, sub j}
role =ARG] paths ={{} obj}
role =TMP, paths ={{ mod}

This says that the head is at the root, ARGO is at both surfagedus) and deep
subject gub) positior?, ARG1 is the deep objecbbj), and TMP is a direct adjunct

SMiniPar allows more than one path between nodes due, for ghearo traces. The given example
is MiniPar’'s way of indicating that this is a sentence inagtioice.
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(mog of the head. The dependency paths used here represenirptithparse tree of
the corresponding sentence. Each one starts at the peedindends at the constituent
filling one semantic role. Arrows indicate the direction imieh the path moves in
each step, either ugf or down (}).

Semantic roles are assigned to questions as describedtiarséd. Sentences that
potentially contain answer candidates are then retrieyefddsing a rather abstract
query consisting of key words from the question. Once we lubtained a set of
candidate-containing sentences and have parsed themkwleea®llowing questions
of their dependency structures compared with those of tlaenple sentences from
PropBank:

la Does the candidate-containing sentence share the saohedrb as the example
sentence?

1b Do the candidate sentence and the example sentence lshaaae path to the
head?

2a In the candidate sentence, do we find one or more of the d&amppaths to the
answer role?

2b In the candidate sentence, do we find all of the exampldlssga the answer
role?

3a Can some of the paths for the other roles be found in the datedsentence?

3b Can all of the paths for the other roles be found in the catdisentence?

4a Do some of the surface strings of the other roles matcle thiokhe question?

4b Do all of the surface strings of the other roles match tlobdslee question?

Tests 1a and 2a of the above are required criteria: If theidatedsentence does
not share the same head verb or if we can find no path to the ansl@gwe exclude
it from further processing.

Each sentence that passes steps la and 2a is assigned aokéighor each of
the remaining tests that succeeds we multiply that weigh?.byHence a candidate
sentence that passes all the tests is assigned a weighté&gthigher than a candidate
that only passes tests 1a and 2a. We take this as reasoratite, @vidence for hav-
ing found a correct answer is indeed very weak if only testarich2a succeeded and
very high if all tests succeed. Whenever condition 2a hold@scan extract an answer

SNote that our process is not too different from what a rolelabwould do: Both approaches are
primarily based on comparing paths in parse trees. Howasgndard role labeler would not take tests
3a, 3b, 4a and 4b into account.
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candidate from the sentence: It is the phrase that the ansfeepath points to. All

extracted answers are stored together with their weigiw® retrieve the same answer
more than once, we add the new weight to the old ones. (Thiisame procedure
as described in Setion 2.2.4.) After all candidate sentehege been compared with
all pre-extracted structures, the answer candidates aekeld on their semantic type
(see 2.2.5). This is especially important for answers thatealized as adjuncts, see
Section 3.4. The answer candidate with the highest scoteosen as the final answer.

We now illustrate this method with respect to our question 8fghrchased YouTube?”
The roles assignment process produces this result: “YoeiTishbARG1and the an-
swer role iSARGQ The web query used is simppur chased YouTube (without
guotes) and we retrieve inter alia the following sentencEheir aim is to compete
with YouTube, which Google recently purchased for more tharbillion.” The de-
pendency analysis of the relevant phrases is:

head = “purchased”, path#}i{pred|i{modjpcom-rjrel}i
phrase = “Google”, paths §ls, |subj}

phrase = “which”, paths #/}obj}

phrase = “YouTube”, paths &ifrel}

phrase = “for more than $1 billion”, paths{& mod}

If we annotate this sentence by using the analysis from theeaéxample sentence
(“The Soviet Union has purchased ...”) we get the followipgr(ially correct) role
assignment: “Google” ifRGQ “which” is ARG1 “for more than $1 billion” isTMP.

The following table shows the results of the 8 tests desdraimve:

la| OK 2a | OK 3a| OK 4a | —
1b| - 2b | OK 3b| OK 4b | -

Test 1la suceeds because both sentences share the samerheatkese1b fails
because the path to the head verbs are different. Tests 2abasdcceed because
both paths to the answer rol¢gq and | sub) are present in the candidate sentence.
(They point to “Google”, which therefore becomes an ansveerdate.) Tests 3a
and 3b succeed because all other paths present in PropBaakpke sentencd)pbj
and|mod are also present in the candidate sentence. Tests 4a armvédr fail,
because the fillers for the non-answer roles at the ends gfdties in the candidate
sentence do not match the fillers in the question. (In thisrgta there only is one
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such afiller, for role ARG1, with in the question has the swefaitucture “YouTube”,
whereas in the candidate sentence it is “which.”)

Because tests la and 2a succeeded, this sentence is assigngidlaveight of
1. However, because only three other tests succeed as twéihal weight is 8. This
rather low weight for a positive candidate sentence is duleedact that we compared
it against a dependency structure which it only partiallytehad. However, it might
very well be the case that another of the annotated sentshoes a perfect fit. In
such a case this comparison would result in a weight of 6hel$¢ were the only two
sentences that produce a weight of 1 or greater, the finahiviagthis answer candi-
date would be 8 64 = 72. (See also Section 2.2.4, where this method of combining
results is explained in more detail.)

3.6 Evaluation

3.6.1 Coverage and Methology

Before we evaluate algorithm performance in detall, it isessary to a look at the
coverage the resources provide. The first observations ke imathis regard is that
FrameNet, PropBank and VerbNet all are concerned wettb semantics, which for
our purposes has one unfortunate consequence: None ofdbierces contain data
about the verlio be Yet, more than 35% of the questions in TREC's test sets show
the head verlto be For all these questions none of the resources is of any’hélp.
general breakdown of coverage issues is given separatefydmeNet, PropBank and
VerbNet in Tables 3.7, 3.8 and 3.9, respectively. In all ¢htables, the second row
shows the number of factoid questions in the test set and moge tlists how many
of these are questions with the head virtbe The following rows indicate further
coverage problems. A question, for example, might have d e that is not listed in
the resource’s dictionary. How often this occurred is statterow four. Row five lists
how often a verb, although listed in the dictionary, corgano annotated sentences.
(This happens rather often in FrameNet, where verbs thailanmed to be annotated
in the future are already in the dictionary—but without aayed For VerbNet this never

"This is not strictly true for FrameNet, which includes otiparts of speech beside verbs. For a
question like “Who is the president of the United States?"FiameNet, we would have to look up
the nounpresident Unfortunately, the coverage for nouns is very sketchy,hst e choose to not
implement a mechanism to allow questions having a noun &siaén frame-bearer.
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is the case; it contains no annotated sentences, but dlfstnae structures instead.)
Row six list how often a question’s head verb was looked up andd, but could not
be used because none of the verb’s listed senses showednbdrsasitivity as the
question’s head verd. Finally, the last two rows show for how many questions the
resources provide no data, once in absolute numbers andasree@ercentage of the

numbers of questions in the test set.

FrameNet 2002 2003 2004 2005 2006 2002-2006
guestion no 500 413 230 362 403 || 1908

head is “be” 218 144 78 119 123 | 682 (35.7%)
no entry 28 24 12 30 36| 130 (6.8%)
no sentences 25 30 27 34 29| 145 (7.6%)
transitivity 10 13 5 10 15 53 (2.8%)
o data 281 211 122 193 203 1010 (52.9%)

(56.2%) | (51.1%) | (53.0%) | (53.3%) | (50.4%)

Table 3.7: Breakdown of the availability of data in FrameNet for the TREC test sets

used.

PropBank 2002 2003 2004 2005 2006 2002-2006
question no 500 413 230 362 403 || 1908

head is “be” 218 144 78 119 123 || 682 (35.7%)
no entry 5 14 6 20 20 65 (3.4%)
no sentences 20 13 11 15 25 84  (4.4%)
transitivity 15 12 7 8 14 56  (2.9%)
o data 258 183 102 162 182 887 (45.5%)

(51.6%) | (44.3%) | (44.3%)| (44.7%)| (45.2%)

Table 3.8: Breakdown of the availability of data in PropBank for the TREC test sets

used.

8This usually indicates that the entries contained in theure exemplifies a different sense that
verb in the question. Consider the following example (thst fjuestion from the 2002 question set): “In
what country did the game of croquet originate?” Here “oré@ge” is used in an intransitive way. Yet,
FrameNet contains only annotations for the transitive vigb “... the ancient Greeks who originated
the word aristocracy...” In such a case, role assignmenthi®muestion fails, and thus the question

cannot be processed.
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VerbNet 2002 2003 2004 2005 2006 2002-2006
guestion no 500 413 230 362 403 | 1908

head is “be” 218 144 78 119 123 | 682 (35.7%)
no entry 53 60 30 53 54| 250 (13.1%)
no sentenceg - - - - - -

transitivity 8 9 12 6 15 50 (2.6%)
o data 279 213 120 178 192 082 (51.5%)

(55.8%) | (51.6%) | (52.2%) | (49.2%) | (47.6%)

Table 3.9: Breakdown of the availability of data in VerbNet for the TREC test sets used.

These coverage figures are rather disappointing. Obvicaslglgorithm based on
resources that contain no data for roughly half of all questi can—at best—perform
with an accuracy of about 0.5. We therefore decided to cadnith@écevaluations on
two different kinds of test sets: One is based on all factoigsgjons in the TREC test
sets from 2002 to 2006 and one is based only on those facteistiqus in these sets
for which data in the resources exist. Note that this secomd &f test set in fact is
different for each of the three resources. The size of eadividual test set can be
deducted from Tables 3.7, 3.8 and 3.9, where the total numibiarctoid questions
in each test set are given and the number of factoid questwnshich no data is
available. (The size of the test sets used is the total nupflfactoid questions minus
the factoid questions for which no data exists.)

From 2004 on, TREC organized their test sets in series, eadtedeby a target
e.g. “Franz Kafka” and a few questions about this target, &ghen was he born?”
Obviously, such questions cannot be used on its own, butnistls to be combined
with the target to e.g. “When was Franz Kafka born?” For theeexpents described
here we used a manually resolved test set (which would cofitdhen was Franz
Kafka born?” instead of “When was he born?”) The reason fa ihthat resolving
the questions is not always trivial for an automatic systewm,it is a problem that is
unrelated to the problem at hand. Furthermore, for a lirigaiy-motivated approach
like the one proposed here, it is important to start with greatically correct questions
in the first place.

Another slight departure from TREC's setup is that we did nalwe questions
known to have no answer in the AQUAINT document collectiom¢alled NIL ques-
tions). The reason for this is that we did not use the AQUAINTpts, but the web as
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the underlying text source in which the answers have to bedoMve simply assume
that for every question the web contains the (correct!) answ

3.6.2 Performance Method One

The evaluation results for the first method described ini®&e& 4 can be seen in Table
3.10 (based on complete TREC test sets) and Table 3.11 (bageattal test sets —
i.e., sets that do not include questions for which the respmemethod does not provide
any data).

guestion
2002 | 2003 | 2004 | 2005| 2006 | 02-06
count

FrameNet 0.114| 0.075| 0.161| 0.105| 0.062| 0.099 1908
FrameNet+ || 0.122| 0.085| 0.183| 0.119| 0.069| 0.110 1908
FrameNet ++| 0.126| 0.090| 0.191| 0.122| 0.072|| 0.114 1908
PropBank 0.132| 0.097| 0.183| 0.135| 0.082| 0.121 1908
VerbNet 0.128| 0.082| 0.187| 0.121| 0.072| 0.112 1908
combined 0.162| 0.111| 0.200| 0.157| 0.091| 0.140 1908

automatic 0.156| 0.089| 0.165| 0.138| 0.072| 0.122 1908
comb+auto || 0.174| 0.119| 0.200| 0.163| 0.096 || 0.147 1908

Table 3.10: Evaluation results for method one on complete TREC test sets.

question
2002 | 2003| 2004 | 2005| 2006 | 02-06
count

FrameNet 0.260| 0.153| 0.346| 0.225| 0.125| 0.209 898
FrameNet+ || 0.279| 0.173| 0.389| 0.254| 0.140|| 0.234 898
FrameNet ++| 0.288| 0.183| 0.407| 0.260| 0.145|| 0.242 898
PropBank 0.273] 0.174| 0.328| 0.245| 0.149 || 0.225 1021
VerbNet 0.290| 0.170| 0.391| 0.239| 0.137| 0.231 926

combined 0.315| 0.183| 0.333| 0.265| 0.155|| 0.243 1099

automatic 0.302| 0.150| 0.255| 0.231| 0.117 | 0.208 1117
comb-+auto 0.337] 0.195| 0.309| 0.273| 0.158| 0.250 1122

Table 3.11: Evaluation results for method one on partial TREC test sets, using only

questions for which data is available in the concerned resource.
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In these tables column one indicates the experimental sestegb, columns two to
six give results in top-1 accuracy for the different tess sedividually, row seven gives
numbers for all these test sets combined. In row eight theathreumber of questions
in the used evaluation sets (02-06) is given. As far as the @@ concerned, rows
two, three and four show top-1 accuracy when only FrameNeseésl. In Section
3.4.1 experiments that make use of FrameNet's inter-frafstions were presented.
Row two lists the results we get when using only the questiadherb for the re-
formulations (e.g.purchase.\for the question “Who purchased YouTube?”), for row
three the other entries in the same frame were also ysadhase.ybuy.vand pur-
chase((act)).n) whereas row four gives results using all entries in all fearto which
the question’s frame is related viaheritance Perspectiveon and Using relations,
when using only those frames which show the same frame etsrwehich addsell.v
andretail.vamongst others). Row five and six give results for PropBank aantdNet
respectively. For the combined run presented in row sevenerb was looked up in
all three resources simultaneously and all entries frorthetle resources were used.

Additionally, Tables 3.10 and 3.11 also report, in row ej@mt experiment with a
cautious technique for expanding coverage. Any head veslgsgsumed displays the
following three patterns:

intransitive: [ARGO] VERB
transitive: [ARGO] VERB [ARG1]
ditransitive: [ARGO] VERB [ARG1] [ARG2]

During processing, we then determined whether the quessied the head verb (if
it was not “to be”) in a standard intransitive, transitiveddransitive way. If it did, and
that pattern for the head verb was not contained in the ressuwe temporarily added
this abstract frame to the list of abstract frames the syste@d. This method rarely
adds erroneous data, because the question shows that sadh agument structure
exists for the verb in question. Finally, row nine show theults we achieve when the
results from all three resources are combined with the emeeexpansion strategy.

In Table 3.11, which shows results for partial TREC test dbisse sets for the
coverage expansion strategy consist of all questions tsersycould analyse as ex-
emplifying one of the basic three transitivity patterns5§2ut of 500 questions for
the 2002 test set, 247 out of 413 for 2003, 149 out of 230 foA2@Q6 out of 362 for
2005, 247 out of 403 for 2006.) When the coverage expansiategly is combined
with the runs based on FrameNet, PropBank and VerbNet, thielgast sets contain
of the union of all questions that the system could analyssxasplifying one of the
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basic three transitivity patterns and all questions thatvsh head verb that can be
found in any of the resources.

As mentioned earlier, the partial test sets used for thererpats in Table 3.11
differ in size (see column eight). This is because the ressudiffer in coverage. The
evaluation measure on which the numbers in the tables aesl lmaccuracy, which is
obtained by dividing the number of correct answer by the nemalh questions in the
test set. The fact that the divisor in the formula is différ@neach case explains why
it is possible that a) the overall observed improvementsaild 3.11 are smaller than
in Table 3.10 and that b) the “comb+auto” value for the 20@4 $et in Table 3.11 is
worse than the “combined” value.

The mentioned strategy was initially designed as a way toraatically extend
coverage of the resources. Yet it can also serve as a basaAliee all, if we can get
the necessary syntactic information directly from the ¢joesand if this is sufficient
to find answers, what do we need the resources for? Indeedln 3adl0 (based on
complete test sets), we see that, when considering qusdtiom all test sets, the
automatic strategy outperforms all three resources iddally. This however is no
longer the case when the resources are combined. The reastmnsf lies, again,
in coverage. The baseline outperforms the individual resesibecause it provides
data where the resources do not. Yet, it is remarkable tlattimbined resources
outperform the baseline, even on complete test sets (whesew a 14.7% increase).
The reason for this is that additional verb valences, diffiefrom those of the question
cause the resources to pick up answers that the syntaatitriafion about the verb’s
usage contained in the question alone cannot deliver. Adtarbdine, we can note
that the three resources combined perform better on the letenfest set than the
baseline—despite their obvious coverage problems.

Table 3.12 shows the results of sign tests, based on compRIEC test sets.
Columns one and two give the names of the compared runs (theshara the same
as in Table 3.10). The last column shows the obtained p-vdlbe sign test looks at
those questions which received different judgments fotweruns under comparison
and tests the null hypothesis that there are equal numbelifferences in both direc-
tion, i.e. that run 2 produces an equal amount of correct arsvor questions that
have been answered wrong in run 1 and wrong answers for qosgireviously an-
swered correct in run 1. Small p values indicate that theméhigh chance of observing
more improvements than deteriorations. Using this testseecthat all the performed
comparisons are statistically significant (all p-valuessmaller than 0.05).
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run 1 run 2 p-value

FrameNet| FrameNet + <0.01

FrameNet| FrameNet ++/| <0.01

FrameNet| PropBank <0.01
FrameNet| VerbNet <0.01
VerbNet | PropBank 0.02
automatic| combined <0.01

automatic| comb+auto <0.01

Table 3.12: Results of sign tests, performed on complete TREC test sets (Table 3.10).

Another, unrelated point worth mentioning, is that perfanoe varies a lot across
different TREC test sets. The difference between the 20026608 test sets is simply
due to the fact that the 2003 set contains more difficult goiestthan the 2002 test
set. From 2004 on TREC used question series. TREC seems to tranzeicsated
this complication by moving to simpler individual questsoin 2004. After that diffi-
culty was again gradually increased. Additionally to gigsseries, in 2005 and 2006
TREC included so-called event questions. These have an as¢atget around which
the questions revolve. An example for such a target wouldll899 North American
International Auto Show” (series 104 from 2005), for whiameoguestion is “What
auto won the North American Car of the Year award at the show#® manually re-
solved question which we used for evaluation is “What auto thk@North American
Car of the Year award at the 1999 North American Internatidnab Show?” These
guestions are very difficult to handle with our method, beeailne rephrased, quoted
search queries posed to a search engine become quite MENEUW.:

"at the 1999 North American International Auto Show the
North Anerican Car of the Year award was won by"

This, because of its length, returns no results. Such guesére the main reason
for the bad results on the 2006 test sets. (The 2006 testmstatice more such questions
than the 2005 set).



Chapter 3. Question Answering Based on Semantic Roles 65

3.6.3 Performance Method Two

Our second method described in Section 3.5, can only be ughd~vameNet and
PropBank, because VerbNet does not contain annotated examtences, which this
method is based on. Results are presented in Table 3.13 ahdrBdlsimilar manner
than the the results for the first method were presenteceealesults are shown sep-
arately for FrameNet and PropBank and additionally resutgpaesented when both
methods are combined, by looking up verbs and their anribt®rtences in both re-
sources simultaneously.

2002 | 2003 | 2004 | 2005| 2006 || 2002-2006
FrameNet|| 0.028| 0.034| 0.035| 0.039| 0.020 0.030
PropBank|| 0.094| 0.070| 0.139| 0.110| 0.074 0.093
combined|| 0.100| 0.082| 0.148| 0.122| 0.079 0.102

Table 3.13: Evaluation results for method two on complete TREC test sets.

2002 | 2003 | 2004 | 2005| 2006 | 2002-2006
FrameNet| 0.059| 0.069| 0.074| 0.083| 0.040 0.063
PropBank|| 0.194| 0.126| 0.250| 0.200| 0.136 0.174
combined|| 0.198| 0.139| 0.254| 0.210| 0.142 0.182

Table 3.14: Evaluation results for method two on partial TREC test sets, using only

questions for which data is available in the concerned resource.

What is surprising is that for the second method PropBank etfbpms FrameNet
very considerably. This was not the case for the first metiddire PropBank also
performed better but by a much smaller margin. Analysis shihat there are three
reasons for this:

1. PropBank’s lexicon contains more entries.
2. PropBank provides many more example sentences for eagh ent

3. FrameNet only sparsely annotates peripheral adjunutiss@ does not apply to
When- or Where-questions, which are common question typeRECTevalua-
tion sets.
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While all these points also apply for the first method, theycinmore importance
for the second method, because here the syntax of the acietaded sentences has
a greater impact: In the first method abstract patterns a@ as a mediator between
the annotated sentences and potential answer sentengssnddiator approach also
enables the first method to add slots for peripheral adjumextsied to answer When-
or Where-questions, even if not present or annotated in thmpbe sentences, as it is
the case for FrameNet.

3.6.4 Combined Performance

Tables 3.15 and 3.16 show the results obtained when bothoshetre combined. The
general method of how this is done is described in Chaptef 2&lier in this thesis.
(The weight of method 1 was set to 5, the weight of method 2)to 1.

2002 | 2003 | 2004 | 2005| 2006 | 2002-2006
Method 1 || 0.174| 0.119| 0.200| 0.163| 0.096 0.147
Method 2 || 0.100| 0.082| 0.148| 0.122| 0.079 0.102
Combined| 0.198| 0.171| 0.248| 0.218]| 0.126 0.187

Table 3.15: Evaluation results on for both methods separately and when combined

based on full TREC test sets.

2002 | 2003 | 2004 | 2005| 2006 | 2002-2006
Method 1 || 0.337| 0.195| 0.309| 0.273| 0.158 0.250
Method 2 || 0.198| 0.139| 0.254| 0.210| 0.142 0.182
Combined| 0.383| 0.282| 0.382| 0.366 | 0.206 0.318

Table 3.16: Evaluation results on for both methods separately and when combined

based on partial TREC test sets, using only questions for which data is available.

Table 3.17 presents evaluation results of the best penfgriactoid systems in
TREC from the years 2002 to 2006. These numbers are based sartteeTEST sets
which we used. Note that there are three differences in queraxental setup: 1) We
use manually resolved question series, 2) We do not have t#ktgpns, 3) We do not
require the system to find a supporting document in the AQUAtNrpus. Especially
the first and third point puts our system at a slight advantaigzertheless, as can be
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2002 | 2003 | 2004 | 2005| 2006

median ?10.177| 0.170| 0.152| 0.186
best system| 0.830| 0.700| 0.770| 0.713| 0.578
3rd best 0.542| 0.562| 0.626 | 0.326 | 0.390
5th best 0.368| 0.298| 0.313| 0.293| 0.298
10th best || 0.304| 0.208| 0.213| 0.215| 0.213

Table 3.17: TREC evaluation scores for the years 2002-2006 in accuracy. Note the
slight differences in the experimental setup when comparing against the methods pre-

sented here.

seenin Table 3.16 we are able to achieve results that comgdirevith top performing
systems in the corresponding TREC evaluations—when camngidenly questions for
which data is available. Results are less convincing wherpbeten TREC test sets are
used. Sitill, for three out of four years for which data aboREIC system located at
the median of all participants is available, our method etftggms the median.

3.6.5 Performance Impact on a pre-existing QA System

Tables 3.18 and 3.19 show how the two methods based on legmalirces improve
performance of a pre-existing QA system. We used our own QMAdystem as de-
scribed in Chapter 2. All three of QUALIM’s algorithms wereeds their combined
performance is given in the first row of the tables. Note thaAQM in itself performs
well (as proven by TREC evaluations in 2004-2006, see Segti®yn Furthermore, as
mentioned QUALIM already combines three different methotsus, it represents a
very strong baseline. Table 3.18 is based on complete TREGdts Table 3.19 is
based on only those questions in the test set for which dasaawailable in one of
the three resources or for which the automatic coveragensixie method could be
applied.

Tables 3.18 and 3.19 report a 16.3% and 21.9% improvmentforpgance (mea-
sured in top-1 accuracy, for all TREC test sets combined cbaseomplete and partial
TREC test sets respectively) compared to the strong bassistem.

To sum up the evaluation results so far:

e Our methods based on the resources, despite coveragemsyloletperform the
automatic baseline strategy.
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2002 | 2003 | 2004 | 2005| 2006 | 2002-2006
QUALIM 0.464| 0.341| 0.409| 0.354| 0.325 0.380
+comb+auto|| 0.532| 0.400| 0.478| 0.422| 0.372 0.442

Table 3.18: Evaluation results of the QUALIM system on its own and when combined
with both methods based on FrameNet, PropBank and VerbNet when also using the
automatic coverage expansion method. Top-1 accuracy based on complete TREC test

sets.

2002 | 2003 | 2004 | 2005| 2006 | 2002-2006
QUALIM 0.494| 0.378| 0.456| 0.412| 0.348 0.416
+comb+auto|| 0.616| 0.446| 0.557| 0.518| 0.413 0.507

Table 3.19: Evaluation results of the QUALIM system on its own and when combined
with both methods based on FrameNet, PropBank and VerbNet when also using the

automatic coverage expansion method. Accuracy based on partial TREC test sets.

e Our results compare well with the best performing systemBREC (if using
partial test sets).

e Our methods improve performance of a strong baseline system

This leads to the following conclusion: Resources like Fridete PropBank and
VerbNet can be highly beneficial for Question Answering (potentially other areas
of Natural Language Processing, where detecting paraghia®f equal importance).
Yet, as of today, coverage remains problematic and moretgfiave to be undertaken
by the community to create more complete resources.

3.6.6 Porting the Approaches to a Local Corpus

The methods described in this chapter have been developedefobased Question
Answering. It has previously been observed that the web’ssiva size leads to
much redundancy: Many facts are available not once but asttr@lior more times.
[Clarke et al., 2001, Kwok et al., 2001, Dumais et al., 2002% Tikst of the two meth-
ods described exploits this observation in that it createy precise search queries
that require the fact to be formulated in certain ways. If awn surface structure,
associated with a question, is found, chances are highttieantains the answer to
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the question. But we only can expect to find a fact in exactlgehenown surface
realisations if the corpus is big enough.

Generally in QA, when porting a method from the web to a locapas, a perfor-
mance loss has to be expected. Intuition suggests thatddirt method described
here, this loss should be considerable. In order to find out imoich performance
decreases we evaluated both methods on the AQUAINT corpagf[G002]. (This is
a natural choice since the TREC question sets used werdljndesigned to be used
with this corpus.) The complete corpus has been indexedlwitiene, which replaces
the web search engine (Google) in our setup, which othemwasscompletely identical
to what is described in Sections 3.4 and 3.5. The results ezeén in Table 3.20.

Method 1 2002 | 2003| 2004| 2005| 2006 || 2002-2006
FrameNet | 0.026| 0.019| 0.043| 0.028| 0.020 0.026
FrameNet + || 0.028| 0.022| 0.043| 0.033| 0.025 0.029
FrameNet ++| 0.028| 0.024| 0.048| 0.033| 0.027 0.030
PropBank | 0.032| 0.024| 0.035| 0.025| 0.025 0.028
VerbNet 0.024| 0.022| 0.039| 0.030| 0.025 0.027
combined || 0.036| 0.029| 0.043| 0.030| 0.027 0.032
automatic || 0.030| 0.019| 0.048| 0.033| 0.022 0.029
comb+auto || 0.038| 0.031| 0.048| 0.036| 0.027 0.036
Method 2 2002 | 2003| 2004| 2005| 2006 || 2002-2006
FrameNet | 0.012| 0.012| 0.021| 0.017| 0.015 0.015
PropBank | 0.048| 0.029| 0.065| 0.049 | 0.037 0.044
combined || 0.054| 0.034| 0.070| 0.055| 0.040 0.049
Method 1&2 || 2002| 2003| 2004| 2005| 2006 | 2002-2006
combined || 0.064 | 0.046| 0.087| 0.069 | 0.050 0.061

Table 3.20: Evaluation results for both methods on complete TREC test sets and with

the AQUAINT corpus as underlying document collection.

Obviously, these results are bad. One reason for this headltbeen mentioned:
The AQUAINT corpus is much smaller in size than the web, tredundancy is not
very large. Therefore, the likelihood that there will be ®eme paraphrase that can be
taken advantage of is much smaller. But there are other reasowell, which we will
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address in the next section of this chapter.

3.7 Discussion
To sum up what has been shown so far:

e In our experiments, the use of FrameNet, PropBank and VerbiNatweb-
based QA setting increases system performance consigevaleh comparing
it against a strong baseline system.

e When evaluating with a test set containing only questiong/foch data is avail-
able, results are achieved that compare well against top T$yEtEmMs by using
the two described methods which are based on the resounres al

e FrameNet, PropBank and VerbNet all have major coveragesssuech affect
the performance of the proposed algorithms. In fact, it baset expected that
these coverage issues affect any conceivable algorithnmignake of them.

e Porting the web-based methods to a local newswire corpds kegpoor perfor-
mance.

Overall, we are pleased with the methods’ performance intabased setting (for
which they were developed), especially when consideriagdhta is available only for
a subset of questions. We were able to show that the resauartdesory and practice
can be beneficial for Question Answering.

Yet, there are limitations to what these resources can aehig/e believe a lot
can be learned from the fact that the porting of the two apgresto the AQUAINT
corpus failed. Three important distinctions play a roleehen which we will expand
in the following. They are:

1. Directvs. Indirect Evidence
2. Small vs. Large Corpora

3. Foreground vs. Background Information

Direct vs. Indirect Evidence
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FrameNet, PropBank and VerbNet are all organized around dtiemof (verb)
semantics. These resources document the usage of diffeoets (verbs for the most
part) by exemplifying their range of semantic and syntactimbinatory possibilities
(valences). Therefore, these resources can help to igemtd recognize answer sen-
tences that providdirect evidencdor the question asked. This means they are ben-
eficial in cases whenever there is a clear and obvious serrratdition between the
guestion and its answer sentence.

Yet, often the evidence found in support of an answer is legstd Consider the
following eight sentences from the AQUAINT corpus, each diich would enable a
person to answer the question “When was Alaska purchased?”

1, NYT19981129.0133 “The islands were sold to the UnitedeSia 1867 with the
purchase of Alaska’

2, APW20000812.0059 “As travelers pass through Auburn, tagystop at the homes
of Harriet Tubman, who became a national heroine for hertpivole in leading slaves
to freedom through the Underground Railroad, and formere$aor of State William
H. Seward, who engineeréle purchase of Alaska from Russia in 1867

3, NYT20000824.0333, “In Seward, the town named for Seryath State William
Seward, whdought Alaska for $7.2 million in 1867, a multimillion-dollar industry
has developed around ships that take visitors to the birkkroes and glaciers of Kenai
Fjords National Park.”

4, APW20000807.0053, “As travelers pass through Auburty, ¢he stop at the homes
of Harriet Tubman, who became a national heroine for hertpivole in leading slaves

to freedom through the Underground Railroad, and formeredaor of State William

H. Seward, who engineerd¢ke purchase of Alaska from Russia in 1867

5, APW19990329.0045)f1 1867, U.S. Secretary of State William H. Seward reached
agreement with Russi® purchase the territory of Alaska for $7.2 million, a deal
roundly ridiculed as Seward’s Folly.”

6, NYT19980915.0275, “Buty 1867, when Secretary of State William H. Seward ne-
gotiatedthe purchase of Alaskafrom the Russians, sweetheart deals like that weren't
available anymore.”

7, APW19980907.1163 Alaska’s economy has been based on its vast wealth of nat-
ural resources since the United Stabesight the territory from Russia in 1867.

9Sentences 1 to 6 were judged as supportive by TREC. Sentégc8svere additionally identified
by [Lin and Katz, 2005].
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8, APW20000329.0213,0n March 30, 1867 U.S. Secretary of State William H.
Seward reached agreement with Rugsipurchase the territory of Alaska for $7.2
million, a deal roundly ridiculed as Seward’s Folly.”

Upon closer inspection it turns out that many of the abovéesmes cannot easily
be analyzed in terms of frame semantics and thus would ali@igstforward match-
ing to the question. The formula for the first sentence fongxa would be:

sell.V(Buyer="United States", Goods="the Islands")

It is not immediately obvious what should happen with the ifyirdy PPs at the
end of the sentence “in 1867” and “with the purchase of Alaskdearly, “in 1867”
modifies the main clause (and thus the selling of the islandse United States) and
not the attached PP(s) “with the purchase of Alaska”. Humaten reading the
sentence, would probably reason that, if the islands wedrkwith the purchase of
Alaska, then probably both events happened at the same tchéhas accept this
sentence as a valid answer sentence. But this is not explstdted and situations
are imaginable where the above sentence is logically trueit lis not the fact that
Alaska was purchased in 1867. (The purchase of Alaska mightxample, have
been a process spanning over several years with diffeneitotees being passed over
at different times.)

Sentences 5 and 6 further illustrate the problem at hande,Hee year is given in
which agreement was reached to purchase Alaska and in wiecAlaska purchase
was negotiated, respectively. Both dates need not nedgdsardentical with the date
when Alaska was finally sold. Yet, both sentences were judgeipportive by TREC
(a decision that presumably seems reasonable to most peapt therefore a QA
system which would discard these sentences would suffesailgperformance.

What we are dealing here with are answer sentences thatcamdaect evidence
that answers the question. The bottom line of this obsemas at first glance a con-
tradictory one: A QA system, in order to successfully idigmdinswers in a document
collection, must be able to accept answers that—from dlgtlagical point of view—do
not answer the question. Thus an approach based on senmigmtiotivated resources
like FrameNet, PropBank and VerbNet, which were createddogeize strict seman-
tic similarity of different surface structure, is not suiint to identify answer sentences
containing such forms ahdirect evidence
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Small vs. Large Corpora

The huge size of the web and the—in comparison—small sizeechQUAINT cor-
pus make a large difference for our methods. (This effecsumlly called redundancy,
see [Clarke et al., 2001] and [Dumais et al., 2002].) It is theant of textual data
available on the web that makes our strategy which usesgereguoted queries not
only feasible but also preferable over less precise keydwaised querying. The fact
that Alaska was purchased in 1867 can probably be found ¢eg(st) several thousand
different web pages. The quety aska was purchased in" on Google returns at
the time of writing 463 hits with seven out of ten hits on thetfiresult page listing
“1867” directly after the search phrase in the result snippeAl aska was purchased
in 1867" returns 316 hits, indicating that overall 68% (316/4638).6f all results
contain the correct answer at the predicted position. Atrathsentences that do not
contain “1867” after “Alaska was purchased in”, do also nmttain a series of digits
directly after it, and can therefore be ruled out as possibhkvers. Thus employing
this strategy delivers 316 pieces of evidence pointing td&/the correct answer, while
maybe bringing up only one or two that support a false anywer.

For a looser query likél aska purchased (no quotes) Google approximates the
number of hits to 4,790,000. On the first result page the nuriit867” can be found
five times. But we also find the number “1868”. Let’s look at thkdwing two results:

Purchase of Alaska, 1567

The purchase of Alaska in 1867 marked the end of Russian effarts to expand trade and
settlernents to the Pacific coast of Morth America, and became an ...
wrwe, state. gov/r/padhoftime/gp/ 17662, htm - 19k - Cached - Similar pages

our Documents - Check for the Purchase of Alaska (1868)

With this check, the United States purchased Alaska from Russia for $7.2 million . ...
Opponents of the Alaska Purchase persisted in calling it "Seward's ...

wewewy. ourdocurments. gow/doc. php?doc=41 - 30k - Cached - Similar pages

The smallest substrings in these two snippets that contampmological forms of the
keywords and a number that could possible be a year are:

1. Purchase of Al aska, 1867

2.purchase of Alaska in 1867

3. Purchase of Al aska (1868)

Standard IR methods based on word overlap would have no eledmecognizing
that the first two items are proper, correct answers, whédltird is not. More sophis-
ticated linguistically motivated methods might be able goife out that the topic of the
text in the second snippet is tbkeck that was used to pay for Alaskat thepurchase
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of Alaska itself But even that is doubtful. This example illustrates thahi be wise to
search for potential answer sentence formulations dyredgth precise, quoted search
queries, because in the case of a very large corpus (i.e.gheane often can expect
to find the desired fact in one particular surface form. Utufioately, this strategy is far
less successful when the corpus size is (much) smaller., ldeeecannot necessarily
expect to find one particular surface realization of a fatthke eight answer sentences
listed earlier (and therefore probably in the complete AQWA corpus as well) not
a single occurrence of the sentence or sentence fragmessKaAlwas purchased in
1867” can be found (compare this to the mentioned 316 hitsaog®).

Foreground vs. Background Information

Beside corpus size, there is another possible reason foa¢htéhit methods based
on FrameNet are less effective on newspaper corpora likeMAQU. This has to do
with the notions of foreground and background informatioteixts. In the foreground
the most important information can be found, while the réshe sentence is back-
ground [Huddleston and Pullum, 2002]. A standard examme ithustrates this dis-
tinction in syntax is the it-cleft sentence.

Standard sentencebought a red sweater.
it-cleft sentencelt was a red sweater that | bought.

In the it-cleft sentence, backgrounded is the fact that tesgn denoted with “I”
bought something, whereas foregrounded is the fact of itghaired sweater.

Comparing the content of the articles in the AQUAINT corpushwinformation
requested by many factoid questions—at least in TREC tesst seteals a discrepancy:
Newspaper articles in AQUAINT naturally are, for the mosttpabout news—events
that have just happened or just come to light. TREC questiows¥er usually are not:
They are of a much more general nature. As a result, most adriberers to TREC
guestions are not found in articles that are primarily altbattopic introduced in the
guestion; instead they are found in articles about recestsvhat show some (often
minor) connection to the sought-after fact. In such arsidles searched-for fact is
often mentioned in the background.

The point just made can be illustrated with the first of theheanswer sentences
listed above which comes from AQUAINT document with id NYRB1129.0133.
Its headline is “ALEUT SACRED OBJECTS TO BE AUCTIONED AT SOTHEBY’S
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DESPITE PROTESTS". This sentence clearly shows some ctinondo Alaska (the
Aleuts being the indigenous people of the Aleutian Islarfdalaska), but the article
is not explicitly about the Alaska purchase. Thus indeedexgsected, the answer
sentence “The islands were sold to the United States in 188vtiae purchase of
Alaska.” shows the answer in the background.

All this is important because at least in FrameNet the examnsphtences were
explicitly chosen by its creators to illustrate the usag®mé particular verb and its
arguments, which thus mostly occurs as the main verb of thiesee, i.e. in the fore-
ground. (PropBank annotates continuous text, so this daespty here.) Thus there
is a disparity between the nature of the data the systemdddrom and the data the
system deals with when finding answers: their syntactictiras are often of a differ-
ent nature. Note that this is not necessarily true in the ocbgee web. Here, the nature
of texts we are dealing with is very diverse. Of course theeenaany news stories on
the web, but there are also many pages of other genres abast sariety of topics.
(A search on Google seems to indicate that there are probatng than one hundred
pages explicitly about the subject of the Alaska purchasaymof them being headline
entries, e.g. on Wikipedia.)

So far in this section, three distinctions were discussethvbeem important to
explain why our methods based on lexical resources workamahe web but not on a
local corpus. In the following difficulties in trying to quafy the extent to which each
is a factor in the observed experimental outcome are disduss

As far as the redundancy effect, which manifests itself duthé different sizes
of the web and the local corpus we use, is concerned, we wdahlly like to count
for all test questions (or a subset thereof) how many instsid valid answer facts
are present in the corpus and on the web. This, as of todaynEysimpossible for
automatic methods. After all, what we would need to achiéve automatically is
nothing less than a perfect QA system. Yet, there have beanahattempts, most no-
tably [Lin and Katz, 2005], where the authors attempt to iigmll documents in the
AQUAINT corpus that answer 110 test questions from TREC 2008estion set. The
authors report an average of approximately 17 supporticaments per question. But
even this manual method, although possible with small loogdora, reaches its limits
when it comes to the web. We cannot possibly identify all arawstances to a set of
questions on the web, especially when considering thatrtbeer sentences will show
very different surface structures. What we can do, and ajreade done earlier in this



Chapter 3. Question Answering Based on Semantic Roles 76

chapter, is to give some figures that can help to at least geteanof the magnitude
of the numbers we are dealing with. For the question “When wask& purchased?”
we (based on [Lin and Katz, 2005]) identified eight answetainses in the AQUAINT
corpus. At the time of writing the quefyAl aska was purchased in 1867" returns
316 hits on Google (that is almost 40 times higher) and thisocafrse is the sought
answer fact formulated in only one of many possible surface$. (Note also that the
mentioned quoted query returns zero hits when used on thd AR corpus—all an-
swer facts present here have a different surface form.) Sdems to strongly indicate
that redundancy is important to explain why our methods vmaukh better on the web
than on a local corpus, but it of course helps little to qugrtie problem at hand.

A different picture emerges when considering the distoridirect/indirect evi-
dence and foreground/background information. Possildyo#st way to quantify their
contributions would be to have human judges look at all (@sgay only a subset) of
valid answer sentences and determine for each one whethamrevdealing with some
form of direct or indirect evidence or whether the answeoig in the foreground or
background. However, experiments involving human judgediee consuming and
expensive, especially if the judges are required to haveespacial knowledge and/or
training, as would be the case here, where an understantiihg linguistic principles
involved is necessary. On top of that, a further complicatiases due to the fact that
both distinctions cannot necessarily be expected to be lstehp independent from
each other.

Bringing the notion about direct vs. indirect evidence tbgetwith observations
about small vs. large corpora (and also the foreground \ekgvaund distinction), we
can conclude that a method for QA which is based on findingtieeidence is

e feasible for QA based on large corpora—especially the wetadse one usually
can expect to find the answers formulated in many differentsveand if this is
the case, it seems wise to go for the formulations that a) eammiderstood by
the system and b) from a strictly logical point of view undtully answer the
guestion.

¢ less effective for QA based on smaller text collections aose only a few an-
swer sentences might be present in the text and thus th&csistructure cannot
be easily predicted.



Chapter 4

A Corpus of Question Answer
Sentence Pairs (QASPS)

4.1 Introduction

In the last chapter an approach to web-based Question Amgyweas described that is
based on three resources—FrameNet, PropBank and Verbalgprtivide information
about the relation between predicates and their argumsensantic roles. It produced
good evaluation results in a web-based setting (for whiglag developed), but when
porting it to a local corpus (the AQUAINT corpus) performardropped considerably.
We argued that one reason for this is that these resourcesl@inoformation that helps
to identify candidate sentences that provdiect evidencgthat is sentences which
answer the question in a strict logical sense. This is aldeitstrategy in the case of
the web, where the number of answer sentences for a factestiqn can expected
to be high and where it is therefore desirable to identifysthanswer sentences that
undoubtfully answer the question. However, the situateodiiferent when working
with a small, local corpus. In that case we can expect fardaksd answer sentences
and therefore we cannot afford to be picky: We need to be ablgilize the answer
sentences we find, even if they only providdirect evidencdor the answer. Indeed,
manual inspection suggested that many answer sentencEedjlas supportive by
human assessors) in the AQUAINT corpus—from a strictlydabpoint of view—in
fact do not answer the question at all.

In this chapter we are concerned with the creation of a rekegasource for Ques-
tion Answering consisting of a large number Question AnsSamrtence Pairs (QASPS),
as found in the AQUAINT corpus. For all factoid TREC questifmmsn 2002 to 2006
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(for which TREC identified minimum one supporting documewg, attempt to iden-
tify the sentences in that corpus that answer the questmmmBbst questions the corpus
contains more than one answer sentence. Furthermore, metoydf TREC questions
follow simple syntactic pattens (e.g. “When was PERSON bgra®d therefore can
be generalized into question classes. Taking this intowdg¢dhe corpus contains a
considerable number of different answer sentences for maagtion classes. It thus
can be seen as a resource containing paraphrases of anstgeltf@onstitutes a re-
source especially targeted towards paraphrasing resga@nestion Answering. The
QASP corpus can be useful in many ways:

1. It enables researchers in the field to examine the resamdgain a better un-
derstanding about what precisely is required to build systthat automatically
identify these sentences.

2. It can be used to automatically characterize the linksvbeh questions and
answer sentences. This can be done on different levels,neogphologically,
syntactically or semantically.

3. It can be used as training data for various QA algorithms.

For this thesis, the QASP corpus is important because itagmimany answer
sentences that show some formioflirect evidenceghat answer the question. The
only way to give an exact number or percentage of the answéersees in the corpus
showing indirect evidence would be to manually annotaté saatence. When doing
this, ideally each sentence should be examined using maredhe judge and the
judges would need to receive a considerable amount of mgim order to be able
to distinguish between sentences exemplyfing direct andeictcevidence. We could
not follow this approach due to time and money constraimstelad, after we describe
how the corpus was created, we provide an numerical analfystne of its properties,
obtained by automated methods in order to characterizethans between questions
and answer sentences in the corpus.

In the chapter 5 of this thesis the QASP corpus will be usedaasinng data for a
QA algorithm. This algorithm takes lessons learned frometkgeriments described in
Chapter 3 and from the analysis provided in Section 4.4 indhapter into account.
It acquires syntactic and semantic knowledge from the anser@ences in the QASP
corpus by analyzing the dependency relations between shweesrand question con-
stituents in the answer sentence. Because it learns fromAlsP@orpus, it is able to
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deal with direct and indirect forms of evidence, enablirg tecognize wider forms of
paraphrases. We will evaluate this approach on the AQUAINPes and show that
we achieve better performance than with the approach baskxkigal resources.

The remainder of this chapter is organized as follows:

Section 4.2 “Background” provides information about resources and services used
to create the QASP corpus, namely data sets released by TREEna&zon’s
Mechanical Turk.

Section 4.3 “Creation of the Corpus” describes how the QASP corpus was created
using Amazon’s Mechanical Turk.

Section 4.4 “An Analysis of the Corpus” provides an analysis about a few key fea-
tures of the corpus.

Section 4.5 “Conclusions” sums up this chapter.

Note that some of the work in chapter, especially Sectionia8 been published as
[Kaisser and Lowe, 2008].

4.2 Background

4.2.1 TREC data sets

One of the mayor providers of various data collections withaim to foster research
in Question Answering has been the Question Answering toatke Text REtrieval
Conference (TREC), organized by the National Institute of meétgy (NIST) each
year since 1999 (see, for example, [Voorhees and Dang, RODS[REC organized,
oversaw or was involved the creation of the following resesr?

e \Various sets of test questions, released on a yearly basis.

e Several corpora consisting of documents in which the arstweetest questions
are supposed to be found, e.g. the AQUAINT Corpus of EnglistvdN€&ext
[Graff, 2002].

1In 2008, TREC’s QA track moved to the newly created Text AsalyConference (TAC).
°This data, with the exception of the AQUAINT corpus, can beunid here:

http://trec.nist.gov/data/gamain.html
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e Lists of top ranked documents as determined by an IR engittesicorpora for
each question in the test sets.

¢ Judgment files indicating correct and incorrect answetsmet! by the systems.

This data has been invaluable for the QA community and it id kaimagine the
field without TREC and the wealth of data it has created ovey#ags. Yet, most of
the data created by TREC is better suited for research inthdR tor research into
NLP. For example, the smallest entities in the AQUAINT carpuarked by unique
identifiers are documents. Similarly, the judgment fileeaskd by TREC each year
list for each question, document-id/answer pairs. No da&vailable on sentence or
paragraph level. The reason for this is that TREC (short ®m@leeady mentioned,
Text REtrieval Conferengehe name is no coincidence) sees QA mostly from an IR
perspective: The traditional IR-inspired approach to QAtstaith a document re-
trieval step, that is concerned with the identification ofed af documents that are
likely to contain the answer. For such systems the resoyne®gded indeed prove
very useful.

From an NLP point of view, however, it seems appropriate tfi #fe focus from
documents to smaller entities of text, especially senten&dactoid question, usually,
is not answered by a complete document, but instead by aegahgase. The sentence
containing that answer phrase commonly provides the evalmidentify it as a valid
answer sentencé.Thus a linguistically inspired QA system almost certaialysome
point in its processing pipeline, will match the questioratset of potential answer
sentences by either syntactic or semantic means. In ordessiet the development
of such systems, a resource providing a large set of answiegrezes for a large set
of questions would be very useful-in somewhat similar wangtTREC data is for
IR-inspired research into QA. For this reason the QASP conasscreated.

There is one other resource which we used beside TREC’s testvdaith is itself
based on TREC data: [Lin and Katz, 2005]. Here, the authorwitbeshow they man-
ually created a small, reusable question answering tdsttioln for research purposes.
This collection is made up from 110 questions from the TREC22@8t set for which
the authors essentially try to identi§yl supportive documents in the AQUAINT cor-
pus. To create the resource, they used known answers to TR&Tiaps provided by
NIST’s judgment files, and manually crafted queries comglsdf terms selected from

3We will elaborate on and diversify this claim is section 8.4.
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each question and its answers which they believed suppattieuments are likely to
contain. They then used these queries as an input for an tBsykucene) to retrieve
all documents containing these terms. Each of these dodsmeais then manually ex-
amined and those were marked that were considered as indeepSipportive for the
answer to the question. They note, that while it is posshdéthis method still fails to
retrieve all relevant documents, it can be assumed thaetwdting set of judgments is
much more complete than the presently available resources.

4.2.2 Mechanical Turk

We employed Amazon’s Mechanical Turk (MTurkjn order to create the QASP cor-
pus. MTurk is a platform designed to enable computer progitamake use of human
(as opposed to artificial) intelligence to perform tasksalihtomputers are still, de-
spite recent progress in Al, unable to perform. Amazon dthesy MTurk as “Artificial
Artificial Intelligence”. From an alternative, somewhatngiler point of view, MTurk
provides a platform for online experiments.

On Mechanical Turk, requesters (MTurk lingo for investaya) are able to define
Human Intelligence Tasks (HITs) and upload them to the MTadtketplace. There,
workers (sometimes also referred to as turkers, both MTimgol for subjects) can
browse among existing tasks, select one task and compléte d (usually small)
monetary reward set by the requester. Requesters can deeide/drkers have to
fulfill certain qualifications before working on a task; theyen are able define their
own qualifications and test whether turkers meet them bytiogetests. After a worker
has completed one or more HITs, requesters can choose fot @acceject the results.
(No money is paid if results are rejected.) Every such deciss logged and the
statistics for each worker are accessible to requestershehce have a way to assess
the trustworthiness of workers.

The HITs on MTurk can display a wide range of content (e.gt &&xd graphics)
and provide many different input options, e.g. radio bugfotheck boxes or input
fields for free text. There also exists the possibility toateeHITs based on Adobe
Flash. Common tasks found on MTurk include but are not limited

e Please mark every face on this photo.

e Is the review of this product positive or negative?

4https://www.mturk.com/mturk/
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e Do any of these photos contain illegal or offensive content?

Figure 4.1 gives one example of the many HITs that can be foardTurk. Here
the worker is asked to judge whether a web search resulteganed for a query.

Evaluate the Relevance of Search Resuits

Tell us the relevance of a set of 6 results for the search engine query: "How do I tie my
shoes?". Please make your best guess, and only use unjudgable when it is really
impossible to tell anything about the result from the text.

Query: How do I tie my shoes?

Result: How to Tie Your Shoe
How to Tie Your Shoe. shoe. You will need:. A shoe; your shoe laces; your hands.
Procedure:, #1 First you take one shoe, and lace It up with your shoelace.
... wvew buddies. org/PacBeach/giggl 14.html - 3k - Cached - Similar pages

URL:  http:f/www. buddies. orn/ PacBeach/gical14. himil

* Extremely Relevant
" Relevant

* Mot Very Relevant
© Mot at all Relevant

* Unjudgable (Impossible to determine document content or query intent)

Figure 4.1: Sceenshot of a (partial) HIT as seen on MTurk. Workers are asked to judge

the relevance of a search result.

The common perception by MTurk’s requesters is that it makeeriments feasi-
ble that a few years ago would have been very difficult to catty The main reason
for this is experiments on MTurk take place on the web, whepfe from all around
the world can participate. Subjects do not have to physidalat the location where
the experiment takes place. Other than other websites fioreoexperiments often ran
and used by Universities (e.g. http://www.language-expents.org/), MTurk is not
restricted to a certain research area and offers an easyorgafticipants to collect
their money. The big advantage for investigators is that MTuovides a large pool
of subjects, which (literally) are just waiting to compléie tasks. It is not uncommon
to upload a batch of several thousand HITs (e.g. involvingtao$ multiple choice
guestions) and having them all done one hour later, for USD2 8ach. Mechanical
Turk is fast and it is cheap.

Naturally, this has raised some concerns about the qudlityeoservice. Yet, we
are aware of several studies using MTurk for various taskisarfield of Natural Lan-
guage Processing that report that high quality results eabtained. [Snow et al., 2008],
for example, evaluates the use of MTurk for five differenksasaffect recognition,
word similarity, recognizing textual entailment, eventnfgoral ordering, and word
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sense disambiguation. In all these cases high agreemem¢dretMechanical Turk
non-expert annotations and existing gold standard labeliged by expert labelers
are achieved. In the study of expert and non-expert agreeimetne affect recogni-
tion task they find that on average four non-expert labelstper are needed to emu-
late expert-level label quality. Because of the price défere between a non-expert on
MTurk and an expert labeler in the real world, they conclude many large labeling
tasks can be effectively designed and carried out with tl@ghod at a fraction of the
usual expense.

This is in line with our own experiences. We already had usddiid for a study
on customizing summary lengths for web search results geaist al., 2008] before
using it to create the QASP corpus. We observed that as lothgpdask is simple (e.g.
multiple choice, or selecting a sentence from a given docitypand the number of
turkers working on the same HIT is high enough to sort outdrskot taking the task
seriously by checking inter-annotator agreement, MTutkéeis fast and good results
for very little money. Itis necessary though to check theltssn order to identify and
exclude turkers that do not perform the task properly. Furgtrengthening the case
for MTurk, [Tietze et al., 2009] describe a study that exasithe effect of linguistic
devices on recall and comprehension in information predemt using recall and eye-
tracking data. The authors use MTurk to validate resultseghin a lab-based setting
and find that average recall rate is nearly identical for MTwith 0.76, when com-
paring it to subjects performing the reading experimenhalab (0.77). The average
time it took participants to complete the test was 23 min(i¥€Burk) and 26 minutes
(lab-based) per participant. They mention that they hacketude results from three
out of 60 participants because they performed the task sthes half of the average
time and answered less than 50% of the questions.

4.3 Creation of the Corpus

4.3.1 TREC data and the QASP corpus

As mentioned, TREC has been a major provider of various véduddita collections.
When building the QASP corpus, we used one of these collegtimore precisely
TREC's annual judgment files, as a starting point. These judgries list all re-
sponses from all participating QA systems in one year and thew were judged by
NIST assessor.
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In the QA track, for each question in a given set of questipagjcipants’ systems
are expected to return amswer, document i@air. These answers must be found in
a provided document collection, but external sources (hg.Web) can be used to
locate the answer as well. The document collection used #002 to 2006 was the
The AQUAINT Corpus of English News Tg&traff, 2002]. The judgment files which
TREC releases consist qliestion id, document id, answer, judgmeuadruples. One
line in these files looks like this:

1395 NYT19990326. 0303 1 Nicol e Kidman

Here, Question 1393/Nho is Tom Cruise married td)has been answered by one
(undisclosed) participating system with the string “Ne&lidman”.NYT19990326. 0303
is the identifier of one particular document in the AQUAINTrgos (the 303rd doc-
ument from the March 26, 1999 edition of the New York TimesheThird column
indicates whether the system returned the correct answé&rgs in this case, means
it did). This data has been used by researchers since thevamety of ways; see for
example [Echihabi et al., 2004] or [Monz, 2004].

But whenever researchers want to find the exact evidencedartbwer provided,
he or she has to look for it him/herself: no resource has beatalle that lists the
sentencef these documents that provide evidence for the given ansleaddress
this gap, we collected the answer sentences for opaosstion id, document id, correct
answertriples for the years 2002 to 2006. There are 8,107 suctesipi total that
have been published by NIST during this period (counting/ dhbse that point to
supporting documents). In addition, we identified most & #mswer sentences for
the question id, documergairs collected in [Lin and Katz, 2005]. As mentioned, in
this paper the authors attempted to loaterydocument in the AQUAINT collection
that contains the answer, whereas TREC publishes only inleteniists based on the
documents that the actual participating systems regarsiesglevant.

4.3.2 Using MTurk to create the QASP corpus

As mentioned, we used Amazon’s Mechanical to locate ansemesces to TREC
guestions in each of the AQUAINT documents judged relevaN IS T. Workers were

asked to read a question and select from a displayed docuheeséntence that they
thought answered it best. A screenshot of one of our HITs easekn in Figure 4.2.
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Every HIT was completed by three different turkers. Thisl#es us to check inter-
annotator agreement and thus have a measure for the playgbievery collected
answer sentence individually, as well as to evaluate thatiéty of the complete col-
lection. The actual execution of the experiment cost ab&MDB50 (Turkers received
USD 0.02 for each completed HIT; 10% fees were paid to Amazon)

Find the Answer to this Question

We believe that the answer to the question
What is Mark Twain's real name?

is contained in the below article.

Please scan the article and copy the complete sentence that best answers the question and paste it
in the first box below. Flease also identify the answer itself in the answer sentence and copy it in the
second box below. Please copy and paste only! Do not fill the boxes by typing!

Occasionally, it might happen that you need to copy tweo consecutive sentences. In the unlikely event
that the article does not contain the answer, please enter "NA" (without the guotes).

This is the article:

Twain's Account of Hanging Found

VIRGINIA CITY, Nev. (AF) -- The folklore of the Old West is often a mishmash of myth and reality,
so an archivist knew he was onto something when he discovered a newspaper account of one of
the state's first public hangings.

" "1 can =ee that stiff straight corpse hanging there yet,” wrote the reporter, ~ " with its black
pillow-cased head turned rigidly to one side, and the purple streaks creeping through the hands
and driving the fleshy hue of life before them. Ugh!"

The reporter? Samuel Langhorne Clemens, better known as Mark Twain.

Please COPY AND PAST the COMPLETE ANSWER SENTENCE from the article here:

Bl
=

Please COPY AND PASTE (do not type) the ANSWER (usually one or a few words) from the answer
sentence here:

Finished with this HIT?  Let someone else do it?
Submit HIT Return HIT

Figure 4.2: Example HIT, as shown to the subjects. (For this screenshot the text of the

article was shortened from the original.)

Table 4.1 shows inter-annotator agreement when computegimilarity of re-
sponses by using strict string equality. One problem we @meoed was that different
browsers and/or operating systems use different copypaste implementations. So
even if two users intend to select exactly the same senteanes implementations au-
tomatically include the closing punctuation mark whileethdo not. The same holds
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for opening/closing quotes and brackets. Table 4.2 shotes-annotator agreement
when allowing an Levenstein edit distance of 5, which treatstences with minor
differences as similar.

Three| 3577 | 44.1%
Two | 3248 | 40.1%
None | 1282 | 15.8%

Table 4.1: Inter-annotator agreement for the 8107 TREC 2002-2006 QASPs when using
strict string equality. The table shows how often all three turkers selected the same
sentence (and the same answer), how often two turkers made the same selection, and

how often none of the turkers agreed.

Three| 4345| 53.6%
Two | 2907 | 35.9%
None | 855 | 10.5%

Table 4.2: Inter-annotator agreement for the 8107 TREC 2002-2006 QASPs when al-

lowing a Levenstein edit distance of 5.

There are several reasons why agreement is not higher, dongde:

1. Turkers selected different sentences from a documenthwinideed includes
more than one sentence that answers the question.

2. Sometimes it is not obvious to turkers where the selett@amdaries should be.
3. Some selections made by turkers were suboptimal or sivaggg.

The second point can be illustrated with the example showigare 4.2. We see
in our data that, for the given text, two turkers selectedghssage “The reporter?
Samuel Langhorne Clemens, better known as Mark Twain.” wdmnle selected the
shorter “Samuel Langhorne Clemens, better known as Markrilivém such a case
there is no single correct answer, both possibilities semstifipble. For these reasons,
we consider the inter-annotator agreement reported ireT&l as satisfactory. Nev-
ertheless, in order to increase the quality of the final da¢adecided to clean the data
by hand.
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4.3.3 Post Processing the Data

As noted before in the literature, the task to build a highliuaesearch collection
for QA, whether it contains documents, answer sentencesaswexs, is not always
straightforward [Voorhees and Tice, 2000, Lin and Katz,300The most important
issue here, beside the quantity of data involved, is thatammdges tend to disagree
about what constitutes a valid answer, answer sentencepoging document.

In order to increase the quality of our data, we decided ta $etcond set of subjects
check the results of the turkers. For this second round wendicemploy MTurk.
Instead, the subjects consisted of PhD students at the kditivef Edinburgh’s School
of Informatics. As a starting point the students receivedeawith all the judgments
from round one, which included all sentences selected byuitkers. Each sentence
was tagged to indicate how many turkers (one, two or thregsbbected it. By default
sentences which were taggedtas or threereceived an additional tag indicating that
the sentence should become part of the final collection, edsesentences selected
by only one turker did not have this tag. The students’ tagk tivas to look at all
sentences and add or remove the tag indicating that serdboatd belong to the final
selection if they thought that the turkers had made a mistakdy one student looked
at each sentence to make the final decision.

We used this opportunity to add tags to the QASP corpus. Thawiog tags are
included in the final version of the data set:

A indicates that the sentence does answer the question gbtith&answer is inex-
act (e.g. only the last name of a person is mentioned).

C indicates that the sentence does answer the question, dilsdime important
information is missing in the sentence. This informatiom caost likely be
found in the remainder of the document. (C standsJontext missing

D indicates that it igloubtful whether the sentence answers the question.

1 indicates that the sentence indeed does answer the question

One sentence might be marked with more than one tag. TabRI%t3 one exam-
ple QASP for each tag.
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Tag | Question Answer Sentence

A When did the shootings The Columbine High School shootings April 20
at Columbine happen? also had an effecton ...

c What is the capital The capital, Frankfort, is about 15 miles down
of Kentucky? river.

D When was the internal The first internal-combustion engine was built in
combustion engine invented?1867, but ...

L How tall is Mount Together, they climbed Mount McKinley
McKinley? (20,320 feet), the highest peak in the United States.

Table 4.3: Examples to illustrate the tags used in the corpus: The first sentence gives
only an inexact answer (“April 20" instead of “April 20, 1999”). The second sentence
gives the correct answer, but does not mention “Kentucky”. Most likely Kentucky is
mentioned in a preceding sentence. Whether the third sentence answer the question is

somewhat doubtful. The final sentence clearly answers the question.

4.3.4 Data Format

Our dataset comes in six files. Five files contain data basetREC judgment files
from 2002 to 2006. A sixth file is based on [Lin and Katz, 20@4ch line in the files
shows the data for one Question Answer Sentence Pair. Taededch line is comma
separated. There are six rows in each line:

1. The TREC question id.

2. The AQUAINT document id.

3. The question itself (in quote3).

4. The answer sentence (in quotes).
5. The answer (in quotes).

6. Atag (e.g.1l) or possibly a list of tags, separated by semicolons (&.§), see
Section 4.3.3.

The answer given in row five is always a substring of the ans&atence in row
four. Note that the data in rows three, four and five may contammas itself.

Figure 4.3 illustrates the data in our corpus. (Line breaksevadded for better
readability.)

3Here the data is slightly redundant, the question could afsmbe looked up in TREC’s original
question file, but we felt that including it increases humeediability.
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1396, NYT19981201. 0229, "What is the nane of the volcano that destroyed
the ancient city of Pompeii?", "Visiting tourists enter the excavated
ruins of the city - buried by the eruption of Munt Vesuvius - via a
tunnel through the defensive walls that surround it, just as visiting
traders did 2,000 years ago.", "Munt Vesuvius", C

1396, X E19961004.0048,"Wat is the name of the volcano that destroyed
the ancient city of Ponpeii?", "However, both sides nmade some gestures
of appeasenent before Chirac set off for the Italian resort city lying
besi de the Vesuve vol cano which destroyed the Roman city of Pompeii.",
"Vesuve", 1

1396, NYT20000405. 0216, "What is the nane of the volcano that destroyed
the ancient city of Ponpeii?", "Hs was a devout but sonewhat enpty
gesture, since Pompeii was pagan in A D. 79, when Vesuvius erupted."”
"Vesuvius", D

1396, NYT19980607.0105,"Wat is the name of the volcano that destroyed
the ancient city of Ponpeii?", "The ruins of Ponpeii, the ancient city
wi ped out in A D 79 by the eruption at Vesuvius, are Italy's nost
popul ar tourist attraction, visited by two mllion people a year."

“\esuvius", 1

1396, NYT20000912. 0360, "Wat is the nane of the volcano that destroyed
the ancient city of Pompeii?", "Ryan likened the discovery to finding
Ponpeii, the ancient city buried by Munt Vesuvius.",

"Mount Vesuvius", 1

Figure 4.3: Five Question Answer Sentence Pairs, as contained in the corpus. (Line

breaks were added for better readability.)
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4.3.5 Numerical Overview

Table 4.4 presents a numeric overview over the original dats.and the data in our
corpus. The first column shows the origin of the data, usula#yyear in which TREC
released it. The next column shows the number of questiotieinriginal data. Col-
umn three gives the numbers of supporting documents ideshtify TREC. Column
four lists the number of questions for which we were able td &hleast one answer
sentence. This number is lower than the number of questidheioriginal data set for
three reasons: a) There are so-called NIL questions in thstiqun set, i.e. questions
that do not have an answer in the document collection. b)éroesion-NIL questions,
TREC participants were unable to find the answer in the cadlecalthough it exists.
c) Our subjects were unable find a valid answer sentence inngent, judged as sup-
portive in the original data set. The fifth column in the tadfiews how many sentences
we could identify. There are three reasons why the numbeemisces collected is
lower than the number of document-ids in the original dataseThe document itself
might contain the answer, but no single text passage carebéfied that answers the
guestion. In such cases evidence from multiple passagelsl weuneeded to answer
the question. b) Our subjects did not agree with TREC'’s juddraed decided that
there is no answer in the document. c) There is a valid ansevéesce in the docu-
ment, but our subjects were unable to locate it. Finallyiowl six gives the average
number of answer sentences we were able to identify for eaestipn (i.e., column 4
divided by column 5).

No. factoid | No. supporting|| No. factoid No. mean no.

year questions documents guestions | question-answer pairs per

(original) identified remaining | sentence pairs| question
2002 500 2,177 429 2,006 4.67
2003 413 1,764 354 1,448 4.09
2004 231 919 204 865 4.24
2005 363 1,599 319 1,456 4.56
2006 404 1,648 352 1,405 3.99
2002-2006 1,911 8,107 1,658 7,180 4.33
2002 (Lin) 109 1,822 97 1,650 17.0

Table 4.4: Quantitative overview of the data contained in the QASP corpus.

Table 4.5 presents a numeric overview over tags used in th8FRQ#orpus. For
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each subset of the data we list how many sentences are taggéd 8A’, “C”, or
HDH.

year sentences tagged “l1” ‘A “«C” “D”
2002 2,006 | 1,833(91.4%) 44(2.2%) | 53(2.6%) | 76 (3.8%)
2003 1,448 | 1,352 (93.4%) 6 (0.4%) 17 (1.2%) | 73 (5.0%)
2004 865 826 (95.5%) | 8 (0.9%) 12 (1.4%) | 19 (2.2%)
2005 1,456 | 1,228 (84.3%) 53 (3.6%) | 152 (10.4%) 23 (1.6%)
2006 1,405 | 1,159 (82.5%) 53 (3.8%) | 169 (12.0%)| 24 (1.7%)
2002-2006, 7,180 | 6,398 (89.1%) 164 (2.3%) | 403 (5.6%) | 215 (3.0%)
2002 (Lin) 1,650 | 1,128 (68.4%) 200 (12.1%) 202 (12.2%)| 120 (7.3%)

Table 4.5: This table shows in the second column the total number of answer sentences
for in the data set for each year. Subsequent columns show how many of these have
been tagged “1”, “A”, “C” and “D”, respectively.

It still remains an open question whether the corpus is baugh to be used suc-
cessfully in a QA system. (We will attempt to answer this duesin Chapter 5.) By
employing Amazon’s Mechanical Turk we chose a rather noppt@ach to create the
QASP corpus. Of course there are other, more traditionasw@puild such a corpus,
some of which we potentially could use to extend its cover8gmtstrapping possibly
is the most established technique in this respect. Bootstrgalgorithms start with a
small number of known seed instances (or patterns) whighuke to iteratively dis-
cover more and more instances and patterns which expresaitine relation than the
seed terms ([Agichtein and Gravano, 2000], [RavichandrantHovy, 2002]). When
bootstrapping is applied to Question Answering the seadgarsually are question
key words and the answer. The algorithm is supposed to firfdcior syntactic pat-
terns that are suitable to detect answers to yet unseenapsestVe could have chosen
to build a corpus of Question Answer pairs with bootstragpmmethods, but such a
fully automated procedure would likely have resulted insslelean, more noisy cor-
pus. By opting to use MTurk on the other hand we can expect lleaise of humans
to discover valid answer sentences leads to less unsuwgpartswer sentences in the
Corpus.
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4.4 An Analysis of the Corpus

4.4.1 Why analyze the data?

The QASP corpus can serve several purposes. It can be usaglua®i training data
for various kinds of QA algorithms. Beside that, when takingaser look at the data
ourselves and showing it to other researchers, we usuallydfthat this was interest-
ing in its own right. Even researchers working in QA for seVgears or decades were
amazed at the sometimes complex relations between a questtits answer sen-
tences. The conversation that arose usually have been thleiges of what methods
one would need to link a particular answer sentence to itstapre and what methods
clearly would not be sufficient to do this.

Inspired by these conversation, a quantitive analysis ®fréhations between the
guestions and answer sentences in the corpus has beem catién order to assess
how they relate to each other and how much common QA strategie achieve. We
also hope to find some valuable hints as to what methods wauiliitable to locate
these kind of answer sentences in the AQUAINT corpus. We especially interested
in the following questions, which we address in the remaimd¢his chapter:

Average Word Counts What is the average number of words of the questions, answer
sentences and answers in the corpus?

Word Overlap How often do words from the question also occur in the anseef s
tence. Can different tendencies found for different wordslasses of words?

Head Verbs How often is the head verb of the question also head verb adtsever
sentence? If it is not, does the question’s head verb occaoine variation
somewhere in the answer sentence?

Role of Context What is the percentage of identified answer snippets thanaeei
multi sentence constructs, i.e. where the answer is spr@adsamultiple sen-
tences?

4.4.2 Average Word Counts

This investigation is intended to determine the averagebsurof words of the ques-
tions, answer sentences and answers in the QASP corpus. rghhece is defined as
any detached character sequence separated by whitespporotnation marks in a
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string that is not a punctuation or whitespace charactelf.fsResults are shown in
Table 4.6.

questions answer sentences answers

year
no. | av. len.| st. dev. no. | av. len.| st. dev.|| av. len.| st. dev.

2002 || 429 7.44 2.38| 2006| 2853| 12.70 1.78 1.14
2003 | 354 7.74 2.53 | 1448| 29.18| 15.49 1.78 1.12
2004 | 204 7.25 202| 865| 29.34| 14.08 1.97 1.45
2005 || 318 8.67 3.08 | 1456, 28.88| 11.79 1.90 1.34
2006 || 352 9.42 3.14 | 1405| 29.34| 11.73 1.81 1.01

02-06 || 1657 8.14 281 7180, 28.99| 13.13 1.83 1.20
Lin 97 7.46 2.22| 1650, 30.36| 12.80 1.75 0.93

Table 4.6: Average length (in words) of the questions, answer sentences and answers
in the QASP corpus

The table lists the average length (in words) of the questianswer sentences and
answers in the QASP corpus. Columns two, three and four Bsttimber of questions
in one particular subset of the data, their average numbeoals and standard devi-
ation. Columns five, six and seven give the same data for arseméences. Columns
eight and nine show results for answers; the number of aisswehe corpus is omit-
ted because it is the same as for answer sentences. As caarhdaeexample, the
average length of an answer sentence in the QASP corpussis @0 words. This
is due to the fact that the AQUAINT corpus contains newspapiaeles (for example
from the New York Times) which usually show a rather complentence structure.

4.4.3 Word Overlap

Many traditional IR and QA methods are based on word overlaphis experiment,
we checked for every word in every question in our data whatheso occurred in
the corresponding answer sentence. This test was perfamtead variations:

1. We tested whether the word from the question occurs iniee/@r sentence in
exactly the same way, i.e. in the same morphological form.

2. We tested whether the word occurs in the questi@omemorphological form.

For the first test all question and answer sentence wordstvagrgformed to lower
case. After that strict string matching was applied. In teeosd case, we applied
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two different automatic ways to determine whether a word Wh@ssame. Firstly,
we employed a stemmer based on the Snowball algorithm byitMBdrter (in the
implementation that comes with Lucene’s Sandbox, i.e. Sttenbal | Fi | ter class
[Porter, 2001], [Hatcher and Gospodige2004]). Secondly, we used the University
of Pennsylvania’s morphology database [Daniel et al., 199fich contains 317,322
words in different morphological forms. The combinatiorboth methods makes our
stemming efforts fairly robust. While the morphology datsdaontains no named en-
tities, Snowball usually can deal with these. Snowball’'skreesses include irregular
verbs—these however are contained in the morphology dsgaba

Table 4.7 shows the results for the part of our data whichsetéan TREC judg-
ment files. We only took answer sentences which are tagget!’ astd account. Stop
words, question words and punctuation were removed. As eaebn, words start-
ing with an upper case letter were evaluated separately ¥vords starting in lower
case. The numbers in the second column show on how many {aphssords the
data is based. As there are 1550 questions in this part ofdipaie with minimum
one answer sentence judged as “1”, it can be derived thatqaestion has on aver-
age 4.34 non-stop words (6722/1550=4.34), 1.85 of whiclupper case and 2.49 are
lower case. It also can be seen that 72.6% of all upper casgswiorthe questions
can also be found in the corresponding answer sentence.ower tase words, this
is only 39.5%. When stemming is performed, results increagegightly for upper
case words (from 72.6% to 74.2%, that is 1.6%), but more Bagmitly for lower case
words (from 39.5% to 48.1%, that is 8.6%). Overall, when lagkat both upper and
lower case words, 53.6% of all words in a question can alsmbed in the answer
sentence; 59.2% when stemming is performed, which is 5.@f/elni

Case | No. | No Stemming| Stemming
Upper | 2862 0.726 0.742
Lower | 3860 0.395 0.481
Both | 6722 0.536 0.592

Table 4.7: Numerical results of our analysis of question/answer sentence word overlap,
based on TREC 2002-2006 data.

Table 4.8 shows the results for the part of our data basediarafid Katz, 2005].
Again, stop words, question words and punctuations werkié&d. For this part of
our data set, 64.9% of all upper case words in the questiard etso be found in the
corresponding answer sentence. For lower case wordsstbigy 40.5%. As with the
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data based on TREC data sets, when stemming is performetsreggukase slightly
for upper case words (from 64.9% to 66.7%, that is 1.8%), burtensignificantly for
lower case words (from 40.5% to 47.3%, that is 6.8%). Ovendien looking at both
upper and lower case words, 49.3% of all words in a questiorats®d be found in the
answer sentence; 54.3% when stemming is performed whicfB%s Bigher.

Case | No. | No Stemming| Stemming
Upper| 132 0.649 0.667
Lower | 236 0.405 0.473
Both | 368 0.493 0.543

Table 4.8: Numerical results of our analysis of question/answer sentence word overlap,
based Lin & Katz’s data.

When comparing tables 4.7 and 4.8, we see that usually wondapvis smaller
for the data based on [Lin and Katz, 2005] (an exception hexdcaver case words
for which no stemming is performed). This makes sense whasidering that Lin &
Katz try to identify by hanekverydocument in the AQUAINT collection that contains
the answer. TREC data, on the other hand, is based on only dogsenents which
automatic systems participating in TREC’s QA track have ssgfcdly identified as
containing the answer to the given question. As word oveplaygs a large role in
the document selection/answer finding strategies emplbyedany of these systems,
we indeed should expect that documents/paragraphs/sestasith high word overlap
occur more frequently in the data based on TREC's judgment files

Table 4.9 provides a more detailed look at the data from Taljleit gives figures
for individual words. The first table shows lower case wotlls,second table lists up-
per case words, while the last table shows, for reasons oplatemess, stop words. In
each table, the first column shows in how many questions tiid aexurred, the next
column lists the word, while the third and fourth columns tiee fraction of answer
sentences in which the word re-occurred. The two last cotudiifer in that column
four gives the numbers when stemming is performed. It carebe that, especially for
lower case words, figures differ considerably for each wadkd.interesting contrast
provide the verbs “die” and “born” in the first table. While &dj in this particular
morphological form, only re-occurs in 4.6% of all cases ia tjuestion, this increases
to 62.3% when stemming is performed. “born” on the other haadccurs in 70.5%
of all cases, regardless of whether stemming is perfomedtor n
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[ No. wod [ f [ f(st) |

89 name 0.136 | 0.192

70 first 0.588 0.588

64 year 0.135 | 0.163 [ No. [wod [ ¢ T fst)]
60 country 0.171 0.201 1027 the 0.902 | 0.902
59 born 0.664 0.664 743 what 0.019 | 0.019
57 die 0.031 0.670 493 is 0.272 0.663
50 city 0.263 0.296 395 of 0.688 | 0.688
30 president 0.753 | 0.782 387 was 0.342 | 0.722
29 founded | 0.500 | 0.705 No. [ Word [ f [ f(st) l 336 in 0.667 | 0.667
25 located 0.059 0.063 36 u.s. 0.313 0.313 277 how 0.007 | 0.007
23 date 0.000 0.011 24 American 0.496 0.549 265 did 0.024 | 0.028
22 world 0.728 0.728 21 United 0.521 0.521 218 when 0.122 0.122
22 made 0.211 0.256 17 International | 0.585 0.585 167 who 0.161 | 0.161
20 old 0.295 0.295 17 World 0.882 0.882 126 many 0.038 | 0.038
19 play 0.151 0.325 14 John 0.743 0.743 122 where 0.056 0.056
19 company 0.382 0.435 13 King 0.885 0.885 90 does 0.003 0.048
17 people 0.648 0.648 11 University 0.749 0.749 90 a 0.602 | 0.602
16 won 0.368 0.428 11 Paul 0.661 0.661 86 for 0.451 | 0.454
15 died 0.734 0.734 11 William 0.498 0.498 85 to 0.601 0.601
15 held 0.167 0.167 11 Great 0.835 0.835 69 are 0.211 | 0.740
15 long 0.100 0.100 10 River 0.891 0.991 57 on 0.523 | 0.523
15 called 0.102 0.102 10 New 0.671 0.711 43 from 0.502 0.502
15 win 0.093 0.725 10 Show 0.572 0.572 40 which 0.085 | 0.085
15 movie 0.344 0.353 10 Baseball 0.271 0.271 39 and 0.719 | 0.719
14 largest 0.676 0.676 10 Cup 0.913 0.913 38 at 0.399 0.399
14 occur 0.071 | 0.109 9 President 0.737 | 0.785 30 have 0.295 | 0.472
14 day 0.431 0.487 9 Island 0.583 0.620 29 were 0.211 | 0.639
13 time 0.172 0.172 9 China 0.758 0.758 27 an 0.187 | 0.187
13 built 0.486 0.544 9 George 0.448 0.448 21 that 0.243 0.243
13 stand 0.060 0.157 9 America 0.759 0.796 20 there 0.173 | 0.173
12 invented 0.259 0.299 9 Miss 1.000 1.000 20 do 0.000 | 0.000
12 get 0.024 0.107 9 States 0.370 0.398 19 by 0.368 0.368
12 most 0.349 0.432 19 much 0.039 | 0.039
12 members 0.568 | 0.711 18 has 0.275 | 0.430
12 national 0.762 0.762 17 with 0.263 0.263
12 fast 0.114 0.190 16 his 0.564 | 0.564
12 population | 0.822 | 0.822 15 as 0.246 | 0.246
12 real 0.294 0.294 13 its 0.334 0.461
12 famous 0.361 0.361

11 space 0.603 | 0.603

11 begin 0.000 0.583

96

Table 4.9: Word overlap for our data based on TREC 2002-2006 judgment files, when

broken down for individual words, sorted by frequency of occurrence. The first table

shows lower case words, the second table shows upper case words, while the last table

shows, for reasons of completeness, stop words.
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4.4.4 Head Verbs

Syntactic approaches to Question Answering often plade imigortance on the head
words of questions and answer sentences because they ldegetmine the structure
of the remaining sentence (see for example our own work omsgaroles in Chapter
3 or [Katz et al., 2002], [Wu et al., 2003] and [Novischi and Ifwvan, 2006]). We
thus performed an analysis based on questions’ head waydsetrating on verbs,
employing MiniPar for the necessary syntactic analysese rBisults can be seen in
Table 4.10. It lists numbers when all verbs are considergetb@r (“Overall”’), when
sentences with the head “to be” are separated and addlsiaghal 15 most frequent
verbs in the part of our data which is based on TREC judgmest i@@lumn 3 shows
how often the questions’s head verb also occurs as the hdaohvbe answer sentence.
In addition we checked whether the question’s head verbreceomewhere in the
answer sentence in some morphological form. The procecsed was the same as
the one described in Section 4.4.3 “Word Overlap”. (As a egnence, beside verbs,
nouns and adjectives are also accepted.) The following GABRtrate two cases
where the questions’s head verb occurs in the answer sentemcnot as the head of
the answer sentence:

Q: “Where was Bob Dylatorn?”

A: “Born Robert Allen Zimmerman in Duluth, Minn., on May 24, 1941, Bobl&y
grew up in nearby Hibbing.”

Q: “What university did Thomas Jeffersdound?”

A: “Founder of the University of Virginia, Jefferson feared that its badanight get
carried away with political or religious enthusiasms ratth@n choose a recipi-
ent based on scholarly considerations.”

Note that for 955 QASPs (13.3%) MiniPar returned no parsd.alramost cases
(727), it was the parsing of the answer sentence that failéwks is due to the often
very long and complex nature of the answer sentences in tipeigosee Section 4.4.2.

It should also be pointed out, that the data presented fdyétas slightly mislead-
ing: Here the figure presented in the column “Variation fouligls answer sentences
where “to be” is not the head verb but occurs in some morphcdddorm (including

was”, “been” etc.). Because the verb “to be” is very commoremnglish, especially

with longer sentences chances are high that it occurs soatewh it. Whether it
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No. | Found| Variation | Not found

as head found at all

Overall 6225| 33.9% 18.2% 47.8%
be 2688 | 39.0% 30.1% 31.0%
other than “be”|| 3537 | 30.1% 9.2% 60.6%
die 207 | 61.4% 1.4% 37.2%
locate 198 | 4.0% 2.5% 93.4%
bear 144 | 52.8% 19.4% 27.8%
make 132 | 28.0% 0.0% 72.0%
found 117 | 47.9% 28.2% 23.9%
have 115| 13.0% 13.0% 73.9%
occur 111 8.1% 0.9% 91.0%
stand for 104 | 4.8% 0.0% 95.2%
win 84| 28.6% 17.9% 53.6%
play 76| 25.0%| 15.8% 59.2%
hold 70 | 20.0% 0.0% 80.0%
invent 57 | 33.3% 8.8% 57.9%
marry 56| 41.1% 10.7% 48.2%
kill 52| 78.8% 3.8% 17.3%
take place 49 4.1% 0.0% 95.9%

Table 4.10: Analysis of the question’s head verbs and whether they also occur in the
answer sentence either as the head verb as well (column 3), or in some morphological
variation somewhere else in the sentence (column 4). Column 5 shows how often the
head verb could not be found at all in the answer sentence. Column 2 lists the number of
answer sentences that the results are based on, that is the number of answer sentences

in the corpus paired with questions that show the listed head verb.

stands in some semantic relation to the question’s headiserdifferent matter alto-
gether. Note however that, because the collection metli@ogures that the question
and answer sentences on which this data is based show sanfeaig semantic over-
lap, we usually can assume that, for the vast majority ofsas@lving other verbs,
there indeed is some sort of semantic relation between thstign's head verb and its
occurrence in the answer sentence.
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4.45 Role of Context

It is not always the case that the answer to a question canupel i@ one single sen-
tence together with the evidence (words and phrases fromustion) that mark this
sentence as an answer sentence. Often such informatiostigualied across several
sentences, as when a sentence uses an anaphora to refeatbesrgroduced entity.
When creating the QASP corpus, we deliberately allowed st#je select two or
more consecutive sentences should they think this was sexgeJable 4.11 lists how
often an answer sentence in the corpus in fact consists dipleusentences. The data
was produced automatically by using a sentence splittgrtsspecially developed for
this task. The script treats every “.”, “I” or “?” followed by whitespace character
and an uppercase letter a sentence terminator, unless dine faiilowing conditions

apply:

e “”is preceded by Mr, Ms, Mrs, Dr and 16 other abbreviations.

e " is preceded by exactly one whitespace followed by an upgee letter (as in
“George W. Bush”).

This fairly simple algorithm was evaluated by checking th&t fLO0 positive results
it returned for the TREC 2002 data by hand. 98 of these turnétbdoe true multi-
sentence constructs.

Table 4.11 also lists how often a QASP was tagged “C”, whichdgdor con-
text. As explained earlier, in such a case, the answer sentrlected does answer
the question, but some context is missing to derive this flleensentence alone, see
Section 4.3.5. In such a case it usually can be assumed #hatifising information is
present somewhere else in the document, but this is not sedgghe preceding sen-
tence. As can been seen in the table, for the part of the ctinptiss based on TREC
data, 13.8% of all answer snippets require some form of gbmgeing beyond one
sentence. This data is significantly larger for the part daseLin’s data, where it is
21.5%. This makes sense when considering that Lin’s datsisdoreverydocument
that contains the answer. Sentences selected based on TREEdtin only results
that participating systems in TREC have found. Because rseittence evidence is
harder to find, we would indeed expect Lin’s data to containghdr percentage of
such evidence.
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year | no. pairs| no. multi | tagged “C” | overlap sum
2002 2006 190 52 3| 239 (11.9%)
2003 1448 145 15 0 | 160 (11.0%)
2004 865 72 11 1 82 (9.5%)
2005 1456 89 152 9 | 232 (15.9%)
2006 1405 108 169 3 | 274 (19.5%)
02-06 7180 604 399 16 | 987 (13.7%)

Lin 1650 160 202 6 | 356 (21.5%)

Table 4.11: Analysis of the number of multi-sentence answers contained in the QASP
corpus. The first column indicates the subsection of the data set, the second lists the
total number of QASPs in that subsection, the third column lists how often subjects se-
lected more than one sentence, the fourth column lists the number of QASPS tagged
as “C”. In some cases where more than one sentence was selected, this instance addi-
tionally was tagged as “C”; their number is given in column five. The final column shows
the sum of multi-sentences and sentences tagged as “C”, minus the overlap (because

otherwise some QASPs would be counted twice.)

4.4.6 Summary of Analysis

The data provided in this section can assist the design ofl g@& algorithms. It
furthermore is suitable to explain why certain methods in\@@#k better than certain
other methods. It can for example be seen that:

1. Questions are much shorter than their answer sentendas. illlistrates that
the difficulty in QA is not so much question processing, buhea candidate
sentence analysis. This also can be seen to suggest thatrasemtences are
more complicated on a syntactic level.

2. Less than 50% of lower case non-stop words from questi@tear in answer
sentences, even if stemming is performed (without stemmhiisgigure is lower
than 40%). This illustrates that lexical variation betwegrstion and answer
sentences is very high. Simple key-word based IR technigrteesot sufficient
to deal with this.

3. In more than 60% of all cases, the head verb of a questiaiu@rg “to be”)
is not present in the answer sentence in any morphologicaitian. This addi-
tionally illustrates that lexical variation between questand answer sentences
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Is very high—at a point that is crucial for many syntax-ba@édtechniques.

4. In almost 14% of all cases more than one sentence in a dotusneeeded to
answer the question. In most of these cases, anaphoratiesa@lnd/or discourse
analysis would be needed to be incorporated into a QA system.

Points two and three of the list above, in an obvious manoahér strengthen the
argument that paraphrasing is a very central problem in @ue&nswering. Yet, this
also holds for the fourth point. TREC-style factoid questiarssally ask for a fact in
a very brief and precise way. Yet in 14% of all cases the ansaetris distributed
among more than one sentence—this stongly suggests thatfeam of paraphrasing
must have been involved, especially on a syntactic level.

45 Conclusions

In this chapter we have described the creation of a corp@siestionAnswerSentence
Pairs (QASPS) with Amazons Mechanical Turk. The corpus dostd,830 such pairs
and it publicly available. The creation of this resource Wwespired by the fact the
methods reported in Chapter 3, despite working well in a waded setting, failed to
deliver good result when evaluated on a local corpus, the AQU corpus. One of
the reasons identified for this is that in the AQUAINT corpaisswer sentences often
show some form of indirect evidence; in other words: They oicamswer the question
from a strictly logical point of view. By collecting a largets®# answer sentences from
the AQUAINT corpus, we created a resource that contains nexaynples of indi-
rect evidence. We analyzed a few key features of this corptlisautomatic methods
and found strong evidence towards the necessity to devefopy®tems with strong
paraphrasing capabilities.

In the next chapter, we will describe an algorithm for QA thatjuires syntactic
and semantic knowledge from the QASP corpus. Key featurdisi®algorithm will
take the findings that have been made when analyzing the QAi®Rinto account.
Because the algorithm is based on the QASP data it will be aldistover many forms
of indirect evidence, something that was not possible withrhethods described in
Chapter 3 which are based on lexical resources.



Chapter 5

Acquiring Syntactic and Semantic
Reformulation Rules from the QASP

Corpus

5.1 Introduction

The experiments concerning lexical resources like FramedhtepBank and VerbNet
described in Chapter 3 have shown the following:

1. FrameNet and the like are useful to find answer sentenegscdmtaindirect
evidencedo the question.

2. Developing a QA strategy based on finding answer sentemitegirect evi-
denceis a useful path to explore for web-based QA, but when workiitf a
smaller corpus it will miss too many answer sentences coinindirect evi-
dence

Considering that the algorithms so far were not suitable émtifly answer sen-
tences that show indirect evidence, it is natural to asktwha would need to develop
a method that is suitable to deal with cases of indirect exade The line of research
proposed here offers a natural answer to this question: garithm that acquires
indirect evidence from a large set of answer sentences liost snany examples of
indirect evidence is devised. (This procedure is somewhatlie! to the approach for
direct evidence described earlier in this thesis, whichaselol on annotated sentences
in FrameNet, PropBank and VerbNet—and as such on data exgmgplpotential an-
swer sentence formulations showing direct evidence.) TASR)corpus described in

102
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Chapter 4 contains 8,830 question answer sentence pairse Wieequestions were
used in former TREC evaluations and the answer sentencesfoaméhe AQUAINT
corpus. Many of the sentences in it can be assumed to contiirect evidence, as the
example sentences listed in Section 4.3 show. Thus it islaalatataset to work with
for the purpose at hand.

As far as the algorithm to be developed is concerned, thegaries seem especially
important:

1. Important question terms need to be related to their spording terms in the
answer sentence. (An answer sentence must provide evitteaigeis related to
the question.)

2. Not all question terms may co-occur in the answer sengen8eme might be
missing, other might stand in a less obvious semantic ogldb the question’s
terms. (Consider “purchased” in “When was Alaska purchased®ier than the
verb “purchase” in some morphological form the answer se@enight show
the verbs “buy”, “sell”, “acquired” or the nouns “purchasédcquisition” etc.)

3. The syntactic structures of the answer sentences needtakén into account,
because the important words/terms need to stand in thectoelation to each
other.

There has been a line of research in question answeringdbatsssuitable for the
task at hand: syntactic structures of question and answgrsees have been captured
by dependency relations. Unseen answer sentences ardegkp@show similar de-
pendency relations between question/answer terms apsdyiacquired structures.
Here, two approaches can frequently be found in the litezatsee also Section 5.2
“Related Work”):

1. Some work analyzed the syntactic relations between temt®nstituents in
the question and sought to find the same relations in the arsaméences, e.g.
[Attardi et al., 2001], [Katz and Lin, 2003] or [Bouma et alQ5a].

2. Bootstrapping approaches start with a small set of queatiswer pairs to auto-
matically find valid answer sentences, e.g. [Lin and Pag@)1] or [Mur, 2008].

The algorithm proposed here differs in that it starts wittaagé set of question
answer sentence pairs. This overcomes the following pnadile
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1. An approach based on analyzing syntactic relations pt@sée question alone
may miss many positive answer sentences, because othar, rotire compli-
cated syntactic structures than the usually simple onesifguthe question can
be used in valid answer sentences.

2. Bootstrapping relies on seed instances, which have to peafig created. To
date, the vast majority of all work evaluates bootstrappipgroaches in IR and
QA only on small sets of a few handpicked question classéiseiefore remains
unclear if and how such approaches can be used for large@ussts containing
a large variety of questions.

The main benefit of using the QASP corpus over the describedaus is that it
contains a large number of example sentences obtained aollethby humans, for a
large number of factoid questions. As such, the data is Agtamigh quality, but also
covers a many ways in which answer sentences can be forrubMthile we cannot
know if our data set is big enough for the task at hand befownbgacarried out the
experiment, we will evaluate our approach on standard TREGs&ts—as opposed to
a few carefully selected question classes.

Let us briefly comment on a few key decisions we have made whsiguing the
algorithm:

e A central notion of the lexical resources described in $ec3i2 is that of a pred-
icate, which largely shapes the syntactic structure of éeser by determining
the number and location of its arguments. In most cases tadigate is a verb.
Section 4.4.4 however showed that in 60.6% of all cases aiqoisshead verb
does not occur in the answer sentences identified in the AQWAIorpus (ex-
cluding “to be”). Yet, there is one (and just one) constitugrwhich we can be
absolutely sure that it must be present in every valid ansemtence: the answer
itself. Therefore we make the answer the central anchott poiour algorithm.
What used to be arguments for the predicate, in our paradigmngsortant
constituents in the question (just as the arguments of aqatedthey differ in
number) that we expect to also be present in the answer serfgossibly with
a different surface form.

¢ The link between question constituents and the answer iartbeer sentence is
realized via dependency paths, which have been used inguesiswering be-
fore, e.g. in [Lin and Pantel, 2001]. Their exact style hogradiffers greatly in
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different works. Our paths are inspired by those parse ta#iespused in shallow
semantic parsers, e.g. [Gildea and Jurafsky, 2002] and §ddePalmer, 2004]
(see Section 3.3.1 of this thesis). The paths used in thgeerpare paths in
phrase structure trees. However, as [Xue and Palmer, 20@djdelves point
out phrase structure paths show limitations. For examplékeidependency
paths, they are not suited to distinguish NPs following sadsitive predicate
(e.g. “give”), because both would be the same.

¢ In Section 4.4.3 we saw that many key words from the questionat re-occur
in the answer sentence. In many cases however we expect atgatharelated
word to be present in the answer sentence. We added a specasping step to
our algorithm to deal at with some forms of semantically elpselated words,
which is based on WordNet.

e From [Ravichandran and Hovy, 2002] we borrow the rule evadunattep in our
algorithm and also their formula for rule precision (sees tbihapter’s related
work section).

In the remainder of this chapter (after in Section 5.2 relat®erk is presented),
we will describe an algorithm devised to acquire reformatatules from the QASP
corpus. The algorithm can be divided into three main steps:

1. Rule Creation The Question-Answer-Sentence-Pairs in the corpus aretosed-
ate rules. This is described in Section 5.4.

2. Rule Evaluation Other text in the corpus is used to assign a confidence value to
each of the rules created during step 1. This is describedatidh 5.5.

3. Rule Execution The rules are applied. This is described in Section 5.6.

One crucial step in this algorithm’s processing pipelineascerned with aligning
words found in the question to words in the answer senterf8esietimes the words
that have to be aligned are not morphologically, but onlyaetoally related. This step
is a prerequisite for all of the algorithm’s three main stdpss therefore described in
a section preceding the main steps: Section 5.3.

Section 5.7 describes experiments designed to evaluafetfmance of the al-
gorithm are set out and results are given.

Finally, Section 5.8 reflects on what has been achieved atel qur results in
context.
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5.2 Related Work

This section describes work related to our approach whicjuiees possible answer
sentence formulations from the QASP corpus. We use depeyndelations, more
precisely dependency paths, to express the necessargtymctanstraints on the an-
swer sentences. There has been a strong tradition in Questiswering of using
dependency relations to interpret answer sentences. Wefahe start by discussing
the most relevant papers in this respect. After this we wablolen the focus and take a
look at different ways of how paraphrases in Question Answdnave been acquired
so far.

5.2.1 Dependency Relations for Question Answering

[Attardi et al., 2001] describes a Question Answering SystBIQASso, that, after a
set of answer sentences has been identified, matches depgndtations to extract
answers. Questions and answer sentences are parsed witbaMjhin, 1998b] and
the dependency output is analyzed in order to determinehgheglations present in a
guestion appear in a candidate sentence as well. For theéaqu@a/ho killed John F.
Kennedy”, for example an answer sentence is expected taiodhe answer as subject
of the verb “kill”, to which “John F. Kennedy” should be in @ajt relation. PIQASso
also infers new relations by applying a set of nine differeiés to MiniPar’s output.
One of them for example is: “A and B are related with the relatf genitive if A

is the subject of a verto haveand B is the object.” The purpose of this rule is to
enable the matching of “John’s car” with “John has a car”. $yem did not perform
particularly well in TREC’s 2001 QA track, where it achievedMRR of 0.271.

In [Katz and Lin, 2003], the authors identified two phenomeeaantic symmetry
andambiguous modificatigrnwhich are difficult to handle by linguistically uninformed
systems. The first problem concerns questions like “What algsfeat?” and “What
eats frogs?”, which use the same (non-stop) words, but hi#fesemt semantics and
therefore ask for a different answer. The second probleranserned with modifiers
like “largest” or “in the solar system”, which can modify iifent head nouns. When
only key-words are used, the information about what exattl/that is for example
“largest” is completely lost. Yet preserving this inforneett could potentially improve
a QA system’s performance considerably. The authors cloosspture these phenom-
ena with ternary expressions, which intuitively can be seesubject-relation-object
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triples, which can hold many types of relations, for examgléject-verb-object or
relations of possession. These ternary expressions aatedrby parsing text with
MiniPar and simplifying its dependency output, so that & fitto the ternary expres-
sions paradigm. The question “What do frogs eat?”, for exammcomes [frog eat
?X], whereas “What eats frogs?” becomes [?x eat frog]. Anargrexpression ex-
tracted from an answer sentence of the form [frog eat inseatild answer the first
guestion but not the second. The authors achieve largespegains (0.84 compared
to 0.29 for a keyword-based method) on their specially echfest set consisting of
guestions exemplifying only the two mentioned phenomena.

[Punyakanok et al., 2004] present an approach for answectgat which repre-
sents both questions and candidate passages using depehe®s. Both are com-
pared by approximate tree matching. In their model, theeswet that best answers
a question is the one that minimizes the generalized ed#rtie between it and the
guestion tree. Their measure of edit distance is adapted floe usual definition of
edit distance. As such it measures the cost of a sequenceddtams that are needed
to transforms one labeled tree to another. The operatiatiade deleting a node,
inserting a node, and changing a node. As their algorithmbio@s questions with
complete candidate sentence tress, the authors in facttdderdify answers. They
judge a question as correctly answered if it identifies aeser@ in a document that con-
tains the answer. As baseline, they use a bag-of-words agiprevhich can identify
supporting documents for 28.85% of all 454 questions froemMREC 2002 question
set for which such a document exists. With their tree matghethod this figure rises
to 40.31%.

[Bouma et al., 2005a, Bouma et al., 2005b] describes a QueAtiswering Sys-
tem for Dutch, Joost, in which dependency relations are usepliestion analysis,
off-line answer extraction, answer reranking and idergifan of potential answers.
The system uses hand-written dependency patterns, edleatset of (partially un-
derspecified) dependency relations which are compareastigaiset of dependency
relations derived from parse trees. It furthermore makesofid4 equivalence rules,
enabling the system to recognize a set of semantic equsederven if two depen-
dency analyses differ. Examples for this include (the Dwistsions of) constructions
like “Zimbabwe gave asylum to Mengistu” and “Mengistu wasgegi asylum by Zim-
babwe” or “the coach of Norway, Egil Olsen” and “Egil Olsehnetcoach of Norway.”



Chapter 5. Acquiring Syntactic and Semantic Reformulation Rules from the QASP Corpus108

The authors found that use of the mentioned equivalence aalesiderably increases
the number of facts retrieved by the extraction patterng System performs off-line
answer extraction, meaning that potential answers to inegiaestion types are ex-
tracted from the corpus before the actual questions are tkiaow stored in a database,
which can be accessed in a fast manner when a question is &kegliestions which
cannot be found in the database when they are asked, thensgise includes a fall-
back strategy based on traditional keyword-based parhgetpeval. The previously
mentioned dependency patterns are then used to identiiyeassnd also play a role
during answer ranking. The system performed well (0.5441@wy for factoid ques-
tions) in the 2005 CLEF evaluation. [Vallin et al., 2005]

All of the papers mentioned so far compare the syntacticttra present in a
question with the syntactic structure present in candidatgences. In the following
we will take a look at work that takes known good examples afagr sentences into
account as well.

[Cui et al., 2005] describe a fuzzy dependency relation niagcapproach to pas-
sage retrieval in Question Answering. Here, the authorsguiea statistical technique
to measure the degree of overlap between dependency nalaticandidate sentences
with their corresponding relations in the question. Quegtinswer passage pairs from
TREC-8 and TREC-9 evaluations are used as training dat®o illustrate their ap-
proach we repeat below from their paper three relationsaetad from the question
“What percent of the nation’s cheese does Wisconsin produme® the answer sen-
tence “In Wisconsin, where farmers produce roughly 28 peraethe nation’s cheese,
the outrage is palpable.”

These passages sometimes are very short and contain jumtstwer, sometimes they consist of
sentences, sometimes of text snippets starting in the mfdine sentence and ending in the middle of
another. Therefore this kind of training data has to be cmred as rather messy.
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PathID Nodel Path Node2
<Pg1> Wisconsin <subjp> produce
<Pg2> produce <head, whn, prep, pcomp=n cheese
<Pgz> nation <gen> cheese
<Ps1> Wisconsin <pcomp-n, mod,* produce
<Psp> produce <obj, mod, pcomp- cheese
<Ps3> nation <ger> cheese

Taking data such as this the system for example alignscthép> path from the
guestion with the<pcomp-n, mod, * path in the answer sentence. It then learns
relatedness between paths based on a statistical transkatdel, IBM’s Model 1
[Brown et al., 1993]. While IBM’s Model 1 assigns probabilitiesalignments of one
word in one language to another word in another languagen#tbod at hand learns
from the training data probabilities for the alignment opdedency relations present
in the question to dependency relations present in the arseméence. Below are some
of these learned translation probabilities, taken fromated paper [Cui et al., 2004]:

Relation-1 Relation-2 Similarity
whn pcomp-n  0.43

whn [ 0.42

i pcomp-n  0.39

[ S 0.37

pred mod 0.37
appo vrel 0.35

whn nn 0.34

S num 0.33

Here,whnfor example stands for a nominal wh-phrase (ewhd escaped”) and
pcomp-nfor a nominal complement of a preposition (e.g. “in geden”). (For more
detailed explanations about MiniPar’s dependency relatsee [Lin, 2003].) Note that
these translation probabilities are completely indepenhdécontext (such as preced-
ing or consequent relations in a path, other paths in thetipmesr answer sentence or
the question class). The system then calculates a scoratilorapgnment by finding
the most probable mapped relation in the path from the quegir each relation in the
aligned path from the sentence based on the relation ttaorsfarobabilities. Finally,
the sums of all path alignment scores for a question ansvesage pair are summed
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up and the passages are ranked according to this score. fioesaxeport an improve-
ment of 31% in MRR when comparing their fuzzy relation matghiechnique with a
strict matching variant.

While [Cui et al., 2005] is concerned with passage retrievali fet al., 2004] uses
a very similar model for answer extraction. In each sentenetirned by the IR mod-
ule, all named entities of the expected answer types areettes answer candidates.
For questions with an unknown answer type, all NPs in the idatel sentence are
considered. Then those paths in the answer sentence thatrarected to an answer
candidate are compared against the corresponding paties gquestion, in a very simi-
lar fashion to [Cui et al., 2005]. The candidate whose patb#/ghe highest matching
score is selected. The system was evaluated in TREC 2004r Gdmzline method,
relying only on named entity information achieved an accyraf 0.51. Two slight
variations of their new answer extraction method achieve@ecuracy of 0.62 and
0.60.

While both [Cui et al., 2005] and [Cui et al., 2004] are similaotar approach in
that they utilize answer sentences, there are also coabigedifferences. Crucially,
although the approach makes use of answer sentences] tistis to the general
idea of comparing dependency relations present in the ignesb those present in a
candidate sentences. Like some of the earlier mentionek] wonplements a measure
that evaluates how related these paths are to each other tadn requiring strict
similarity. Different from earlier mentioned work, hereetpath relatedness measure
is based on comparisons of paths from the question with gatimsl in valid answer
passages. What the authors correctly have observed is thatistes, especially with
MiniPar, a relation in the question is not present in the samangein an answer sentence.
A question starting with “Where” for example will contain amarelation, indicating
an adverbial wh-phrase. This wh-phrase of course will nopfesent in the answer
sentence, insteadmomp-nrelation, a nominal complement of a preposition (e.g. “in
Prague’) might be present. Taking this into account when compaguogstions with
candidate sentences is certainly helpful.

Yet the approach is very coarse. It is entirely based on an#éasity matrix con-
taining pairs of dependency relations, which is valid asral§types of questions. In
reality, these similarities might be very different forfdifent question classes. Also, it
treats every path in the question independently. This cgrdidematic. For example,
if a constituent that is the subject in a question becomeslbijgct in an answer sen-
tence, obviously the object of the question cannot funci®the object in the answer
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sentence as well. It might instead become the subject, agssiyation. This shows
that, if one particular path between two constituents inestjon changes in the answer
sentence, other paths might very well (or even have to) ahasgvell. In order to cap-
ture these kind of transformations, paths cannot be treatigpendently. The bottom
line is that this method is not suitable to detect candidatgesces that show a com-
pletely different sentence structure from the questionsdite taking known answer
passages into account, it still scores candidate senteiwcesding to their similarity

to the question.

[Shen and Klakow, 2006] describes a method similar to [Cul.e2804] and
[Cui et al., 2005], also primarily based on similarity scobe$ween dependency rela-
tion pairs. Their algorithm computes the similarity of patietween key phrases, not
between words. Furthermore, it takes relations in a patlasatdependent from each
other, but acknowledges that they form a sequence, by camgpavo paths with the
help of an adaption of the Dynamic Time Warping algorithm [Rabet al., 1991],
which is often used in speech recognition to deal with d#ffeérspeaking speeds of

voice input.

In the next section we will describe an algorithm that legrossible answer sen-
tence formulations for syntactic question classes fronexaenple sentences contained
in the QASP corpus. Unlike the work described so far in thitiea, it acknowledges
that:

¢ A valid answer sentence’s syntax might be very differentHerquestion’s syn-
tax.

e Several valid answer sentence structures, which might belstely indepen-
dent from each other, can exist for one question.

We furthermore decided that, although fuzzy matching adgtas an interesting
line of research and potentially could be combined with qguaraach, our method will
be based on strict matching of dependency paths. The reasadhis is that fuzzy
matching, as we have seen, already has been tried many tmddékat we want to see
what performance increase we can achieve by switching froahysing the structure
of questions to analysing the structure of answer sentaioas.
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Before describing our approach in more detail, we will reviemother body of
relevant work in the next section.

5.2.2 Learning of Paraphrases for Question Answering

In the following we will take a look at work that is concernedwdiscovering para-
phrases for Question Answering.

[Lin and Pantel, 2001] present an unsupervised algoritheitomatically discover
inference rules (essentially paraphrases) from text ieri@ enhance a Question An

swering system. These inference rules are based on pathsdretvords in depen-
dency trees, each of which connects two nouns. Their patfestha following form:

N:subj:V«—find—V:0obj:N—solution—N:to:N

This path represents the relation “X finds a solution to Y”.

The authors start by parsing 1GB of newspaper text with Minighd extract 7
million paths like the one above from the resulting parsedr@31,000 of which are
unique). These are stored in a database, which containseiney counts for triples
consisting of the path itself, a word that was found eithahatstart or at the end of
the path in the corpus (the X or Y in the relation above), and@able indicating
whether that word was found at the beginning or the end (vendttat word fills the
X orY slot). Then the similarity between the collected pathsomputed, by adapting
the Mutual Information measure, often used to measure eggorstrength between
two words, to paths. Paths that often can be found in the sonpiln the same word
at their ends receive a high similarity value. (Their forealso takes the frequency
of the words in the corpus into account.) For certain pattisgrgpaths in the corpus
are sorted according to their similarity value, and the patith the highest values are
used as paraphrases. For “X solved Y”, for example, the tom$t similar paths the
authors identify are:

e “Y is solved by X”
e “Xresolves Y
e “X finds a solution to Y”

e “Xtries to solve Y”
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e “X deals with Y”

The authors do not evaluate their algorithm by using it in a §y8tem. Rather,
they compare their paraphrases to a set of human-generataghpases for the first
15 questions used in TREC's 1999 QA track and also manuallyigpe 40 highest
scoring automatic paraphrases on whether they are suftatfiading answers to the
guestions. The intersection between human-generateglpases (between 2 and 14
for each question) and automatically generated paraphvease found to be quite low.
On the other hand, many of the system’s paraphrases turnéalloeivalid (e.g. 92.5%
for “X manufactures Y” or 52.5% for “X is author of Y".)

[Ravichandran and Hovy, 2002] explore the use of surfacepiatkérns for a Ques-
tion Answering system. For a small set of question types thbaas learn regular
expressions that describe potential answer templates,“e:fJAME > was born in
<BIRTHDATE>" which matches strings like “Mozart was born in 1756” andug-s
able to answer questions of the form “When was X born?” Thegodihm starts by
submitting a set of seeds, here known question term and amswe pairs, (“Mozart”
and “1756” for the example) to a search engine. The top 10@Qrments are down-
loaded, broken into sentences and only those are retaiaeddhtain both seed terms.
Common re-occurring substrings are searched for in thedersms and again only
those are kept that contain the seed terms. Then the wordse thrase for the ques-
tion term is replaced by:NAME >, and the answer term by ANSWER>. This is
repeated with different seed terms, for the birthdates finegxample also use “Gandhi
1869” and “Newton 1642". The overall most common substrisgsstored, for birth-
dates some of these are:

born in <ANSWER> , <NAME>
<NAME was born on <ANSVER>,
<NAME> ( <ANSVER> -

<NAME> ( <ANSVER> - )

Their approach however does not treat these patterns am#iedsult. A sub-
sequent processing step determines the precision of edtdrrpaAgain, a search
engine is queried, this time however by only using the qoasirm (“Mozart”) and
the top 1000 documents are extracted and broken into seste@nly those that con-
tain the question term are retained and for each patterndigted earlier it is checked
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whether it is contained in these strings, either with theedranswer found at the
<ANSWER> slot, or with some other term. Pattern precision is thenutated by
dividing the number of instances where the pattern match#stire correct answer
term by the number of instances where the pattern matché&damit answer term. For
the birthdates example they obtain the following values:

1.0 <NAVE> ( <ANSVER> - )

0.85 <NAME was born on <ANSVER>,
0.6 <NAME was born in <ANSVER>
0.59 <NAME was born <ANSVER>

0. 53 <ANSWER> <NAME> was born

These patterns are then used to find answers. Patterns wigh gfecision are
given precedence over pattern with a lower precision. Betidementioned birth-
date question type the same approach was also applied tdamseabout inventors
and discoverers, definitions and locations and questiomstathy a person is famous.
The system was evaluated in a web-based setting and sdpdmatearching a local
corpus. Six different question types are used for evalonatiathdate, location, inven-
tor, discoverer, definition and why-famous. Results varytatoss these question
types. Their best score (MRR 0.88) is for the discoverer guestvhen querying the
web; their worst score (0.00) is for Why-famous questiors) al a web-based setting.

[lbrahim et al., 2003] present an approach to automatide#lyn paraphrases from
aligned monolingual corpora. They use different transtetiof foreign novels, for
example two translations &0,000 Leagues Under the Seawo translations offhe
Kreutzer Sonataand three translations &fladame Bouvary Sentences are aligned
using the Gale and Church algorithm [Gale and Church, 1994, parsed by the
dependency-based Link parser [Sleator and Temperley]19@@hors are identified
within the aligned sentence pairs, which can only be nounmamouns. Exact string
matches qualify as anchors. Other matches based on, fopéxaime longest common
substrings penalizes the score by 50%. A breadth-first sésuresed to find the short-
est dependency path between the anchor words. (These @gpgnuhths, which they
treat as paraphrases are very similar to [Lin and Pantell]20G valid paths can be
found between anchor pairs in both of the aligned sentetioey are considered can-
didate paraphrases. These are then scored, taking theefregof anchors and their
variety for each paraphrase into account. The authors dd@bxtract 5,502 unique
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paraphrase pairs from the corpora. 130 of these are randdrmobken and then judged
by three human assessors, their average precision is 4TR&gaper then discusses
the use of these paraphrases for a Question Answering sybtemo evaluation is
given in this respect.

[Snow et al., 2005] present an algorithm for learning hyperiis-a) relations from
text. The work carried out here follows the work of [Hear€92] in that is uses
lexico-syntactic patterns as cues that indicate a paaticémantic relationship be-
tween two nouns. While Hearst proposed the use of a set of traficed extrac-
tion rules, [Snow et al., 2005] propose a machine learnimggigm that automatically
learns these rules. For training, they extract all pairsafds in a hypernym/hyponym
relation from WordNet. For each pair sentences are seatichesewspaper corpus
in which both words occur. (Note that for some pairs, no sesgs might be found.)
These are parsed with MiniPar and patterns based on the dimpgnpaths between
these two words are extracted. A hypernym classifier isedhursing the extracted de-
pendency paths as features. For testing, the classifiersadi@olean decision whether
a pair of words from an unseen sentence is in a hypernym/lyypoelation or not. If
this word pair is contained in WordNet, it is easy to check thbethe classifier has
made the right decision or not. When comparing their autarablyi learned patterns
with Hearst's manually created patterns in this way, thdyexe a 132% relative im-
provement. Interestingly, [McNamee et al., 2008] usesghtir modified version of
the method described in [Snow et al., 2005] to improve theasdim type checking
component of a Question Answering system. This is usefuhimee WordNet, which
is often used in QA to check an answer on the correct semaptg tontains very little
information about Named Entities. Beside using dependeathsfbetween the hyper-
nym and hyponym as features in this paper, the authors additly employ twelve
other kind of features including capitalization, commoiffigas (e.g. -ation, -ment,
-ology) etc. When evaluated on TREC 2005 & 2006 data, theiegysichieves 27.3%
accuracy, compared to 18.26% based on WordNet alone. (Tger pantains no data
about how the system would perform when using a Named Entitp&azer for an-
swer type checking.)

Our work differs from the above work in that it actually prdes an algorithm
suitable to extract answers for potentially all types oftd&t question. Most of the
above approaches, although described as being for Quést®mering, in fact detect
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paraphrases between declarative sentences. How theskel §lsoaonnected to the
guestion is not detailed. Accordingly, [Lin and Pantel, 2énd [Ibrahim et al., 2003]
evaluate only the validity of their paraphrases, not how @ help to detect answers.
[Ravichandran and Hovy, 2002] uses six different factoidstjoe types for evaluation
(see above), where for each question type a manual seladtiexample seed terms
is required. For many other question types their approaadhdwoot work. This is
because [Ravichandran and Hovy, 2002] (the same holds farghd Pantel, 2001])
can only handle paraphrases that express relations beexeetly two words? For
factoid question answering, this is a simplified assumptidany questions contain
more than two important keywords.

5.3 Word Alignment

For the approach at hand, in order to be able to create ralesyéry question/answer
sentence pair in the QASP corpus, corresponding constifuereach question and
answer sentence have to be aligned. Consider the followiampbe:

Question: “When was the Alaska territory purchased?” Answi867"
Answer sentence: “The acquisition of what would become #reitdry of Alaska

took place in 1867.”

The mapping that has to be achieved looks like this:

Question Answer Sentence
Term Term

“Alaska territory” | “Territory of Alaska”

“purchased” “acquisition”
ANSWER “1867"

The algorithm described in this section is concerned wighalignment of seman-
tically related words from the question and the answer seste This falls one step
short of what we actually need to achieve, which is an aligmnroé constituents (like

2The same holds for [Snow et al., 2005], but here the authers@mcerned with the extraction of
hyponymy relations, which always exist between exactly ieods.
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“Alaska territory” and “Territory of Alaska” in the exampbibove). Alignment of con-

stituents is performed after words have been aligned ancbihgituent alignment step
takes the word alignment results as an input. This sectisorites the alignment of
semantically related words.

Word Alignment is important in the field of Machine transtatiwhere words in
parallel, bilingual corpora have to be aligned. There, & haen extensively studied,
see for example [Och and Ney, 2003] for a comparison of vargpatistical alignment
models. In our setting however, we have to align questiorangwer sentences that
are in the same language (English). This enables us to usesntteat would not be
possible for bilingual alignment. Firstly, we expect mamesgtion words to be present
in the answer sentence as well, possibly with exactly theesaunface appearance
or alternatively in some morphological variant. It is fgidtraightforward to assign
such words as we will see. Furthermore, for the remainingd&/eve can use tools
that can tell us how semantically related two words are, mottbly WordNet. One
disadvantage that we face over methods as described in j@cNeay, 2003], is that
the size of the data available for training is significanttyadler. [Och and Ney, 2003]
use two training sets, with 34K and 1470K aligned sentend&suld we want to
use the QASP corpus as training data for one of these ap@eachwould only have
roughly 8K of QASPs available. Because of these differenaedacided to implement
a custom build alignment strategy.

In our approach, every word in the question which is not a stogl or a wh-word
will be subject to alignment. For the above example this méarmen”, “was” and
“the” will not be aligned. As far as the remaining words areoerned, the alignment
of “Alaska” and “territory” is trivial, the same holds foréhanswer “1867”. (All three
are similar on string level.) Yet, although not the case engkample, a question might
use different surface forms of a word than the answer seaténg. “purchase” and
“purchased”.) To detect such cases we employ a stemmer baged Snowball algo-
rithm by Martin Porter (in the implementation that comeshwiticene’s Sandbox, i.e.
theSnowbal | Fi | t er class [Porter, 2001, Hatcher and Gospodn&004]). Addition-
ally we use the University of Pennsylvania’s morphologyattase [Daniel et al., 1992]
which contains 317,322 words in different morphologicahis. If one of these tools
reports that two strings are morphological variants of traeswords they are aligned.
(The same approach is used in Section 4.4.2.)

The alignment of “purchased” to “acquisition” is more preflatic. These words
are semantically related, not morphologically. In thedaling we will describe sev-



Chapter 5. Acquiring Syntactic and Semantic Reformulation Rules from the QASP Corpus118

eral approaches that have been implemented and evaludheslémd. The approaches
are similar in that each picks one word that has to be alignad the question at a
time and compares it to all of the (non-stop) word in the amssemtence. Each of
the answer sentence words is assigned a value between zemnarexpressing its
relatedness to the question word. The highest scoring wicadpve a certain thresh-
old, is selected as the closest semantic match. Most of tlasunes employed make
use of WordNet::Similarity, a Perl software package basetMordNet that makes it
possible to measure semantic similarity (or relatednestsyden a pair of word senses
by returning a numeric value that represents the degree ichwhey are similar or
related.[Pedersen et al., 2064Additionally, we developed a method bespoke for the
problem at hand. In the following, all measures will be ddsemt and be evaluated on
a small corpus created especially for that purpose.

5.3.1 Word Alignment with WordNet:: Similarity

WordNet::Similarity currently contains ten measures,chihare briefly described be-
low. (For more details, please refer to the provided citetior go to
http://wn-similarity.sourceforge.net/, where a nice virtlerface to try out the different
measures can be found.)

Three of the similarity measures in WordNet::Similaritye dvased on path lengths
between concepts:

Path length A simple measure, where the relatedness score is inversghpional
to the number of nodes along the shortest path between tisetsyn

Leacock & Chodorow takes the maximum depth of the taxonomy into account.
[Leacock and Chodorow, 1998]

Wu & Palmer calculates relatedness by considering the depths of theynsets in
the WordNet taxonomies, along with the depth of the leastraomsubsumer
(LCS), the most specific concept they share as an ancestorafd/@almer, 1994]

Three similarity measures are based on information coik€it

3Measures of similarity quantify how much two concepts aileeabased on information contained
in WordNet’s ISA hierarchy. Measures of relatedness aredas additional sources of information,
e.g. other relations beside ISA or WordNet’s glosses. A shiey can be applied to a wider range of
concept pairs.
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Resnik returns IC(LCS), where IC(x) is the information content of x &r@S the
least common subsumer. [Resnik, 1995]

Jiang & Conrath returns 1/ (IC(synsetl) + IC(synset2) - 2 * IC(LCS)).
[Jiang and Conrath, 1997]

Lin returns 2 * IC(LCS) / (IC(synsetl) + IC(synset2)). [Lin, 1998a]

Four measures are relatedness measures:

Hirst & St-Onge finds lexical chains linking the two word senses. Three elass
relations are considered: extra-strong, strong, and mediwong.
[Hirst and St-Onge, 1998]

Adapted Lesk (Extended Gloss Overlapsworks by finding overlaps in the glosses
of the two synsets. [Banerjee and Pedersen, 2003]

Gloss Vector forms second-order co-occurrence vectors from the glassé®rdNet
definitions of concepts. It takes glosses of adjacent Sgmstet account.
[Patwardhan, 2003]

Gloss Vector (pairwise) is a slight variation of the Gloss Vector measure.

To test the usefulness of each of the measures for the pugtdsnd they were
evaluated on a small hand-annotated subsection of the QAP T create this cor-
pus (in the following called the “alignment corpus”) the fir® questions in the TREC
2002 subsection of the QASP corpus were taken into accouarheke, we automati-
cally determined all answer sentences tagged as “1” (tHusédbubtedly supportive
sentences) for which at least one question word could noti¢peea to a word from
the corresponding answer sentence purely by taking maogiaal relatedness into
account. This resulted is 101 question word/answer seatears. In the sentences,
all words that could potentially serve as candidates foatlggnment process were au-
tomatically determined. This was done by excluding stopds@nd words belonging
to certain parts of speech (e.g. proper names, numbers oty eic).

In the following QASP, for example, the term “purchased” Iconot be aligned:

Question: “When was Alaska purchased®&hswer: “1867”
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Answer sentence:“In Seward, the town named for Secretary of State William Se-
ward, who bought Alaska for $7.2 million in 1867, a multirat-dollar industry
has developed around ships that take visitors to the birklertes and glaciers
of Kenai Fjords National Park.”

The list of alignment candidates, here presented with theical category (WordNet-
style, as determined by parser), is:

town#n
name#v
buy#v
million#n
multimillion-dollar#a
industry#n
develop#v
ship#n
take#tv
visitor#n
bird#n
rookery#n

© © No Ok~ wDNRE

il
NP O

13. glacier#n

This data, for all 101 unaligned question words and theiresponding sentences,
were written to a file and, for each sentence, the word thain®ct alignment choice
was manually marked. As it turns out, in many cases a questad simply can-
not be found at all in an answer sentences. (In such a casdighenant algorithm
needs to decide to not align the question word at all.) Inrotlhses, a related word
is present, but it is somewhat doubtful whether the aligriraégorithm should pick it
up. Consider the following example:

Question: “How do you say house in SpanishRhswer: “casa”

Answer sentence:“Justice Stephen G. Breyer, in apparent support of Backssrom’
argument, noted that home owners often use the Spanisheplmasasa es su
casa” - my house is your house - to make their social guestattéeme.”

Arguably, the closest semantically related word to “sagmswhat fulfilling the
same function as in the question, is “phrase”, which indegghthibe somewhat useful



Chapter 5. Acquiring Syntactic and Semantic Reformulation Rules from the QASP Corpus121

as an indication that this sentence contains the answee tpuiisstion. Yet is it doubtful
whether we want to use this alignment in a rule; the relatsosomewhat vague. On
the other hand it would be unreasonable to penalize an #igorfior picking it up.
Therefore it was decided to mark certain words in the aligmneerpus as possible
(yet not necessary) matches. Note also, that in a few casessinecessary to mark
more than one word in one sentence in such a way. Followindekeribed procedure
for all 101 sentences in the test set, in 37 exactly one worsl warked that should
definitely be matched to the question word (the tag “D” was used), in Biesees no
such word was marked, but at least one word was markedptitantially could be
matched (as “P”), and in 43 no word was marked at‘all.

The alignment corpus was then used to evaluate the perfaenainthe Word-
Net::Similarity measures described earlier. Each of tHedL@stion words was aligned
to the candidate words from the 101 answer sentences autaityaby using the dif-
ferent measures. This was done by having the measures assignlarity value to
each candidate word. The word with the highest value wastseleas the result.
There are nine possible outcomes of this process per qoesticd. For example, in
a sentence containing a word that definitely should be mdt@eeus call this an D-
sentence), the algorithm could have selected that word {&oEl). But it also could
have selected a word marked as a potential, but not necessdch (a P-word), a
word which is not marked at all (a C-word, C for candidate), e &lgorithm could
have returned no word at all (“-”). Table 5.1 shows all ninegibilities together with
the scores that were assigned to each of the outcomes. Higtssepresent desirable
alignments, while low scores represent wrong alignments.

Using this scoring scheme, the best possible result thaganthm can achieve is
(based on the sentence types in the corpus and the bestlpassite that can achieved
for each): 2*37 + 1*21 + 2*43 = 181. Here, in all 37 answer san&s that contain a
word that definitely should be aligned that word has beendpand therefore a score
of 2 is assigned; in all 21 sentence containing a potential ot necessary) match,
that potential match is correctly identified, resulting iscre of 1; finally in all 43
sentences that do not show any word related to the listedignesgord, the algorithm
correctly returned no result, achieving a score of 2 for eaicthese 43 sentences.
Similarly, the worst possible value an algorithm can achisv-1*37 + 0*21 + -1*43

40ur approach here is somewhat similar to [Och and Ney, 20@8ye the authors perform a com-
parison of various statistical alignment models for Maehimanslation. They also use necessary and
possible alignments in their reference alignment set.
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Sentence] Word | Score
Type | selected

D D +2
D P +1
D C -1
D - -1
P P +1
P C 0

P - 0

C C -1
C - +2

Table 5.1: Possible outcomes of the word alignment process.

=-80.

Performance of all ten measures described earlier wasatedlon the alignment
corpus in the described way. Most measures return sinyilaatues between zero
and one. For those that do not, their output was converted to the range between
zero and one (by dividing the result by the highest resuly #ner returned while
being tested on the alignment corpus). In the evaluatiopuithere is a considerable
number of sentences that contain no word that should beeali(4B3 out of 101). Yet,
most measures will always return a positive value (albeimalsone), even if the
compared words are not closely related. Thus most algositiviti almost always
return one word—a behaviour which is not desired. To coantdhis, each measure
was evaluated with a cutoff value that would only take valalesve or on a certain
value into account.

Table 5.2 shows the results of all measures being testedeoalitnment corpus.
Results for a random baseline are also reported. This basa$isigns a randomly
generated value larger than 0.0 and smaller than 1.0 to eaah vAs with all other
measures the word with the highest value is chosen. For a$ures, results are given
for different cutoff values. As can be seen, setting thef€utdue in a reasonable way
is important. With no cutoff value (Column 2, “0.0”, takind e¢sults greater or equal
0.0 into account) results are a lot worse than results fraensime measure with a
higher cutoff. Note that the ideal setting for the cutoffualdiffers considerably for
each measure.
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Measure Cutoff Proces.sing
00/ o1]o2]03][04][05[06]07]08]09]10 Time
Path length -29 | -23 21 31 58 55 55 55 55 55 | 49 2m 24s
Leacock & Chodorow|| -26 | -26 | -26 | -26 | -23 | -20 6| 25| 52| 55| 55 2m 23s
Wu & Palmer -26 | -26 | -26 | -26 | -25 -9 3 19 | 40 58 | 49 4m 00s
Resnik -34 | -29 | -26 -5 27 40 52 49 49 46 | 46 2m 27s
Jiang & Conrath -26 | -26 | -26 | -26 | -20 | -18 16 52 55 55 | 55 2m 29s
Lin -23 | -17 | -14 -8 24 45 49 61 61 55 | 49 2m 22s
Hirst & St-Onge -17 30 33 58 58 58 58 58 58 49 | 49 9h 55m 37s
Adapted Lesk -38 | -18 -1 19 37 55 61 58 58 61 | 58 10m 09s
Gloss Vector -36 | -36 | -36 | -36 | -36 | -36 | -34 | -28 | -24 | 35| 52 1h 37m 40s
Gloss Vector (pw) -36 | -36 | -36 | -36 | -36 | -36 | -34 | -28 | -24 | 35| 52 1h 43m 29s

| Random baseline || 62 [ -62 | 62 [ -62 | 62 [ -61 | 60 [ -57 | 51 [ -32 | 49 || appox. 50ms|

Table 5.2: Performance of the ten different WordNet::Similarity measures when used
to find the semantically closest related word in an answer sentence to a word from a

question.

It can be seen that all measures outperform the random basdly a large margin.
The exception is the random baseline with a cutoff value @f In this case however,
the “random” baseline is not random anymore. With a cutdffieaf 1.0, this baseline
(which was implemented to return values smaller than 1.Dghways return no result,
which, taking the nature of the test set into account, is aaeable strategy that is
tough to outperform: On average there are 11.76 words fdr gaestion term in the
alignment corpus between which a decision has to been mad& dut of 101 cases
all of them are wrong choices, because no semanticallyectlabrd is present in the
answer sentence. Here returning no result is the correcsidec In the remaining
58 cases one word (in four of these cases two words) is conigitd the others are
wrong. In this situation retuning no results is penalizegt 0 would returning a
wrong result. Hitting a correct result by chance is not vékgly. From this follows
that only cautious, very informed choices can be expectgeettorm better that the
always-return-no-result strategy. Note that this, beeats alignment corpus was
created from a subset of actual cases occurring when piogessta from the QASP
corpus, reflects the nature of the problem we are dealing Witmany cases the word
in question has no match in the answer sentence, and chaosirang word is always
a bad choice, but unfortunately there are more wrong pdis&bithat correct ones.
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5.3.2 A Bespoke Strategy for Word Alignment

These observations led to the development of a custom maperant strategy also
based on WordNet. It takes the following considerationg adcount:

1. Many of the measures in the WordNet::Similarity packade tonly hyponym/
hypernym relations into account. This makes aligning wdrdifberent parts of
speech difficult or even impossible. However, such alignihare important for
our needs.

2. Many of the measures return results, even if the two warelset closely related
at all. For our purposes however, only strong semanticiogiatshould be taken
into account.

Our strategy, also based on WordNet, is given below as psedéo

1 INPUT: wl, w2 (words, as strings)
2 SETn=0
3  FOR each sense s1 of wl in WrdNet
4 FOR every itemi connected via a pointer to sl
5 IFi is or contains any sense of w2
6 | NCREASE n
7 END I F
8 END FOR
9 END FOR
10 SET n = (n/( nunber of senses of wl in \WrdNet
* nunber of senses of w2 in WordNet))*3
11 IF(n>1) THENn =1
12 RETURN n

Figure 5.1: Pseudocode for the word alignment strategy.

Crucially, this only accepts two words as related if any ofrteenses are directly
connected by a pointer in WordNet. On the other hand it takg®enters in WordNet
into account, not just hyponymy/hypernymy. The multiplioa of the result with three
near the end is done to increase the result, which often shtwee very small during
experimentation.

Results of this measure are reported in the first row (“WN Positén Table 5.2. It
can be seen that the best result returned (90) is significaigther than the best result
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Cutoff Processing

Measure .
00]/o01[02]03][04]05[06] 07][08]09]10 Time
WN pointers I=1 90 | 90| 90| 87| 87 | 87| 87 87 | 87| 84| 49 13s
WN pointers =2 60 | 71| 68| 52 | 46 | 44 | 47 47 | 47 | 47 | 49 2m 42s
WN pointers+Lin|| 15| 21| 24| 30| 62| 8 | 90| 101 | 96 | 93 | 49 2m 33s

Table 5.3: Performance of the two additional relatedness measures when used to find

the semantically closest related word in an answer sentence to a word from a question.

obtained from the WordNet::Similarity measures (61). le siecond row, we slightly
modified the approach by allowing two senses of two input waodbe connected by
a chain of pointers of length two, not one. As can be seen tits Iperformance.
For the values in the third row, the “WN Pointers |=1" methodsvweambined with
WordNet::Similarity’s “Lin” measure. How this was done ca@ seen in formula 5.1.
Herer stands for the returned resultnp for the result of the “WN Pointers |=1"
method (which has already been multiplied with three, seeigscode) antin for the
result of the Lin measure.

1 ifwnp«2>=1
r=qwnpx2 ifwnpx2<1&wnp«2>=Ilin (5.1)
lin If wnpx2<1&wnpx2<lin

This in fact substitutes small WN Pointers values with Linued, if the latter
are greater. As can be seen, combining both measures axlaekgther increase
(to 101). Different ways of combining WN Pointers with Lin, a®ll as with other
WordNet::Similarity measures were tested, but the metbpdnted here returned best
results. It is this method which will be used in the experitsatescribed in the next
section.

5.4 Rule Creation

After question words are aligned to words in the answer seeteboth question and
answer sentence are parsed with the StanfordParser [KidiManning, 2003b],
[Klein and Manning, 2003a]. Questions are matched agairsst &f simple, prede-
fined, syntactic patterns like the ones in Table 8.Zhese patterns are borrowed from
the QUALIM system, see Chapter 2 of this thesis.

5In these patterns COP stands for copula; X for any sequene®mfs with a length greater than
one.
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Pattern name Example question

What+COP+NP What is the French national anthem?
Who+COP+NP Who is the governor of Colorado?
Where+COP+NP Where is Devil's Tower?
What+X+COP+NP+in/by/on What county is Wilmington, Del in?
When+COP+NP When was the Rosenberg trial?
Where+was+NP+VERB Where was Abraham Lincoln born?
When+was+NP+VERB When was Alaska purchased?

Table 5.4: Examples of question patterns used by the algorithm.

Currently 244 such patterns exist. They serve to inform ther&hm about impor-
tant segmentations present in the question. While, in theéagion a method to align
guestion words to answer sentence words was describedalisione step short of
what is actually necessary: Aligning phrases. In the firsingale given in Table 5.4,
the NP “French national anthem” should be somewhat predenvéhe answer sen-
tence. A sentence like “The French military band played thadBrnational anthem
to welcome Gordon Brown.” contains all three words from thebdlPnot in a single
phrase. This is a strong hint towards not treating it as aeseetcontaining the answer
to the question.

The first decision to be made when aligning question coresttaiis to decide which
of them have to be aligned and which do not. In order to do tNery question
constituent is checked as to whether it contains at leastvomné that is not a stop or
wh-word. If this is the case, a matching phrase is soughtaratiswer sentence.

In order to align a question constituent, every word it corgds aligned to a word
in the answer sentence using the method described in S&c8o(This might result in
some words having no alignments.) If the question constitcentains only one word,
the process is finished. If it consists of two or more wordsrgyphrase in the answer
sentence is checked on how many of these words it containa aallie is computed
by dividing this number by the total number of non-stop-vgna that phrase. The
answer sentence phrase that returns the highest valuaiisa@ttogether with the top
node of that phrase. We now have a set of mappings of imparteegtion constituents
to nodes in the parse tree of the answer sentence. Note thaght happen that one
individual question constituent is not mapped to any nod#hat it is mapped to more
than one nodes (representing different alignment altmest
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Once this is done dependency paths from all relevant phtaste answer are
extracted and stored. Below is the dependency output foetitesce “The acquisition
of Alaska happened in 1867.", together with the dependeatlyspextracted from it:

1. The (the, DT, 2) [ det ]
2: acquisition (acquisition,NN,5) [nsubj]
3: of (of ,IN, 2) [ prep]
4: Al aska (Al'aska, NNP, 3) [ pobj ]
5: happened (happen, VBD, nul ) [ ROOT]
6: in (in,IN,5) [ prep]
7: 1867 (1867, CD, 6) [ pobj ]

Alaska=-1867:\[4]pobji[3]prepf[2]nsubji[5]prepll[6]pobj
acquisition=1867:{[2]nsubj|}[5]prepl}[6]pobj

The numbers in square brackets point to the correspondidgsnio the dependency
tree. They are added here so that the paths can be easiestoodethey are however
not stored by the algorithm. Figure 5.2 shows the algoritsmpseudocode.

These dependency paths then become the consequent of arhdepattern the
guestion matched earlier on becomes the antecedent. Fgividreexample the rule
would be:

Rule:
Pattern: When[1]+was[2]+NP[3]+VERB[4]

Path 3:  frpobjftprepnsubj}prep)pobj
Path 4:  finsubj}prep)pobj

As can be seen the pattern is stored, together with numbsignas to each con-
stituent. The numbers for constituents for which alignreentthe answer sentence
were sought for are listed together with the resulting ddpeny paths. If no align-
ment could be found for a constituemi,ll is stored instead of a path. Should there
be two or more constituents that were identified as altar@gibssibilities for one
question constituent, we create additional rules, so thelh eule contains one of the
possibilities.

The described procedure is repeated for all QASPs in theusapd for each, one
or more rules are created.
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1 INPUT: set of QASPs gasps

2  CREATE enpty rule set rs

2 FOR each gasp in gasps

3 FIND mat ching pattern p for question g in gasp

4 FOR each sentence s in gasp

5 FIND constituent ca in s that corresponds to answer a from gasp
6 CREATE enpty constituent list cs

7 FOR each constituent ¢ in g as determned by p

8 FIND constituent c2 in s that corresponds to ¢

9 IF c2 exists THEN ADD c2 to cs

10 END FOR

11 DETERM NE pat hs hs between ca and all constituents in cs
12 CREATE rule r frompattern p and paths hs

13 ADDr tors

14 END FOR

15 END FOR

16 RETURN rule set rs

Figure 5.2: Pseudocode for the rule creation algorithm.

5.5 Rule Evaluation

It might seem like the rules created in the last section cbeldised straightaway to
locate answers. After all, they were created from hand4ambosalid answer sentences
and so the syntactic structures they contain should be aaligdell. This, however, is
not necessarily the case. Assuming that the word alignmexlute fails to spot the
relatedness between “married” and “spouse”, the questdmd‘is Tom Cruise married
to?” and the answer sentence “Actor Tom Cruise and his spoig#eNKidman ...”
might, for example, result in following rule:

Rule:
Pattern:  Who[1]+is[2]+NP[3]+married[4]+t0[5]

Path 3:  (conj
Path 4. null

This rule however returns all sorts of wrong results, e.gqttony Hopkins” based
on the sentence “The movie stars Anthony Hopkins and Tom €ansl is directed by
John Woo0.” The reason for this is that the above rule simpiyires “Tom Cruise” to
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be the second argument of a conjunction. It does not requéreresence of any word
somehow related to the concept of marriage and does notregum Cruise” to be
connected to it.

In order to overcome the problem of rules that are too gerenadditional process-
ing step between rule creation and rule application wasemphted: Rule evaluation.
Similar approaches have been described in the relevardtlite, many of them con-
cerned with bootstrapping, starting with [Ravichandran ldogy, 2002], for more de-
tails see Section 5.2. The general purpose of this step sathe available data about
guestions and their correct answers to evaluate how oftelm @@ated rule returns a
correct or an incorrect answer. Typically, this data isesiorith each rule and the re-
sult of the equation (often called pattern precision, segiffdandran and Hovy, 2002]
as well) can be used during retrieval stage, for exampledtudr unreliable rules or to
give more reliable rules precedence over less reliable. dtasern precision is defined
as:

B No_correctanswers
"N o_correct.answerst No_incorrect answers

p (5.2)

How rule evaluation is carried out in our setup can be seesa@sdwcode in Figure
5.3.

The pseudocode misses some of the finer points, therefor@dbathm will be
explained in more detail (in the following numbers in braskeefer back to lines in
the pseudocode): First, a set of questions from the QASRusagomatched against
the question patterns (2,3). Usually, the same set of quessthat were used during
rule creation are used, thereby ensuring that the sameap®and therefore the same
patterns that were used during rule creation are re-visiidten, for each question,
the AQUAINT corpus is searched for paragraphs likely to aonpotential answer
sentences (4). This is done by using Lucene [Hatcher andddostt, 2004] and the
Snowball stemmer [Porter, 2001], which were set up to inderfahe AQUAINT
corpus, treating each paragraph of each article hkac@ne documentAs a result,
Lucene, when queried, will return paragraphs, not articlé® search query is created
by using all the question terms that were used during rulaticre (For the “Who is
Tom Cruise married to?” example this would be “Tom” “Cruise'tldmarried”) and
additionally all known answers to the question containethan QASP corpus (here
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1 INPUT: rule set rs, question set gs

2 FOR each question g in gs

3 MATCH questions against patterns

4 RETRI EVE top 100 paragraphs ps relevant for g with Lucene
5 PARSE each p in ps

6 FOR each rule r in rs that matches question q

7 FOR each paragraph p in ps

8 | DENTI FY question constituents cs fromqg in p
9 IF all cs which have a path inr are found THEN
10 | DENTI FY paths fromr in p

11 IF all paths are found in p THEN

12 | DENTI FY answer candi dat e node

13 EVALUATE answer candi date node

14 | F answer candi date node is valid

15 | NCREASE variable correct inr by 1

16 ELSE

17 | NCREASE variable incorrect inr by 1
18 END I F

19 END I F

20 END I F

21 END FOR

22 END FOR

23 END FOR

24 RETURN rs

Figure 5.3: Pseudocode for the rule evaluation algorithm.

“Nicole Kidman” and “Ms. Kidman”). These are combined to aafimuery of the
form:

Tom Cruise nmarried ("Ms. Kidnman" OR "N col e Kidman")

The reason for including answers in the search query is bieaetare in general
not that many valid answers sentences to TREC questionsnpliesthe corpus, and
we want to make sure to find the few ones which are there. FOFRtC 2002-2006
data, on average, there are 4.33 known answers in the AQUAbYJus (see Section
3.3.5. Note that there of course are also unknown answernoss in the corpus—it
is difficult to estimate how many.) Furthermore, Section 53 will show that, when
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using only question key words, in more than 20% of the caseg 06 the returned
paragraphs contains both a valid answer and at least oneayuksy word. Evaluatig
rules with a set of sentences that contains only a few or emervalid answer sentence
examples will not enable the system to determine which o&titpiired rules are good
rules. Instead, the system will only able to determine whidés are particularily bad.
We can expext a more balanced proportion of valid and inaiglver sentences if we
include the answer in the query string. On the one hand, nidsegositive examples
in the corpus should be found with this method. On the othedhbecause we are
retrieving 100 paragraphs and for the vast majority thezeoaty a handful of positive
examples contained in the corpus in the first place, we wslb ahevitably retrieve
many negative examples as well.

Answer terms in the query are combined using the OR opetagoguse different
answers for one and the same question might exist, and inesc&se, is is sufficient if
the returned documents contain one of these possibilifidse question, “Who is the
governor of Colorado?” for example has two valid answers mARQUAINT corpus,
“Roy Romer” and “Bill Owens”. Searching for documents that eamtboth terms
would narrow the search space unnecessarily.)

The top 100 paragraphs returned by Lucene are parsed, agjamtbe Stanford-
Parser (5). Note that the paragraphs contained in the AQUAIdipus are in the ma-
jority of all cases rather short, usually comprising of oméiree sentences—although a
few much longer exceptions exist. Now, all rules are foun@sehantecedent exhibits
the same pattern which matched the question currently lpeoagessed (6). After that,
constituents from all paragraphs are aligned to questiost@aents in the exact same
way as for the sentences during rule creation (describdideiarSections 5.3 and 5.4)
(7,8). As during rule creation, some question constituemgght not be found.

Those paths in these rules that aremdit are searched for in the paragraphs’ parse
trees (9). In order to do this, each question constituerntttha been identified in the
paragraphs is used as a starting point and the paths in treeaxd followed from there.
If one path specified in the rule can be found, it will lead t@ayét node (10). If all
paths in one rule lead to the same target node (11), this sddentified as an answer
candidate node (12).

It is then checked whether this node’s surface structura (iapendency tree, each
node is a leaf node and thus represents one word) is in somghological form
present in the answer strings associated with the questitie IQASP corpus (13). For
each rule, the results of this process are stored togethiethdt rule in the following
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way: Each time, if for one specific rule all paths are found] drthey point to the
same node and if that node shows a surface present in onelafdta answers to the
guestion (14), a variable namedrrectis increased by one (15). Each time, if for one
specific rule all paths are found, and if they point to the sawge and if that node
does not show a surface present in one of the known answey,sa(Yériable named
incorrectis increased by one (17.

After the evaluation process is finished the example rulergiarlier now looks
like this:

Rule:
Pattern:  Who[1]+is[2]+NP[3]+married[4]+to[5]

Path 3: llconj
Path 4: null
correct: 8

incorrect: 13
After all rules have been created and evaluated, they aredsémd can be used to

identify answers.

5.6 Rule Execution

The rule execution algorithm is very similar to the rule esdion algorithm. After
all, both algorithms identify candidate answers in unseeswar sentences. When
consulting Figure 5.3, which gives pseudocode for the ruéduation algorithm, we
find that the rule execution algorithm works in the same wagepk in the section
between lined3 to 18. We will now detail with what these lines are replaced in the
answer extraction step.

In stepl2 in Figure 5.3 an answer candidate node was identified. Inuleeexe-
cution step it is necessary is to determine the boundarigseohnswer. (We need to
return an answer string, we cannot make do with an answernddis however, is not
always trivial. Consider the question “Which office did Bill Ciim assume in 1993”7
If the correct answer node could be located, it will have timese “president”, as, for

80f course, this evaluation procedure is only an approxiomatlt cannot be 100% guaranteed that
all decisions on whether a correct answer has been foundtaaraccorrect. Nevertheless, because
answers are usuallly very short (Section 4.3.5 earlierigttiesis reports average answer length of 1.83
words), it is highly unlikely that if the node’s surface stture occurs in the answer as well, the node is
not part of a correct answer string.
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example, node four in the parse of the sentence “Bill Clintorab®e president of the
United States in 1993.” below.

1. Bill (Bil'l,NNP, 2) [ nn]

2: Cdinton (Cinton, NNP, 4) [ nsubj ]
3. becane (becone, VBD, 4) [ cop]
4: president (president, NN, null) [ROOT]
5. of (of ,IN 4) [ prep]
6: the (the, DT, 8) [ det ]
7:  United (Uni t ed, NNP, 8) [ nn]

8: States (St at es, NNPS, 5) [ pobj ]
9: in (in,IN 4) [ prep]
10: 1993 (1993, CD, 9) [ pobj ]

But what exactly constitutes the answer? “president”, ‘s of the United
States” or “president of the United States in 1993”. In orttereceive the correct
result “president of the United States”, the first PP “of thaeiteld States” has to be
included in the answer string, but not the second PP “in 19988 use a heuristic
that for every node that is a child of the answer node decidegiver this node should
become part of the answer and whether its children shoulshddeded or excluded
straightaway. This heuristic is mainly based on dependeatsgories and POS tags.
Direct children with NNP and NNPs tags are always includegheshdency categories
indicating the start of subordinate clauses (e.g. “rcmadé)indicators to not include
a node and all of its children. PPs are usually excluded,ssrileey contain (beside
stop words), only “NNP” or related tags. While this heurissiaot perfect, it returns
correct results in the vast majority of all cases.

After all answer candidate strings have been determinexh @ae receives a con-
fidence value that is equal to the precision value of the malmfwhich it derived (see
also Section 5.5):

p — N o,correctanswers
No_correct answers-No_incorrect answers

If we receive the same answer more than once, their indiVicluaidence values
are added. (So if we would have one answer candatesulting from one successful
application with a rule precision of 0.5, and another anss@edidates; resulting from
three successful rule applications, each with a precisién2b, these latter values are
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added up: ®5+0.25+ 0.25= 0.75. Thus answer candidate would be ranked
higher thanc;. This procedure is the same as described in Section 2.2.é. nolw
have a ranked list of answer candidates, where the rankivasisd on a) the precision
of the rules that originated the candidate, and b) the nuwitreites that were involved
in originating the candidate.

Finally, answer candidates are checked on their correcasgotype. We use the
type checking mechanism of the QUALIM system, as describ&ection 2.2.5 to do
this. Note that this step often is necessary to determinedirect answer—an approach
solely based on syntax alone is not suitable to answer atsobgeestions. As an ex-
ample consider When- and Where-questions, for whom the areftegr is contained
in a PP adjunct:

Questions:
e When was Franz Kafka born?
e Where was Franz Kafka born?
Answer sentences:

e Franz Kafka was born in 1883.

e Franz Kafka was born in Prague.

The parser output for the first answer sentence is:

Franz (Franz, NNP, 2) [ nn]

Kaf ka (Kaf ka, NNP, 4) [ nsubj pass]
was (be, VBD, 4) [ auxpass]

born (bear, VBN, nul |') [ ROOT]

in (in, IN 4)[prep]

1883 (1883, CD, 5) [ pobj ]

This results in the following rule:

Rule:
Pattern: When[1]+was[2]+NP[3]+born[4]

Path 3:  finsubjpasgprep|pobj
Path 4:  |prep/pobj



Chapter 5. Acquiring Syntactic and Semantic Reformulation Rules from the QASP Corpus135

The parser output for the second answer sentence is vergsimihe parser output
for the first sentence given above, it only differs in node 8ig a result, we would get
a rule with the exact same paths for the second of the abostigne combined with
the second answer sentence. Thus, both rules would matbhabstver sentences
and therefore the answer candidates “Prague” and “18831damei returned for both
guestions. Checking that the answer candidate is of the atosegnantic type is a
simple way to eliminate this source of wrong answer candsla{See also Section
3.4, where this point already had been raised.)

After the confidence values of the answer candidates have inedified by the
semantic type checking module, the candidate with the Bigladue is returned as the
final answer.

1 INPUT: question g, rule set rs

2* CREATE enpty answer bag b

3 MATCH question g against patterns

4  RETRIEVE top 100 paragraphs ps relevant for g with Lucene

5 PARSE each p in ps

6 FOReach ruler inrs that matches question g

7 FOR each paragraph p in ps

8 | DENTI FY question constituents c¢s fromqg in p

9 IF all cs which have a path in r are found THEN

10 | DENTI FY paths fromr in p

11 IF all paths are found in p THEN

12 | DENTI FY answer candi date node

13* DETERM NE answer candi date boundaries
14* PUT answer candidate in answer bag b
15 END I F

16 END I F

17 END I F

18 END FOR

19 END FOR

20* CHECK all candidates in b on correct answer type
21* RETURN answer candidate in b wth highest weight

Figure 5.4: Pseudocode for the rule execution algorithm.

Pseudocode for the rule execution algorithm can be seeminéb.4. Other than



Chapter 5. Acquiring Syntactic and Semantic Reformulation Rules from the QASP Corpus136

Figure 5.3 here the input is just one question, not a list @stjons. For this reason
Figure 5.4 misses one loop. Otherwise, both pseudocodesarsimilar. Differences
in Figure 5.4 from Figure 5.3 are marked with an asterisk.

5.7 Experiments and System Evaluation

We now provide an evaluation of the algorithm describedieairh this chapter. The
key questions we are interested in are the following:

Base performanceWhat is the general performance of the algorithm? This isueval
ated using three different evaluation sets.

Effect of semantic alignment How does Semantic Word Alignment (see Section 5.3)
affect the results? The system is evaluated once with tlregmonding module
turned on and once with it switched off.

Comparison with the methods based on lexical resourceslow does the algorithm
described in this chapter compare to the methods describ€&bapter 3?

Baseline PerformanceHow do our methods perform when compared to a method
that extracts dependency paths from the question?

Effect of corpus size What is the effect of the corpus size on performance? Can we
estimate how performance would change with a larger corpus2valuate the
system with less training data, determine performanceass when increasing
the size of the training set and estimate how performancédaatther increase
with even bigger training sets.

However, before these questions can be answered, the twalsatup needs to be
described.

5.7.1 Evaluation Setup
5.7.1.1 TREC question sets

We use the factoid questions in the TREC QA test sets from 20@D@®6 for evalu-
ation. Question series, as used from 2004 on are manuabywess (This has been
discussed in more detail in Section 3.6.1 of this thesis.jthtumore, we only used
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those questions for which a answer sentence tagged withxistsein the QASP cor-
pus. For these questions we can be sure that there is a valiteasentence present in
the corpus. (TREC deliberately includes some questionsygsatto which no answer
can be found in the AQUAINT corpus. For these questions, a y3#esn participating
in TREC is supposed to return “NIL” instead of an answer, iatig that the system
was able to identify that the document collection contamsnswer.)

5.7.1.2 Cross Validation

In order to evaluate performance, we adopt a cross valagproach. The fact that
the QASP corpus is already segmented into six parts makea thatural choice. Five
of the six QASP files contain data based on TREC judgment fitea 2002 to 2006,

whereas the sixth file is based on [Lin and Katz, 2005]. Oneiatualetail that needs
to be considered here is that the dataset based on [Lin amzg 2G0Q5] itself is based
on TREC'’s 2002 data: All questions in [Lin and Katz, 2005]'sads¢t are also part of
TREC's 2002 question set. Thus training on the Lin datasetestohy on TREC02 and
via-versa is not an option. Taking this into account we arav a five-fold evaluation

procedure, as can be seen in Table 5.5.

Fold | Training Sets Test Set
TRECO03, TREC04, TRECO05, TRECO06 TRECO02
TRECO02, TREC04, TRECO05, TRECO06, LinQZ’RECO03
TRECO02, TRECO03, TRECO05, TRECO06, LinQZ’REC04
TRECO02, TRECO03, TREC04, TRECO06, Lin0Z'REC05
5| TRECO02, TRECO03, TREC04, TRECO5, LinQZ'IREC06

AITW|IN|PF

Table 5.5: Splits into training and tests sets of the QASP data set used for evaluation.

5.7.1.3 Evaluation Sets

In order to evaluate the created rules we need a set of sestémavhich they can be
applied. In a complete QA system, with a traditional arattitee (see [Prager, 2006]
and [Voorhees, 2003], for descriptions of such architestyrthe document or passage
retrieval step performs this function. This step is cruta QA system’s performance,
because it is impossible to locate answers in the subsegunenter extraction step if
the passages returned during passage retrieval do notircamyaoccurrences of the
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answer. The problem we are facing in our setup is similaraiinot be expected for
our rules to return a correct answer, if none of the sentenses as input contain the
correct answer. We therefore decided to use three diffenaaltiation sets to test the
rules:

1. The first set contains for each question the top 100 pgrhgreeturned by
Lucene when using simple queries made up from the questiey'svords. It
cannot be guaranteed that answers to every question aenpneshis test set.

2. The second set contains the same data as the first set,knawh, valid answer
sentences for the question from the QASP corpus are added to 100 para-
graphs returned by Lucene. This is done to ensure that dtdease sentences
containing the correct answer are present in the evaluagbn

3. The third set is similar to the second, but the IR searchyqused includes all
known correct answers to the question. This further in@e#se chance that the
evaluation set actually contains valid answer sentences.

Let us take a look at these sets in more detail:

The Lucene query to create the first evaluation set is baseaads in the question
that are not stop words or wh-words. Each such word is addgdeoy. No sophis-
ticated methods like combining phrases from the questitmgaoted search phrases
or even query expansion are used. Thus, for the question “&/hom Cruise married
to?”, the query is:

Tom Crui se marri ed

For the second evaluation set we use the exact same methaetamdall 100
paragraphs from the first evaluation set. Additionallykalbwn answer sentences to
the current question from the QASP corpus files based on TRIBZ-2006 data are
included, should they not already be present in the tesAsaeported in Section 4.3.5
earlier in this thesis, on average this part of the QASP oqmntains 4.33 known
answer sentences per question. We did not add sentenceshied@ASP data based
on Lin et al. The reason for this is that for some questionsiitains more than 100
answer sentences and therefore we felt it would have distdrte balance between
valid and invalid candidate sentences in the test set. Nate because of the way
the data set is split into training and test sets, it nevenascase that we add answer
sentences that were used during rule creation and evaluatio
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The third evaluation set is similar to the second, exceptttierquery that was
used to retrieve the top 100 paragraphs. This time, all knamgwers contained in
the QASP corpus for one particular question were added tqubey—in brackets and
separated by théR operator. Thus, for the question “Who is Tom Cruise married to?
and the two answers present in the QASP files “Nicole Kidmand' ‘dMs. Kidman”,
the final query is of the form:

Tom Cruise married ("M. Kidman" OR "N cole Kidman")

This way of creating the queries is is the same as used durlagevaluation, see
Section 5.5. All known answer sentences to the current murebm the QASP cor-
pus files based on TREC 2002-2006 data are also included,dstieyt not already
have been picked up by Lucene and therefore already be priesére test set (just
as in evaluation set 2). Note that for all experiments dbsdrin this chapter neither
the score returned by the IR module nor the IR rank are useutimer processing steps.

In order to provide a quantitative characterization of tire¢ described evaluation
sets we ran a check on each of them in order to approximateuiméder of correct
answer sentences they contain. For each paragraph it wasatitally determined
whether it contained one of the known answer strings and amaim of one of the
question word. (These are also the minimum requirementhi®@approach to locate
a correct answer: It needs a least one question word to matbfahe rules, and, in
order to return a correct answer, it of course has to be preséme sentence.)

Test Number of Correct Answer Sentences (approximation)
set =0 [ <=1] <=3 [ <=5] <=10 [ <=25 [ <=50 [[ >=75 | >=90 | >=100

Mean Med

2002 0.203 | 0.396 | 0.580 | 0.671 0.809 0.935 0.984 0.0 0.0 0.0 6.86 2.0
2003 0.249 | 0.429 | 0.627 | 0.732 0.828 0.955 0.997 0.003 0.003 0.0 5.67 2.0
2004 0.221 | 0.368 | 0.539 | 0.637 0.799 0.936 0.985 0.0 0.0 0.0 6.51 3.0
2005 0.245 | 0.404 | 0.574 | 0.665 0.777 0.912 0.987 0.0 0.0 0.0 7.56 2.0
2006 0.241 | 0.389 | 0.568 | 0.665 0.807 0.920 0.966 0.006 0.0 0.0 8.04 3.0

Table 5.6: Fraction of sentences that contain correct answers in Evaluation Set 1 (ap-

proximation).

Tables 5.6 to 5.8 shows for each part of each evaluation setiremy answers on
average it contains per question. The coluren0” for example shows the fraction
of questions for which no valid answer sentence (as detewiy the approximation
method just described) is contained in the evaluation sdtinen “<= 5" lists the
fraction of questions with five or fewer answer sentencelsineo “>= 90" gives the
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Test Number of Correct Answer Sentences (approximation)

set =0 [ <=1 [ <=3 <=5 ] <=10] <=25 [ <=50 [[ >=75 [ >=90 | >=100 Mean | Med
2002 || 0.0 | 0177 [ 0.385 | 0515 | 0.699 | 0.904 | 0.965 0.002 0.0 0.0 1020 | 5.0
2003 || 0.0 | 0234 | 0.429 | 0565 | 0757 | 0.924 | 0.997 0.003 | 0.003 | 0.003 860 | 50
2004 || 0.0 | 0216 | 0397 | 0534 | 0686 | 0916 | 0.980 0.0 0.0 0.0 929 | 50
2005 || 0.0 | 0251 | 0.429 | 0545 | 0.667 | 0.890 | 0.962 0.006 0.0 0.0 1048 | 4.0
2006 || 0.0 | 0207 | 0.412 | 0534 | 0741 | 0895 | 0.955 0.017 | 0.003 0.0 1065 | 5.0

Table 5.7: Fraction of sentences that contain correct answers in Evaluation Set 2 (ap-

proximation).

Test Number of Correct Answer Sentences (approximation)

set =0 [ <=1] <=3[<=5] <=10 ] <=25 [ <=50 [[ >=75 [ >=90 [ >=100
2002 0.0 0.074 0.158 0.235 0.342 0.561 0.748 0.172 0.116 0.060 33.46 21.0
2003 0.0 0.099 0.203 0.254 0.356 0.573 0.720 0.161 0.090 0.031 32.88 19.0
2004 0.0 0.073 0.137 0.211 0.328 0.598 0.779 0.142 0.069 0.034 30.82 20.0
2005 0.0 0.163 0.238 0.279 0.410 0.589 0.759 0.141 0.097 0.069 30.87 17.0
2006 0.0 0.125 0.207 0.281 0.415 0.596 0.727 0.173 0.122 0.088 32.93 17.5

Mean Med

Table 5.8: Fraction of sentences that contain correct answers in Evaluation Set 3 (ap-

proximation).

fraction of questions with 90 or more valid answer sentendde last two columns
show mean and median values.

Note that these values give upper bound approximations.nélidate might con-
tain the correct answer and one question keyword and stibe@ valid answer sen-
tence. While this is rather unlikely for most questions, fdew questions, especially
those with answers that are very frequent words or phrasg®iAQUAINT corpus,
this very well might be the case. Consider for example the tqpreSWhere is the
United Nations headquarters located?” and the answer “NmW’YA sentence might
easily contain both “New York” and “United”, as for exampléranklin D. Roosevelt
was born in New York, United States of America.” does, bukstit be a valid answer
sentence to this question.

5.7.2 Base Performance

For this set of experiments we created and evaluated a seiesf as described in
Sections 5.4 and 5.5. Word Alignment was simply based on hadogical similarity.
No semantic alignments as described in Section 5.3 were used

Results for all three evaluation sets are presented in Tal8e5.10 and 5.11. In all
three tables the first column lists the test set used (see bablfor the corresponding
training sets). Column two indicates the number of questiorsach test set, col-
umn three the number of questions for which a minimum of ofeenists. Note that
even very unreliable rules are counted here. Column foucatds for how many an-
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Test || Question| Question| Min one | Overall | Accuracy| Accuracy
set| number| with rules| correct| correct| overall| if Jrule
2002 429 321 141 48 0.112 0.150
2003 354 237 72 21 0.059 0.089
2004 204 142 69 25 0.126 0.176
2005 319 214 92 44 0.138 0.206
2006 352 208 78 29 0.082 0.139
Sum 1658 1122 452 167 0.101 0.149

Table 5.9: Performance based on evaluation set 1.

Test || Question| Question| Min one | Overall | Accuracy| Accuracy
set| number| with rules| correct| correct| overall| if Jrule
2002 429 321 181 70 0.163 0.218
2003 354 237 104 45 0.127 0.190
2004 204 142 87 40 0.196 0.281
2005 319 214 122 63 0.197 0.294
2006 352 208 101 43 0.122 0.206
Sum 1658 1122 595 261 0.157 0.233

Table 5.10: Performance based on evaluation set 2.

swers a minimum of one rule (out of potentially many) retaraecorrect result. (Note
that there might also have been rules, potentially even avittgher confidence value,
which returned wrong results.) Column five indicates howrottee overall answer
returned was correct. Column six indicates the top-1 acguitae system achieves,
when all questions in the data set are taken into accounirtoofive divided by col-
umn two). Column seven indicates top-1 accuracy when cordputly for questions
for which a minimum of one rule exists (column five divided lmhuomn three).

As can be seen, results improve considerably when the anisvpart of the IR
guery, which was to be expected. Note that it should be plesgibimprove the re-
sults presented in Table 5.9 by constructing more sophtsticsearch queries (e.g. by
combining phrases into quoted search phrases or by usimg gxeansion).
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Test || Question| Question| Min one | Overall | Accuracy| Accuracy
set| number| with rules| correct| correct| overall| if Jrule

2002 429 321 228 127 0.296 0.396
2003 354 237 141 83 0.234 0.350
2004 204 142 111 62 0.304 0.437
2005 319 214 153 88 0.276 0.411
2006 352 208 128 79 0.224 0.380

Sum 1658 1122 761 439 0.265 0.391

Table 5.11: Performance based on evaluation set 3.

5.7.3 Effect of Semantic Alignment

For the figures presented so far no semantic alignment (#e61t8) was used. Table
5.12 presents results based on evaluation set 1 when usiranse alignment.

Test|| Question| Question| Min one | Overall | Accuracy| Accuracy
set| number| with rules| correct| correct| overall| if Jrule

2002 429 321 147 50 0.117 0.156
2003 354 237 76 22 0.062 0.093
2004 204 142 74 26 0.127 0.183
2005 319 214 97 46 0.144 0.215
2006 352 208 85 31 0.088 0.149

Sum 1658 1122 452 176 0.106 0.156

Table 5.12: Performance with Semantic Alignment based on evaluation set 1.

As can be seen, overall, when taking all test sets into a¢cthelnumber of correct
answers returned increases from 167 to 175 for evaluatioh, fleat is 4.7%.

5.7.4 Baseline Performance

As a baseline to compare our algorithm against we repeateddme experiment,
except for one difference. During the rule creation stepaaguired the dependency
paths contained in the rules not from answer sentencesdmatthe questions directly.
The question word (e.g. “Who”) or question question phrasg. (¢Which city”)
was taken as the place where the answer is supposed to bedocCHbe reasoning
behind this is that each question illustrates one way hownaswer sentence can be
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Test || Question| Question| Min one | Overall | Accuracy| Accuracy
set| number| with rules| correct| correct| overall| if Jrule
2002 429 321 43 14 0.033 0.044
2003 354 237 28 10 0.028 0.042
2004 204 142 19 0.029 0.042
2005 319 214 21 0.022 0.033
2006 352 208 20 0.020 0.034
Sum 1658 1122 131 44 0.027 0.039

Table 5.13: Performance of the baseline method which extracts dependency paths from

questions. Figures are based on evaluation set 1.

formulated. This basic observation has been used in manyyQ#&rmss to date, e.g.

[Attardi et al., 2001], [Katz and Lin, 2003] or [Bouma et alg@5a]. Results can be
seen in Table 5.12. As can be seen performance is much lowed39 accuracy

compared to 0.156 for all question sets, based on evaluagorl, when rules are
available provides a 300% increase in performance.) Ofssguihe baseline used
is very simple. It does not make use of none of the enhancenvemmonly used

in other work, see Section 5.2.1, for example equivialemtesror fuzzy matching.

However, our method using the answer sentences from the @A®RSs uses none of
these enhancements either. We can expect that employingf dinese enhancements
leads to an increase in performance of both the baselineathethd of the method

based on the QASP corpus detailed in this chapter.

There are two main reasons for this:

1. In the QASP corpus, on average there are more than fourears®mtences per
guestion, thus when learning from answer sentences we haxe data avail-
able.”’

2. Questions show a different syntax than answer senterfe@ssome question
classes the syntax of English questions differs considiethlin those of declar-
ative sentences. Also, answer sentences tend to be long¢henefore show a
more complex syntactic structure.

Both these points come as no surprise. These observatioastiwére part of the
motivations for the approach described in this chapterSsstions 5.1 and 5.2.1.

"Note that this is much more than four times as much, becaesalgjorithm is based on rules for
question classes, not for individual questions.
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5.7.5 Comparison with Methods based on Lexical Resources

One reason to develop the approach laid out in this chaptetived the methods based
on lexical resources described in Chapter 3, showed poanpeahce when evaluated
on the AQUAINT corpus. In Section 3.6 we reported the follogvfigures (top-1 ac-
curacy): On all (complete) test sets from 2002 to 2006, fothime 1, FrameNet alone
obtains a score of 0.030, PropBank alone 0.028, VerbNet &ldi#. All resources
combined obtain a score of 0.032, this rises to 0.036 whemasg the automatic
coverage expansion strategy. For method 2 we receive sabe815 and 0.044 for
FrameNet and PropBank respectively, 0.049 when both respame combined. The
combination of both methods results in a score of 0.061.

When comparing these figures with the method detailed in thepter, we face
the problem that the method described here is an answecgatratrategy only, not a
complete QA strategy (which is the case for the first methegt@n lexical resources,
see Section 3.4). But even if we use the results obtained watluation set 1, which
uses a very simple paragraph retrieval module, we obtaterbetlues for the strategy
described in this chapter: 0.101, with semantic alignmeb®®. (A relative increase
of 74% when compared to both methods based on lexical res®@ambined.) We
can expect much better performance with a better paragetgbval module, as the
results for evaluation sets 2 and 3 show. In this contextitikhalso be mentioned that
the number of sentences in the QASP corpus is below 9,008;iFnmuch lower than
the data in PropBank and FrameNet, which both list more th@000 sentences.

5.7.6 Performance Impact on a pre-existing QA System

In Section 3.6.5 of this thesis we evaluated what performancrease the methods
based on lexical resources bring to a pre-existing QA systlma similar manner
we are now interested in finding out how much the method desdrin this chapter
improves performance of a pre-existing QA system. The ayste have available to
this end is the QUALIM system (see Chapter 2) which was alsd us8ection 3.6.5.
It should be noted however, that this time there are, othaar th Section 3.6.5, a few
reasons that put the baseline system at an advantage owapptaach at hand:

e The baseline system, QUALIM, is web-based. The methoddekbia this chap-
ter on the contrary are developed to work on a small localu=renerally, we
can expect that web based QA produces better results thana@&dton local
corpora (due to, for example, redundancy).
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e The approach described in this chapter is an answer extnagpproach only.
Yet, in order to compare it to the baseline, we need a compgletteem which
includes an information retrieval module. We use the sartreeval approach
which we used for evaluation set 1, described in Sectiorl87As can be seen
there, in more than 20% of the cases, this method returnssingke paragraph
that contains both the answer and at least one question kdywo

Test Set|| QUALIM QASP | combined|| increase
2002 0.503 0.117 0.524 5.2%
2003 0.367 0.062 0.390 6.2%
2004 0.426 0.127 0.451 5.7%
2005 0.373 0.144 0.389 4.2%
2006 0.341 0.088 0.358 5.0%

02-06 0.405 0.106 0.425 4.9%

Table 5.14: Evaluation results of the QUALIM system on its own and when combined
with the QA appoach based on QASPs. Top-1 accuracy based on all questions with

known answers in TREC's test sets.

In Table 5.14 results are shown when the QA method detailgdisnchapter is
combined with the baseline system QUALIM. (See SectiomZdt.explanations about
how algorithm results are combined.) The first column inisahe question set used.
The second column gives top-1 accuracy figures for QUALiIME@mance. Column
four shows performance of the method detailed in this cliaptesed on evaluation
set 1, with semantic alignment (see Section 5.7.3). Colunenstmws top-1 accuracy
when both methods are combined, whereas the last columrsghewelative increase
obtained, when comparing the combined run with the run baseQuALiM alone.
As can be seen in the last row, overall, for all test sets coatbive achieve a 4.9%
increase in top-1 accuracy.

5.7.7 Effect of Corpus Size

This section aims to assess the effects of corpus size oarperhce. We are mainly
interested in the impact the size of the corpus reserveddaring purposes makes.
Tables 5.9 t0 5.11 presented earlier in this chapter shavathaverage of 32.2% of the
guestions have no matching rules. This is because the daddarstraining contained
no examples for a significant subset of question classesanitbe expected that, if
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more training data would be available, performance woutdgase. Thus, ideally, we
would like to repeat the described experiments with mormitrg data. We would
expect to find additional instances of question classes Bdeapect the number of
answer sentences for already known question classes wasg&r Unfortunately, for
the described experiments, all data available already éas bsed, thus increasing the
amount of training data is not an option we can easily take. \Wbaever can be done
is to repeat the experiments wilissstraining data. We then can gradually add more
training data and see how this affects results. From thahauld be possible to see
whether we can expect additional training data to furthgarowe the results.

Test || Training Q | QASP | Questions| Overall | Accuracy| Accuracy

set || sets No. No. | with rules | correct overall | if Jrule
2002 || 03 354 | 1352 250 31 0.072 0.124
2002 || 03,04 558 | 2178 284 38 0.089 0.133
2002 || 03, 04, 05 877 | 3406 311 43 0.100 0.138
2002 || 03, 04, 05, 06| 1229 | 4565 321 48 0.112 0.150

Table 5.15: Performance increase when training set size is increased. Based on 2002

data used as test set.

Test || Training Q | QASP | Questions| Overall | Accuracy| Accuracy

set || sets No. No. | with rules | correct overall | if Jrule
2003 || 02 429 | 1833 187 17 0.048 0.091
2003 || 02, Lin 429 | 2961 192 18 0.051 0.094
2003 || 02, Lin, 04 633 | 3787 212 19 0.054 0.090
2003 || 02, Lin, 04, 05 952 | 5015 224 19 0.054 0.085
2003 || 02, Lin, 04, 05, 06| 1304| 6174 237 21 0.059 0.089

Table 5.16: Performance increase when training set size is increased. Based on 2003

data used as test set.

Results of this process are shown in Tables 5.15 to 5.19. Tieelpased on eval-
uation set 1. For each available test set, the experimehbhedtin Section 5.7 was
repeated, but this time initially with only one QASP file aaiing data. At each
subsequent iteration, one additional file was added.

As can be seen, overall accuracy improves in 16 out of 19 twies a new QASP
file is added to the training set; there are two occasionsevéiecuracy stays the same
and once it drops (when adding the 2004 training set to therexent based on the
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Test || Training Q | QASP | Questions| Overall | Accuracy| Accuracy

set || sets No. No. | with rules | correct overall | if Jrule
2004 || 02 429 | 1833 107 18 0.088 0.168
2004 || 02, Lin 429 | 2961 110 19 0.093 0.173
2004 || 02, Lin, 03 783 | 4313 124 20 0.098 0.161
2004 || 02, Lin, 03, 05 1102 | 5541 138 24 0.118 0.174
2004 || 02, Lin, 03, 05, 06| 1454 | 6700 142 25 0.123 0.176

Table 5.17: Performance increase when training set size is increased. Based on 2004

data used as test set.

Test || Training Q | QASP | Questions| Overall | Accuracy| Accuracy

set || sets No. No. | with rules | correct overall | if Jrule
2005 || 02 429 | 1833 165 26 0.082 0.158
2005 || 02, Lin 429 | 2961 176 26 0.082 0.148
2005 || 02, Lin, 03 783 | 4313 186 32 0.100 0.172
2005 || 02, Lin, 03, 04 987 | 5139 198 38 0.119 0.192
2005 || 02, Lin, 03, 04, 06| 1339 | 6298 214 44 0.138 0.206

Table 5.18: Performance increase when training set size is increased. Based on 2005

data used as test set.

2006 test set).

Figure 5.5 presents this data in graphical form. The x-axaws the number of
Question Answer Sentence Pairs that were used as traintag(rdav four in Tables
5.15to 5.19), whereas on the y-axis we can see overall agc(n@v seven in Tables
5.151t0 5.19). Each colour represents a different test setlégend).

Test || Training Q | QASP | Questions| Overall | Accuracy| Accuracy

set|| sets No. No. | with rules | correct overall | if Jrule
2006 || 02 429 | 1833 166 20 0.057 0.120
2006 || 02, Lin 429 | 2961 169 22 0.063 0.130
2006 || 02, Lin, 03 783 | 4313 188 24 0.068 0.127
2006 || 02, Lin, 03, 04 987 | 5139 193 23 0.065 0.120
2006 || 02, Lin, 03, 04, 05 1306 | 6367 208 29 0.082 0.140

Table 5.19: Performance increase when training set size is increased. Based on 2006

data used as test set.
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Figure 5.5: Effect of the amount of training data on system performance

5.8 Conlusions

We described a method how, by utilizing dependency patimdastic relations from a
corpus of Question Answer Sentence Pairs can be aquirede am than be used to
process a set of candidate sentences with the aim of dedalirgch sentence whether
it contains the answer and, if this is the case, to extractisever. The method was de-
veloped to work on a small local corpus. This was done bedhgsmethods based on
lexical resources presented in Chapter 3, although penfgrmell on the web, could
not be successfully applied to a local corpus. The main reémahis, beside redun-
dancy, we argued is that small, journalistic corpora (like AQUAINT corpus) show
many sentences exemplifyimgdirect evidenceThe methods in Chapter 3 are suitable
to recognize stict semantic similarity, direct evidencgbut notindirect evidencgand
thus failed on the AQUAINT corpus. The methos presentedigidhapter acquire syn-
tactic knowlege from a corpus containing many examples diféct evidence and as
such can be assumed to better identify form of indirect exade That this indeed is the
case was shown in the evaluation section. The algorithmdbaselependency paths
outperforms the methods from Chapter 3 on standard TREC tsstAdditionally, it
outperforms a baseline which uses dependency relatiorecéad from the questions.
The algorithm described here, however, is an algorithmriemneer extraction only;
in order to work as a full-fleged QA system, a paragraph oresext retrieval module
is needed as well. The implementation we used for our exgerisnis very simple and
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hinders performance. While this certainly is a shortcomnaihthe current implmen-
tation and therefore an item on the future work list, it is doectly related to what
we are interested in in this chapter. (One possibility tovesahis problem would be
to parse the whole AQUAINT corpus off-line, and devise an IBdule that indexes
dependency relations beside the surface strings of theswdddring retrieval stage
we could only extract phrases between which certain depeEydelations exist. Ap-
proaches like this have already been undertaken, see fonedTiedemann, 2005].)



Chapter 6
Conclusions

In this chapter we summarise this thesis and its main findigsthen address ques-
tions that remain unsolved and which provide topics forfertresearch.

6.1 Main Findings

This thesis is concerned with discovering new ways of howetal dith paraphrases in
QA. Paraphrases involving lexical variation between qoastand answer sentences
(or passages) have already been examined many times, fopéxhy using WordNet,
e.g. in [Harabagiu et al., 2001]. In this thesis we shift theus to paraphrases involv-
ing grammatical variations. We argue that such paraphiasebe obtained from cor-
pora, more specifically from lexical resources like FrameBaker et al., 1998] and
PropBank [Palmer et al., 2005] or from a corpus of QuestionwemnsSentence Pairs
(QASPs).

To this end we developed, in Chapter 3, an approach based omehgoned
lexical resources FrameNet and PropBank (and also VerbNé&u[&r, 2005]) all of
which comprise information about semantic and syntactimloatory possibilities
(valences) of words. FrameNet and PropBank both contain thare100,000 anno-
tated sentences, that can be used, for example by a QA systeatognize different
ways in which one and the same fact can be expressed. VerbBEgndt contain anno-
tated sentences, but rather contains a symbolic repréigentd valences. We are able
to show that the information in these resources can be usesfibrlly for Question
Answering. This is done in a number of ways (all experimergsaxcarried out on the
factoid questions contained in TREC's test sets from 20028200

e When utilizing all three resources we outperform a basehaé dnly uses syn-
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tactic information available in the question by 14.7%, althh coverage of the
resources is sketchy (see Section 2.6.2).

e Our methods based on these resources improve performaactaie-of-the-art
QA system (QUALIiM, see Chapter 3) that performed well in TRE@leations
from 2004 to 2006, by 16.3% and 21.9%, depending on whethaplsie or
partial TREC test sets are used (see Section 3.6.5).

e Our methods based on these lexical resources alone achpmréoamance that
compares well with the best performing systems’ scores éncthrresponding
TREC evaluations, if using partial TREC test sets (see Se8tiod).

However, we find that all three resources, at the time of mgijtshow significant
coverage issues. We achieve much better results when @uglwar methods on
partial TREC test sets consisting only of questions for whiata is available in these
resources (accuracy 0.318 for all five used TREC test sets ioed)bcompared to
evaluating them on complete TREC test sets (accuracy 0.48&)Section 3.6.4. This
strongly suggests that more effort has to be made by thercdseammunity to create
more complete resources.

Furthermore, when porting our methods from a web-basemhgéfor which they
where developed) to a setting where answers are supposes fubd in a much
smaller, local corpus (we used the AQUAINT corpus [GraffQ2]), results are much
worse (accuracy 0.061 on complete test sets), see Seclidh 3Ve argue that this is
due to one limitation of these resources: They are suitabtietectdirect evidence
that is cases where an answer sentence can be said to answestmm in a strict
logical way. They are however not suitable to detect formsdifect evidence

Based on the mentioned evaluation results, we argue that ebabased setting,
where one can expect to find a large number of answer sentemeegiven question, it
in fact is a desirable strategy to concentrate on sentehaéshiow direct evidence for
the question. When working with a small local corpus howdwecause there are much
less answer sentences available we cannot afford to okeslistence exemplifying
indirect evidencgthus in such a case we need methods that are able to detastdédr
indirect evidencésee Section 3.7).

It is furthermore important to note that our experimentscawning FrameNet,
PropBank and VerbNet constituted the first analysis of themi@l use of these re-
sources for Question Answering. Our work was the first to stt@benefit of these
resources for Question Answering and the problems thag¢ avieen they are used,
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most notably coverage. The little work that preceded ourkvamres not assess these
resources in isolation, but in combination with other mehoThus their effect on
performance is not evaluated in isolation and as a resultomalasions about their
usefulness for QA can be made (see Section 3.3).

The observation that our methods based on FrameNet andkéhediform well
on the web but not on a local corpus led to the creation a carp@estionAnswer
SentencePairs (QASPSs), described in Chapter 4. This corpus contain® ri@an
8,000 answer sentences to 1,900 factoid TREC questions o0&t 2006. As such,
it documents the relations between a large number of TREQiguesnd their answer
sentences. We have made the QASP corpus available to thie puBlpril 2008. At
the time of writing, there is no other corpus of this type &lale. In the context of this
thesis, the QASP corpus is important because many of therseey it contains exhibit
forms ofindirect evidenceWe also provide a numerical analysis of the QASP corpus
in Section 4.4. We concentrate on some selected propeftibe guestions and an-
swer sentences it contains and the relations between thanre€ults provide further
evidence for the need of strong paraphrasing capabiliti€iestion Answering.

In Chapter 5, we employ the QASP corpus in an answer extrastiategy for
factoid Question Answering, which acquires syntacticinfation about potential for-
mulations of answer sentences (syntactic paraphrasedpises of question from the
answer sentences in the QASP corpus. This information isdbyg using dependency
paths and stored in rules, which can be used to extract ag$wen unseen candidate
sentences. Because this strategy acquires knowledge f®@QAISP corpus, which
contains many questions and answer sentences link&adbgct evidenceit is suit-
able to locate answers in sentences exemplifying such fofragidence. We evaluate
this approach by again using factoid questions from the TRECdets from 2002-
2006. We use the AQUAINT corpus as the document collectioeresanswer have to
be found and are able to show that:

e Our approach outperforms a baseline method that acquinacdic information
from questions (as opposed to answer sentences from thesjdry 300% (see
Section 5.7.4).

e Our approach outperforms the methods based on lexicalme=oan the AQUAINT
corpus by 74%, although we use a very basic paragraph ra@tmesdule and
much less training data (see Section 5.7.5).

e Performance steadily increases when as a start using orily/gfahe available
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data for training and then increasing the training set siadgglly. This strongly
suggests that performance would further rise, if more ingirdata would be
available (see Section 5.7.7).

6.2 Open Questions and Future Work

6.2.1 The Need for More Data

Performance of the algorithms detailed in Chapters 3 and idehed by the fact that
training data is sparse. While this affects performancennot be used as an argument
against the validity of the algorithms. In both cases, wéuatad performance on par-
tial TREC test sets only containing questions for which datavailable and the results
were very encouraging, although we ideally would have hadenraining instances
available per questions. Yet, we think this is the proper algdvancing research in
the field. Surely, it would be unreasonable to create masss@urces (and spend lots
of money while doing so), and then, after they are completest, whether they are
actually useful. It seems much more appropriate to run éxgerts on a partial data,
and to then decide, depending on the outcome, whether tgtinvereating bigger
resources or not. This is what we did in this thesis and foh lkds of data used
(lexical resources like FrameNet, PropBank and VerbNet erotie hand and a cor-
pus of Question Answer Sentence Pairs on the other) we draivihe conclusion that
it would be highly desirable to create more data. In mostsésis means employ-
ing humans for this task, which is expensive. However, orreeat, promising line
of research in this respect is extending coverage of reesufor example FrameNet
and PropBank with automatic means, see for example [Penio#teh al., 2008] and
[Gordon and Swanson, 2007], respectively. Another notdwdine of research uti-
lizes large online, manually-created QA collections oasslike Yahoo! Answer for
Question Answering, see for example [Lee et al., 2008] aadr{&t al., 2005]. Data
from such sites could potentially be used to extend the QABBUS.

6.2.2 What Kind of Data?

While we just argued for the need of more data, a related arshpip even more im-
portant questions is concerned with what kind of data welligleaed. The resources

Lhttp://answers.yahoo.com/
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we looked at are suitable to detect different kinds of evegemamelydirect andindi-
rect evidenceln Natural Language Processing we need both. In a Questiswéring
system, direct evidence should be preferred wheneverlgesbecause it delivers an-
swers that undoubtfully answer the question. Yet, we careipon it alone, especially
when working with small corpora, because in such casesaodavidence often is the
only available form of evidence.

As far as the work concerning lexical resources (and thestavidence) in Chap-
ter 3 goes, FrameNet offers unique characteristics thahink show the way forward.
It combines lexical and syntactic knowledge in such a way thean not only be
used to determine that “buy” and “sell” are semanticallyatredl (like in WordNet)
or to look up example usages of these words (like in PropBank)also to deter-
mine how a sentence using the one can be transformed to aasentsing the other
by preserving its meaning. This is because in FrameNetrdifteentires are orga-
nized in frames between which different kinds of relatiorgste which, in theory,
enables various kinds of NLP systems to perform wide-rapgaetailed inference.
([Baumgartner and Burchardt, 2004] describe an infrastradtur such a system, but
the authors provide no implementation.) However at thisfdeiameNet coverage still
is problematic. Currently, PropBank contains more annotsgetences than FrameNet
and WordNet much more links between semantically relatedlsvo

While FrameNet and the like are resources that can be usednp sudfields of
NLP, the QASP corpus is more centered towards Question Airsgve(\Which does
not mean it could potentially also be useful in other subfielg. textual entailment
or paraphrase detection.) We could show that the QASP caspuseful for QA and
provides good performance with our algorithm as long asimgidata is available. We
also showed that system performance consistently incse@sen training the system
with only parts of the data in the beginning and then gragiwadiding more data until
using all of it. This strongly suggests that performance idurther increase, if more
data would be available.

However, we did not evaluate how the acquired rules perfohanathey are used
to identify answers in a corpus other than AQUAINT, for exdengme BLOG corpus
[Macdonald and Ounis, 2006], a test collection of blog datdun TREC since 2007
[Dang et al., 2007]. We would expect blog articles to shoviedent properties than a
newspaper articles. This might manifest itself on manyl&\eg. in average sentence
length or the sentences’ syntactic complexity or even aagyl Performance of the
rules acquired from the AQUAINT corpus might deteriorateswlthey are applied to
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such a document collection. To counteract this, we coul&sndxtending the QASP
corpus, include new example sentences from corpora that dif nature, e.g. from
the BLOG corpus. Once we have a QASP corpus containing angmerees from
different genres, we can expect it to perform well acrossgboundaries.

6.2.3 Non-Strict Matching

Most of the work carried out in this thesis relies on strictchéng of questions and an-
swer sentences. A considerable amount of recent work in @Adtaised on fuzzy, sta-
tistical methods to link questions and answer sentenagsjRunyakanok et al., 2004,
Cui et al., 2005, Shen and Klakow, 2006]. There are a lot ofet@its at work here
which have to be considered. Firstly, when employing lasst shatching methods one
can expect recall to go up, because more correct candidatienses can be matched,
but one also would expect precision to deteriorate, becausdlifficult to not have
more incorrect candidate sentences matched at the sameQitem the use of fuzzy
methods is (directly or indirectly) motivated with a lackadta from which the algo-
rithm can learn. [Punyakanok et al., 2004] for example malghendency structures
in questions against answer sentences. As argued befdris thésis (see for example
Section 5.2), this is not sufficient to capture many ways ifctvlanswer sentences can
be formulated. [Punyakanok et al., 2004] employ fuzzy miatgho solve this prob-
lem, we propose using more and better suited data (e.g. axof@nswer sentences).
Our reasoning is that fuzzy matching is only suitable to tdgadditional valid answer
sentences that are somehow (how depends on the algoritlihsusear to known cor-
rect instances. There are not suitable to identify comiyletew structures, e.g. if a
verb shows different syntactic frames. Yet of course it $thbe beneficial to combine
both approaches. We cannot necessarily expect that thérbeaa point where we
have enough high quality training data available that adlos to match all questions
with their answer sentences with via strict matching athons. Especially for minor
variations, fuzzy methods will always be needed to fill thpga

6.2.4 Syntactic and/or Semantic Indices

Performance of all methods presented in this thesis was &i@ddy the fact that
the indices we used for Information Retrieval were indicegt@ming (stemmed, non-
stop) words. Although the resources we used contain vafmuss of syntactic and
semantic information which we exploited with our algorithnpassage retrieval is a



Chapter 6. Conclusions 156

bottleneck because it functions on string level. (In 5.7elhave seen that by using
standard key-word based retrieval, for more than 20% of adistjons the top 100
returned paragraphs contain not a single valid answersesije

To remedy this, in theory, it would be possible to store amdkbf syntactic or
semantic information in the index. In practice this mears #very sentence in the
corpus has to be preprocessed with whatever tools’ outpwoued like to store. If
we would like to have syntactic information from parse tremg. dependency rela-
tions or paths in the index, we would have to parse every seatdf we would like to
store semantic role information, every sentence has todmepsed by a role labeler.
The same holds for named entity information, coreferentes (Some of these ap-
proaches have already been implemented, e.g. [Prager 20@Q] for named entities
or [Tiedemann, 2005] for parsing.) Such approaches howeggrire large amounts
of computing power. For our experiments, it took more tha@ h@urs to parse all
necessary sentences for the experiments described iroséct alone (we used the
Stanford Parser [Klein and Manning, 2003b]), yet this actsonly for a fraction (less
than 1%) of the sentences contained in the AQUAINT corpusabke of a web-based
approach to Question Answering system, (as our approachilbed in Chapter 3) this
becomes even more problematic because of the huge sizawdlteXormation avail-
able on the web. With the resources available to us at thedimiting, we simple
cannot parse the web. Yet better and faster hardware with storage capabilities has
been getting much cheaper in recent years and will contmde s0. Thus it probably
is only be a question of time until we can index the web in sdnavays.
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