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Abstract

The spatial modulation (SM) concept combines, in a noveiifas digital modulation and
multiple antenna transmission for low complexity and spaigt efficient data transmission.
The idea considers the transmit antenna array as a spatistetlation diagram with the trans-
mit antennas as the constellation points. To this extent,n$s a sequence of bits onto a
signal constellation point and onto a spatial constellapoint. The information is conveyed
by detecting the transmitting antenna (the spatial cdasiteh point) in addition to the signal
constellation point. In this manner, inter-channel irdeshce is avoided entirely since trans-
mission is restricted to a single antenna at any transnnissgance. However, encoding binary
information in the spatial domain means that the numberapisimit antennas must be a power
of two. To address this constraint, fractional bit encodedtial modulation (FBE—SM) is
proposed. FBE—SM uses the theory of modulus conversiorcilitdde fractional bit rates over

time. In particular, it allows each transmitter to use anteakty number of transmit antennas.

Furthermore, the application of SM in a multi-user, intezfece limited scenario has never
been considered. To this extent, the average bit error ABER) of SM is characterised in
the interference limited scenario. The ABER performandegssanalysed for the interference-
unaware detector. An interference-aware detector is thgpoged and compared with the cost
and complexity equivalent detector for a single—input mldt-output (SIMO) system. The

application of SM with an interference-aware detector lkesn coding gains for the system.

Another area of interest involves using SM for relaying eyst. The aptitude of SM to replace
or supplement traditional relaying networks is analysed issiperformance is compared with
present solutions. The application of SM to a fixed relayipstean, termed dual-hop spatial
modulation (Dh-SM), is shown to have an advantage in terntsaofource to destination ABER
when compared to the classical decode and forward (DF)inglascheme. In addition, the
application of SM to a relaying system employing distrililitelaying nodes is considered and

its performance relative to Dh-SM is presented.

While significant theoretical work has been done in anatysine performance of SM, the im-
plementation of SM in a practical system has never been shiowthis thesis, the performance
evaluation of SM in a practical testbed scenario is presefiethe first time. To this extent,

the empirical results validate the theoretical work présgm the literature.
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Chapter 1

Introduction

The number of wireless devices has steadily increased #icdirst mobile phones in the
early 1980s. In turn, the original function of a mobile phdras changed radically. Today,
mobile devices are everywhere. To this extent, the expentafrom the wireless devices of
today are vastly different. Indeed, they are used as muctefephone conversations as for
browsing the internet, making banking transactions, lagaburist attractions, identifying the
best restaurants, social networking, remotely contmltime cooling, lighting and security in
a home, and many other situations where an endless host b¢ajmms is limited only by
the human imagination and the available resources. Thastess devices (smart phones or
sensors) have changed the way humanity functions. They les@me the foundations of a
larger, smarter, more technologically advanced sociehychivaims to be connected, mobile

and increasingly energy efficient.

The increasing role of these devices has led to their refinea@ the requirement for more
bandwidth. Higher data rates, longer battery life and grgadrtability have become expected.
Yet for all the engineering marvel that goes into the creatiba single smart phone or sensor,
the achievable data rates depend as much on an intelligeigind@s on the available spectrum.
Indeed, the spreading use of mobile devices has led to amerpal growth in wireless data
traffic. The global demand for data to and from mobile devicas more than doubled over
the last several years and this trend is expected to contasughown in Fig. 1.1 [1]. However,
the fundamental limit to the achievable data rate for a comioation system was established
by Claude Shannon. He introduced the relation between thitable bandwidth, the signal-
to-noise-ratio (SNR) and the data rate of the system in [2]sHort, Shannon proves that the
data rate increases linearly with the available bandwidthlagarithmically with an increasing
SNR.

The physical resources, therefore, place a fundamentildimthe achievable data rates, irre-
spective of the growing demand. Indeed, the frequency gpads a limited resource which is

highly regulated, crowded and expensive [3]. In partigudatailed technical information about
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Figure 1.1: Global demand for mobile data per month as predicted by Cisto

the UK spectrum allocations is provided in [4, 5] and the esdghts for each entity are defined
in [6]. Therefore, to use the frequency spectrum more effttyiethe combination of multiple
wireless devices operating in the same frequency band lwasrigemore widespread. To this
extent, various interference cancellation algorithmsdesesloped to facilitate as many users as
possible. In addition, cognitive radio aims to locate uusgectrum slots and establish com-
munication links while avoiding any interference. Yet désphe best efforts of researchers,

the achievable data rates are limited.

In an attempt to increase the spectral efficiency, and tiyeirelvease the available data rate,
researchers ventured into the new, and largely unexplegtjal domain. To this extent, the
idea of multiple channels between two users is consider¢d] ind the application of spatial
multiplexing to a wireless network is first proposed in [8heTlidea behind spatial multiplexing
is that a high-rate source signal is split into several latesignals. Each low-rate signal is then
transmitted from a different transmitter. In addition, tedinsmitters transmit simultaneously on
the same time-frequency resource block. Each receiveubenmultiple antennas to detect the
co-channel signals. For successful reception, a riches@agtenvironment is assumed and the
receiver uses the different channel signatures of eacthaore! signal to differentiate among
them. The separated signals are then demodulated and rieemhto recover the original

source signal. In fact, the work by Foschini in [9] providelsaesis for approaches that employ

2



Introduction

multiple transmit antennas and multiple receive antenmassystem. The general principle is
termed multiple—input multiple—output (MIMO). One implemtation of the MIMO concept
is known as Vertical Bell Laboratories Layered Space-Timehiecture (V-BLAST) [10]. In-
deed, Bell Labs was the first to demonstrate a laboratorpiy@ where spatial multiplexing
was used as a principal technology to improve the performana communication system by
employing V-BLAST [11].

Spatial multiplexing systems offer a linear increase ofgpectral efficiency with respect to
the number of transmit antennas. This increase, howeveresat a cost. Spatial multiplexing
systems and MIMO systems in general, rely on a rich scatfenvironment to provide unique
channel signatures between each transmit and each reoéévaa since detection is performed
using the eigenmodes of the channel. Therefore, optimattden using V-BLAST is possible
when the channel has at least the same number of receivenantas there are transmitting an-
tennas, otherwise the channel matrix is underdefined atttever. Nonetheless, if maximum
likelihood (ML) detection is used at the receiver, then thenber of receive antennas only de-
termines the receive diversity of the system and all spatigms are detected. In addition,
inter—antenna synchronisation is required and may catee-antenna interference (1Al) if it is
not well implemented. Indeed, spatial multiplexing MIMQGssgms suffer from inter—channel
interference (ICI) which requires interference cancelfatHowever, interference cancellation
algorithms suffer from error propagation and successitexference cancellation (SIC), in par-
ticular, results in detection algorithms with a high congtiginal complexity, such the one used
in V-BLAST. High computational complexity, in turn, increas the power consumption and
decreases the battery life of a mobile device. Most impdstato facilitate MIMO, multiple
radio frequency (RF) chains must be active simultaneouBihe most energy consuming part
of a wireless base station, however, are the power ampldigigshe RF chains associated with
each transmitter [12]. In fact, the power requirements odsebstation are shown to increase
linearly with the number of RF chains added [13]. Thus, wMBMO systems increase the
spectral efficiency of a system linearly with the number ahtmit antennas, the presented

drawbacks limit their practical deployment.

To address some of the disadvantages of MIMO, the idea ofaspaddulation (SM) is pro-
posed in [14]. The aim is to retain as many of the advantagedastical MIMO systems,
while avoiding many of the disadvantages. The basic idedwfs3o map blocks of informa-

tion bits onto two information carrying units [15]: i) a signsymbol, chosen from a complex
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signal constellation diagram, and ii) a unique transmiean&, chosen from the set of anten-
nas in an antenna array at the transmitter, the spatial constellation. Jointly, the spatial and
signal constellation symbols form a single SM constellatiymbol. For example, if a total
of four bits/s/Hz are transmitted using SM with four avaiéatransmit antennas, then the first
two bits define the spatial constellation point identifyihg active antenna, while the remain-
ing two bits determine which signal constellation pointrsnsmitted. An illustration of the

constellation diagram for SM is shown in Fig. 1.2.

Im Signal Constellation for the first
transmit antenna (Tx4)

Re

10 (Txz)

11 (Tx4)
Signal Constellation for the fourth
transmit antenna (Tx4)

Spatial Constellation

Figure 1.2: The SM constellation diagram for a spectral efficiency bfts/s/Hz with 4 sig-
nal constellation points and available transmit antenna§;x,,,c(:,... n,;- Re and
Im denote the real and imaginary axis of the signal const@tatliagram, respec-
tively. The first two bits, from right to left, define the sphtionstellation point
which identifies the active antenna, while the remaining bite determine the
signal constellation point that is transmitted.

In contrast to classical MIMO, SM places no constraint onrbenber of receive antennas,
achieves spatial multiplexing gains even for a single kexantenna and requires no synchroni-
sation between the transmit antennas. In addition, SM au@tentirely by activating a single
antenna at any transmission instance and the SM detectjoritaim does not suffer from error
propagation. Furthermore, the lower detection complefdtySM reduces the power usage
of the mobile terminal and prolongs battery life [16]. Inde&M requires only a single RF
chain at the transmitter, regardless of the number of traresmbenna elements. Additionally,
SM is shown to outperform a MIMO system using V-BLAST in terofghe average bit error
ratio (ABER) [15]. Lastly, SM is shown as more robust to chelnestimation errors and to

channel correlation when compared to V-BLAST [17,18]. SMhsrefore, a more optimal
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system for exploiting the advantages of multiple transmieanas while maintaining a single

RF chain for green communications.

Nonetheless, SM is a young concept and it is still being dgexl. To this extent, encoding
binary data in the spatial domain requires that the numb&ansmitter antenna elements is a
power of two. However, doubling the number of antenna elémanthe transmitter for every
extra bit sent in the spatial domain may not be feasible duspéme and cost constraints. In
addition, the performance of SM in the interference limsgednario has never been considered,
nor has the aptitude of SM to replace or supplement traditioglaying networks, ever been
discussed. Finally, V-BLAST has been implemented in a prakcscenario. Until now, SM has

remained a purely theoretical concept.
Thesis layout and contributions

An overview of the history of wireless communications isgeneted in Chapter 2. The nature
of the wireless channel and its application in MIMO and SMassidered. A detailed expla-
nation of the operating principles behind spatial multpig systems and SM is followed by
the strengths and perceived weaknesses. The main drawitkeckiied in each system are
discussed and the state-of-the-art advances for SM arerexiplLastly, the motivation and the

research goals for the thesis are presented.

A novel method called fractional bit encoded spatial motiote(FBE—SM), which permits
the transmitter to be equipped with an arbitrary number afigmit antennas, is presented in
Chapter 3. FBE-SM uses the theory of modulus conversiondititéde fractional bit rates
over time. To this extent, the theory of modulus conversgfirst explained. Its application
to SMis discussed and an algorithm for an optimised impleatiem of FBE—SM is provided.
The ABER performance of the system is then analysed in betledirelated and uncorrelated
scenarios. Lastly, state-of-the-art alternatives to FB-are discussed. While FBE—SM re-
moves a fundamental limitation for the practical applisatdf SM, most real world systems

are interference, and not noise, limited.

The performance of a SM system in the interference limitedrenment is discussed in Chap-
ter 4. The ABER performance of SM using the interferenceaama detector is then modelled.
The asymptotic behaviour of the system is then discussed¢@mgared to theost and com-

plexity equivalent SIMO system. In addition, a ML, interferenceaasvdetector is proposed

along with a closed form solution for the upper bound of thetesy in a Rayleigh fading envi-
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ronment. Lastly, numerical analysis shows that the systapi@/ing SM performs better than

the complexity and cost equivalent multi-user MIMO system.

Another area of interest involves using SM in relaying systeThe ABER performance of SM
in the relaying scenario with both fixed and distributedyig nodes is discussed in Chapter 5.
In particular, the system model and an analytical upper 8don the source to destination
ABER of the system using SM are presented. Furthermore pplécation of SM with a fixed
relaying node, termed dual-hop spatial modulation (Dh-Sislshown to have a significant
advantage in terms of the source to destination ABER wherpeogd to the classical decode
and forward (DF) relaying scheme. The application of SM telaying system employing
distributed relaying nodes, termed distributed spatiadlnfation (DSM), is then considered. In
particular, a closed form solution for the ABER of a systenthwivo distributed relay nodes
is presented and the performance of DSM is compared to DhfStrins of the source to
destination ABER.

Along with other theoretical work done in the field, SM is shoas a viable candidate for
future wireless networks. However, despite the generatintast in SM, there is no practi-
cal implementation to prove that SM behaves as predicteldaiterature. To this extent, the
performance evaluation of SM in a practical testbed scenampresented fothe first timein
Chapter 6. In particular, the digital signal processingtfe transmitter and receiver is dis-
cussed. In addition, the equipment and the hardware camsti@re then presented along with
an analytical upper bound for the ABER performance of théesys Finally, the experimental

data is compared to analytical and numerical results.

Lastly, Chapter 7 highlights the contributions made in thests. The limitations of the pre-

sented work are considered and potential avenues of résaaaproposed.

A list of publications that are related to the presented wnrthis thesis can be found in Ap-
pendix C. Furthermore, published works that related to tope of this thesis and extend the

SM concept, are attached in Appendix D.



Chapter 2
Background

In this chapter, a brief overview of the history and evolatiof wireless communications is
provided in Section 2.1. The properties of the wireless nkhand their relevance for enabling
multiple—input multiple—output (MIMO) and spatial modtitmn (SM) are then discussed in
Section 2.2. In addition, the operating principles of MIMgt&ms, along with their advantages
and perceived disadvantages, are deliberated in SecBorFR2rthermore, a possible solution
to the problems that plague MIMO systems is then proposedeifidrm of the SM concept in
Section 2.4. In particular, the motivation for the extensiof the SM concept are presented in

Section 2.5. Lastly, the chapter is summarised in Sectién 2.

2.1 Evolution of Wireless Communications

As with any scientific field, the initial research of the maderireless communication systems
was cumbersome, expensive and not practical. Yet with timlenaore work, the field changes.
It grows, as new work builds on past knowledge and the opestigms are addressed. The
understanding of the electromagnetic force is a founditigrpof the modern world. There

could be no wireless communications without this undeditan

The idea of wireless communications is grounded on work dgn#games Clerk Maxwell. His
equations form the basis of computational electromagseticl are the foundation of wireless
technology. Indeed, the first known experiment in wirelessumunications was performed
by Samuel Morse when he established a wireless telegraptection in water. He laid two
electrodes acros& m of water and changed the number of galvanic elements. loatea
breakthrough came when Heinrich Hertz verified the pragficthade by Maxwell’s equations
with his 1887 discovery of electromagnetic radiation atauhigh frequencies. Despite the
ground breaking nature of these experiments, however,weeg impractical. In 1893, Nikola
Tesla described, in detail, the principles of radio comroatibn [19]. He was the first to

apply the mechanism of electrical conduction to wirelesgiise. Tesla was also the first to
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use sensitive electromagnetic receivers. These prircipkre later widely publicised. Yet
Guglielmo Marconi was the first scientist to achieve sudoésadio transmission in 1895.
Later, in 1897, he was awarded a patent with the British R&#éice which became the initial

patent on radio [20].

It was not until the work of Claude Shannon, however, thaptitential of wireless communica-
tions was unlocked. In 1948, Shannon provided informati@oty that characterised the limits
of reliable communication [2]. He showed that there is a mmakichannel capacity (achievable
data rate) for which the error probability could be as low esigtd. In particular, communicat-
ing at higher data rates demands either more bandwidth ategrsignal-to-noise-ratio (SNR)
[21]. Indeed, it was Shannon who established the limits bfmaldern communication sys-
tems. Since then, significant research has gone into anhiéwe information theoretic channel

capacity predicted in his work.
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Figure 2.1: The first proposed use of frequency reuse for a mobile celyatem wherd,
is the distance from the receiver to the nearest base stafienis the distance
from the receiver to the second nearest base stationfand; is the interference
distance ratio. The interference is minimised by maximisire physical distance
between two base stations transmitting on the same fregyaat

Although Shannon established the capacity bounds for ampamication system, he did not
provide guidelines how to achieve this capacity. None#®ldis work ascertained that to
maximise the achievable data rate, the SNR and the avallaldwidth must be maximised.
Onthe one hand, all nodes could be active on the entire freguspectrum but the SNR of each
would become limited by the interference emitted from itgghbours. On the other hand, the
frequency spectrum could be divided such that the intemferdrom the neighbouring nodes is
minimised but only a portion of the available spectrum isduseany node. The latter approach

resulted in the frequency reuse idea.
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Some of earliest reported efforts to establish a mobile comaoation system came from Bell
Telephone Laboratories (Bell Labs) [22]. At the time, thegirency spectrum was barren and
a strong SNR was necessary. To this extent, the notion dfidred frequency reuse, which
became the backbone for the later deployment of the Globste8yfor Mobile Communica-
tions (GSMC) in 1982, was first proposed in [22]. The idea iminimise interference from
neighbouring cells by using a different transmit frequemcgach cell, as shown in Fig. 2.1.
As the distance between the antennas that are active onrtiefsequency is increased, the
interference on that frequency is minimised. To this extanmore comprehensive wireless

communication system was presented in [23]. To permit ritgliiEtween cells, a control cen-
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Figure 2.2: The first patent description of a mobile cellular system wlaecentral base station
communicates with a mobile terminal. A central processitagie controls the
hand-over of users between different base stations. The diations in different
cells transmit on different frequencies and interferercminimised [23].

tre determines the location of the mobile station and esadkwitching centre to regulate the
transfer of the mobile station from the currently occupied  a new cell. A basic overview
of the elements necessary for the implementation of the eatlular concept is presented in
Fig. 2.2.

From these beginnings, the evolution of mobile commurdcatiystems through the years is

discussed in [24]. In contrast to the first generation waglsystems, which were separated
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by national borders with incompatible control systems, sheond generation systems were
developed in a collaborative spirit. In particular, GSMCé&me a robust, interoperable and
widely-accepted standard that combined the expertise viamus entities under the guidance
of the European Telecommunications Standards InstituBMG gained such momentum that
it was quickly addopted by many contries around the globee dibital nature of the GSMC
systems enabled data services to be incorporated. Indaekktalata services were introduced
in the second half of the 1990s. These services providedvpgé to the possible applications
of wireless systems despite the low data rates. The inteabigy of GSMC, along with its
digital nature, provided a ubiquitous availability of migbcommunications around the world

and motivated the need for further, global, amalgamatioseofices and technologies.

As the second generation wireless systems were being aepémross the world, research into
the third generation networks was on the way. Indeed, thegriational Telecommunications
Union (ITU) had started work on the evolution of the GSMC gl in the 1980s. The rapidly
growing demand for data services meant thatlthe kb/s download speed of the GSMC sys-
tems was insufficient. To this extent, research in the thindegation systems aimed at provid-
ing data rates of at leag000 kb/s. To facilitate this tremendous technological advatioe3™
Generation Partnership Project (3GPP) was establishediinit is to coordinate research ac-
tivity across the world. 3GPP is an international consamtzonsisting of several international
standardisation bodies from Europe, U.S.A., Japan, ChiwdaSouth Korea. Where second
generation systems used time division multiple access (AP frequency division multiple
access (FDMA) to facilitate multiple users, the third gextien systems were designed to use
code division multiple access (CDMA). CDMA would suppoftralwide bandwidth and would
facilitate a large number of users, while remaining immuniaterference [25]. Unfortunately,
practical implementations could not achieve the theamkpicedictions [26]. Nonetheless, the
third generation systems have progressed throughoutdépioyment. The immediate demand
for higher data rates has driven research forward and nease$ have facilitated the evolution

of third generation systems [24].

The spreading application of mobile devices has led to aomxptial growth in the wireless
data requirements, with the global demand for mobile dateertttan doubling over the last
several years and expected to continue, as shown in Fig.Yetlthe physical resources, the
available spectrum and transmit power, place fundameimétlon the achievable data rates.

Indeed, Shannon proved that to increase the achievableatatahe bandwidth of a system or

10
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the SNR must be increased.

In an attempt to increase the spectral efficiency withoutemmandwidth or a greater SNR,
researchers began to exploit the spatial domain. The ideaultiple spatial channels between
two users is first considered in [7] where each channel isseméd to operate with the same
data rate. As a result, the overall data rate would incréasarly with the number of parallel

connections between the transmitter and receiver. Thisideabecame known as a MIMO
system and is distinct from the earlier work on space-divishultiple access (beam forming)
which is aimed at improving the performance of a system agéie effects of multipath fading

[27-29]. An example of a MIMO setup is shown in Fig. 2.3 whédre teceiver detects multiple

versions of the transmitted signal from reflections in thesleiss environment.

Wireless
Channel
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Figure 2.3: The MIMO system setup. The MIMO channel depends on the degidyscenario
and can experience small scale fading. The signal tranethftom each transmit
antenna is detected by all receiving antennas.

To keep pace with the data rate demands, the new researchiatirevas incorporated for the
first time in Release 7 of the 3GPP evolution and has remainddtegral part [24]. Indeed,
MIMO systems, along with orthogonal frequency division tipliéxing (OFDM), are pegged
as the backbone of the forth generation wireless techreddgd by the Long-Term Evolution
Advanced (LTE-A) initiative where peak data rated @ébit/s in the downlink and50 Mbits/s

in the uplink are expected. In particular, the employedrnetdgy is designed to be competitive
for the next decade [30]. Aside from LTE-A, the IEEE 802.18eMss access standard, often
referred to as WIMAX, also incorporates the use of MIMO sgstd31]. In addition, MIMO
systems are already part of the latest IEEE 802.11n staridavdreless local area networks

and most modern wireless network cards are manufacturédtatlEEE 802.11n standard in
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mind [32].
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Figure 2.4: Baseband illustration of the changes in the wireless chbangronment when a
carrier frequency o8 GHz is used and a bandwidth @MHz is available in an
indoor environment.

2.2 Wireless Channel Environment

The understanding of the wireless channel environment isyaf&ctor to the development
and deployment of MIMO systems. To this extent, the time arduency behaviour of the
wireless channel is addressed in [33—35]. The presencdlettas in the environment creates
multiple paths and, as a result, the receiver detects snpesed copies of the original signal.
Depending on the scattering environment, therefore, tiessts of the channel change and can
amplify or attenuate the received signal. The wireless iblis principally described through
large scale fading and small scale fading. On the one hamys $&zale fading refers to the mean
signal strength at the receiver and is most used in estim#iimcoverage area of a transmitter.
On the other hand, small scale fading refers to the rapiduddicins of the channel envelope
which depend on the momentary interactions of the signafsirapfrom various reflections in
the environment. Small scale fading is principally desliby slow and fast fading, along with

flat and frequency-selective fading. A brief explanatioreath follows.

¢ Slow fadingcharacterises the event when the coherence time of the ehiarlarge rel-
ative to the signal symbol duration. The coherence time ésitterval within which
the phase of the signal is, on average, predictable. To #éne the power and phase

changes in the channel are a result of shadowing or movenmestthe channel is corre-
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lated from one signal symbol to the next. Slow fading can lbstilated by the relatively
slow channel variations across the frequency range for ampal duration of less than
0.01 sin Fig. 2.4(b).

e Fast fadingcharacterises the event when the coherence time of the ehiarsmall rel-
ative to the signal symbol duration. The power and phasegdsam the channel arise
from random reflections and, as a result, the channel is odated from one signal sym-
bol to the next. Fast fading can be illustrated by the redfitivapid channel variations
across the frequency range for a symbol duratio®.@3 s in Fig. 2.4(b). The fast fading
makes the channel distinct from one transmission instamdket next. In particular, it
provides the unique channel signature which facilitatesi@land SM. Indeed, through-
out this thesis, the channel is assumed to be slow fadingngraosingle symbol, unless
otherwise stated. Therefore, the channel coefficients asedaid to be the fast fading
coefficients. Common models used to define the statistide\beur of the amplitude in

fast fading channels include Rayleigh, Rician and Nakagardistributions.

e Flat fading andfrequency-selective fadintharacterises the spectral components of the
transmitted signal. The coherence bandwidth is the apmprate bandwidth over which
two frequencies of a signal experience correlated amgifading. Flat or narrowband
fading assumes that the bandwidth of the transmitted signaduch smaller than the
coherence bandwidth of the channel, therefore all frequenmponents of the signal
experience the same magnitude and phase. Frequencyngefading occurs when the
bandwidth of the transmitted signal is larger than the cefes bandwidth of the channel,
therefore different frequency components of the signaterpce decorrelated fading. In
particular, Fig. 2.4(a) and Fig. 2.4(b) have different aqeinee frequencies. As a result
of the larger coherence frequency, the channel presenté).ir2.4(a) varies much less
across its spectrum than the one presented in Fig. 2.4(b)hiF@xtent, a narrowband

channel is assumed throughout this thesis.

With the time and frequency characteristics of the wiretdemnel presented, Fig. 2.4(a) shows
that channel fading is also unique with respect to the physication of the transmitter and
receiver, just as itis unigue across time and frequencygnZ#4(b). In particular, the empirical
statistics of a MIMO channel in different environments aregented in [36]. It is the varying
nature of the channel that gives each detected signal at¢keser a unique signature, a channel

fingerprint, and facilitates both MIMO and SM. The advantagad perceived disadvantages
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of MIMO are now analysed.

2.3 MIMO algorithms and operation

Multiple-antenna systems are fast becoming a key techgdimgmodern wireless systems.
They offer improved error performance and higher data ratiethe expense of increased com-
plexity and power consumption [37]. To this extent, the aaion of spatial multiplexing to
a wireless network is first proposed in [8]. The idea behiratiagbmultiplexing is that a high-
rate source stream is split into several low-rate sub-stse&ach sub-stream is then transmitted
from a separated transmitter. All transmitters are activéhe same time-frequency resource
block and each receiver uses multiple antennas to detechtitéple co-channel signals. To
facilitate detection, a rich scattering environment isuieed. In particular, the receiver exploits
the different channel fingerprints of each co-channel sigmdifferentiate among them. The
sub-streams are then demodulated and recombined to oladmijinal source signal. Indeed,
the work by Foschini provided a basis for approaches that@mmpultiple transmit antennas

and multiple receive antennas in a system [9].

In addition to spatial multiplexing, multiple transmit anhas may be used to increase the
transmit-diversity of a system or provide a combination dtgal multiplexing and transmit-
diversity. The notion of using the multiple antennas fonsmit-diversity is known as space-
time coding [38—40]. A notable method that successfullyi@aas both spatial multiplexing
and transmit-diversity for two transmit antennas was preegeby Alamouti in [41]. Aside
from the scheme presented by Alamouti, all other systemg trage-off spatial multiplexing

with transmit-diversity [35, 40].

An efficient technique for spatial multiplexing that breakformation data streams into sub-
streams is termed Diagonal Bell Laboratories Layered Spane Architecture (D-BLAST)
and is defined in [9]. D-BLAST uses antenna arrays at bothrtresmitter and receiver along
with a diagonally-layered coding structure where codelda@re dispersed acrodmgonalsin
space-time. This leads to theoretical rates which grovaltigavith the number of transmit and
receive antennas in rich scattering environments. Indedsl.AST is shown to achieve up to

90% of the Shannon capacity [9].

Another approach, termed Vertical Bell Laboratories LageSpace-Time Architecture (V-

BLAST), is proposed in [10]. The vector encoding procestiésfundamental difference be-
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tween V-BLAST and D-BLAST, where a vector is defined as theaeealued transmitter (a
collection of the transmit antenna sub-streams). On théhand, in D-BLAST, vector encod-
ing is introduced through the use of inter-sub-stream btmzking such that the block codes are
organised along diagonals in space-time. On the other maMIBLAST, the vector encoding

is simply a demultiplexing operation of the original dateeatn, followed by independent bit-
to-symbol mapping of each sub-stream. In particular, neriatib-stream coding is required.
The sub-stream coding structure in D-BLAST and V-BLAST ladtrated in Fig. 2.5(a) and
Fig. 2.5(b), respectively, where the sub-streams from éinesshigh-rate source stream are de-

noted by the same colour.
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Figure 2.5: Sub-stream coding for D-BLAST and V-BLAST given four tréresmennas where
sub-streams from the same high-rate source stream are egénoith the same
colour. The sub-streams in D-BLAST have been coded alomgplids in space-
time while the sub-streams in V-BLAST are the result of alsidemultiplexing
operation.

Despite enabling higher spectral efficiency, the deploynoérD-BLAST is hindered by its
complexity. To this extent, V-BLAST has emerged as the demidIMO technique in the pur-
suit for higher data rates [10]. The V-BLAST receiver dettee sub-streams using nulling,
optimum ordering, and successive interference canaild®IC). A brief explanation of each

detection step is presented.

e Nulling - is defined as the process of removing the deteeted sub-streams from a
received vectoy. Then'™ sub-stream is detected by removing the effects from allrothe
sub-streams. While there are different methods to deteabaeam in the presence
of interference [42], nulling is performed by linearly whting the received signals to
satisfy a criteria such as minimum mean-squared error (MM3Eero-forcing (ZF).
ZF nulling can be performed by choosing weight vecters,, such that

wi, hi, = 0000 (2.1)

e
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where(-)T' is the transpose of a vector or a matrix, 7; € {1,..., N;}, Ny is the num-
ber of transmit antennah,, is the channel vector from transmit anteripéao all receiv-
ing antennas, and,,, »,) is the Kronecker delta. In MMSE, the problem of estimating
a random vectow,,, on the basis of the received signal is equivalent to choosing a
matrix H = [hy,. .., hNt]T, that minimises the mean square error [42]. All bold sym-
bols throughout the thesis denote vectors. While linealinguls sufficient, non-linear
techniques exploit the timing synchronisation in the systeodel of V-BLAST for faster
detection. Timing synchronisation can be exploited if ta@smitters are co-located and
transmit antenna synchronisation is implemented. Thiblesdoth symbol cancellation

and linear nulling to be used in the detection process [10].

If non-linear nulling techniques are used, they result imadgally increasing diversity
gain for the sub-stream with the weaker signal-to-interfiee-plus-noise-ratio (SINR).
In effect, the weakest sub-stream in terms of the SINR isctietielast with the greatest
diversity [42]. Therefore, to obtain a better performanid minimal error propagation,

the receiver should decode the strongest sub-stream first.

e Optimal Ordering- is achieved by selecting the sub-stream with the strorfgiéR. It
is shown that this greedy approach leads to a globally optmtiring in the maximin
sense. In addition, establishing an optimal ordering reduwror propagation [10]. To

this extent, the optimal ordering is determined by the eigkres of the channel matrix.

e SIC-isthe process of selecting the strongest sub-streantnirstef SINR, nulling its ef-
fects from the received vector and repeating the proceshdanext strongest sub-stream
[10]. An example of a MIMO system using SIC is considered ig. Ri.6. To this extent,
four distinct sub-streams are assumed where each one ifr@ena different transmit
antenna and the summation of all co-channel signals isteetat the receiver. Although
every transmit antenna is transmitting with the same potherwireless channel envi-
ronment creates a power imbalance between the individimbsaams. The thickness
of the blocks in Fig. 2.6 illustrate the relative power indrades. In this regard, the sub-
stream that passes throubh has the strongest SINR, while the sub-stream that passes
throughh, has the weakest SINR. The receiver first determines thetsedrs with the
strongest SINR by looking at the eigenvalues of the chanrafixa By applying SIC,
the receiver then decodes and removes the effects of thetsedm arriving through; .
On the next step, it removes the effects of the sub-strearirgyithroughh, from the

aggregate signal and so on. However, error propagationeaur @ the optimal ordering
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is not maintainedi.e., if a sub-stream with a weaker SINR is decoded prior to onk wit
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Figure 2.6: A4 x 4 MIMO system setup. The relative power of each sub-strealreaeteiver
is denoted by the thickness of the channel block. Althoulginaalsmit antennas
use the same transmit power, the channel environment chahgeelative power
of the sub-streams at the receiver.

Since the eigenvalues of the channel matrix define the optirdaring, the number of antennas
at the receiver must be greater or equal to the number of mageat the transmitter for V-
BLAST to function. In particular, a V-BLAST system requira$ull rank channel matrix which
is only achieved in rich scattering environments [42]. Idi&idn, the detection algorithm for V-
BLAST requires the computation of the Moore-Penrose pséugkgrse (MPPI), which implies
that either a sigular value decomposition (SVD) or a QR dgmusition of the channel matrix
must be obtained. The MPPI is required to determine the eddems of the channel matrix,
along with the nulling vector used in V-BLAST detection [103deed, the diagonalised matrix
from the SVD decomposition results in the ranked channebktsi needed for the optimal

ordering and nulling.

The bottleneck in the V-BLAST decoding algorithm is, theref the need to repeatedly calcu-
late the MPPI of the channel matrix. To address this problemnidy, x N; channel matrix+ is

assumed, with rank whereN,. is the number of receive antennas, then its MPPI is defined as
HT =c*(ccr) ™ (B*B) ! B, (2.2)

where(-)T is the MPPI,(-)* is the complex conjugate of a matrix or a vec#ris an N, x n
matrix andC is ann x N; matrix. Provided that{ has full row rank(N, = n), thenB can
be chosen as the identity matrix and the formula reducés’te= H* (HH*)". Instead, ifH
has full column rank N; = n), thenH* = (H*H)~' H*. In both instances, howevek/H*
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or H*H must be computed along with the inverse. This can be done ing tise Cholesky

decomposition. Given that is of full row rank (N, > NN,), then

HH* = RR*, (2.3)

whereR is an upper triangular matrix. To obtain this factorisati@R decomposition can be

applied which results in

HH* = (QR)(QR)* = RQQO"R* = RIR* = RR", (2.4)

where@ is a unitary matrix, and is the identity matrix. The resulting is the Cholesky factor
of HH™* [43]. This method is used in most current approaches to tbielgm, where QR de-
composition of the channel matrix reduces the computatmraplexity in the implementation
[44]. A key requirement, however, is that the channel matfimust be either full row rank or
be overdetermined. If this is not the case, when the number of transmit antennas is greater
than the number of receive antennas, the decoding algotitbes thg N; — N,.) sub-streams

with the weakest SINRs and a maximum diversity gaind/pis achieved.

Aside from requiring thatV,. > V;, the detection algorithm for V-BLAST requires that all
symbols are transmitted simultaneously. Antenna synébatan is therefore necessary. The
requirement for timing synchronisation is particularlypantant if any of the non-linear nulling
techniques are used in the detection. As discussed e#iegynchronisation facilitates sym-
bol cancellation [10]. As an example, the Agilent Techn@sgequipment used for MIMO
testing must synchronise the input and output trigger $égimeensure proper functioning [45].
If this is not the case, the received sub-streams will nghail time to reconstruct the original
signal. In particular, the lack of timing synchronisaticandead to a serious degradation of the

system performance in terms of the average bit error rat®HR) as discussed in [46, 47].

In addition to timing synchronisation, inter—-channel ifeeence (ICl) is an integral part of a
spatial multiplexing system. Although interference cdiatien algorithms have been devel-
oped to address ICI, they increase the receiver compleRriiyaae prone to error propagation.
In addition, any increase in the receiver complexity conssimore power and is detrimental
to the battery life of a mobile terminal. Indeed, interferercancellation algorithms also effect
the transmit power of a terminal. In particular, differenterrference cancellation algorithms

suppress noise differently. The two methods for estaligsiihe weighting factors, MMSE
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and ZF, result in different transmit power requirements. eéWlsonventional block decoding
interference cancellation is used at the receiver, thetnéter uses less power if MMSE is em-
ployed. Similarly, SIC using MMSE requires even less trahgmower. However, if the need
for interference cancellation is removed altogether, kbéhtransmitter and receiver use less

power and the overall power consumption of the system isfgigntly reduced [48].

V-BLAST, along with other spatial multiplexing systems,sisown to offer a linear increase
of the spectral efficiency with respect toin{N,., N;}. To this extent, a rich scattering en-
vironment is necessary to provide unique channel signatoedveen each transmit and each
receive antenna since detection is performed using thenmigdes of the channel. This in-
crease, however, comes at a cost. Inter—antenna syndiioniss required, otherwise timing
synchronisation problems may arise along with inter—argénterference (lAl), if it is not well
implemented. In particular, MIMO systems suffer from ICdarequire SIC. However, inter-
ference cancellation results in detection algorithms waitligh computational complexity that
impact the energy efficiency of a system [48]. Most impoltambultiple radio frequency (RF)
chains must be active simultaneously which further in@dhg required power and are ex-
pensive to manufacture. Indeed, the most energy consunairgfa wireless base station are
the power amplifiers and the RF chains associated with eanhkrtritter [12]. In addition, the
power requirements of a base station are shown to increasarly with the number of RF
chains added [13]. Thus, while MIMO systems increase thetsgeefficiency of a system
linearly with the number of transmit and receive antennas presented drawbacks limit their

practical deployment.

2.4 Spatial Modulation

2.4.1 Operating Principle

As an alternative to standard MIMO systems, the idea of SMap@sed in [14]. The aim is
to retain as many of the advantages of standard MIMO systetnife removing many of the
disadvantages. The basic idea of SM is to map blocks of irdtion bits onto two information
carrying units [15]: i) a signal symbol, chosen from a companal constellation diagram,
and ii) a unique transmit antenna, chosen from the set ofinarantennas in an antenna array,
i.e., the spatial constellation. Jointly, the spatial and dignastellation symbols form a single

SM constellation symbol. To this extent, SM offers spatialltiplexing gains by using the
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transmit antenna index as an information carrying unitakt,fthe active antenna selection dis-
tinguishes SM from transmit-antenna selection (TAS) otiapdivision multiplexing (SDM),
where the differences in the channel signatures are eggldit facilitate multiple access and
not data modulation [15, 37]. Due to the different spatiaifpons occupied by the transmitting
antennas, the transmitted signal from each antenna erpese unique channel. Indeed, the
varying nature of the wireless channel with respect to thaialplocation of the transmit or
receive antennas is illustrated in Fig. 2.4(a) and is dseadisn [36]. It is this channel finger-
print that is used as a “modulation unit”. In particular,stthe Euclidean distance between the

different channel signatures that directly affects the ABterformance of a SM system.

The SM constellation is exemplified in Fig. 1.2. In generag spectral efficiency of a system
employing SM is given akg,(M N;), where)M is the cardinality of the signal constellation.
Unlike MIMO systems, the number of transmit antennas is pedelent from the number of
receiver antennas and spatial multiplexing gains are aetlieven for a single receive antenna.
In addition, the need for transmit antenna synchronisai@ompletely removed. By activating
only a single antenna at any transmitting instances, SMlavbie need for interference cancel-
lation algorithms entirely and does not suffer from errapagation. In fact, SM requires only
a single RF chain at the transmitter which reduces the matwifag costs and consumes less
power. The single RF chain is a key advantage of SM for impigp¥he energy efficiency of
future wireless networks. Indeed, the outage and ergogiaaity for SM over Rayleigh fading
channels are computed and SM is shown to offer capacity gathsespect to other systems
employing space-time block codes (STBC) when the numberaostnit antennas is greater

than two [49]. The latest advances of the SM concept are nosidered.

2.4.2 State-of-the-Art

SM offers an intrinsic flexibility to trade off the number ahhsmit antennas with the mod-
ulation order in the signal domain to achieve the desired d#te and ABER. Although, the

concept of using the channel signature for data transmmissis first discussed in [50], the
proposed method required multiple active transmit antenf&y contrast, the first use of the
channel signature as a “modulation unit” to provide mudtqithg gains is reported in [14]. The
use of the spatial domain to attain multiplexing gains, nsghat a greater number of transmit
antennas and a lower order signal modulation can be usedhwésult in a better ABER per-

formance at low SNR. This behaviour is characteristic of $Mesthe detection of the spatial
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constellation point is influenced by the channel environinagd the ability of the detector to

distinguish the various transmit antennas [51].

To this extent, the sighal symbol is the main source of erréova SNR, while the error prob-
ability of the spatial constellation point depends on thargtel environment. In particular, the
ABER performance of SM degrates in the presence of sevemnehamperfections such as
spatial correlation and mutual antenna coupling. Theseifaptions reduce the Euclidean dis-
tance between the different spatial constellation pointsrasult in an increased ABER [15].
On the one hand, SM is shown to outperform a MIMO system usiBLXST in terms of the
ABER primarily because it avoids ICI. On the other hand, tr@madvantage of SM over the
Alamouti scheme stems from the flexibility in the spatial s@lation which may be increased
to reduce the signal constellation [15]. These results bi@med despite SM being used with a
sub-optimal maximum ratio combining (MRC) receiver stunetin [15]. An optimum detector
is presented in [52] that demonstrates even better systéiormpance in terms of the ABER
with respect to both V-BLAST and SM using iterative MRC. Irrtiaular, the optimum detec-
tor is simply a maximum likelihood (ML) receiver with respea the entire SM symbol,e,, it

decodes the spatial and signal constellation points jointl

A generalised framework for analysing the ABER of SM is pregubin [53]. To this extent, an
analytical upper bound for the ABER and the average symloot eaitio (ASER) of SM for any
channel environment with an arbitrary signal modulatidnesce is derived. However, the ML
receiver proposed in [52] and analysed in [53] requires dbhlinnel state information (CSI).
Although this is not a practical assumption, if slow fadisg@assumed, CSI can be obtained via
quick channel estimation at the receiver. In some mobilaates, however, the channel fading
may vary so rapidly such that practical channel estimategoines impossible. To this extent,
the optimal detector for SM with partial CSl is developed 17]f Partial CSI at the receiver
inevitably leads to a sub-optimal receiver design but a moaetical system. However, partial
CSI also results in a substantial performance loss becheaseeteiver cannot use the phase
information for ML detection. The loss of the phase inforimattranslates to an unrecoverable
rotation of the signal constellation and a higher ABER. Inliidn, the effects of channel
estimation errors along with an asymptotically tight uppeund for the ABER of SM over a
Rayleigh fading channel are analysed in [54]. Nonetheiessll publications thus far, SM is
shown as more robust to the negative effects of the chantielag®n errors and is shown to

perform better than V-BLAST for the same spectral efficiency
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One of the more comprehensive analysis of SM is presentesbin The ABER performance
of SM is characterised over generic fading channels for ahyi®™ setup, arbitrary spatial
correlation and arbitrary signal modulation schemes. Tlibas report simple formulae for
the optimal choice of a signal modulation scheme in an idahind independently distributed
(i.i.d.) Rayleigh fading environment. The exact role of biemapping in the spatial and signal
constellation diagrams is also highlighted. To this extémé authors show that there is an
optimal allocation of the information bits between the gdatnd signal constellation diagrams
depending on the fading environment. Indeed, the fading@mwent is demonstrated to play a
key role in the ABER performance of SM as it directly effedts tiversity gain of the system.
In particular, the ABER performance gains over other SIMGtems are shown to increase
in less sever fading and are shown to decrease for more smdi@gf where sever channel
fading is classified by the small separability of the charsighatures. Therefore, for the same
spectral efficiency, encoding more bits in the spatial domsirecommended in less sever
fading environments, while encoding more bits in the sigta@hain is recommended in more
sever fading environments. In addition, the effects of kedimsmit and receive side spatial
correlation are considered. A discussion on the effectgafia correlation on the ABER

performance of SM follows in Section 3.6.2.

To improve the detection of the spatial constellation syisikoellis coded spatial modulation
is proposed in [56, 57]. In particular, lg2-rate trellis modulation is used to encode the bits
defining the transmit antenna. To this extent, the spatiatado symbols are grouped into
sub-sets of equal sizes such that the Hamming distance ismsax among the elements of a
sub-set. The transmit antennas are chosen such that tee thegHamming distance between
two spatial symbols is, the larger their physical sepanaigo This minimises the spatial corre-
lation between the transmitting antennas belonging to dineessub-set and results in a better
ABER. As with all coding schemes, however, the reduced garobability comes at the cost
of reduced system throughput, since more bits are senteyetrfinformation bits are decoded.
Nonetheless, the proposed system shows an improvementhaveriginal SM system at the
same spectral efficiency. Furthermore, a new trellis codggdes proposed in [58]. At the
receiver, a soft decision Viterbi decoder is used, whicleds\vith the soft information supplied
by the ML SM decoder. The newly presented system achievésrpetrformance in terms of
the ABER when compared to the system proposed in [56, 57] dsawéhe coded V-BLAST

system at the same spectral efficiency.
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All work presented thus far, considers the application of Mtcoding for the detection of
SM symbols. The ML detector, however, results in a high camaanal complexity. To this
extent, a novel detection algorithm for SM based on the gptiecoding (SD) tree search idea
is analysed in [59]. In particular, the proposed detectduces the detection complexity of SM
by as much a85% with a nearly optimal ABER performance. In addition, theadf using
SD for SM s further refined in [16] where a number of differ&m algorithms, which offer the
same ABER performance as ML detection, are discussed. Ttherawconclude that the best
SD to use, depends on the deployment scenario. More implgrtéme detector complexity
for one of the proposed SD algorithms is shown to be indepgnafethe number of transmit
antennas. This permits any SM system to employ large antamags at the transmitter with
no negative effects for the computational cost at the receiVhese findings are particularly
important for SM since the spectral efficiency of the systeonéases logarithmically with the

number of transmit antennas.

The ABER performance of SM, when applied in an orthogonajjfemcy division multiple
access (OFDMA) system, is shown in [51, 60]. The idea is thdtiple RF chains are active
but on different resource blocks. In this manner, ICl is dedi along with the need for antenna
synchronisation. SM is again shown to outperform V-BLASTarms of the ABER in a Rician
fading environment by as much &3B, despite spatial correlation and mutual antenna cou-
pling. More recently, a soft decision ML detector for SM igpented in [61]. The performance
of the new detector exhibits a better ABER when compareddm#rrowband SM system by
as much as dB. These gains are also seen when the new detector is appiéedOFDMA

system in conjunction with SM.

It is the ability of SM to use the channel signature betweenttansmitter and receiver as a
“modulation unit” that distinguishes SM from other MIMO shes. To this extent, a single
pulse sent from any transmit antenna is sufficient to idettiie channel between the transmitter
and receiver. The system in which only a pulse signal is ssriermed space shift keying
(SSK). The SSK concept is first introduced in [62, 63]. Sirtoent a number of publications
address various aspects of SSK modulation; from detergnihie optimal detector with partial
CSI and imperfect channel knowledge [64, 65], to estabista general framework for the
performance analysis in a correlated Nakagami fading enmient [66], to deriving the secrecy
capacity with two transmit antennas [67]. Notably, SSK igveh to offer better performance in

the presence of power imbalances between the transmitreateindeed, an optimised power
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allocation for various transmit antennas is addresseddh [6

Furthermore, time-orthogonal signal design assistedesphitt keying (TOSD-SSK) is intro-

duced as a novel SSK scheme in [69]. It uses multiple actitenaas and offers transmit-
diversity gains by designing the transmitted pulse to haveuto-correlation function such
that ICI is avoided. Due to the transmit signal design, TOSEK is shown to have an intrin-
sic robustness to spatial correlation and is shown to hawdtarbABER performance relative
to standard SSK. Additional work on TOSD-SSK is presente @}, where the authors de-
velop a general closed form analytical framework to comphgeABER for an arbitrary system
with varying fading distributions, spatial correlationdapilot training sequences. To this ex-
tent, TOSD-SSK is shown to be more robust to channel esomatrors than the Alamouti

scheme and both transmit and receive side diversity aretaiaén even with imperfect chan-
nel knowledge. Furthermore, a generalised architecturspface-time shift keying is proposed
and analysed in [71, 72]. In addition, a scheme enablingtrétadiversity for SSK along with

a number of other algorithms aimed at achieving transmirdity gains are discussed in [73].

More recently the idea of SM has also been applied to opticainsunication systems. In

particular, the ABER of an indoor optical wireless commaitien using SM is discussed in
[74,75]. Comprehensive work on applying SM to an opticaleldss system is presented in
[76]. The optical MIMO channel impulse response is obtaimedMonte Carlo simulations

by applying ray tracing techniques. The authors show treptiwer efficiency of the system
can be improved by increasing the receive side diversitytoducing hard and soft channel
coding techniques. However, if the transmit and receivesiare aligned, then the ABER of the
system decreases such that it performs better than onyoffdkgoulse position modulation, and
pulse amplitude modulation. In addition, the relevanceMf&s applied to an optical wireless
system, is further demonstrated in terms of the ABER and ieegy efficiency of the system

in [77]. Lastly, experimental results demonstrate the forakaspects of applying SM in the

optical wireless communications system [78].

A summary of the current research efforts along with possitvenues for further research are

also presented in [79].
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2.5 Motivation

Over the recent years, the SM concept has attracted growswarch interest as its perfor-
mance benefits compared to other MIMO schemes are establishd imposes no limit on
the number of receive antennas and achieves spatial neultigl gains even for a single re-
ceive antenna. In addition, SM requires no timing synclaation for the transmit antennas
and avoids ICI as well as IAl. In particular, the lower deimactcomplexity for SM reduces
the power consumption of the mobile terminal thus enablitgnger battery life [16]. It also
offers better robustness to channel estimation errors laadne!| correlation when compared to
V-BLAST [17, 18]. Lastly, SM requires only a single RF chairtlze transmitter, regardless of
the number of transmit antenna elements. SM is thereforegra optimal system for exploit-
ing the advantages of multiple transmit antennas while tagimg a single RF chain for green

communications. These advantages make SM a viable caadatdtture wireless networks.

Nonetheless, SM is still a relatively new concept. As subhrd are many aspects to be con-
sidered before it is deployed in a real world system. To tkiem, encoding binary data in the
spatial domain means that the number of transmit antennadefofor every extra bit added in
the spatial domain. This might pose practical limits on ttieievable data rates by small-scale
mobile terminals. Indeed, the cost and physical spacedtriis are most prominent for such
small-scale devices. Placing eight transmit antennas o auwlevice might not be feasible,
while five or six antennas may be possible. In such a scerfasigever, SM would only use
four. A method for overcoming the limitation on the numbeitrainsmit antennas is proposed
in Chapter 3. In addition, more recent alternatives to tt@ppsed method are discussed in
Section 3.7.

Thus far, the application of SM has been considered striigtiypoint-to-point communication
systemj.e., a noise limited scenario. Most practical systems, howevrerinterference limited.
To this extent, work in Chapter 4 aims to characterise thedehr of SM in the multi-user,
interference limited scenario and compare it to ¢benplexity and cost equivalentulti-user
MIMO system.

Another area of interest involves using SM in relaying syste It is well established that
the ABER between the source and the destination in a duakéiaging system depends on
the ABER between the source to relay and the relay to destméhks. To this extent, the
focus is on orthogonal amplify and forward (AF) and decodd @orward (DF) protocols.
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Outage probabilities, mutual information calculationgl dransmit diversity bounds for AF
and DF relaying are derived in [80] with the end-to-end ABEE&fprmance considered in
[81]. Considering the above relaying protocols, the useMisSproposed to provide additional

power and capacity gains over the non-cooperative AF andyBtems in Chapter 5.

Numerical simulations and theoretical analysis often jgf@a reliable measure for the expected
performance of new transmission technologies. Howevdy, practical implementations of

the theoretical concepts can provided definitive proof ef ABER performance of a system
[11, 78]. To this extent, the first practical implementatimitthe SM concept is presented in

Chapter 6 and the experimental results are discussed.

2.6 Summary

In this chapter, the evolution of wireless communicatiostsgns was presented and the initial
radio experiments were discussed. In addition, the imgptina of the capacity derivation for
all communication systems by Shannon were considered hémanbre, the development and
current deployment of MIMO systems was reviewed. The ptiggeand impact of the wireless
channel on a MIMO communications system, along with the wagrlprinciples for MIMO
communications, were presented and elaborated. To théstexhe advantages and perceived
disadvantages of MIMO were reviewed and a solution in terfrth@ SM concept was pro-
posed. The relative advantages of SM compared to other MIitems were discussed and
its limitations were considered. To support the claims madeoverview of the latest research
in SM was presented. Finally, the motivation for the extensiof the SM concept and the need

for its practical implementation was presented. This detcontext for the work that follows.
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Chapter 3

Fractional Bit Encoded
Spatial Modulation

3.1 Introduction

In this chapter a method for overcoming the limitation on tiienber of transmit antennas in
spatial modulation (SM) is proposed. The aim is to equip thadmitter with an arbitrary

number of antennas. Traditionally, the number of bits sarthe spatial domain has been
limited to an integer number, which constrained the numbé&maosmit antennas to be a power
of two. A solution to this limitation in SM is proposed whichdreases the granularity of the
data encoding process in the spatial domain. The novel meshaalled fractional bit encoded

spatial modulation (FBE—-SM) and uses fractional bit encgdFBE).

FBE—-SM relies on encoding each point in the spatial domé&ia @&ntenna index) with a non—
integer number of bits, while the encoding process in theaigomain is left unchanged. This
results in a more versatile system design, allowing a widege of spectral efficiencies given
restrictions on space and power consumption [15]. By usiB§+5M, a system can achieve
otherwise unavailable data rates. For example, it may ngiossible to install eight antennas
in a small-scale portable device, while five or six might basfble. In such a case, however,

SM would use only four antennas [15]. FBE-SM is designed threst exactly this problem.

The concept behind FBE is not new in modern communicatiotesys For instance, the
application of FBE to a pulse amplitude modulation (PAM) ecoomication system is reported
in [82]. The idea has been used for communication systentsdaita rate throttling through a
selection of different signal constellations dependinghansignal energy. In addition, block
modulus coding systems and methods for block coding withlsinary modulus also use FBE.

To the best of the authors’ knowledge, however, this priedias never been applied to SM.

Two general methods for fractional bit transmission existe first approach is calletbnstel-

lation switchingwhich alternates between the transmission @ind~ + 1 bits per symbol to
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achieve FBE over time [82]. A notable downside of this appho the inherent bit shift that
results from incorrectly decoded symbols, making it pramerror propagation. The second
approach is callechodulus conversioand is designed to minimise the error propagation effect
that afflicts the performance of the constellation switghinethod [83]. In this chapter, mod-
ulus conversion is applied to SM and a system that can oftesfaetory performance for an
arbitrary number of antennas at the transmitter is propofadughout this thesis the coding
gain is defined as the difference between the signal-teerraiso (SNR) levels of two systems

that is required to reach the same average bit error ratidc=(AB

In the remainder of this chapter, the modulus conversiomiéfl summarised in Section 3.2.
The novel FBE—SM scheme is then introduced in Section 3.8hEwmore, the analytical per-
formance for the average symbol error ratio (ASER) is priegkim Section 3.4. In addition, the
ASER and ABER performance of FBE—SM is analysed via simutatiand is compared with
the performance of conventional SM in the uncorrelated agenn Section 3.5. The perfor-
mance of the system in a spatially correlated environmethieis addressed in Section 3.6. The
latest alternates to FBE—SM and their perceived weaknassédimally discussed in Section 3.7.

Lastly, a summary of the chapter is presented in Section 3.8.

3.2 Modulus Conversion

Modulus conversion achieves fractional bit rates by caimgithe incoming bit stream to num-
bers in an arithmetic base, or modulus, that is not a powewof[83]. In particular, the
modulus converter operates as follows: i) blocksSdfy w bits are extracted from the incom-
ing bit stream, where is a positive integer and is the desired fractional bit rate; ii) each
block is then converted t6 numbers of basé. The modulus is defined as the smallest integer

number,L, such thatl, > 2%,

In general, one may use modulus conversion to achieve atmaaybiractional bit ratei.e., @
could be a real number. This is particularly relevant wheplyapg this method to SM, as
will be discussed in Section 3.3. However, since hbthnd S are positive integer numbers,
it follows that the modulus converter can only handle radldrit rates. This problem can be
circumvented by approximating amy, with o given as the ratio of two positive and relatively
prime integerg andgq. In other words, the problem can be stated as finding the béshal

approximationzo = p/q, to a real numbetos. A simple way of achieving this, is to exploit the
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following inequality

[new]

0<nw-—|nw|<1=0<w-— < -, (3.2)

S|

n

where| -] denotes the floor function andis an arbitrary and positive integer number.

From (3.1), it follows thatSww = Sw = S (| nw|/n), which according to modulus conversion,
must be a positive integer. It is worth mentioning that, img@al, S # n. In particular,
althoughn andS could be arbitrarily chosen, the following guidelines shidue considered for

their optimal setting:

1. The largem is, the smaller the approximation error— < is, which follows from (3.1).

2. The largerS is, the longer the decoding delay is, which follows from tipemting prin-
ciple of modulus conversion. It allows the receiver to dectitk data only after receiving

S, baseL numbers.

3. The largersS is, the greater the vulnerability to error propagation witeach block of

bits is (see Section 3.5).

Accordingly, for any givernco, and provided thab (|nw]/n) is a positive integerp and S

should be chosen to be as large and as small as possiblestresiye

3.2.1 Example of FBE-SM

Consider a simple example with = 5 with no signal modulation, equivalent to space shift
keying (SSK) modulation [63], such that = 2.3219. In particular,coc = 2.25 is obtained if
(S,n) = (4,4). This approachess and is greater than the spatial multiplexing gain offered
by a system withV, = 4. Indeed, if the block of5z bits is equal to(110001011),, then the
modulus converter will return afbz) n, block equal tq3040)5, where(-), denotes the base—
L representation. The output of the modulus converter is thapped to a spatial constellation
point. First, the antenna with indétransmits an energy signal, then the antenna with ifidex
transmits the same signal, etc. The receiver will estimath éransmit antenna index by using
the detection algorithm in [52]. After decoding tieantenna indexes, ideally with no errors, it
will recover the original data stream g$040), = (110001011),.
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To understand the effect of error propagation, considdraharror has occurred in the detec-
tion of the second antenna index. The decoded block is thvem @is(3140)5. In this case, the
decoded bit stream will bg140) ; = (110100100), with 5 out of9 bits in error. Indeed, the er-
ror propagation effect is evident in the lastligits. This example highlights the important role
played bysS to limit the error propagation effect in the decoded bitatnefor each incorrectly
decoded base¥: number. In particular, an error that occurs in the last digitthe base®;
sequence results in fewer erroneous bits than an error teat®oin the first digit of the same
sequence. To address this problem, unequal error pratecsio be employed [84]. Some of
the work done in the field establishes exponential error beamd provides some fundamental
limits and optimal strategies for problems of unequal epratection [85]. However, all work
in this field is based on the coding level. To the best of thbanst knowledge, there is no way
of applying unequal error protection at the physical lay#heaut losing spectral efficiency. To
this extent, numerical results in Section 3.5 quantify th&tem performance with respect to

the ASER and ABER where the effects of the error propagatierdiscussed further.

3.3 Application of Modulus Conversion to Spatial Modulation

Modulus conversion is now applied to SM and the FBE-SM meibaddtroduced. As men-
tioned in Section 3.1, the motivation for the proposed sahéto avoid fundamental con-
straints on the number of transmit antennas employed by Stémss. In particular, the pro-
posed method applies only to bit encoding in the spatial donveéhile the encoding process
in the signal domain is left unchanged. In fact, FBE-SM reduim conventional SM if the

number of transmit antennas is a power of two.

3.3.1 Step—by-Step Description of FBE-SM

The working principle of FBE—SM can be summarised in theofelhg subsequent steps:

1. Determine the available number of transmit antenfgsaccording to the system con-

straints, such as the data rate, cost, available space, etc.
2. Setthe modulué in Section 3.2 equal td/y, i.e.,, L = N,.

3. Compute the maximum spatial multiplexing gain of the systscw = logy (NVy).
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4. Choose the paifS,n) such thatS (|nw] /n) is a positive integer number and follows

the design guidelines described in Section 3.2. In padicul

e Optimisew = (|nw| /n) to be as close as possible 4o. This allows the sys-
tem to approach the maximum spatial multiplexing gain effidoy the/V; transmit

antennas. In general, this is achieved for larger values of

e OptimisesS to be as small as possible. This reduces the decoding dethyrame

importantly, minimises error propagation in the decodedtoeam.

5. Map each of the5 baseN; encoded numbers in the transmission block to a transmit

antenna index, in the rang@ N, — 1].
The receiver will perform the reverse operation to recokierédncoded data:

1. For each signalling interval, the maximum likelihood (Malgorithm in [52] is applied

to detect the spatial and signal constellation points lyint

2. The spatial constellation points (the ba¥g-encoded numbers) are grouped into blocks

of S points each.

3. Each block is converted to the equivalent badeit-stream ofS (| nw| /n) bits.

These are merely guidelines to achieve a balance betwedmettteapproximation ofv and

minimising the error propagation effects. In particuldre tbest rational approximation for
any real number is obtained using continuous fractionsngthe restriction on the available
block size [86]. The simple continued fraction for a real i@mgenerates its best rational
approximations. In addition, the monotonic increase india@ominators of continued fractions
as terms are added, permits an algorithm to impose a limittbarehe size of denominator or
the tightness of the approximation. Therefore, the progp@gorithm can impose a limit on

either the closeness of approximatiaag or the number of the blocks,.

3.4 Analytical Modelling

The jointly optimal ML detector used for the symbol detestio SM and FBE-SM is pre-
sented in [52]. In particular, the analytical bound for th8ER of SM in an arbitrary channel

environment using an arbitrary signal constellation, espnted in [53]. This bound is derived
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using the union bound approach. To this extent, a brief ogeref the need and application of

the union bound is followed by the analytical treatment ef A 5ER.

3.4.1 Union Bound Approach

The main result and derivation of the exact ABER for an aabjtrmodulation system can be
found in [87]. In particular, it means that the ABER for a geaenodulation scheme with/

possible constellation points,,c1,... a3, can be computed as

M

1 U 1
ABER = — > {W > [d (@Wm, win) Py o) } : (3.2)

m=1 m=1

whered (w,,, w;) is the Hamming distance between the bit assignments of thednstella-
tion pointswy, andwy,. P, |u,, = Pr{w € Ry |wy, } is the probability that the received signal
w lies in the decision regionk,;, of the symbolv,;, whenw,,, was transmitted. Provided that
P, 1 can be computed as a closed form solution, the ABER of theesysitill also be a

closed form solution.

Strictly speaking, this approach can describe the true pexdormance of any system employ-
ing any detection technique. To this extent, to obtain the &rror for an arbitrary received
point w, a contour around each constellation point which exactfinde the decision region,
Ry, must be considered. To obtaR);,, the conditional probability density of the distribution
around the constellation point;, must be integrated along its decision boundaries. Since the
received pointv belongs to the set of complex humbers, the probability ibision around any
constellation pointy,, is continuous. Therefore, the conditional probability signfunction

for a signal constellation is defined by a two dimensional $&S&n distribution,

_ wt — w. 2—%&)—%&} 2
1 exp( (3?{} §R{ m}) ({} {m}))) (3.3)

2 2
2wos, 20%,

o(wlwm) =

wherec?, is the variance of the Gaussian distribution centred at tietp,,,, and®{-} and
&{-} are the real and imaginary parts of the variable, respégtive general,R;, is defined
on the complex plane and may not have a closed form solutisra onsequence, the bit and
symbol error probabilities cannot be obtained as closed xpressions for an arbitrary modu-
lation systemi.e., union bound based approaches are the most analyticathaltle alternative
[88, Ch.5].
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The most common approach is to assume that any particulai@®eboundary of the decision

region, R, is defined by the pairwise error probability (PEP),
Prh|m <Pr (wm 7& wT?L) ) (34)

wherePr (w,,, # w;,) is the PEP of the emitted signa},, being detected as;,. In particular,
the union of the PEPSs results in an asymptotically tight axipnation in the high SNR region
because the mass of the Gaussian distribution araynds focused around the mean of the
distribution at high SNRs. This approach has previoushynhesed to describe the behaviour of

SM in the literature for the single user scenario [52, 53, 89]

3.4.2 Analytical Symbol Error Ratio

A ML detector is considered. It computes the Euclidean ditebetween the received signal,

y, and the set of all possible received signals, selectingltsest one [52],

(Zest, nt) = arg min {Hy — hnthz} , (3.5)

m,hnt

such that
r e X, ny € {1,...,N¢},

where the pail(x.s, n¢) is formed from the estimated symbaely;, emitted from antenna;
andz is the current symbol being evaluated from the set of passiginal constellation points
X with cardinality M .

The ASER of SM, using the optimal detector, can now be obthingng the union bound

approach and is given as

Ny N

asprsy) 30y > BEEREow R

TEX TF#xeX nit=1 niF#ns=1

such thatPEP (z, n, &, ny) = Pr{h,,x # hs, 2} is the PEP where the symbol emitted
from antennau, is detected as symbadl emitted from antenna; andEx || is the expectation

of the system with respect to the chanrfél, The PEP is obtained in [53] as

PEP (o ) = Q 1/ e — ). 3.7
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where~ is the SNR and)(w) = \/% ffo exp (—%) dt defines the®-function. In particu-
lar, (3.6) is valid for any SM or FBE-SM constellation in aading environment where the
expectation across the fast fading channel coefficientsbregyerformed either analytically or
numerically. However, the ABER of FBE—SM is more difficultdbtain because of the error
propagation effects resulting from the FBE process. As shehanalytical ABER of FBE-SM
has not been treated in this thesis. Nonetheless, (3.6 tosvalidate the simulation results
for the ASER in Section 3.5 and Section 3.6.1.

3.5 Numerical Analysis in an Uncorrelated Scenario

In the simulations, each transmit antenna broadcastsyaadrature amplitude modulation
(QAM) signal. In addition, the channel is assumed to be Rglyléading with identical and
independently distributed (i.i.d.) wireless links. It Ie\8 fading for the duration of a transmis-
sion block,i.e., the coherence time of the channel is longer than the darafithe transmis-
sion block. Furthermore, the receiver is equipped witintennas and additive white Gaussian
noise (AWGN) is assumed at each receive antenna. Lastly, déictor is used to jointly de-
code the spatial and signal constellation points [52]. higalar, the performance of the system
is quantified based on the ASER and the ABER. To this extenking with bit streams is es-
sential to highlight the effect of error propagation intnodd by the FBE process. In addition,
the spectral efficiency is compared by considering only taler of transmit antennas since

the modulation scheme in the signal domain remains the same.

Fig. 3.1 shows the ABER of FBE—SM for various combinationg.®fn) where N, = 5. It
aims to substantiate the claims in Section 3.2 and Sect®rr&leed, the ABER gets progres-
sively worse for increasing values 8fdue to the error propagation effect previously discussed.
In particular, the ABER of the system wittt, n) = (4,4) worsens by approximately.5 dB

at an ABER ofl0~3 when compared to the ABER of the system withn) = (16, 16). How-
ever, this performance drop is compensated by a small iser@ahe spectral efficiency, from
2.25 bits/s/Hz t02.3125 bits/s/Hz; an increase of less tha%b. To this extent, Fig. 3.1 demon-
strates the effects of error propagation. It shows that 4 andew = 2.25 is a better choice
thanS = 16 andw = 2.3125; a combination resulting from jointly optimising the stdps
Section 3.3.1.

Furthermore, Fig. 3.5 shows the ASER and ABER of FBE—SM foious numbers of transmit
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Figure 3.1: ABER of FBE-SM. Parametric study for different valueé%f). Setup:V; = 5

andw = 2.3219 bits/s/Hz.

antennas, respectively. N; = {2, 4, 8}, then the system reduces to conventional SM. For the
sake of clarity, only two of the analytical upper bounds amspnted. In particular, the upper
bounds for the systems witN, = 2 and N; = 8 are shown in Fig. 3.2(a) where the ASER is
shown to worsen monotonically for increasing values\pf This is expected as it translates
to an increase in the spatial spectral efficiency frbiwit/s/Hz for N, = 2, to 3 bits/s/Hz for
N; = 8. When looking at Fig. 3.2(b), however, the ABER does not wonsionotonically for
increasingNV;. For example, the system setups with = {5, 6, 7} offer a worse ABER and a
lower spectral efficiency than the setup with = 8. This is due to the error propagation effect
of the FBE process. However, the performance differenogdsst the setups withy; = {5,6}
and the setup withV; = 8 reduces for high SNRs. In fact, the7 dB difference seen at an
ABER of 10~! betweenN, = 6 and N; = 8, reduces to only.9 dB at an ABER ofl0~*,

as shown on Fig. 3.2(b). Even though SM with = 8 offers a better data rate, this solution
may hot be practical due to cost and space constraints. msianarios, the proposed FBE—
SM scheme withV; = {5,6} may be an effective solution for trading—off spectral effiay
for performance. In this context, the results for a large berof transmit antennas are over—
optimistic since no channel correlation is assumed. Iniqdar, if more antennas are placed
in a limited space, mutual antenna coupling and spatiaktadion increase, which hinder the

performance of the system.
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Figure 3.2: ASER and ABER of FBE—SM when there is no spatial correlafidr analytical
upper bound is denoted @na. Parametric study for different values of transmit
antennas)V;. Setup: i)S = 4, and ii)n = 4.

3.6 FBE-SM in a Correlated Scenario

From the analysis in Section 3.5, the deployment of FBE—-SKI fimactical scenario is shown
to be directly related to the space and cost limitations efgbrtable device. Indeed, classical
SM performs better than FBE—SM when there is no correlateiwéen the transmit or receive
antennas. Therefore, to determine the practicality of FR#-the performance of the system

under a correlated scenario must be assessed.

The channel correlation experienced by a communicatiotesys a function of both the en-
vironment and the antenna element spacing. Given that dmesrtritter and receiver are far
apart relative to the scattering environment between ttieem the correlation they experience
is independent of each othér. Rayleigh fading is assumed, as in Section 3.5. To this ex-
tent, the well established Kronecker model with an expdakobrrelation profile for both the

transmitter and receiver correlation matrices is used92D—

The cross correlationy,, 5., between any two transmit antenr(@s, ;) can be calculated as

Uny iy = E [ hE ] (3.8)

nt* ng
where (-)# is the Hermitian of a vector or a matri,,, andh;, are channel vectors from
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transmit antennas; andn; to all receive antennas, respectively. These correlabefficients
are the elements of the transmit correlation matrix. Howesmece the exponential decay model
is used, then the cross correlation coefficients, the elements of the correlation matfi¥,

may be obtained element-vise as
R&”’m) =exp ((ny — ng) v), (3.9)

wherev is the correlation decay coefficient aadp(-) is the exponential function. Similarly,
by compiling the correlation coefficients from every reesantenna to all transmit antennas or
by applying the exponential decay model, the correlatiotrimat the receiverRk,, can also

be obtained. The correlated channel matrix can then besepied as

1
M = s ))R}f HRY, (3.10)

wheretr(-) denotes the trace of a matrix ahtf°™ is the correlated channel matrix [57].

The correlation matricesRi, andR,y, can also be computed based on the power azimuth
spectrum distribution and array geometry [91]. Indeed,Rhst-R model, as it is termed in
[91], is used in many cluster channel model such as the IEEEL8@ Technical Group [93]
and the 3GPP Technical Specification Group [94] under theliton that angular spread is
less thanl5°. In this work, the angular spread is seftband the channel coefficients follow a

Rayleigh distribution.

3.6.1 Numerical Analysis

In this section, the behaviour of FBE—SM in a correlated aderis analysed via simulations
and a carrier frequency & GHz is assumed for use with the correlation model. In particu
lar, the relation between the correlation decay coefficient the relative distance between the
transmit antennas is given as= Jy (A), whereJy(-) is a Bessel function of the first kind of
order zero and\ is the antenna spacing in terms of the carrier wavelengtadians [95]. In
addition, a linear array of antenna elements is assumed #tthsmitteri.e., all transmit anten-
nas must fit within the available space. With this assumptiom decay correlation coefficients
for an available space @b cm,9 cm and8 cm are given in Table 3.1.e., there is at most one
wavelength separation between the furthest transmit aaterFurthermore, if the antenna sep-

aration is greater than one half of the carrier wavelengigr the correlation coefficient can be
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Figure 3.3: ASER and ABER of FBE—SM under spatial correlation when drestnitter has at
most10 cm of available space. The analytical upper bound is denotefiresand
the decay coefficients are given in the first column of Taldle Barametric study
for different values of transmit antennas;. Setup: i)S = 4, and ii)n = 4.

considered to be zero [96]. In addition, since FBE—SM is aplplicable at the transmitter side,
no spatial correlation is assumed at the receiver. In pdaticthe impact of the receiver side

correlation is discussed in Section 3.6.2. As in Sectionf81y receive antennas are assumed.

Available Space] 10cm | 9cm | 8cm
Ny =2 0 0 0

N, =3 0 0.05 | 0.09
Ny =4 0.17 | 0.29 | 041
N, =5 0.47 | 0.56 | 0.64
N; =6 0.64 | 0.70 | 0.76
Ny =7 0.74 | 0.79 | 0.83
N, =38 0.81 | 0.84 | 0.88

Table 3.1: Correlation decay coefficients,

A gradual worsening of the ASER in the systems which expeeespatial correlationi.e.,
when N; > 4, is visible in Fig. 3.2(a), 3.3(a) and 3.4(a). This is expdcsince correlation
makes the channels less distinct by reducing the Euclidesiande between the spatial con-
stellation points and results in a larger ASER. Indeed, &ensias are placed in a more limited

space at the transmitter, the performance of the systemensrdn particular, the ASER in-
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Figure 3.4: ASER and ABER of FBE-SM under spatial correlation when #mestitter has
at most9 cm of of space available. The analytical upper bound is denastina
and the decay coefficients are given in the second columnbdd Bal. Parametric
study for different values of transmit antennsis Setup: i)S = 4, and ii)n = 4.

creases from aroundt.5 dB for NV, = 8 in Fig. 3.2(a), to around6 dB in Fig. 3.3(a), to around
17.5 dB in Fig. 3.4(a), where the available space is reducddcim steps from one figure to the
next. In addition, the upper bound for the ASER presente@.8){( is shown in Fig. 3.3(a) and
Fig. 3.4(a) forN, = {4, 6,8}, where the expectation across the wireless channel isrpegtb

numerically. The upper bound in (3.6) serves to validatestimulation results.

Looking at the ABER in Fig. 3.2(b) through Fig. 3.5, howevEBE—SM starts performing
better than classical SM in a constrained environment. htiqudar, Fig. 3.3(b) shows that
FBE-SM with N; = {5,6} performs marginally better than SM withi; = 8 at an ABER of
10~%. The system withV, = 7, however, still exhibits a much worse ABER. If the available
space is reduced bycm, however, then FBE-SM witN; = {5, 6} performs as much &sdB
better relative to SM withV; = 8, as shown in Fig. 3.4(b). Furthermore, Fig. 3.5 shows how
reducing the available space by anotherm worsens the ABER of all systems and further
increases the coding difference between FBE-SM With= {5, 6} and SM with/V;, = 8.

It is the wavelength separation between the neighbouringnaa elements that determines
the channel correlation in the system. Future wireless ordsy however, are well below the

3 GHz carrier frequency assumed here [24]. Therefore, @iroel must be considered in the
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Figure 3.5: ABER of FBE—-SM under spatial correlation when the trangmitas at mos8 cm

of space available. The decay coefficients are given in thé tdolumn of Ta-
ble 3.1. Parametric study for different values of transmmtesmnas,/V;. Setup: i)
S =4,andi)n = 4.

deployment of any future multiple—input multiple—outpIMO) system. Indeed, the larger
wavelengths at lower frequencies, make FBE—SM a viableidatelfor any real world appli-

cation of SM, even though classical SM performs better irutheorrelated scenario.

3.6.2 Spatial Modulation with Spatial Correlation

A number of publications exist that aim to classify the perfance of SM in a spatially cor-

related scenario [57], [69]. Most recently, however, a mardepth performance analysis is
presented in [55]. The authors analyse the effects of trirasrd receive side correlation in a
Nakagami fading environment. In particular, the impactafelation on the ABER is shown to

increase withV; when the spatial correlation coefficient is kept consta@t,the more transmit

antennas there are, the more difficult it becomes to disishginem. Furthermore, the authors
demonstrate that the better the fading environment in terfrtee channel separability, the
stronger the impact of transmit side correlation. Simylatthe poorer the fading environment,
the weaker the impact. Correlation at the receiver, howéwvashown to have the same impact
regardless of the fading environment. In addition, indreathe number of transmit antennas is
suggested as a means of combating the effects of the redgévemsrelation. On the one hand,

in the case of high transmit side correlation, the error @ased with the spatial constellation
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point detection is shown to govern the ABER. On the other hamthe case of high receive
side correlation, the error associated with the signal tetlaon point detection is shown to
govern the ABER. It is therefore a trade—off between the sfabe signal, and the size of the

spatial constellation diagrams, that results in the besbpeance for SM and FBE-SM alike.

3.7 Alternatives to FBE-SM

Since the publication of the FBE—SM concept, a number of sapave emerged that attempt
to address the limitation placed on the number of transnigraras for SM and increase its

spectral efficiency.

In one example, the authors first introduce their understgndf the SM principle and term
it information guided channel hopping (IGCH) [97]. SinceE=ESM suffers from error prop-
agation, the authors introduce a new approach to the probtahterm it bit-padded IGCH.
Based on the bit padding technique, this approach supposéfdls better performance than
FBE-SM, while having lower computational complexity. Tdhawe this, a symbol mapping
sequence is proposed when the number of transmit antennasaspower of two. The inter-
ested reader is encouraged to look at [97] for a detailedriggisn of the algorithm. In brief,
the approach is to create a unique bit-to-symbol mappingev@me transmit antennas convey
an extra bit compared to others. To this extent, bit-padtliegantennas that carry fewer bits is
suggested to provide a consistent bit length per symbokatateiver. An example of a possi-
ble bit-to-symbol allocation is given in Table | from [97]dis given here for convenience as
Table 3.2. The idea is that every symbol decoded indivigualll always result in the same

number of bits, hence stopping error propagation.

n | Ne=3 | Ny =4 | Ny=5 | Ny=6 | Ny=7| Ny =8
1 |00 00 000 000 000 000
2 |10 01 010 010 010 001
3 |11 10 100 100 011 010
4 11 110 101 100 011
5 111 110 101 100
6 111 110 101
7 111 110
8 111

Table 3.2: Mapping in Bit-Padded—IGCH systems. Numbers in bold deihet@added zeros.
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Furthermore, the authors in [97] provide capacity calcoitest for their proposed scheme along
with a numerical comparison between bit-padded IGCH and-FB&in terms of the ABER.
Unfortunately, the proposed scheme is limited by a key qotueg aspect which can be illus-

trated by an example.

A bit stream, given a8001 11010 1011, and a system that h&savailable transmit antennas and
usest-QAM for the signal symbol modulation is assumed. Accordimghe bit-padded IGCH
principles, the bit stream will be broken up into three bgakach to be transmitted at a single
time interval. Given the bit-to-symbol mapping for the arit antennas from Table 3.2, at
time instance;, antennal would transmit symbaok, att,, antennat would transmit symbol
z2 and att3, antenna would transmit symbats, wherez; ;c (o 1 2,3} IS @ symbol chosen from
the4-QAM constellation. For antennband antennd an additional 0’ would be added at the
end of the sequence (reading it left to right) as per Table 8.BIL detector is then applied at

the receiver.

An error event, such that antendand symbol:; are detected at timg, is assumed and all
remaining SM constellation points are assumed to be correttis event11001 11010 1011

is obtained when the newly detected sequence is decodectr dalple 3.2. There are now
more information bits decoded than were originally sentdekd, it is the principles behind
bit-padding IGCH that create an off-by-one decoding eiliter, a single error in the entire bit
stream will result in all other bits being wrongly detect®dhen dealing with uncoded physical
layer bit streams at the receiver, it is inherently impdsstb know which symbol is correct,
which is wrong and how to properly decode the performed &idding. This simple example
clearly shows that bit-padded IGCH suffers from the samélpros as otheconstellation
switchingalgorithms and performs worse in terms of ABER than FBE-S&4pite the claims
in [97].

A second approach, aimed at easing the constraint on thearwhtransmit antennas, is called
generalised spatial modulation (GSM). The concept is aaigy introduced in [98]. In partic-
ular, the idea is to activate multiple antennas simultaslyoio broadcast the same signal con-
stellation symbol. In general, SM requires that the chasigglatures for each spatial symbol
(transmit antenna) are discernible. However, unigue oklesignatures can also be obtained by
activating different combinations of the available traitsantennas. By taking this approach, a
SM system is free to have any number of transmit antennagegitban or equal to two. Indeed,

a power of two number of distinct channels between the trétenand the receiver is the only
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requirement, regardless of how each channel is obtainethiSextent, GSM is shown to result
in a similar system performance with respect to the ABER wémnpared with classical SM

systems [98].

Recently, work has also gone into combining SM with moreiti@uhl space-time block codes
(STBC) [99]. The resulting system, termed STBC-SM, benéfiisn transmit side diversity
and an increased set of distinct channels. The interestetbirés encouraged to look at [99]
for a detailed description of the algorithm used to maxintiigecoding gain difference between
various codebooks. In brief, the authors propose the ustanflard STBC with a specific se-
lection of transmit antennas. They define that a non-intiedecodeword group is one where
the active transmit antennas of a single codeword (which lastytwo or more time intervals)
are strictly inactive for any other codeword in the same waatd group. To this extent, an algo-
rithm to obtain an optimised STBC-SM transmission schenpeagided in [99, Section Il.A].
Step4 of the algorithm establishes two key aspects that must beidemred when designing the
STBC-SM scheme:

e “every codebook must contain non-interfering codewordssen from pairwise combi-

nations of the available transmit antennas,”

e “each codebook must be composed of codewords with antermabications that were

never used in the construction of a previous codebook.”

In effect, the signal symbols being transmitted from thevacantennas over the duration of
a single codeword should not be used for any other codewotkeirsame codeword group.
Similarly, the active antenna group used for a single coddwgooup should not be used in
another codeword groupe., the used signal symbols distinguish the various codewottle

the used active antennas distinguish the various codeworgps.

To maintain separability between the transmitted codebotile authors propose the use of
a rotational angle. The rotational angle must be optimisechfgiven modulation format to
ensure maximum diversity and coding gain. If the rotaticauadjle is not considered, how-
ever, overlapping active transmit antennas used in diffesedeword groups would reduce the
transmit diversity order to one. In particular, an anabftimethod for determining the optimal
rotational angle needed to maximise the transmit side siiyewhen using binary phase shift
keying (BPSK) andi-QAM is presented. However, the optimal rotational anglestie de-

termined by an exhaustive numerical search for a signalteltetson of 16-QAM or 64-QAM.
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Indeed, it is the rotational angles that help the diversftthe system when multiple transmit

antennas must be active.

On the one hand, increasing the number of transmit antemsats in an increasing number
of antenna combinations and an increasing spectral effigiahthe expense of optimising a
greater number of angles. On the other hand, lowering thetrgppeefficiency for a greater
number of transmit antennas, means fewer rotational anglest be optimised thus aiding
detection. In addition, a demodulator combining a ML altfori along with the linear STBC
decoder is shown to be optimal at the receiver. SimilarlyB&FSM, STBC—-SM is also shown

to result in fractional data rates over time.

More recently the authors of [100] have also considered GBM.interested reader is encour-
aged to refer to [100] for further details. In brief, unliké&s®@ where all active antennas transmit
the same symbol, the authors propose activating severantia antennas, each carrying dif-
ferent signal symbols during each time slot, similar to SHB®I. This improves the spatial

multiplexing of the system and removes the constraint omtimeber of transmit antennas. To
this extent, the effects of codeword groups sharing the satiee antennas are shown in [100,
Section Il]. In short, overlapping antenna indices bemvdiferent groups lead to an increase
of the linear dependence probability of the channel spdw ¢hannel matrix) and result in
an increase of the ABER. Effectively, similar to [99], thettsars aim to optimise the three
dimensional SM constellation space. Whereas in classighath® third dimension is strictly

the channel signature of a single active antenna, bothpreitictive (MA)-SM and STBC-SM

seek to create the most unique channel signatures by augvatltiple transmit antennas and

changing the rotation of the signal symbol constellations.

In addition, the MA—SM scheme is proposed in conjunctiorhvaitnear-optimal decoder with
linear complexity. In essence, it seeks to emulate suaeesdierference cancellation (SIC) by
projecting each received stream to a space orthogonal fieradmmon channel plain. After
finding a suitable projection, the decoder applies it to #ueived vector and performs matched
filtering in the new space. Since both the projection and heatdiltering are linear operations,
the decoder can be viewed as a linear filter that maximisesutput SNR, provided that the
filter eliminates the interference coming from all otheradstreams. Effectively, this detection
method means that the antenna index and signal detectioleeoepled while still resulting in a
nearly optimal performance. Furthermore, the complexithe proposed decoder is unrelated

to the size of the signal constellation which means that glsdniconstellation sizes are used,
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the computational complexity benefits of MA—SM over STBC—&hl GSM grow.

However, in both STBC-SM and MA—SM, the number of active anés cannot be more than
the number of receiver antennas to ensure successfulidetEbd1]. This is not the case with
GSM since there is no need for separability of the spatiebstis. Nonetheless, in all scenarios
and transmission schemes, a trade-off must be considetedddre the capacity and ABER

performance of the system.

Despite the multiplexing and diversity gains offered by tiplé active antennas, however, the
problems that plague MIMO systems such as timing synchatiois, inter—antenna interference
(IAl), inter—channel interference (ICI) and multiple radirequency (RF) chains are all associ-
ated with each technique using multiple active antennaaddiition to the power consumption,
multiple RF chains also imply higher manufacturing costsdeled, FBE—-SM could be im-
plemented by using an electronically steerable paragitayaeceptor (ESPAR). ESPAR may
be used to generate unique channel signatures betweerattsmitter and receiver, thereby
mimicking the effect of multiple transmit antennas. Pdmagintenna technology uses a sin-
gle RF chain to transmit and receive data and the paras@meits require mutual coupling
to the active antenna, which makes this technology weleduibr deployment on small scale
devices, [102] and references therein. FBE—-SM is theraf@enost optimal system for using
a non-power of two number of transmit antennas while manirigia single RF chain for green

communications.
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3.8 Summary

In this chapter, a novel and more versatile SM scheme calBHSM was introduced. The
method relied on the application of modulus conversion taea® fractional bit rates over
time. It allowed any SM system to use an arbitrary number téramas at the transmitter. To

this extent, guidelines were presented for the optimakttele of the FBE—SM parameters.

On the one hand, numerical results showed that classic Stdrperd better in terms of the

ABER in uncorrelated scenarios since it avoided the erropagation problem that plagues
FBE-SM. Indeed, classical SM was shown to have a better ABiRaahigher spectral effi-

ciency relative to FBE—SM in an uncorrelated Rayleigh fganvironment. On the other hand,
when spatial correlation was introduced, FBE-SM showetbpaance gains of as much as
3 dB relative to classic SM systems. To this extent, the stahB#aonecker model was used
to emulate the spatial correlation in a system with expaakfading of the correlation decay

coefficient.

In addition, various alternative techniques to FBE-SM veliseussed, including GSM, STBC-
SM, and MA-SM. Each activated more than one transmit antémoatain a unique channel
sighature. Both STBC-SM and MA-SM were shown to improve ftlierdity of SM but re-

quired at least as many receive as there were activate titeastennas. GSM did not have this
limitation but neither did it offer an increase in the trarisdiversity of the system. The activa-
tion of multiple transmit antennas, however, required theeof multiple RF chains. Taking this
into consideration, FBE-SM was shown as a viable candidatiné design of compact mobile
devices using SM with a single transmit RF chain. It offeracadditional degree of freedom

for trading—off performance, spectral efficiency, powdicafncy and cost.

By employing FBE—SM, one of the fundamental challenges egittactical deployment of SM
was removed while retaining the essential advantages dakier MIMO systems such as no
ICI, no 1Al and a single RF chain. To effectively deploy angt®m in the real world, however,
its performance in both the noise and interference limiteeharios must be analysed. The

performance of SM in an interference limited scenario isussed in Chapter 4.
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Chapter 4

Interference Limited
Spatial Modulation

4.1 Introduction

The aim of this chapter is to characterise the behaviour afiapmodulation (SM) in an in-
terference limited scenario. To this extent, a maximumliliked (ML) detector for SM is
proposed and its performance in terms of the average bit etio (ABER) is analysed. In
addition, if only the spatial constellation of SM is usedr@nismit information, SM reduces to
space shift keying (SSK) [63]. Therefore, all presentedikvwsan be extended to SSK without

loss of generality.

Most contributions thus far have addressed aspects of SMiimt--point communication
systemsj.e,, the single-user noise limited scenario. These includeagi@ication of SM in
traditional, multiple access systems such as frequendggiaivmultiple access (FDMA), time
division multiple access (TDMA) or orthogonal frequencyision multiple access (OFDMA)
where multi-user interference is managed by ensuring gdhal transmissions by all users
in the system. Notable exceptions are given in [103] and][1MHAere the authors focus their
analysis on the performance of SSK in an interference lanégenario. However, the signal
symbol sent in SM distinguishes SM from SSK. To this exteh¢ influence of the signal
symbol must be considered to characterise the performdrice 8M system in the interference

limited scenario.

In addition, the ABER of SM should be compared to tleenplexity and cost equivalemtulti-
user multiple—input multiple—output (MIMO) system to assé¢he suitability of SM for prac-
tical deployment. Since only one antenna is active at amstrgssion instance, SM requires
only a single radio frequency (RF) chain at the transmitiiér.this extent, a single RF chain
at the transmitter means that multi-user SM is not comparisblerms of energy efficiency or

cost to the more complicated spatial-multiplexing muieusystems analysed in [105-108].
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The aggregate power usage in a system employing SM is sigmiifyclower than a system em-
ploying classical MIMO due to the fewer RF chains. In additio higher power consumption,
multiple RF chains imply higher manufacturing costs andratintenna synchronisation prob-
lems. To this extent, SM is a more optimal system for takingaathge of multiple transmit
antennas while still maintaining a single RF chain. Furtiae, the lower detection complex-
ity for SM reduces mobile station power usage, enabling gdotattery life for the mobile

terminal [16].

In this chapter, the performance of a single-user detect@palied in an interference limited
scenario is first characteriseice., a ML interference-unaware optimal receiver is analysed. A
ML detector which can successfully decode incoming dathémbulti-user scenario and is not
interference limited is then proposdce., an interference-aware detector which can success-
fully decode data from several users/nodes. To this exéengnalytical framework to support
simulation results is developed for each detector whiclpieable to any channel environ-
ment. In addition, closed form solutions are provided to paota the upper bound for the

ABER over identical and independently distributed (i)idayleigh fading channels.

The remainder of this chapter is organised as follows. Tratesay model is introduced in

Section 4.2. The performance of SM in the interference &chiscenario is characterised and
the analytical modelling for the multi-user detectors isgwsed in Section 4.3. Numerical
results, which substantiate the accuracy of the developelytical framework, are presented

in Section 4.4. Lastly, the chapter is summarised in Seetibn

4.2 System Model

Multiple nodes/users, as shown in Fig. 4.1, are assumedsirciiapter. A total ofV,, transmit
nodes, denoted &4, ...,¢,..., N, }, broadcast simultaneously on the same time-frequency
slot to a single receiver. Each node broadcasts a signaletiation symbolz(*), from one of

its available antennas.

The received signal at antennas given by

Ny
v =Y |/ By b o)+ (4.1)

u=1
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Figure 4.1: Multi-user SM system setup. Nodes. . ¢, ..., N, send information simultane-
ously to the receiver on the same time-frequency resoumekblEach solid line
represents the active transmit antenna from each node 1y eveeiving antenna.
Each dashed line represents the inactive channel from dvamgmit antenna at a
particular node to a receiving antenna.

where:

e F,, isthe average transmit energy per symbol,
o nﬁ“) is the index of the active transmit antenna from a totaNgS‘f) available on node,

e 7 is the index of the receive antenna from a total\gfavailable on the receiving node,

2

* afy is the power of the channel attenuation coefficients betva#ieaceive antennas and

all transmit antennas on the link between nacend the receiver,

o h is the fast fading channel coefficient between the activestrat antenna; on

(niu) T)
nodeu and the receiving antenna

e z(*) is the signal constellation symbol transmitted from the afeall possible signal

constellation points¥ (), for nodeu, and

e 7., is additive white Gaussian noise (AWGN), defined as a comptamal random

variable with zero mean and variandg, i.e., . ~ CN (0, N,).

Throughout the thesis, the average power in the signal eletidn is normalised to onég.,
Ex [|z|?] = 1. To avoid repetitive definitions, symbols denoted witre simply an element
of the same set as the symbol withdut.e., z comes from the same set as If the signal
constellation is replaced by a single tone a\ds chosen such thadg, (V;) equals the spectral
efficiency, then all presented work can be directly appliedny system employing SSK by

replacingz(® = 1.
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4.3 Analytical Modelling and Receiver Design

In this section, the ML detectors used in the interferenaetdéid scenario are analysed. The
detectors computes the Euclidean distance between thegadaeector signaly, and the set of

all possible received signals, selecting the closest one.

4.3.1 Interference-Unaware Detection

Starting from the system model presented in Section 4.2j¢beded paifzest, nt)(@, formed

by the estimated symbakg, emitted from antenna,, on nodet, is given by

arg min 2
(rean) @ = S {ly =y Bmey #m 0} “2)

T
xéi)t € X(f)’ ngf) € {1’ cee 7Nt(£)}7 hnﬁﬁ) = [h(n§€)71)7 sy h(ngﬁ) ,Nr)] )

whereNt@) is the number of available transmit antennas at riodle || is the Frobenius norm
andX'©) has a total of\/¢) constellation points. Note thatrepresents the index of a general

node in the system, argdis the index of the desired node whose data stream is beiragiddc

The union bound approach can be used to describe the behaf¥ithe interference-unaware
SM detector in the high signal-to-noise-ratio (SNR) regioim particular, the behaviour of the

interference-unaware detector can be characterised byrdgfi

= ./ 2 ©
A Ema(g) hngg)x ,

- E / 2 (u) '
B = 2 Emoz(u) hngu)x ,

uF#g

such that
A, = Emaé)hngg)’r)x(g), and
Ny
_ / 2 (u)
B, = ; Ema(u) h(ni“),r)x ,
ute

define the symbols at the receive antenndn this notationy = A + B + i, whereA is the

desired signalB is the interference signal anglis the AWGN. The pairwise error probability
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(PEP) can now be derived as
a2 Aie) = e |y - all > ||y - & B}
:pr{é[wwm} >§_:1[ 2] B}
—ed S pr{(i-a) @} [ af])

:»nﬂewfw(i[%{ B 1] ﬁzj[zNo\Ar—Aw}),

A~

yr — Ay

where(-)* represents the complex conjugakd, } represents the real part of a complex number,

nh®Wis the distribution of the PEP defined BY(u, o%) which is the normal distribution with
meany and variances?. Knowing thatn eV is the only remaining random variable with a
normal distribution, means that the PEP in (4.4) is definedhieyQ-function. Considering
" and (4.4), the PEP can be defined as

(s3] |
o]

whereQ(w) = —k= [ exp (-%) dt defines theQ-function. It should be noted that this PEP

is valid for all channel fading statistics. To simplify itrther, the fast fading channel statistics of

P{A £A|B} =@ | =

(4.5)

each element dB can be assumed to follow a Rayleigh distributiba,, h( () 1y ™ CN(0,1).
ng T

To simplify the notation in the derivation,

i, o =2R{(A-A)B'},  Qv=12N0p, (46)

where

Qr ~ N (0,2E,,|zB|*Qp) 4.7)

such thatrg|? = Zu# 1 a |ac )12 ando? = 2E,,|zB|*Qp. In particular,; is the distri-
bution of the interfering S|gnal with zero mean and varian?:er is the Euclidean distance
of the two hypothesis vectors afitly is the noise. The channel effectsBfcan be removed

by taking the expectation of (4.5) across the fading chahfiglsuch that
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PA #A} = Enp |P{A # Alg}|,
P{A £ A} ~ Ep, [Q (91;2——;?1)] , (4.8)
~ B |Q (8 - ).
whereQ; ~ N(0,1) and By, [] represents the expectation of the system with respect to the

fast fading channel 5. From here, appling [109, eq. 3.66] results in

PH{A #A}=Q (QP> : (4.9)

\/Q?V-I-O'%

After replacingQp, Qy, andoy ,

. 2
P{A # A} ~Q (\/’Yl thgs)w(g) - hﬁgs)@(g)HJ : (4.10)
where )
E,a
=3 - : (4.12)

Ny
Mot B Y5 a0
u#E=1

represents half of the signal-to-interference-plus-@o&io (SINR) between nodg and the
receiver. Throughout the work, averaging is performed @dyoss the fast fading channel
statistics. As (4.11) showsy is still dependent on the magnitude of the modulated signal
symbols of the interfering node|aq(“)\. This means that all expressions usignaintain their

dependence on the signal symbols of the interfering nodes.

Given this formulation, the ABER of the single-user detecising the union bound approach

in the presence of interference, can be defined as

MEONE o ~ ;
ABER(inter) < ! dg(w,nt,x,nt) EHA [Pr{A # A}} N 1
3 - Z ZZZ © © @ H MW |
© log, (M(ﬁ)Nt ) M©N e
33(5), n;°", (Ny—1) summations

2 7
(4.12)

where theu” summation from thé N,, — 1) summations above is defined for aft) ¢ x (%
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MO NS
andu # £ with M ©) being the cardinality ot ¢). The symbol Z is defined as a four

2 ),

@(5)7ﬁ§5)

fold summation, two for alz(©), (&) € X© and two for the indices'®, 2{*) e {1, ... ,Nt(f)}.
Additionally, d¢ (x, e, T, 7y) = de(ng — 1,7 — 1) + de(x, ), wheredg (-, ) denotes the Ham-
ming distance between the binary representations any tmbalg coming from the same set

for node¢.

As with the interfering nodes, the fast fading of the desirede is assumed to follow a Rayleigh

distribution. To obtain the average PER,= h(n(g) "

2 — hg© )@@) is defined with a
ng T

variance of
(2O +12©2) m® # 4,
0?2 =1 (|2 — £©2) n® = pl®), (4.13)
0 ngé) = ﬁgé) andz© = 9%(5),

wherec? is the variance of a SM hypothesis test per receive anteppasing a variable am-
plitude modulation scheme. In particular, it is the variaper receive antenna of the argument

inside theQ-function in (4.10). Furthermore, the random variable

7 o I (4.14)
M02/2 = yo./V2] ]

is defined, which has a central Chi-squared distributioi @Y, degrees of freedom given as

~ 1 Ny—1_—k/2
e 4.15
() = onm, — i ¢ (4.15)

where(-)! represents the factorial function. Finally,

Ex, [Pr{A ” A}] - % /OOO er/2N-1 (g (w”‘T"g,{) dr, (4.16)

can be posed. By direct inspection, the solution to [1106@¢can be applied to obtain

= [PI’{A # A}] = f(g)NrNi_:l <Nr —1+7r

T
r=0

) A-f@)y.  @17)

53



Interference Limited Spatial Modulation

where
OEE: (1 - %) , (@189)

and
=z, (4.19)

The analytical upper bound for a SM system employing quadzaamplitude modulation
(QAM) in an arbitrary channel environment and an interfeeetimited scenario is given by
(4.12). Although, the average power of any signal symboktatation in (4.12) is one, a vari-
able amplitude modulation scheme means that the instamiarf®iNR changes. In particular,
the instantaneous SINR must be strictly defined to study $hieptotic behaviour of the sys-
tem. This is necessary because the instantaneous SINR iguanent of the PEP which is de-
fined using th&)-function. To obtain the ABER, however, the PEP must be geztacross all
channel realisations and all signal symbol constellatidrgerefore, a closed-form expression
for the asymptotic behaviour of (4.12) and (4.13) is diffidolobtain. If a constant-amplitude

modulation such as phase shift keying (PSK) is used, thea ficeed channel realisation

PSK |CL|€J arg (a) |b|€J arg (b) |&| ejarg(&)|l;|ejarg(l;)’ (420)

can be posed, where= h(n(g) b = z(©) are used to shorten the notation and (+) repre-

t 77”)7
sents the phase of a complex symbol. Since the amplitudd sigakl constellation points is

unity,

PSK |a|ej arg (a)+arg (b)) |d|ej(arg (a)+arg (13)) (4.21)

From the definition ok”SK, it is clear that its variance is defined as

5 2 if n(g) #+ E ) or arg ( ) £ arg (ﬁ: )
TEEZN i O 5 (4.22)
0 ifn, ny ndarg( ) —arg( )
In this case, (4.12) reduces to
N(f) N(f) L EPSK Pri A A
ABER(PSK |nter) < Z ; dg(l' ng, x, 'I’Lt) Ha |: r{ # }i| , (423)

=1 =1 logy (M@ <>> MEON®

where
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Ny—1
ERSK [Pr{A £ A}| = 7 (5759 <N’” o T) (L= 7(879), (@29
r=0

such that B2

1 m®
GPSK = APSK _ 5 (% ‘ (4.25)

No+2En Y afy
uFE=1

It should be noted that (4.22) and (4.23) are special cas@s 1) and (4.13) which enable a
simpler theoretical analysis of the asymptotic behavidtin@system in the interference limited
scenario as the SINR grows to infinity. In particular, sintiolaresults in Section 4.4 show that
the asymptotic bounds derived for SM using a constant ang@iimodulation scheme in the
interference limited scenario are also valid for SM usir@AM in the same environment. To

this extent, the asymptotic behaviour of the system usirgrtterference-unaware detector is

now analysed in both the noise and interference limitedaesn

4.3.2 Asymptotic Analysis of the Interference-Unaware Dedctor

In this section, some asymptotic cases are investigatejitdight trends in the ABER of SM
at high SINR. Simulations in Section 4.4 show that the priesknesults are asymptotically
. . . . 2 _ a%&) .
tight in the high SINR region. SNR= Ep,af) /N, and SIR = Sy ol PP are defined

for use in the noise and interference limited scenarioqeds/ely. When considering these

definitions, the asymptotic performance of SM and SIMO inrthise limited scenario and the

asymptotic performance of SM in the interference limitedrgzio are analysed.

1) SNR: > 1 and SINR~ SNR (noise limited scenario)
This is the classic single user scenario where co-chanteffénence can be neglected, and
high-SNR analysis for the probe link can be performed. Theression in (4.12) is considered

such thaty ~ v = Ema?g)/No in the limit. Since interference can be neglected,

M(QNt(E) L N
11m ABERgnter) _ hm dg(w, nt7 (E, nt) EHA |:Pr{A # A}]

~y—00 ~y—00 ) 3 ©
2©) f© 182 (MONE)  MON,

ORI

(4.26)

To simplify (4.26), the limitin (4.17) and (4.24), can belbad by considering a Taylor expan-
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sion with two terms of (4.18) such that

I R .
f(B) = (1 T3 ﬂ) = Taylor expansion

10~ 3 (—2(51 1)> =27+ 1)7"

(4.27)

The average symbol error ratio (ASER) for SM is defined simtitathe ABER and can be

posed as

MONE g [PHA £ A
U 0 [PrA # &)

2 .

4.28

Indeed, the ABER can be upper bounded as one half of the ASE&®rahdom SM constella-
tion diagram at the receiver, along with the joint detectbthe signal and spatial constellation
points, mean that any benefits from advanced bit-to-symlagdpimgs such as Gray coding can
be neglected. Nonetheless, the detector will create a loraybsequence which has at most
50% bit-errors within the erroneous symbol sequemnes,the ABER is bounded to be at most
1/2 of the ASER. The tightness of this bound can be seen in SeétbrThis step eliminates

the dependence on the Hamming distance between the vatibggr8bols, which means

ABER/™") N, — 1 MONE© 2y N
) ¢ o T —2N, t . O
g N = ( N, )2 5 o ( 2 ) . (429

o? N
El’,nt,i’,ﬁt ) ) (4.30)

. . 2 —Ny . o “ R
is the expectation o("—;) across the various possibilities @ for x, n;, & andn,. How-

can be posed, where

ever, the authors are not aware of a closed form solutiondaémeric expression for (4.30)
given a variable-amplitude modulation. To this extent3@4.can be upper bounded by setting
o? =min (02,2). In particular, the general form of? is defined by the underlying SM signal-
symbol constellation size\/¢) and expressions far? are defined using the upper bound for

square QAM constellation sizes. A summary of the derivatdrd.32) is provided in Ap-
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pendix A.1. Nonetheless, whed (&) = 4, then

2N\ —Nr 4N(£) 2—Nr -9
U =Ey, 2002 [<&> ] — * ) (4.31)

WhenM(© = 16, then

—N,
U= Ep s [<0—2> ] < it (4.32)

where

1 = (16(0.2)~N 4 32(0.6)~N" + 208) (Nt@)z,

(4.33)
Yo = (32(0.2)~ N +36(0.4) "N — 32(0.6) " + 32(0.8) N — 84) N©.
With this in mind, the closed form of the limit is defined as
ABER(inter) ON. 1
lim —&—— — M<5>Nt(5>< ’ )2—<2Nr+1>x11. (4.34)
Tee v Ny

At this point, the work can be simplified by considering a ¢ansamplitude modulation
scheme for the node of interest, such as PSK Wh%;@ is either2 or 0 as shown in (4.22).
The expression in (4.30) is then unity which simplifies fertanalysis. In such a scenario, the
authors in [18] demonstrate that there is a crossing poimravthe ABER of SM using PSK
improves over SM using QAM. Nonetheless, there are two c@nmhs that can be drawn from
(4.34): i) the system error increases with the product ofgbtial constellation sizefyt(g),

and symbol constellation siza/(©), ii) the system error decreases exponentially with the ad-
dition of each received antenria., the diversity order is equal t,.. Additionally, the coding
gain with respect to the number of receive antennas is diehtis(*'y;~")2~N+1). This is

apparent when considering

2N,
2N, — 1) <2Nr> < <2Nr> 2N 2N, +1
< < =27 27T 4.35
( N, N, ; T ( )

In general, it can be shown that &5 — oo, the inverse of (4.35) tends to zero and is always
less than one. Since the inverse of (4.35) is always less dhapnthe addition of an extra
receive antenna implies a smaller ratio, which means a |&v3R and hence coding gains

for the system.
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2) SIMO system using QAM (noise-limited scenario):

To quantify the SNR difference between SM and SIMO using Q& ABER performance of
a SIMO system using QAM must be analysed in at the asymptoteatticular, a closed form
solution for the ASER of a SIMO system using QAM with i.i.dpints is provided in [111, eq.
9.23],i.e., no correlation is assumed in the system . To begin the asfimpinalysis, [111, eq.

9.23] is tightly upper bounded by

1 NN -1
ASERgam < 4 (1 - \/—M> Froam)™” TZ:% < " . > (1—f(vam))", (4.36)

whereygam = ———7. The interested reader is invited to look at work in [111] fioore

2(M 1)
details in obtaining (4.36). If Gray mapping is used, tASERqam / log, (M ) ABERogam
can be posed, wherd = M€ N'® [111, eq. 8.7].

If (4.36) is evaluated in the limit ag tends to infinity by using (4.27), then it reduces to

—N,
- ABEPJ{VQAM - L 1N 3 <2Nr - 1>2 (2N:) (4.37)
y=oo =N T jog, (M) Var) \2(M —1) N,

After some analytical manipulations shown in Appendix At ratio of (4.34) with (4.31) to

(4.37) can be posed as

ABER(mter / _N, (2Nt(§) 4+ 9—Ne—1 1>

lim =
=00 ABERQAM/’Y Nr 2<4N§§)—1> A 4 1
( 3 ) oz (1N9) (l_ Van{® )

for M©) = 4. If the right hand side of (4.38) is set to one, however, tihenexpression cannot

, (4.38)

be solved in closed form. Nonetheless, simé,eandNt(ﬁ) are natural numbers, (4.38) can be
evaluated numerically. On the one hand, if the result ofuatidg (4.38) is greater than one,
then SIMO transmission using only QAM is better than using. Sdh the other hand, if the
result is less than one, then transmission using SM perfbatisr than transmission using only
QAM. In particular, the results foNt(g) = 29 whereq € {1,...,6} andN, € {1,2,3} are
presented in Table 4.1. The results show that SM is alwayeriétV, > 2. Additionally, the
ratio of the two, as shown in Table 4.1, quantifies the codiaig gf SM relative to QAM for
the same spectral efficiency bfg, (M (5>Nt(5)> at the asymptote in a noise limited scenario,
given M ©) = 4.
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Proceeding in a similar manner as for (4.38), the genera& wdtthe relative coding gains
achieved by SM using a variable-amplitude modulation, @@&MO system using QAM is

given as

ABER(inter) —(N,)
e T My , (4.39)

lim
=00 ABERoam/7~ ™) roGr\ M, !
3 log2(ﬁ) - Var

N

where¥ must be defined for the desired SM signal constellation SiZ€&). The exact ratios,

as given in Table 4.1, will vary depending ad(¢). However, the trend (SM outperforming
SIMO) will remain, as can be seen in Table 4.2 1df¢) = 16 where the values in the last two

rows of the tables are smaller than one.

N, Nt(ﬁ) _ ol Nt(ﬁ) — 92 Nt(ﬁ) _ 93 Nt(ﬁ) _ ot Nt(ﬁ) — 95 Nt(ﬁ) _ 96
1 |16 1.9 2.3 2.6 2.9 3.2

2 | 0.67 0.38 0.22 0.12 0.068 0.038

3 |0.28 0.075 0.021 0.0057 0.0016 4.4(107%)

Table 4.1: Relative coding gains of SM usidgQAM compared to SIMO usin@f-QAM.

N, Nt(ﬁ) _ ol Nt(ﬁ) _ 92 Nt(ﬁ) — 93 Nt(ﬁ) _ o4 Nt(ﬁ) _ 95 Nt(ﬁ) _ 96
1 | 3.8359 3.8724 4.0859 4.4031 4.7832 5.2024
2 | 0.2551 0.1121 0.0542 0.0278 0.0147 0.0079
3 | 0.0245 0.0050 0.0011 0.0003 0.0001 2.0 (107°)

Table 4.2: Relative coding gains of SM using-QAM compared to SIMO usin@—QAM.

If a constant-amplitude modulation scheme such as PSK @& tisen in (4.39) will be unity.
Implementing this change means that a single table of vdtudd.39), can be obtained and is

shown in Table 4.3.

N, [M=22 | M=2 | M=2" | M=2" | M=20 | M=2
1|2 1.9889 | 2.1333 | 2.3511 | 2.6122 2.9022
2 | 0.5000 |0.2131 | 0.1067 | 0.0569 | 0.0311 0.0171
3 |0.1250 | 0.0228 | 0.0053 | 0.0014 | 3.7(107%) | 1.0(107%)

Table 4.3: Relative coding gains of SM using PSK compared to SIMO uﬁn@AM.

Table 4.1, 4.2 and 4.3 demonstrate that a single-inputesiogiput (SISO) system using QAM
performs better than SM using QAM or PSKe., the values in the first row of each table

are greater than one. However, SM exhibits increasing godains as eithefV; or NV, are
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increased, for any system wifki,. > 2.

3) SIR: > 1 and SINR~ SIR; (interference limited scenario):

In this case, the AWGN in the channel can be neglected siresIi; is the dominant term
dictating the ABER performance of the system. To this extents a function of the signal
symbol amplitude for all nodes as well as their respectianakl attenuations and governs the
SIR¢. Therefore;y cannot be separated from (4.34). In particular, in the esgio fory, in
(4.11), |z, | may be greater than one, which could change the interfefemrethe remaining
users. Due to the complexity of the expressions, furthemasgtic study of the interference
limited scenario for SM is constrained to using a constampldude modulation scheme such
as PSK. For SM using PSK,

(6%
,YIPSK ~ 3 (440)
2 Zu;éﬁ 1 a

in the interference limited scenario. In particular, qasapproaches infinity, the limit of the
ABER tends to (4.34) with a slight, but very important distion: the system reaches an
error floor. This is expected when the receiver is interfeeemnaware. Indeed, there are three
consequences that should be considered similar to the livoised scenario analysed above: i)
the system error performance worsens as more SM congiallatints are added, as eitlﬁg@

or M© is increased, ii) the system error performance improvesnwhere receive antennas
are added at the receiver, and iii) the detector will fail traide any data emitted from a
node whose desired signal is weaker than the interferimmpbicAlthough analytical work for
SM using QAM becomes intractable, numerical results detnatesthat SM using a variable-
amplitude modulation performs in a similar fashion to SMhgdPSK in the interference limited
environment and leads to the same conclusions. In the releraof this work, co-channel
interference is completely mitigated by applying a joirtigtimal ML detector for SM in an
interference limited scenario. In other words, all incoghgireams can be decoded and the

error in the system tends to zero as the AWGN approachesdespite any interference.

4.3.3 Interference-Aware Detection

Starting from the system model presented in Section 4.2j¢beded paifzest, nt)(g), formed
from the estimated symbalg;, emitted from antenna;, on nodet, is given by jointly detecting

the entire transmitted signal from all active nodes in theteay as
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(fﬂesta nt)(l)a

arg min

. Ny,
(xesb nt)(5)7 = 2w h w { y — Z :L'(U)hniu)
. g u=1

2
} , (4.41)

(Test nt)(Nu)>

2™ ex® and ™ e{1,... NY}

Similar to the work in Section 4.3.1, the union bound apphdawised to describe the behaviour
of the interference-aware SM detector in the high SNR reditre main difference between the
two detectors comes from the computation of the PEP betweepdssible received symbols.
The union bound for the interference-aware SM detectorclwvbstimates the ABER for node

&, can be expressed as

MOND W) p N = o @ o @

ABERg < Zt Zt dﬁ(x7nt7w7nt) Eﬂ(m |:PEP<$( )7 ny 71'( )7 ny >:|
B 1 No)  log (M <€)Nt(f))

l‘(l),ng )7 l'(Nu)vng u)>

)

Ny
u=1

(4.42)

where B, ) [] is the expectation across the fast fading statistics ofyesteannel is the system.
To this extent, the pairs(:n(ﬂ),ngm) and (ﬁ:(m,ﬁEQ)), come from the set of all possible
symbol-antenna pairings for all nodes., they independently take values from the set of all
possible spatial and signal constellation poifts, PEP({L'(Q), n{ 7@, n§9)> is the PEP
between the symbols“?), emitted from antennasgm, being detected as symbadl$?, emitted

by antennaﬁgm.

Similar to the analytical derivation of (4.4) in Section 4.3the ABER for nodé€ is shown in
(4.42), where the PEP is given as
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2

Ny
> ) (hnguw(“) - hﬁgu)@(u))
u=1

(4.43)
A more detailed derivation of (4.43) is given in Appendix AThus far, no assumptions have
been made as to the channel distribution. However, if Rglgl&ading is assumed for all links
in the system, then the closed form solution foy PEP(-)] in (4.42) can be derived in the

same manner as shown in Section 4.3.1 with (4.16) and (4uth)that

g=Lm gfoﬁ 0 (4.44)
4N, o (u)" (u) .
and
([ + |22) nf™ £ 4",
Dy =1 (Ja®@ —20012) ™ =" (4.45)
0 ngu) = ﬁgu) andz™® = 3

Note that (4.42) presents an analytical treatment of the gerseral case of SM using variable

amplitude modulation for the signal symbol.

By using the interference-aware detector, the system leshawnilarly to the noise limited
system, in that for an arbitrarily high SNR, each user canezehan arbitrarily low ABER.
However, due to the simultaneous detection process, ttre ustn the best SNR will not be
able to achieve their single-user-lower-bound (SULB) defias the performance of the system
in the noise limited scenario. The exact effect of the add#l nodes/users is further discussed

in Section 4.4.

4.4 Numerical Analysis

In this section the aim is to show the performance of thefietence-unaware and interference-
aware detectors proposed in (4.2) and (4.41). In partic(da1) is shown to successfully de-
code the incoming streams for all nodes. In addition, nucaéresults demonstrate that (4.12)
and (4.42) provide tight upper bounds for the ABER of the dets at high SNR in the in-
terference limited scenario. Furthermore, the interfeeemware detector for SM demonstrates

better ABER performance than the interference-aware Medet for a multi-user SIMO sys-
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tem using QAM.

The proposed interference-aware detector is jointly ogitiior all nodes but requires full chan-
nel state information (CSI) from all possible transmittimgtennas to each receiving antenna.
Additionally, finding the optimal solution is an exponetitiacomplex problem. If each node is
assumed to have the same number of transmit antenhaand uses the same signal constel-
lation with M points, then the proposed interference-aware ML deteczts(ih((M Nt)N“)

computational complexity which is proven to be an NP-congppgoblem [112].

The O(-) complexity can be justified by realising that the signal apatial domain symbols
combine to form a single SM symbol. To this extent, the cdlaten size,i.e., the spectral
efficiency of any SM system, depends on the multiplicatiothefnumber of available transmit
antennas and the signal symbol constellation udédj;. This is in contrast to other MIMO
systems where each spatial branch is used to increase #msitjivor multiplexing gains. In
such a system, if each transmit antenna is used for mulingeyains, the system has a maxi-
mum spectral efficiency dbg, (MNt). From here, the detection complexity of a single user
SM system is given by (M N, ), while the detection complexity of a single user MIMO system
used for multiplexing gains is given & (MNt). In this case, the two systems have different

spectral efficiencies.

Even if the two systems operate at the same spectral efficamttheir complexities will be of
the same)(-) order, the cost, in terms of RF chains and power consumptionld not be. The

aim of this work is to characterise the behaviour of SM in thdtruser, interference limited
scenario and compare it to tkemplexity and cost equivalentulti-user MIMO system. As
discussed in Section 4.1 and given the complexity expresdar the single user MIMO sys-
tem and the single user SM system, the only vabidhplexity and cost equivaleabmparison

is to analyse multi-user SM with respect to multi-user SIMThe optimal ML detector for

Ny
the interference-aware SIMO system also 6a€(M ) > computational complexity, where

M=M N;. This makes it comparable to the interference-aware SMteteDespite the gen-
erality of the analytical results, however, the simulatiesults consider only two and three

node scenarios for the sake of conciseness.
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4.4.1 Simulation Setup

A frequency-flat Rayleigh fading channel with no correlatietween the transmitting antennas
and AWGN is assumed. In addition, perfect CSl is assumedeatiteiving node, with no CSI
at the transmitter. Furthermore, only one of the availaldegmit antennas for each node is
active at any transmitting instance. In theory, each nodependently decides the number of
transmit antennas and the signal symbol modulation it usehe simulations, however, each
node has the same number of transmit antennas as well asnleespactral efficiency target.
To this extent, three sets of results are presented in eaalefig the simulation results for the
multi-user detector for each node, denotedSiay( N¢)) , i) the theoretical results from (4.12)
or (4.42) for the node of interest, and iii) the SULB, denddgdSULB(N ) .

The asymptotically tight SULB is defined as the system paréorce in a noise limited scenario
given in (4.26) which is governed purely by its SNR, definedtgs/N,. Furthermore, the
ABER in the noise limited scenario, as defined in (4.26), &®ASER in the noise limited
scenario divided by two, as defined in (4.28), are shown tolapen Fig. 4.2-4.3(b). The dot-
dashed lines denote (4.26) while (4.28) divided by two isotieth by the triangular markers.
For the sake of clarity, both are denotedSt8LB(N ) in the legend. This justifies the use
of (4.28) in the asymptotic analysis in Section 4.3.2. Aiddilly, (4.26) is based on the union
bound approach ar8lULB(N ) can be abové, which is impossible for a real system. In this
regard, the SULB is a lower bound on the analytical perforteanf each system only at low
ABER. Furthermore, to help illustrate the difference in behaviour of the two detectors, the
channel attenuation&?u), are set inl0 dB intervals. In general, however%u) may be any real
number. Throughout the results, QAM modulation is used tiergignal symbol modulation
in SM with the notable exception of Fig. 4.2, where quadefpihase shift keying (QPSK)

modulation is used to illustrate the accuracy of work donSeation 4.3.2.

4.4.2 Results for Interference-Unaware Detection

The asymptotic results in Section 4.3.2, in particular 4% 18ing QPSK for the signal symbol
modulation, are verified in Fig. 4.2. In this caske,is strictly defined by (4.22). Indeed, the
horizontal lines in Fig. 4.2 represent (4.34) for varyinduies ofa%u) using QPSK modulation.
In addition, the accuracy of the analytical work is shown ig..3(a)-4.4 where QAM is
used for the signal-symbol modulation. In fact, by movingnirFig. 4.2 to Fig. 4.3(a), where

an additional receive antenna is added, the analytical hppdsented in (4.12) proves a tight
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Figure 4.2: N, = 4, N, = 1 and a spectral efficiency dfbits/s/Hz. ABER for nodd using
the interference-unaware detector witf, = 1 and a varyinga%z). Dashed lines
denote simulation results for nodewhiﬁe solid lines denote the analytical upper
bound. Since the analytical bound is asymptotically tighoe ABER, the dashed
and solid lines overlap. Each constant value dashed-dat Viith ‘+' markers
corresponds to the asymptote derived(4134) using (4.40) for node1 and the

indicated values foaé).

upper bound on the system in the high SINR region. Furthezmas the channel attenuations
for the interfering nodes increase, the detector appreattiee SULB. Similar to the effects
observed in Fig. 4.2 and Fig. 4.3(a), Fig. 4.3(b) shows hentitthtness of the bound improves
as the number of receive antennas increases. To this esttenpresented results show that
(4.34) tightens as the system approaches its ideal trasiemiand the mass of the complex
Gaussian distributions around each SM constellation maintentrates around the mean. This
is achieved by decreasing the interference in the system imcbeasing the number of receive
antennas. Nonetheless, in all instances where the irtaderunaware detector is used, the
node with the strongest SINR dominates the detection. Iticpdar, the bit streams of all
other nodes are not decoded since all other nodes remaiw bedoeffective noise floor at the
receiver. This is apparent by looking at the simulation ltssior N,y and N3 in Fig. 4.2
through Fig. 4.3(b).

Fig. 4.3(b) shows that the increase in diversity resultirmgnf the addition of only a single re-

ceive antenna significantly influences the system perfoceamdeed, the addition of a receive
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Figure 4.3: ABER for nodel, using the interference-unaware detector witﬁ) =1and a

varying a%z). N; = 4 and a spectral efficiency ofbits/s/Hz. Dashed lines
denote simulation results for nodewhile solid lines denote the analytical upper
bound. Since the analytical bound is asymptotically tight dashed and solid
lines overlap at low ABER.

antenna increases the Euclidean distance between thge@@id incorrect hypothesis vec-
tors, which results in a lower ABER. To this extent, the additof a single receive antenna
is equivalent to lowering the interferenoe%u), by more thanl0 dB. This can be seen when
comparing Fig. 4.2 with Fig. 4.3(a) and similarly, Fig. 4Bith Fig. 4.3(b), where the num-
ber of receive antennas is increased in each figure. In fecgffect of each receive antenna is
more pronounced as the imbalance between the desired anfdiimg links increases. This is
apparent when the results f@fz) = 102 in Fig. 4.2, the results fcm%z) = 102 in Fig. 4.3(a),
and the results foa%Z) = 1072 in Fig. 4.3(b) at an SNR of0 dB are considered. The ABER
of the simulation and analytical prediction move frém« 10~! in Fig. 4.2, to4 x 1072 in
Fig. 4.3(a), t09 x 107° in Fig. 4.3(b). In particular, the decrease in the ABER shbtww
the number of receive antennas dominates the performar8®lah general, and particularly
in an interference limited scenario. In addition, Fig. 4etribnstrates that the findings can be

extended even in the presence of multiple interfering nodes

The presented results show that when the interferenceargadetector is used, the system
ABER plateaus at the derived limits, irrespective of thesrait power being used. Nonethe-

less, the ABER improves when the number of receive anterma@scieased as the system
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Figure 4.4: N, = 4, a varying N, and a spectral efficiency ofbits/s/Hz. ABER for
node 1 using the interference-unaware detector W&ﬁ) =1, a%z) = 0.1 and

a23 = 0.01. All presented curves are for node unless otherwise stated in the
legend. Dashed lines denote simulation results for nioddile solid lines denote

the analytical upper bound. The addition of more receiveeanas reduces the
ABER and hence closes the gap between the analytical antbsiomuresults.

achieves both coding and diversity gains, as discussedciinget.3.1.

4.4.3 Results for Interference-Aware Detection

The performance of the jointly optimal interference-awisie detector for a two user scenario
is illustrated in Fig. 4.5(a). To this extent, Fig. 4.5(ajrmstrates that the analytical model
presented in (4.42) represents an asymptotically tigheuppund for the system in the high

SNR region where the node with the worse channel attenuatoiorms close to its SULB.

However, this is not the case for the node with the better mblan

67



Interference Limited Spatial Modulation

10°

V-

1)
)
_e_Ana( N a
- Ana(N @

.SULB(N
_A..SULB(N

@) |
@) |

0 5 10 15 20 25 30
SNR/dB

(b) N; = 4

Figure 4.5: N, = 3 and a spectral efficiency afbits/s/Hz. ABER using the interference-
aware detector for node with o?,, = 1 and for node2 with o2, = 0.1.
Ana( N, ) denotes the anaiytical upper bound for nadeSince the analytical
bound is asymptotically tight, the dashed and solid line=rlay at low ABER.

To understand this, one can think of the multi-user ML deteats employing interference can-
cellation for the node with the worse channel attenuatibthd interfering user is sufficiently
powerful, then the primary source of errors for the weakestenis the background AWGN
rather than the randomness caused by the interfering si@@8]. To this extent, all users
that have good channel conditions can be considered ag sianferers, so when they are re-
moved, the weakest nodes obtain performance closer toShkiB, i.e., the interference-aware
detector is akin to strong interference cancellation ferweakest node. On the contrary, for

the nodes with better channel conditions, the primary soaferrors is the randomness caused
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by the interfering signal rather than the background AWGNHNIsTs why the nodes with better
channel conditions can never perform near their SULB.
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Figure 4.6: N, = 4, a varying N, and a spectral efficiency dfbits/s/Hz. Analytical ABER
using the interference-aware detector for nddsith a%l) = 1 and for node2 with

oz%Q = 0.1. Dashed lines denote the analytical performance of nodehile the
solid lines denote the analytical performance of n@deith a varying number of
receive antennas.

As discussed earlier, the addition of more transmit anterataeach of the nodes results in
coding gains for each node, as can be seen when Fig. 4.5(&jigund.5(b) are compared. In
particular, the reduction in the ABER as the number of trdhantennas increases is explained
by a corresponding increase of the average variaricelndeed, asr? increases, it leads to
a larger Euclidean distance in (4.10) and (4.43). The Eealddistance is increased because
there are more cases where the variance is the summatiomioffiidual symbol constellation
points, rather than the differencee., n§f> = ﬁ@ occurs less frequently. Effectively, more
transmit antennas mean that the transmit vectors are sprealhrger Euclidean space. This
effect can only be observed when the same spectral efficisnoaintained. In particular, a
2 dB coding gain is apparent when comparing Fig. 4.5(b) to &£i§(a) at an ABER ol0~*.
However, increasing the number of transmit antennas doeshamge the relative behaviour
of the systemj.e., the SNR difference between the ABER curves of the two nodemins
constant. This behaviour is expected when considering(that) is independent oV, and
influenced only byV,..
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Figure 4.7: N, = 4 and a spectral efficiency dfbits/s/Hz. ABER for nodd with a?l) =1,
for node2 with o2,) = 0.1 and for node3 with a?, = 0.01.

)
Ana( N, ) denotes the analytical upper i)ound for node The analytical
bound is again shown to be asymptotically tight at low ABER.

Fig. 4.6 shows the performance of the system when the nunmibecaive antennas is increased.
On the one hand, Fig. 4.6 shows that for a fixed spectral effigiand a fixed number of trans-
mit antennas, the addition of more receive antennas rasu#te increasing gap between the
analytical ABER curves of the two nodes. In particular, a ghg dB between the perfor-
mance of nodé and node with N,. = 2 is increased to arounddB whenN,. = 4 and further
increased t® dB for IV, = 8. On the other hand, given that the two nodes experience a chan

nel gain difference ot0 dB, the interference-aware detector cannot reach thepeaftce of
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independent detection and the SULB for the node with thebektannel attenuation. Nonethe-
less, the gap between their respective ABER curves tendzrdotive difference between their

respective channel attenuation/ss grows.

These trends can also be observed by looking at the prognesfdhe ABER curves in Fig. 4.7(a)
and Fig. 4.7(b). Fig. 4.7(a) and Fig. 4.7(b) illustrate thetem performance with three nodes/users
and varying/.,.. In particular, similar to the two user scenario, each usefopms better agv,

is increased and the gap to its SULB is reduced. As expediedaddition of more nodes
increases the interference and pushes the performancelofneae further from its SULB,
noticeable when comparing Fig. 4.5(b) and Fig. 4.7(b) fatath

xp MUD-SM Sim(N,, )

.o MUD-SM SIm(N,, )

© MUD-SM Sim(N,; )
- MU-SIMO Sim(N,,

: “V - -~ MU-SIMO Slm( N(3)
_4 ; ; > ;
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Figure 4.8: N, = 4, N, = 3 and a spectral efficiency dfbits/s/Hz. The ABER of multi-user
SM and multi-user SIMO using interference-aware deteciitl channel atten-
uation ofa?, =1, aé) = 0.1 and o, = 0.01. Solid lines represent simulation
results for the ML interference-aware SIMO detector for@dd,,). Dashed lines
represent simulation results for the ML interference-asv&M detector for node
N,y andu € {1,2,3}.

Lastly, Fig. 4.8 demonstrates that SM performs better tharcomplexity and cost equivalent
ML detector for the multi-user SIMO system in the interfarerimited scenario. Specifically,
the system employing SM exhibits an approximat&lglB better performance in terms of the
SNR at an ABER ofl0— for each user. Indeed, the relatively constant coding gtine result
of the similar detection used for both systems. While mugigr SM and multi-user SIMO
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may be comparable in terms of detector complexity and thebewrof transmit and receive
RF chains required, each SM node requires multiple trarsnténna elements. Therefore, by
using the spatial domain, the SM constellation points areagpin a larger Euclidean space and

have a lower error probability.

4.5 Summary

In this chapter, the performance of SM in the multiple acciegsrference limited scenario was

investigated. Two ML detectors for use with SM were discdsse

The interference-unaware detector was defined and studibe iimit as the SNR approached
infinity. Its performance over uncorrelated Rayleigh fadainannels was studied and a closed
form solution for the upper bound of the system was providadaddition, it was shown that
this detector inevitably reaches an error floor which wasddpnt on the SINR in the system.
In particular, the exact level was defined and concrete elemmpere provided. To this extent,

it was shown that the increase in the number of receive aatehas a greater impact on the
asymptotic performance of the system compared to redutiegnterference in the system.
Indeed, the addition of a single receive antenna resultggleater coding gains than reducing
the interference by more thao dB at high SNR. This indicated that the number of receive an-
tennas dominated the performance of SM in general, anctpkatiy in an interference limited

scenario.

The interference-aware ML detector for SM was proposed. s the interference-unaware
detector, its performance over uncorrelated Rayleigmtadhannels was studied and a closed
form solution for the upper bound of the system was providedaddition to avoiding the
error floor present in the interference-unaware detedterjdintly optimal detector mimicked

a noise limited scenario for the detection of all transrdittéreamsj.e., an arbitrarily small
ABER could be obtained by any node for a sufficiently high SNBh the one hand, for the
same spectral efficiency, increasing the number of trarenténnas at each of the nodes from
two to four resulted in coding gains of aroufdiB. This measure did not, however, have any
effect on the coding gain difference between the ABER cur@sthe other hand, increasing
the number of receive antennas increased the diversityeo$ythtem and provided additional
coding gains. Effectively, this increased the coding géfifeince between the ABER curves

of the nodes because the receiver could distinguish thenelamore easily and better mitigate
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interference. To this extent, the impact on the diversitg anoding gains demonstrated the
importance of the number of receive antennas in any SM systelimiting factor, as with all
ML detectors, was the complexity. In addition, the receiverist have full channel knowledge.
Nonetheless, the interference-aware detector enablecb$idrform better in terms of ABER
than the complexity and cost equivalent multi-user SIMOt@ysin an interference limited

environment.

The presented work demonstrated that in order to apply SM intarference limited scenario
effectively, the number of receive antennas should be miagin Although more computa-
tionally complex than the interference-unaware detedtar,interference-aware detector can
guarantee that the system does not reach an error floor. d¢awialysed the performance of
SM in an interference limited scenario, the performance wdlaying system employing the

SM principles is how considered in Chapter 5.
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Chapter 5
Dual-hop Spatial Modulation

5.1 Introduction

In this chapter, the application of spatial modulation ($iVB relaying scenario is proposed. As
discussed in Section 2.2, the power of a transmitted wiedamal diminishes as the distance
between the transmitter and receiver increases. As therpaliee signal decreases, the signal-
to-noise-ratio (SNR) at the receiver also decreases. Tdrerea direct communication link
between the source node and the intended destination nodaahbke established if the signal
power falls below a certain minimum threshold. One propasadtion to this problem is to

introduce a relaying node between the source and destinadides.

There are several detection methods that are used in thextaitrelaying communications

which include direct, non-cooperative, cooperative angpéide detection. Non-cooperative
detection relies solely on information recovered by thdidason from the relay. Cooperative

detection uses the signal received from both direct andirgjatransmissions and adaptive
detection chooses the best of the three presented stiaf80ie Loosely speaking, cooperative
decode and forward (DF) demonstrates the highest acheevat#s when the source to relay
channel quality is very good. Aside from thesbservatiorencoding, in which a relay encodes
only quantised versions of the received signal using ideas fsource coding, demonstrates
higher spectral efficiency when the relay to destinatiomakaquality is better than the source
to relay channel quality [80].

When considering cooperative detection, the destinatmatercombines the two signals re-
ceived from the source and relay nodes which results in agliyegain. In addition, adaptive
detection [113] and incremental relaying [80], addresss#iection of the optimal transmission
in a given cooperative situation. In particular, increnaénglaying, as presented in [80], defines
relaying protocols that exploit limited feedback from thestination terminal to dramatically
improve the spectral efficiency of the classical amplify &odvard (AF) and DF protocols.
Incremental relaying can be viewed as an extension of inentsh redundancy, or automatic

repeat request (ARQ), to relaying scenarios.
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Further improvements come in [114], where Azarian define®@erative scheme which
achieves the upper bound of the diversity-multiplexingdér@ff for a single source-relay-
destination system, called dynamic decode and forward (DDFit, the outage probabilities
and diversity vs. multiplexing trade-off characteristen® addressed and the system is com-
pared with several state-of-the-art solutions including hon-orthogonal AF protocol. The
optimality of the ARQ-DDF protocol is again addressed ing[l&here the performance of
the protocol is characterised in terms of the diversity ipleking tradeoff of the channel. In
fact, the ARQ-DDF protocol is shown to achieve the upper dafrthe diversity multiplexing
tradeoff when the source nodes do not cooperate initiallyis protocol, however, operates
on the packet layer and relies on whatever modulation tecienis available at the transmitter
for communications. Indeed, if the transmission betweemibdes can be improved, then the

source to destination performance in terms of the averagaoir ratio (ABER) will improve.

The aim of this work is to analyse the performance of SM in ayielg scenario and determine
its potential to either alleviate the multihop burden or ioye the source to destination ABER.
To this extent, the focus is on orthogonal AF and DF protoc@s the one hand, orthogo-
nal AF uses the relay antenna as a simple amplifier. Any sigeaived by the relay at time
instancet,, is amplified and retransmitted at instartge forming a non-regenerative system.
On the other hand, the orthogonal DF algorithm decodes tevedd signal at the relay, then
re-encodes and retransmits this information, establishiregenerative system. Outage proba-
bilities, mutual information calculations and transmietisity bounds for AF and DF relaying
are derived in [80] with the source to destination perforogabeing considered in [81]. Taking
into consideration the above relaying protocols, the usibfs proposed to provide additional

power and capacity gains over the non-cooperative AF andyBtemss.

In orthogonal AF and DF, two time slots are needed for thevagleinformation to reach the
destination node, effectively halving the source to refagcsral efficiency. To this extent, dual-
hop spatial modulation (Dh-SM) can partially mitigate thffect. Dh-SM can use the spatial
domain to transmit additional information bits, while m@iiming a fixed signal constellation.
Since the receiver decodes the channel used for the trasiemist can determine the trans-
mitting antenna and decode the bits used to activate théitgar antenna. This serves to
increase the source to destination spectral efficiency bevate the multihop burden, as will
be explained in Section 5.2. Alternatively, a lower orderdolation scheme can be used for

the signal domain transmission which leads to a lower trénsower requirement. In fact, this
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Figure 5.1: System setup for Dual-hop Spatial Modulation whébest’ is the destination.

is a unique advantage that Dh-SM has when compared to all mlaying systems resulting
in a better ABER at the destination for the same transmit poves Dh-SM can increase the
coding gain of the system. It is the application of SM to a dtad DF relaying system that
is termed Dh-SM and is shown in Fig. 5.1. SM, however, reguimalltiple transmit antenna

elements which may not be feasible when dealing with simpubeies.

SM is also applied to a system with distributed relaying sodermed distributed spatial
modulation (DSM). In a realistic scenario, the distributesmtles in a DSM system would be
simple relays which have only a single antenna used for batismission and reception. How-
ever, if each node has at most one receive antenna, theneansgsiploying the SM principle
will perform worse in terms of the ABER when compared to asitzs single-input single-
output (SISO) system, as is shown in Section 4.3.2.2. Tosreéach node in DSM is assumed
to have multiple receive antennas. On the one hand, mulggleive antennas are necessary
in any system employing the SM principle since it is the nundjgeceive antennas that sig-
nificantly influences the performance of SM relative to otB&vIO systems, as is shown in
Section 4.3.2. On the other hand, the multiple receive aat&tements may also be used as
transmit antennas. However, having distributed nodes muitliiple transmit antennas means
that Dh-SM would become the backbone for analysing the DS#esy, which is not the
purpose of introducing the distributed scenario. In patéi; the idea behind DSM is to ex-
amine the performance of SM in a distributed scenario, whiegecombination of the relay
nodes forms a virtual antenna array and no relay node hagpleutansmit antennas available.
Therefore, only a single transmit antenna per relay nodssisraed. Fig. 5.2 shows an example
of a DSM system where, according to the SM principle, onlyrgls relay node is active at

any transmission instance.

In the remainder of this chapter, the system model for Dh-Shhiroduced in Section 5.2,

the theoretical framework is provided in Section 5.3 andrthmerical results for Dh-SM are
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Figure 5.2: An example of Distributed Spatial Modulation, with fouragihodesR;c 1,2 3},
each having multiple receive antennas and only a singlestrabantenna. No relay
nodes cooperate with each other and, given that the infaomdtom the source
is decoded correctly at each relay, form a virtual antenneagr The solid line
between the relays and the destination denotes the actimiitevhile the dashed
lines denote potential links.

discussed in Section 5.4. The system model and the ABER of @&Mthen analysed in
Section 5.5. The performance of Dh-SM is finally comparechtd tbf DSM in Section 5.6.

Lastly, the chapter is summarised in Section 5.7.

5.2 System Model

A three node scenario, as shown in Fig. 5.1, is assumed. Beegh AF, DF and Dh-SM use
only a single antenna at any transmission instance and tsingle radio frequency (RF) chain,
Dh-SM requires the transmitter to have multiple transmteanas available. In particular, the
aim of this chapter is to characterise the ABER performarfca gystem using Dh-SM. As
such, its ABER is compared to that of a system employing remperative DF. Given that
the source broadcasts a signal constellation symholhen the received signal is given by
Yr = h(n, T +nr, Wheren, is the index of the transmit and is the index of the receive
antennah,, . is the fast fading channel coefficient of the link betweenabtve antenna;

and the receiving antenna ), is the additive white Gaussian noise (AWGN) and is described

by CN (0,0?) with o2 = 1/~ wherey is the average SNR of the link. The estimated symbol
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at each receiving node in the DF system using maximum ratitba@ng (MRC) is given by

0 (h%))* Y (ko)

Logt = * ’ (51)
(b))
T
where(-)* denotes the complex conjugate aimﬁfif) = [ hmg1)s - b is a vector

(0
composed of the single tap channel coefficients from antenia the<ftlrtf;1]:;sr21itting nodg to
the receiving nodé which hasNﬁZ) number of receive antennas. In addition, the transmitting
node is either the source (s), or the relay (r), while theiviog node is either the relay or
the destination (d).e., k € {s, r} and? € {r, d}. Furthermore, the received VeCt®iy), is
comprised of the symbols at each receive antenna on foénally, :cfﬁ is passed through

a maximum likelihood (ML) detector, at both the relay andtihegion nodes, to recover the

original bit sequenca,e., a hard decision is also made at the relay.

A ML decoder is considered for detection in Dh-SM. It computiee Euclidean distance be-
tween the received signal,,), and the set of all possible received signals, selectingltsest
one [52],

(Test, ) ) = a:‘ghri}l};l { ‘ ‘Y(kf) - hﬁfié)x‘ ‘2} ; (5.2)

r e X, nte{l,...,Nt(k)},

where the paifzs, nt)(k) is formed from the estimated symhaly;, emitted from antenna;,
on nodek, x is the current symbol being evaluated from the set of passibhstellation points

X, andNt(k) is the number of available transmit antennas on riade

Example:

A basic relaying system is assumed, as shown in Fig. 5.1. sfressions are carried out at
2 bits/s/Hz in the signal domain and only a single transmieana is active at the source and
relay nodes. On the one hand, orthogonal AF and DF requirdita® slots for the relevant
information to reach the destination node. This results soarce to destination spectral effi-
ciency of1 bit/s/Hz. On the other hand, if the system in Fig. 5.1 is ader®d with a single
transmit antenna at the source and four transmit antenrthe atlay,2 bits can be sent in the
signal domain an@ more in the spatial domain on the relay to destination linkfakt, the use
of SM on the relay to destination link enables the system tratp att bits/s/Hz on that link.

In particular, the source can transmit to the relay in thé five time slots a total of bits since
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the system remains unchanged in the source to relay linkurin the relay can then transmit
those4 bits to the destination in the third slot by making use of that®l domain. To this
extent, the use of Dh-SM results4rbits going from the source to the destination in three time
slots and an end-to-end (source to destination) averagerapefficiency ofl1.33 bits/s/Hz; a

33% improvement over standard AF and DF.

Alternatively, Dh-SM can be used to improve the ABER of theteyn by transmitting a lower
order modulation signal symbol. In particular, the codirming of Dh-SM are quantified in
Section 5.4.2.

5.3 Analytical Modelling

The scenario presented in Fig. 5.1 represents a well-knathogonal relaying system. A
major distinction is the use of multiple transmit and reeeantennas. To this extent, the end-
to-end performance of a two-hop wireless communicatiotesysvith non-regenerative (AF)
and regenerative (DF) relays over a Rayleigh-fading chasrgesented in [81]. The authors
develop a closed form expression for the ABER of AF given imieof the moment generating
function (MGF) of the system. Furthermore, the system parémce in terms of outage proba-
bility and ABER demonstrate that DF systems perform belian tAF systems at both low and
high average SNRs in a Rayleigh fading environment. For#ason, the ABER performance
of Dh-SM is only compared to that of DF. The aim is to show ttm&t tise of SM in a fixed

relaying system can provide coding gains.

Starting from the system model presented in Section 5.&itjmal undergoes two stages of de-
coding [116]. To this extent, the ABER, for all dual-hop regeative systems over independent

channels, can readily be expressed as

Psay = Psry + Pray — 2Per) Pra)- (5.3)

Py 1s the ABER of the link between nodésand ¢ with an average SNR of(;,. In a
regenerative system, the overall ABER is a function of tltvidual links. This means that if
a system performs better in terms of ABER on the individuaidi it will also perform better
for the dual-hop. To prove this claim, the directional datiee of .4y with respect toP,)

and P,q) is considered, given that botR,y and P,q) must be less thai/2. A unit vector
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u = < a,¢& > is defined wherer ande are non-negative coefficients defining the direction of

the derivative. The directional derivative,,, of Pyq) is then given by

VuPisa) = a (1 —2Pgq)) +& (1 — 2Py) - (5.4)

Looking at (5.4), it is clear that the directional derivatiis monotonically increasing with
respect to the individual error probabilities sind@,), Puq)} € [0, 1/2]. The expressions for
these error probabilities are now analysed. Since the bwstem error depends solely on
the error of the individual links, it is sufficient to analyd® error expressions for the arbitrary

single-hopk to ¢ link.

The ABER of a SIMO system usinﬁ-quadrature amplitude modulation (QAM) across mul-
tiple fading channels is given in (5.5). To this extent, tkagralised expression for the ABER
of a single-hop link between nodésand/ using QAM and Gray coding is given in [111] such

that
— M (£)
SIMO VM -1 v 1 (2 c !
P(kf) =4 = — Z — M'Y(k[) a 2/ dev (55)
\ /Mlogz(M = 7 Jo 2sin”(0)
where

~ 3logy(M)(2m — 1)’
M—1 ’
and. M, (s) is the moment generating function of the fading channel. Mbenent generating

functions for different channel fading models can be founfliL1]. In particular, the MGF for

a Rayleigh fading channel is given by

Dh-SM is, in principle, a DF system and its ABER can be represe by (5.3), where the

individual error probabilities are those of the individ&i links.

The ABER of SM using the optimal detector can be obtainedgugie union bound approach

presented in Section 3.4.1, and is given as

(5.6)

< ZNt ey (@, 14, &, 701) Byy [PEP (1) (2, 0y, &, 0y)]
10g2 MNt) MNt '
T, 1,

X
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such thatd iy (z, ny, &,7¢) = d(ng — 1,7 — 1) + d(x, ), whered(-,") is the Hamming dis-
tance between the binary represention of two symbol conmimg the same set and

Qw) = \/%7 [ exp (—%) dt defines the&)-function.

PEP 1) (@, 0y, &, 71g) = Pr{hgﬁ@x + hg‘;@ﬁc} is the pairwise error probability (PEP) on the
link between nodé: and node? where the symbat, emitted from antennay, is detected as
symbol z, emitted from antenna, and Ex[-] represents the expectation of the system with
respect to the chann@l. Using similar analytical steps as for (4.4), the PEP betwvtbe nodes

k and/ can be obtained as

&R Y
PEP ) (z, ng, &, 14) = Q <\/% ‘

2
h(s — h;’jf)g:«H ) . (5.7)

Given this analytical modelling, the ABER performance of-Bil and DF is now analysed.

5.4 Numerical Analysis

The aim of this section is to compare the performance of Dhv@t that of DF under the
same spectral efficiency in a variety of conditions. In gattr, the presented results depict
the different behaviour of the system When'_l\i)(s) is changed, ii)Nt(r) is changed, iii)V,"

is changed, iv)Nﬁd) is changed and, V() is varied. The work begins by analysing the
most constrained Dh-SM system whdkés) —o N = 2,Nt(r) —2andNY = 2. Each

parameter is then adjusted to see the effect it has on thensyst

5.4.1 Simulation Setup

A frequency-flat Rayleigh fading channel with no correlatietween the transmitting antennas
and AWGN is assumed. In addition, MRC in combination with M&t@kttion is used in the DF
system, with the ML detector in (5.2) being used for Dh-SM.rtkermore, perfect channel
state information (CSI) is assumed at the receiving nodds mo CSI at the transmitter. Since
part of the data is encoded in the spatial domain, Dh-SM uk®sex order modulation symbol.

Nonetheless, the energy per symbol is equivalent to th&ieiidf system.
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5.4.2 Results

In the legend on each figur&n represents the analytical ABER on the link, whiam is the

simulation result. The analytical expression in (5.5) déss the behaviour of DF, whereas
(5.6) bounds the behaviour of Dh-SM.

==

——DF——An

—DF—-Sim ©
Dh-SM--An: N, =32

s - t 32

o

‘| __.Dh-SM--sim: N =2
.. Dh-SM--sim: N©® =4

.. Dh-SM--sim: N =32

10_ 1 1 I I I
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Figure 5.3: ABER between the source and destination whgn = v.q) and the number of
transmit antennas at the source is varied” = N@ — 9 Nt(r) = 2 and
the average source to destination spectral efficiency/fi®its/s/Hz. The arrow
on the figure indicates the progression of the curves goiog ﬂsft(s) = 32 as the
leftmost dashed curve wt(” = 2 as the rightmost dashed curve. To improve the

legibility of the figure, the analytical results fav\® = 2 and N\*) = 4 are not
presented.

The effects of additional transmit antennas are now andlybeFig. 5.3, when the source to
relay and relay to destination channel conditions are coaige, Dh-SM exhibits over 2 dB
coding gain relative to DF as the signal constellation use®h-SM is reduced. However,
as any DF system, Dh-SM is susceptible to bottlenecks. Iticpdar, Fig. 5.3 shows that
the relay to destination link constraints the performancB®l>-SM and the addition of more
transmit antennas at the source results in marginal gaideet, having transmit antennas at
the source increases the coding gains of Dh-SK1.4adB and transmission usirgp transmit
antennas results in coding gains of oslj dB, despite using only binary phase shift keying

(BPSK) as the signal constellation. In addition, Fig. 5.8veh that the high ABER on the
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relay to destination link also affects the analytical resulAs discussed in Section 3.4.1, the
union bound approach leads to asymptotically tight anzd{tiesults, as the mass of the two-
dimensional Gaussian distribution around each SM coasitatl point becomes concentrated
around its mean. The same principle is true for Dh-SM, howefvene of the links exhibits a

high ABER, then the overall analytical expression will némther to converge to its asymptote.
Nonetheless, the coding gain between the simulation arlgitenaé curves is decreasing as the

ABER of the system decreases, which is expected when usingniion bound approach.

10
10" e
® | |—#—DF--An
9101 |- pF—sim )
. rN _—
o Dh-sM——An: N =32
Dh-SM—-Sim: N =2
10° | t
... Dh-SM—sim: N® =4
_ .. Dh-SM--sim: N =32
-4
10 L L L L
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Figure 5.4: ABER between the source and destination wign = 7(,q) and the number of

transmit antennas at the relay is varie(N,Sr) = N,Sd) = 2, Nt(r) = 32 and the
average source to destination spectral efficiency is equalibits/s/Hz. The

arrow on the figure indicates the progression of the curveagifrom Nt(r) =32
as the leftmost dashed curveMﬁr) = 2 as the rightmost dashed curve. To improve

the legibility of the figure, the analytical results fb/f't(r) =2and Nt(r) = 4 are not
presented.

As a next step, the bottleneck on the source to relay linkiisked by setting\fts) = 32 and the
effects of the number of transmit antennas at the relay ilys@a To this extent, coding gains
of 3.5 dB relative to DF are achieved with ortransmit antennas at the relay, as illustrated in
Fig. 5.4. This advantage is increased to abbdB with 4 transmit antennas and reacliedB
when using32 transmit antennas at the relay. In general, systems witle imnailable transmit
antennas exhibit better performance in terms of the ABER@s$SM symbols are spread in a
larger Euclidean space for every additional antenna atémsmitter, although the coding gains

achieved are diminishing. In addition, as the ABER on eathkib reduced, applying (5.6) for
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Figure 5.5: ABER between the source and destination whgn = vq) and the number of

receive antennas at the relay and destination is variHéﬁ.) = Nt(r) = 2 and the
average source to destination spectral efficiency is equalitbits/s/Hz.

10

each term in (5.3) provides an asymptotically tight uppeauriabfor the source to destination
ABER, as shown in Fig. 5.4. Furthermore, while haviigtransmit antennas on a single node
may not be realistic, this work provides a basis for the etqgbperformance of a distributed
relaying scenario employing SM where multiple transmieants would be available. Indeed,
Section 5.5 looks at the ABER of a system employing distebuelaying nodes as compared
to the system employing fixed relaying nodes. In particudr;SM is compared to DSM in
Section 5.6. In addition, multiple transmit antennas for &vhot mean multiple RF chains. In

fact, multiple transmit antennas can be obtained by simaljrty more antenna elements.

The behaviour of Dh-SM with respect to the number of receivernas is now investigated.
As Fig. 5.5 shows, Dh-SM performs better as more receivenaateare added to the system,
irrespective of which node they are added to. Despite thingaghins observed, the system is
still limited by its worse performing link in terms of the ABEsince the diversity of the overall
system ismin {Nﬁr), N,@)}. In particular, this is evident if the slopes of the differenrves

in Fig. 5.5 are compared in the high SNR region. Indeed, F§sbows that Dh-SM has about
2.2 dB coding gain with respect to DF when there an@ceive antennas at both the relay and

the destination. However, when there arand4 receive antennas at the relay and destination
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Figure 5.6: ABER between the source and destination whel = 7,4y and the number of

transmit antennas at the source and relay is varieN,gr) = Nﬁd) =4 and the
average source to destination spectral efficiency is equalitbits/s/Hz.

nodes, respectively, Dh-SM ha2# dB coding gain with respect to Dke., the performance
of Dh-SM improves by).4 dB with the addition of receive antennas at the destination. Again,
the small increase in the coding gain as the number of re@itennas at the destination is
increased, is the result of a bottleneck created by tlexeive antennas at the relay. However,
when there ard receive antennas at each of the nodes, Dh-SM exhibits &®wB better
performance compared to DF. Furthermore, the coding gailiSM are in addition to the
diversity gains experienced by both DF and Dh-SM, a resuti@easing the number of receive

antennas.

With the separate effects of the number of transmit and vecaitennas analysed, Fig. 5.6
shows that Dh-SM can exhibit betwegdB and10 dB gains compared to DF when the number
of receive antennas at both the relay and the destinatiowisased td and N® = N In
particular, these gains are larger than those presenteid.id B and Fig. 5.4 since both links
have more receive antennas. The greater number of receisenas provides an increase in
spatial diversity for both DF and Dh-SM with further codingiigs for Dh-SM. Indeed, the
coding gains exhibited by Dh-SM are partially a result of litnger order signal—-constellation

symbols used in SM transmission and are discussed in Set8dhfor a single link.
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Figure 5.7: ABER between the source and the destination fNr,(r):NT(d)ZQ,

Nt(s) = Nt(r) =2, and the average source to destination spectral efficiency
is equal to3.5 bits/s/Hz. The channel gains are varied.

With the effect of the number of antennas analysed, Fig.rows the effects of varying the link
SNRs,i.e, V() # V(xa)- Both DF and Dh-SM, exhibit better performance when the ayer
SNR on the source to relay link is greater than the average &NiRe relay to destination
link, as shown in Fig. 5.7. Nonetheless, the performanderdifice between the two systems
remains unchanged regardless of the ratio betwggnand~yq). This means that the effects

discussed above extend to arbitrary channel gain conditod system geometry.

5.5 Distributed Spatial Modulation

Applying SM in the relaying scenario is shown to result imdligant coding gains for a system
with a fixed relaying node. Next, the aim is to analyse the iela of a system employing the
SM principles in a distributed scenario. In particular, &BER of a system with two relaying

nodes that make independent decisions on data forwardoiwracterised.
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Figure 5.8: Distributed Spatial Modulation: The source node, broadcasts a message at
1bit/s/Hz using SSK. The relay nodeRy and R;, have the same number of re-
ceive antennas as the destination nddeand decode the message independently.
Ry only transmits a signal when it sees a ‘0’ in its decoded mgess8imilarly, R,
only transmits a signal when it sees a ‘1’ in its decoded ngpssa

5.5.1 System Model

The system shown in Fig. 5.8 is assumed. All analytical @#ons are applicable only if
the spectral efficiency of the systemlig,(/V, ) whereN,, is the number of relay nodes. In
particular, the analytical result is only valid when the lpability of incorrectly activating a

relay is the same as the probability of error for a given syimbo

To this extent, the simplest system transmitting &it/s/Hz using space shift keying (SSK) is
considered. The source is assumed to Ravansmit antennas and all receiving nodes (the two
relays and the destination) had&. number of receive antennas. In particular, the two relays
aim to operate as a virtual antenna array where the arragmigsmusing SSK principles.e.,
relays Ry or Ry activate only when a ‘0’ or a ‘1’ is detected, respectivelyurthermore

is the SNR between the source aRgl, v, is the SNR between the source aRd, vop is the
SNR betweenR,; and the destination, angip is the SNR betweerR; and the destination.
Additionally, a strictly two-hop system is assumed with ri@dt communication between the
source and destination nodes. Before proceeding withdurlork, the ABER for a point-to-

point SSK system must be determined. In particular, the ABE&2-by-V,. SSK system.

5.5.2 Derivation of the ABER for SSK

The general detector for SM can be reduced to an SSK detexgomengr = 1 for all events.

In this case, the optimal detector for SSK is given as
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= arg min —he 2L .
i mE{l,2,...,Nt}{Hy h”tHF} (5.8)
In particular, the ABER of any point-to-point SSK system &a&mposed by using a union bound

approach and is given as

N¢ N

nt -1 nt - 1) EH [Pr(hn 7& hn )]
ABERggk < Z Z gy (V) N: t (5.9)

After some analytical manipulations, similar to (4.4), BieP is given as

Pr (hm 7é hﬁt) = Q (\/f—]\z Hhm - hﬁt”%‘) : (510)

It should be noted that this PEP is valid for all channel fgdatatistics and is equal to the

instantaneous symbol error ratio (SER3,,

wherey = £z is the instantaneous SNR.

If a Rayleigh fading channel is considered, the closed fastat®n for E4 [Pr (h,,, # hy, )]

in (5.9) can be derived by employing the solution to [110, 68]. By assuming a Rayleigh
fading channel, the argument within (5.10) can be represess the summation 8fV,. squared
Gaussian random variables, with zero mean and variance tqlia This means they can be
described by a central Chi-squared distribution Wii¥i. degrees of freedom and a probability

density function given in (4.15). The result fif, [Pr (h,, # hy,)] is given as

Ny—

1
B [Pr e, 2 el = 707 Y (V7 oo e
0

r=

such thatf (/) is given in (4.18) andh = ==

In general, (5.9) is a union bound to the ABER of any SSK sydtemRayleigh fading envi-
ronment. In particular, this is an exact closed form for tH2ER of a2-by-V,. system since the
PEP exactly defines all error events. In addition, the ABEfRéssame as the average symbol

error ratio (ASER) since the Hamming distance is either 0 for the 2-by-N, SSK system
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which also means that the instantaneous bit error ratio jB&E&jual to the instantaneous SER.

The source to destination ABER for DSM is now considered.

5.5.2.1 Analytical Source to Destination ABER for DSM

The source to destination instantane®IsR can be defined as
1
BERy = 5 [BERSd|0 + BERSd|1] (5.12)

whereBERyo andBERq|; are the source to destinati®#tR given a ‘0’ or a ‘1’ was trans-
mitted by the source, respectively. Both of the relays, a4 agethe destination, use a ML

receiver. After some analytical manipulations shown in &pgix B.1, (5.13) is obtained.

Pc is the probability of correct detection by both nodes, witijg is the probability of incorrect
detection by both nodes. In additiofz, is the probability of both nodes activating when
only Ry was intended andz); is the probability of both nodes activating when oifty was
intended. To this extent, the expressions goverrdtag Py, Pgo and Pp; in terms of the
BER as a function of the respective SNRs, are given in Appendix Blhe full source to

destinationBER, can now be posed as

BERs«a = 3BERuqo+ $BERw
3 [Pc (BER(70p) + BER(71D))]

+ 3[Pw (1—BER(yop) + 1 — BER(71p))] (5.13)

+ % [P0 BERgp,1p]

+ % [Pgp BERipop] -

In particular, BERgp /1 is the probability of detecting ‘1" at the destination wheh was
transmitted from the source and both relays are active.|&IWiBER op is the probability

of detecting ‘0’ at the destination when ‘1’ was transmitteain the source and both relays are
active. In addition, the probability of error is governedthg strongest SNR when both relay
nodes are active,e., given a constant transmit power éf,,, it is governed by the channel
attenuations. Specifically, if both relay nodes are actilien the destination will detect an
interference limited signal. Analytical work for the pemfimance of the system in an interference
limited scenario is shown in Section 4.3.1. In this scenatie ‘correctly’ decoded symbol

will be the one detected on the better linle., the link with the weakest channel attenuation.
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Therefore, ifygp < 1D, then the event of detecting a ‘0’ when a ‘1’ was sent from th&ce
constitutes an error and is governed®¥R(v1p /v0p). However, the event of detecting a ‘1’
when a ‘1’ was sent from the source is correct and is giveh-aBER(v1p /7op ). This means
that if yop < vip, thenBERp/1p = 1 — BER(y1p/v0p). Similarly, if y1p < ~op, then
BERp/op = 1 = BER(70p/71D)-

At this point, to move from the instantaneoBER to the ABER, the expectation of (5.10) with
respect to the fast fading channel coefficients must bemddaiTo this extent, the expectation
with respect to the channel for all multiplicati&ER. terms that compose it must be consid-
ered for each term in (5.13). The ABER of two multiplicatii?® R terms, assuming that the

channels are identical and independently distributedl (),iis given as

Ero,1op [BER(70)BER(v0p)] = E#, [BER(70)] Et¢op [BER(70D)] , (5.14)

whereH, andHyp are the channel matrices between the sourcgtand Ry to the destina-
tion, respectively. Given this independence, after somthemaatical manipulations and real-
ising thatBER(0) = 0.5, the closed form for the source to destination ABER for theteay

presented in Fig. 5.8 can be derived. For the sake of coregsen

Py = En, [BER(70)]; Pop = Enop, [BER(Y0D)]5 Pop/ip = Enp [BER(y0p/71D))]
and

Py = Ey, [BER(1)]; Pip = Exn,p, [BER(71D)]; Pipjop = Ew,y [BER(v1D/70D)] -
From here, the source to destination ABER for the distrithatese using SSK can be defined.

Ifyop = 71D, then

(5.15)
ABER(Sd) = % [Py+ P+ Pop + Pip — (Po+ P1) (Pip + Pop)] -
If7op > 71p, then
ABERgq) = $[1.5P +05P + Pop + Pip — (Po+ P1) (Pop + Pip)]
— 5 [P Pr(Pop + Pip) + Popjip (P — )] -
(5.16)
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Ifyp < 7D, then
ABER(q) = 5[0.5Py+1.5P1 + Pop + Pip — (Py + P1) (Pop + Pip))]

— 3 [PoPr (Pop + Pip) + Pipjop (Po — P1)] -
(5.17)

The accuracy of the analytical expressions vs. the sinmuigtin the high ABER is shown in

Fig. 5.9. The ABER performance of DSM can now be comparedabdhDh-SM.

N(r): N(d):l
r r

N(r): N(d):3
r r

0 5 10 15
SNR/dB
Figure 5.9: Simulation vs. analytic prediction for DSl\Nt(S) = 2, Nt(’") =1,N, =2and

a varying number of receive antennas. The markers denotsirtingdation results
while the solid lines are the analytical predictions. Theise to Ry link expe-
riences al0dB weaker channel than the presented SNR. The sourég tink

experiences & dB stronger channel than the presented SMR.to the destina-
tion link experiences &0 dB stronger channel than the presented SR to the
destination link experiences the presented SNR.

5.6 Comparing Dh-SM and DSM

The aim is to compare the performance of Dh-SM relative to thdSM. In particular, to
define the ratio between the distributed relaying systeml@yimy SSK and a fixed node re-
laying system using SSK. To this extent, Section 5.4 shoasthie worst performing link in
a relaying scenario becomes the bottleneck for all othemeonications. Therefore, to ensure

a fair comparison between the two systems, the same SNRdette relay nodes is sete.,

92



Dual-hop Spatial Modulation

Py = Py = P1. Furthermore, the probability of error between relayand the destination
in DSM, is assumed equal to the probability of error betwdenrelay and the destination in

Dh-SM,i.e, a factor,(, such that’,.q) = Fop = (Pip is established. With these assumptions,

ABERpwsm = Fo + (Pip — 2¢Py Pip, (5.18)
and
1 1 1
ABERpsy = Py + ;Cpm - ‘gcpop1D - ‘£<P§P1D. (5.19)

In particular, Py and P;p are the ABER of two, point-to-point, SSK systems. In a Rafiei
fading environment, the closed form for each is given by1k.1n addition,( = Pyp / Pip IS
the ratio of the ABER on the link between rel@y to the destination relative to the ABER on
the link between relay?; to the destination. In effect,is proportional to the ratio of the SNRs
on those linksj.e., { % This means that is monotonically increasing as either value is

varied.

The ratio of ABER g relative toABERpgsy is given in Fig. 5.10. In particular, the ratio of
the ABERs is one fo{ > 1. This proves that Dh-SM performs better than DSM when adiyrel
to destination links in the system experience the same $HRP,q = Pop = Pip. Indeed,

if ( =1in (5.19), it follows thatABERpnsm < ABERpgy. In addition, as( increases, a

monotonic increase in the performance difference betwaetwo systems can be seen.

The worse performance of DSM can be explained by lookingatthor terms that compose
its ABER. Indeed, the distributed nodes mean that an inctlyrdetected symbol by any node
has a greater effect on the overall ABER. In particular, éhare conditions which permit
either both relay nodes to activate simultaneously or ndken all transmit antennas are on
the same node, however, the activation of only a single aaten any transmitting instance
is guaranteed. In addition, the performance differencevéen the two systems depends on
the relative SNRs on the relay to destination links. This mseat the applicability of DSM
depends on the deployment scenario. On the one hand, DS iesedf to the creation of
self—-organising virtual antenna arrays. On the other hiapeyforms worse in terms of ABER
than Dh-SM.

DSM also requires the use of more RF chains, since every raddg must be capable of
broadcasting and every node must have the same number nveracéennas. To this extent, if

one node has fewer receive antennas than the rest, it wél&aegative influence on the ABER
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Figure 5.10: Numerical analysis of the ratio between Dh-SM and DSM, i.e.,
ABERppsy /ABERpgsy,  when N® =2 N =1, N,=2  and
NT(T’) = N,gd) =1. 7o is the SNR presented. The horizontal plane defines
the decision boundary below which th&BERpsy is smaller than the
ABERpusm. However, this only occurs fof > 1 which proves that Dh-SM
performs better than DSM when all relay to destination linksthe system
experience the same SNR.

of DSM. In particular, work in Section 4.4 and Section 5.49wh that the number of receive
antennas plays a key role in determining the ABER performarfi@ny system employing SM
by providing both coding and diversity gains. Indeed, therall system diversity is limited
by the minimum number of receive antennas at any receivinig nohether it is a relay or the
destination. The influence of the number of receive anteizso apparent when considering
that each term in (5.18) and (5.19) is the ABER of a single. linkaddition, by having a single
relay node, Dh-SM can better exploit the multiplexing andrgyg efficient benefits of SM by

employing a single transmit RF chain at the relay.
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5.7 Summary

In this chapter the application of SM in a dual-hop, non-@arafive scenario was considered.
In particular, the spatial domain of Dh-SM was used to trahsetra information bits which
help alleviate the multihop burden. Dh-SM was also showndwide coding gains by lowering
the number of bits sent in the signal domain. In addition,uhien bound method was used to
bound the ABER behaviour of SM and provided an estimate fermptbtential performance of
Dh-SM.

It was demonstrated that the application of SM in a relayicgnario results in better end—to—
end system performance when compared to non-cooperativ@dXhis extent, the coding gain

improved as the number of transmit antennas increasechat dite source or relay nodes. The
coding gain was also improved when more receive antennas adeted at either the relay or

destination nodes.

A closed form for the ABER of a two relay node DSM system wasmerand verified through
simulations. It was shown that the ABER of DSM was governethieyABER on the weakest
link in terms of the SNR. To this extent, its performance waftuenced by the number of
receive antennas at each relay. In particular, the numbeeagfive antennas at each node
should have been the same to allow the system to take fullhéatya of SM. If this was not
the case, then the system experienced a bottleneck as teepeodiorming link dominated the

source to destination ABERDby limiting the overall diveysih the system.

Furthermore, DSM was shown to perform worse in terms of th&eRBvhen compared to
Dh-SM. In fact, Dh-SM exhibited a better ABER performancartibSM if the same source to
relay SNR was assumed. In particular, a single relay nodeveditwo erroneous events which
were possible in DSM and improved the source to destinatiBER of Dh-SM. In addition,
the energy consumption and cost of employing a single Rihdbatransmission make Dh-SM

a more suitable candidate for relaying systems.

Having analysed the application and performance of SM irreta&ying scenario, the practical

implementation of a SM system is now considered in Chapter 6.
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Chapter 6

Practical Implementation of
Spatial Modulation

6.1 Introduction

The performance of spatial modulation (SM) has been andlisa variety of scenarios thus
far. In Chapter 3, a novel method that permits the transntittée equipped with an arbitrary
number of transmit antennas is proposed. In Chapter 4, Skpkoged in the multi-user, inter-
ference limited, environment. In particular, a maximunelikood (ML) detector is proposed
and the system employing SM is shown to perform better thacdbt and complexitequiv-

alent SIMO system. In Chapter 5, the average bit error ré&§BER) of SM in the relaying

scenario with both fixed and distributed relaying nodesssuksed. Along with other theoreti-
cal work done in the field and discussed in Section 2.4.2, S#iesvn as a viable candidate for
future wireless networks. Despite the generated inteneSM, however, there is no practical

implementation to prove that SM behaves as predicted intdrature.

This work is part of a larger project that aims to demonst&iteas a candidate fourth genera-
tion (4G) transmission technique capable of providing gnefficient high speed data transfer.
To this extent, parts of the digital signal processing athors were developed jointly with Dr.
Read Mesleh and Mr. Abdelhamid Younis. In addition, the desed to obtain the channel
statistics was collected by Dr. Pat Chambers as part of ty@rige4G, UK-China Bridges
project. In this chapter, the performance of SM in an expenital environment is presented for

the first time in the world.

The remainder of this chapter is organised as follows. Tlsg&esy set-up, equipment, digital
signal processing and channel characteristics are pesbémtSection 6.2. The equipment
constraints are then considered in Section 6.3 while thé/ticel modelling is discussed in
Section 6.4. The performance of SM is then characteriseddrexperimental and simulation

environments in Section 6.5. Lastly, the chapter is sunsadrin Section 6.6.
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6.2 System Set-up and Transmission

The system set-up and transmission chain, from the gearratithe binary information to its

recovery, are explained in this section. Fig. 6.1 shows #ta dncoding and decoding chain.

Binary Channel Binary
Data Data
Tx1 h Rx1
+ L <, | $
e had) < _ T .
DSPTx | > PXleTx [, ‘ = Pxle-Rx [ > DSP-Rx |
~ N2y~ N X
Y - SR > Y
heo

Figure 6.1: Block sequence of the main steps in the experiment, fromeheration of the
binary data to its recovery.

The binary data to be broadcast is first passed through titaldignal processing algorithm at
the transmitter, (DSP—TXx). The processed data is then gpassbe physical transmitter on the
National Instruments (NI)-PXle chassis, (PXle—Tx). Eatkthe transmit antennas (‘'Tx1’ and

‘Tx2") are then activated according to the SM principles aagier frequency 02.3 GHz. The

DSP-Rx

ﬂ Synchronisation

DSP-Tx

Sync and SNR

Binary file for Tx1

\
\
\
—»/

. i inary fi |
Tuning L EIER] LR [Re ‘ SNR Calculation
Signal f*\/\(y i ‘
| Power] * 5 ‘ Extract Frames
Up Sa.mpI.inQ and Wireless Channel and + -
F'It?”ng Hardware Influences Down FSﬁmplmg and
iltering
P”%a?jr;j(ijnzgero ’ e Frequency Offset
A ‘ Correction
| Binary file from Rx2
SM Modulation L Ch_ann_el
i Estimation
; Binary file for Tx2
Framing ‘ SM De-Modulation
A \
v
Binary Data ‘ Binary Data

Figure 6.2: Binary data encoder (DSP-Tx) and decoder (DSP—RXx) algostfor SM.

data is received after passing through the channel. Ircpéati’,,, . is the fast fading channel

coefficient on the link between transmit antenna,and receive antenna, The receiver then
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detects and processes the radio frequency (RF) signal ie-H«. Lastly, the receive side
digital signal processing algorithm (DSP—RXx) recoversahginal data stream. To this extent,
Fig. 6.2 is a more detailed layout of the DSP-Tx and DSP-Rarglgns where the relevant
information is labelled as ‘Binary Data’. The experimenpe&formed in a room environment
with a line of sight (LoS) between the transmit and receivieamas. Fig. 6.3 shows the exact

geometry of the experiment in terms of the relative antepa@iag.

Ground

Figure 6.3: Physical experimental layout: A pair of receive and a paitrahsmit antennas are
set2.2m apart from each other with a direct line of sight. Each pairavtennas
is 1.5m from the ground and there is #) cm spacing between the antennas in
a pair corresponding td.77 times the wavelength &t3 GHz. All antennas are
omnidirectional.

40001
35001 Pilot and Information Data
Frequency Offset
——> | € >
3000+

Amplitude (116)
[ N N
[8)] o [6)]
o o o
S & 5

26100 samples |

10001

500r

4 4.05 4.1 4.15 4.2 4.25 4.3
Number of Samples % 10°

Figure 6.4: The absolute value representation of a single frame fronvwtor being trans-
mitted byTx1 in the 16 data format which is a signel5 bit representation of
an integer number. Each frame is composed of the pilot arguéacy offset es-
timation along with the information data section. Each fealmas at mos26100
samples.
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6.2.1 Digital Signal Processing for Transmission (DSP-Tx)

As seen in Fig. 6.2, the binary data is first split into infotima segments of the appropriate
size. The information data in each segment is then moduletied) SM. A pilot signal used for
channel estimation is then added, along with a frequengebéfstimation section. In addition,
zero-padding is performed which permits up-sampling ofdai while maintaining the same
signal power. The up-sampling ratio is set to four and thesaqppled data is then passed
through a root raised cosine (RRC) finite impulse responbg) (fiiter with 40 taps and a roll-
off factor of 0.75. A large roll-off factor and a long tap-delay are necessargrisure that the

power is focused in a short timie., ensure that only a single RF chain is active. In addition,

4

x 10
|| X:3939 |
8[| v:3.277e+04
2.5¢ g
©
o4 2r R
(&) . . .
o Synchronization section
2 1.5 o< |
o
1S
< 1l | SNR section Data section i
v gh )
' 1X: 3.84e+05 '
0.5F 1Y: 2896 v
1 .: 1
Og
0 5 10 15
Number of Samples 5

x 10

Figure 6.5: The absolute value representation of the transmissionovdsging sent toI'x1.
The synchronisation, SNR estimation and data sectionsterers The value of
the peak must equal'® since the digitiser operates using &n6 format before
tuning the data signal power. The highest value in the SNRosers the same
as the highest value in the information data section. Therapproximately a
21.1 dB difference between the peak power in the synchronisatictioseand the
peak power in the SNR estimation and data sections. Thigparapt when looking
at the two data points shown in the figure.

the resulting vector is multiplied with a factor labelledufiing Signal Power’ in Fig. 6.2 to

obtain the desired transmit power for the information segae

Frames are created such that the frame length multipliethdogampling rate is less than the
coherence time of the channel which is typically? ms for a stationary indoor environment
[36]. This ensures that all channel estimations at the veceire valid for the frame duration.

A frame includes the frequency offset estimation sequetiheepilot and up-sampled data se-
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guences, as shown in Fig. 6.4 where the vertical scale sh@i$@ symbol amplitude versus
the sample number. To this extent, the ‘Data section’ in Bi§.is formed from a series of
concatenated frames from Fig. 6.4. In particular, the difiees between the amplitude of the
‘Pilot and Frequency Offset’ estimation section and the lgoge of the ‘Information Data’
section in Fig. 6.4, can be seen in the fine structure of théa'Baction’ in Fig. 6.5. Further-
more, sequences of power and no power are then added to thefstee transmission vector,
labelled ‘SNR section’ in Fig. 6.5. Lastly, a transmitteceiver synchronisation section is
added. The synchronisation sequence is formed by a serimsxdimum power peaks and is
labelled as ‘Synchronisation section’ in Fig. 6.5. To thiseat, Fig. 6.5 shows the absolute
value representation of the vector that is sent to Tx1. Thettansmit vectors are written to
binary files that are then broadcast from antennas Tx1 andriTkR). 6.3. The methods used
to obtain and verify the SNR at the receiver are discusse@dati@ 6.3.1.

6.2.2 Description of the Transmission Hardware (PXle—Tx)

The NI-PXle-1075 chassis is used, which has an on-board-ilntprocessor operating at
1.8 GHz with 4 GB of RAM and is shown in Fig. 6.6(a). In addition, the following-PXle

modules are used:

e NI-PXle-5450 I/Q Signal Generator,

— 400 Mega samples (Ms)/s, 16-Bit I/Q Signal Generator,

— Dual-channel, differential I/Q signal generatidi2 MB of deep on-board memory,

16-bit resolution,400 Ms/s sampling rate per channel,

— 40.15 dB flatness td 20 MHz with digital flatness correctiont40 dBc/Hz phase

noise density ,

— —160 dBm/Hz average noise densi35 ps channel-to-channel skew,
e NI-PXle-5652 RF Signal Generator,

— —110 dBc/Hz phase noise atGHz and10 kHz offset typical,
— 500 kHz t0 6.6 GHz frequency range,

— Typically less thar2 ms frequency sweep tuning speed,
e NI-PXle-5611 intermediate frequency (IF) to carrier RFagmverter.
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Initially, the NI-PXle-5450 is fed the transmit vector fratime binary file generated in Matlab
by the encoding DSP-Tx algorithm. An example of the transegttor is illustrated in Fig. 6.5.
In particular, the NI-PXle-5450 performs a linear mappirighe signed16-bit range to the
output power and polarisatione., peak voltage amplitude is assigned to any value equifto
and a linear scale of the voltage amplitude down to zero. Tiyeubd from NI-PXle-5450 then
goes to NI-PXle-5652 which is connected to the NI-PXle-5641. NI-PXle-5611 outputs the
analogue waveform corresponding to the binary data at &cdrequency of2.3 GHz. This
completes a single RF chain. Each antenna at the transaniitieneceiver contains two quarter—
wave dipoles, and one half—wave dipole placed in the middlethree dipoles are vertically
polarised. In addition, each antenna has a peak gaihdBi in the azimuth plane, with an
omnidirectional radiation pattern. THé cm inter-antenna separation is sufficient to guarantee
very low, if any, spatial correlation when broadcasting2a GHz with a2.2 m separation
between the transmitter and receiver [96].

PXI

~ PXle-Rx
e

(a) PXle-Tx (b) PXle—Rx

Figure 6.6: NI-PXle-1075 chassis with the on-board modules used atrémesmitter (PXle—
Tx) and at the receiver (PXle—Rx).

6.2.3 Propagation Environment (Channel)

The physical layout of the experimental set-up is shown o Bi7 and the relative antenna
spacing is provided in Fig. 6.3. In particular, the two traitsand two receive antennas are
identical and are placed directly across each other. As, shelthannel between the transmit-
ter and receiver has a strong LoS component. Thereforerdahentitter to receiver channel
is defined as a Rician fading channel with a lafgefactor due to the distance between the
transmit and receive antennas whéfes the ratio between the power in the direct path and the

power in all other, scattered, paths. In addition, the oimnedtional transmit antennas broad-
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Figure 6.7: Experimental setup in the laboratory.

cast on a frequency df.3 GHz at10 Ms/s. It takes2.61 ms to send26100 samples at this

transmission rate. This duration is much less than the eoleertime of a stationary channel in
a Rician indoor environment as shown in [36, Section 6.3ftHermore, the transmit antennas
broadcast at peak voltage amplitude for any value equltin the transmission vector and a

linear scaling of the voltage amplitude down to zero follows

Several methods for frame synchronisation were tested.etergl, these methods are based
on using a sequence whose autocorrelation function hagiaatipeak marking the sequence
[117-119]. However, determining the peak in this fashioimflienced by the channel. The
calculated location is typically accurate to within a caupf samples but is not exact, often
resulting in off-by-one errors. At present, peak detect®nsed for synchronisation to avoid
the off-by-one errors. To this extent, a large power diffieee between the synchronisation
section and remaining data is necessary. In particulargFsghows 21.1 dB power difference
between the peak power in the synchronisation sequenceharmktk power in the SNR and
data sequences. The large power difference is justified whesidering that the instantaneous
channel power may fluctuate by as muci2@siB [36, Section 3.5.4]. To guarantee successful
peak detection, the power difference between the synctation section and the remaining
sections must be larger than the maximum channel variatiothis is not the case, no peak

may be detected at the receiver and all further decodingdiaeilerroneous.
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6.2.4 Description of the Receiver Hardware (PXle—Rx)

The RF signal at Rx1 and Rx2 in Fig. 6.3 is now received. Thé&NXle-1075 chassis is again
used with an on-board Intef-processor operating &8 GHz with4 GB of RAM and is shown
in Fig. 6.6(b).

The following NI-PXle modules are used:

e NI-PXle-5652 on-board reference clock,

e NI-PXle-5622 16-Bit Digitiser (I16),

— 150 Ms/s real-time sampling,

— 3t0250 MHz band in direct path mode, 66 MHz bandwidth centred d87.5 MHz,

o NI|-PXle-5601 RF downconverter.

The receiving antennas are the same as those used for tsgi@miln particular, the NI-PXle-
5601 is used to detect the analogue RF signal from the argefi signal is then sent to the
NI-PXle-5622 IF digitiser. The NI-PXle-5622 applies its mwandpass filter with a real flat
bandwidth equal t0.4 x SampleRate [120]. The sampling rate in the experimentlsMs/s
which results in a real flat bandwidth #MHz. To this extent, the large bandwidth may result in
frequency-selective fading. However, this constraintasaonsidered since the transmitter and
receiver are close enough such that no delayed copies ofathentitted symbol are received,
i.e, the channel does not have multiple taps. In addition, dieten SM relies on decoding
the spatial and signal symbols jointly since a SM symbolésted by the effects of the channel
on the signal symbol. Therefore, if equalisation is appteé SM symbol, it would remove
the channel effects and would effectively result in a stepstep detection process which is
shown to be sub-optimal [52]. Furthermore, the NI-PXle-562 synchronised with the NI-
PXle-5652 on-board reference clock and writes the recdealy files. Indeed, the PXle—-Rx
has two RF chains and the described sequence defines a singlealt. To this extent, the
multiple processing cores and multiple NI-PXle modulesbémahe simultaneous recording
of the two signals coming from Rx1 and Rx2. The recorded birides are then processed
according to ‘DSP—-RX’ in Fig. 6.2.
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6.2.5 Digital Signal Processing for Reception (DSP—RX)

The binary files recorded by the NI-PXle-5622 on the PXle—fcanverted to Matlab vectors.
In particular, a sample received vector detected by PXleaiRRx1 at an SNR 080 dB is
shown in Fig. 6.8(a). The vectors are then combined to forecaived matrix. Furthermore,
the DSP—RXx algorithm is applied to each received vector. hi® éxtent, the detector first
finds the beginning of the transmitted sequence by usingythehsonisation sequence. The
SNR is then calculated using the ‘SNR section’ in Fig. 6.5teAthe SNR for that vector has
been determined, each vector is decomposed into its ummigrdtames. Each frame is then
down-sampled and passed through the RRC filter which coewgplie matched-filtering. In
addition, frequency offset estimation, timing recoverd aorrection of each frame follows
and is performed according to [121]. The pilot signal is thead for channel estimation. The

remaining data, along with the estimated channels, is finakd to recover an estimated binary

sequence.
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Figure 6.8: The absolute value representation of the received veaton fPXle—Rx oRx1 at
varying SNRs.

6.3 Equipment Constraints

Starting from the system model in Section 6.2, the equiproenstraints are considered.
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6.3.1 \Verification of the SNR

Obtaining the correct SNR for each received vector, is that $irep to validating the experi-
mental results. In particular, an SNR estimation sectioadided before the information data
frames since a practical system has multiple sources oéndikese could be additive white
Gaussian noise (AWGN) at the receive antennas, AWGN at tfiesdir and filter, rounding er-
rors caused by conversion to and from ihé format which is the signedl5 bit representation
of an integer number, and others. To this extent, incorp@ain estimation sequence in the
received vector permits a more exact verification of the SNideed, calculating the average
SNR in this manner permits the use of the ‘Tuning Signal Pbe@mstant in Fig. 6.2. With
this, the amplitude of the information data is changed shahthe desired SNR is obtained. In
addition, Fig. 6.8(b) shows the absolute value representaf the received vector from PXle—
Rx on Rx1 at an average SNR bf dB. The difference in the amplitude of the data section is
evident when comparing Fig. 6.8(a) with Fig. 6.8(b). In jmartar, the ‘Tuning Signal Power’
constant does not effect the power of the sequence used ReStimation or the power of the
synchronisation sequence. To this extent, the statiomaryomment means that the estimated

average SNR is valid for the duration of the following datatee transmission.
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(a) The wireless channel is measured between the trén)sA coaxial cable with a loss of0 dB is connected
mit and receive antennas. between the transmit and receive antennas.

Figure 6.9: CDFs for each of the fast fading coefficients,,, ,.y, of the four channels in the
experiment. Each is defined by a Rician distribution with eque K -factor. The
markers denote the measurement points while the lines ed¢netoest fit approx-
imation. Note that the wireless channel mean values falhenrange ofl.3 mV
to 3.6 mV, while the direct connections are in the reduced rangé.6fmV to
6.3 mV.
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6.3.2 Wireless Channel

The Rician fading environment between the transmit andve@ntennas is described in Sec-
tion 6.2.3. To this extent, channel measurements wereatetleto verify this claim. In par-
ticular, the transmitter is broadcasting pulseg@Ms/s on a carrier frequency @f3 GHz at

4 dBm peak power. Each pulse includes a frequency offset atimsection and a total af)°
pulse samples were collected. A best fit approximation is tadculated for the collected data.
In particular, a maximum likelihood estimation is fitted teetcollected data. A Chi-squared
goodness-of-fit test is then performed to ascertain thadigtabution resulting from the max-
imum likelihood estimation fits at leas6% of the data. To this extent, the empirical CDF
for each link is presented in Fig. 6.9(a). Indeed, the diffied<-factors on the links between
the transmit and receive antennas could be explained byt geometry, the antenna posi-
tioning and the overall propagation environment. Howerete that each of the CDFs has a

different mean.

6.3.3 Wireline Channel

If the transmitter RF chains are identical to each other hadeceiver RF chains are identical
to each other, there should be no differences between theswéthe CDFs. In particular, any
difference in the means should be due to the propagatiomagmaent. To verify this claim, a
coaxial cable with a0 dB pathloss is connected from each transmit to each recaiemm@a.
The transmitter is again broadcastingl@tMs/s on a carrier frequency @t3 GHz at4 dBm
peak power. However, Fig. 6.9(b) shows that each chanrlegstiibits a unique mean, even
though the same coaxial cable is connected between theritaaisd receive antennas. This
empirical result shows that the RF chains are not identibadeed, each component used in
the manufacture of a single RF chain has variations andaioters depending on the operating
characteristics such as the operating temperature, fneguange, power range, etc. These

tolerances effect the performance of the RF chain and maiteaee unique.

6.4 Analytical Modeling

An analytical model for the ABER performance of the experitaé system is developed by
considering the system model presented in Section 6.2 argyttem constraints in Section 6.3.

In particular, (6.1) characterises the performance of Skr @vsingle link in a noise-limited
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scenario where (6.2) defines the pairwise error probal{itegP) for an arbitrary channel dis-

tribution and an arbitrary signal symbol constellation][53

M Ny PN A A
d(x,ng, &,n¢) Ex [PEP (z, ng, &, 1iy)]
ABER < E 6.1
- log, (MNt) M N; ’ (6.1)
Z, ng,
£'7ﬁt

whered(x, ng, &, ) = d(ne, ne) + d(x, &), whered(-,*) is the Hamming distance between the

binary represention of two symbol coming from the same sét an

E

PEP (z, ny, &, ) = Q <\/%X ||hy,z — hmi"||2> where e = 2—]\7};, (6.2)

such thaty. represents half of the SNR between the transmitter andvexcén addition E ]

is the expectation across the chanféland Q(w) = \/% L% exp (—%) dt defines theQ-
function. As Fig. 6.3 indicates, the transmit and receivieramas in the experiment experience
a very strong LoS environment. Accordingly, the channelveen each transmit to receive
antenna pair is characterised by Rician fading as discussgdction 6.3.2. A generic Rician

channel is defined as

| K ) [ 1 ~
h(nt,r’) = 1+ K exp(—]792ﬂ') + H—Kh(mm)? (63)

where K is the ratio of the coherent power component, usually thectlipath, to the non-

coherent power components, usually scattered pﬁgngr) ~ CN(0,1) is a complex normal,
circular symmetric random variable with zero mean and uaitance,9 is the phase angle of
the coherent power component, € {1, 2} is the index of the transmit antenna and {1, 2}

is the index of the receive antenna.

SM relies on the ability of the receiver to distinguish theuhels from each of the transmit
antennas. To this extent, a strong LoS environment is deiriah to the performance of SM
if all link pairs experience the same pathloss. However,dhannelh,, ,) is not defined
purely by the physical environment. In faéy,,, ., is the channel from the moment the binary
file is read by NI-PXle-5450, to the moment the received lirfde is written by NI-PXle-
5622. This means there may be a power imbalance (Pl) betweematious link pairs in
the channel matri¥{ coming from connector losses, differences in the RF chaliffgrent

phase responses, attenuations and similar. Some of tHestsefre demonstrated in Fig. 6.9(b)
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and are discussed in Section 6.3.3. To account for thesdami®s, the fast fading channel

coefficients are redefined as

hner) = v/ Cne,r)

K 1 -~
\/ TiE T H——Kh(””)]’ (6.4)

wherea,, .y is the channel attenuation coefficient from antenpto antenna:. To this extent,
the relative Pls between the various channels can be appated by looking at the relative
means of the CDFs presented in Fig. 6.9(b). Indeed, tak@®MR onh(, ;) as the basis, the
different«,, , factors can be calculated by using the voltage values showigi 6.9(b). In

particular, the Pl factors are given as
04(171) = OdB, 04(172) =0.25 dB7 04(2’1) =0.88 dB7 04(2’2) = 1.1dB. (65)

The experimental and simulation results are now discussed.

6.5 Experimental Results and Numerical Analysis

A stream of10° information bits is sent per transmission to obtain the grpental results. The
information data is put if50, 2000 bit frames as shown by the fine detail in the Data section
of Fig. 6.5. In particular, the channel is estimated at thgirréng and the end of every frame,
resulting in100 channel estimations per transmission. In addition, theexent is repeated
400 times for every SNR point. Lastly, analytical and simulat®BER curves are shown for

SM in a Rician environment with and without the Pls given irbj6

The experimental results approximate the performance eokttmulation results with Pls, as
illustrated in Fig. 6.10. In addition, both the simulationdaexperimental results are closely
approximated by the derived upper bound at low ABER. Thislterves to validate theoreti-
cal work done in the field. In particular, the presented SN&jisivalent to the SNR oh, ;).
Furthermore, the large error between the experimentaylaiion and analytical curves at high
ABER can be attributed to a number of factors including inecr frequency offset estima-
tion, timing recovery errors, synchronisation problenmypchannel estimation and decoding.
Notably, incorrect frequency offset estimation can resudt systematic error contributing sig-
nificantly to the30% error seen at low SNRs in the figure. As the SNR increasesvenfre-

guency offset estimation, timing recovery and channehegtion improve, leading to a lower
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ABER as shown in Fig. 6.10. Unfortunately, the acquired dia@s not result in a smooth per-
formance curve. In particular, deviations from the gentreald can be seen at SNRs values of
22 dB as well a9 dB. These deviations may be caused by insufficient data s¢ theints or
changes in the channel environment. Nonetheless, if mgeremental data is acquired, these

deviations would be removed.

-<-K=33dB
—+— Sim with PI: K=33dB

10| —o— Anawith PI: K = 33 dB

—*— Sim with PI: K =39 dB
—8— Experimental

10 : ‘ ‘

0 5 10 15 20 25 30
SNR/dB

Figure 6.10: ABER for SM in an experimental set-up wtransmit antennas? receive an-
tennas and a spectral efficiency Dbits/s/Hz. The SNR is set as measured on
h(1,1y with a1 1) = 0dB. The green diamond markers denote simulation results
with no power imbalance (PI) between the links while the gd&shed line is the
analytical prediction. The remaining curves denote theusttion and analytical
results where the black curve is denotes the experimergaltse

SM performs best in a rich scattering environment where el between each transmit
and each receive antenna is unique. In particular, therlingeEuclidian distance between two
received vectors is, the better the performance of SM besoiGenversely, the more similar
the channels are, the worse the ABER of SM is. However, thardiauniqueness can be the
result of the scattering environment or Pls caused by haeltederances. To this extent, the
analytical and simulation results presented in Fig. 6.1fsthe poor performance of SMin a
Rician environment with no Pl between the various links.. Big0 also shows the analytical
and simulation ABER for SM when Pl are introduced. Indeeé, AMBER of SM improves

significantly when these PI are introduced as each chaniehies more separable from the

remaining. This increases the Euclidian distance and ivgzrperformance.
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The impact of this Pl is clear when comparing the simulatesutts for a Rician fading envi-
ronment withK = 33 dB andK = 39 dB. In particular, the ABER of the system reduces by
aroundl dB at an ABER ofl0~* even whenkK is increased by dB. This is because a&
increases, the Rician distribution becomes more condatgrzound the mean power and the
Pls introduced by the hardware tolerances make each distribmore distinct. To this extent,
the experimental results show that hardware imperfect@mustolerances aid the performance
of SM.

This work demonstrates that the hardware tolerances ofipghcommunication systems are
beneficial for the ABER performance of SM. This behaviour esa8M a viable candidate for

future wireless networks.

6.6 Summary

In this chapter, the ABER performance of SM was validatededarpentally for the first time

in the world. In particular, the encoding and decoding atbors were presented. The experi-
mental set-up, equipment and channel conditions were thgeritbed in detail and the receiver
operating curve was obtained in a practical testbed enviem. In addition, the experimental
results were compared to both simulation and analyticaketgtions. Indeed, it was shown
that a Rician channel with different channel attenuatidoseaty described the behaviour of SM
in the physical environment. Furthermore, it was demoteirthat the different channel atten-
uations came from various hardware tolerances in both #msinitter and receiver RF chains.
In fact, the induced power imbalances resulted in significading gains for the practical SM

system relative to the theoretical ABER without such powelpalances. To this extent, SM
performed as expected relative to the theoretical work wherpower imbalances were intro-
duced in the analytical model. This result validated the SMdaiples. The performance gains
exhibited by SM in the practical implementation as a resfithe hardware tolerances make

SM a viable candidate for future wireless networks.
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Chapter 7

Conclusions, Limitations and
Further Research

7.1 Summary and Conclusions

The background for the undertaken research was introducé&hapter 2. To this extent, a
brief history of wireless communication systems was priegsenThe evolution of radio and
mobile communication systems was then considered, gidrtim the earliest experiments by
Hertz, Tesla and Marconi, to the implementation of the festy reuse concept proposed by
Bell Telephone Laboratories and widely accepted in the &l8ystem for Mobile Communi-
cations (GSMC) networks. In addition, the growing globaggration in terms of thg"d Gen-
eration Partnership Project (3GPP) and Long-Term Evaluidvanced (LTE-A) collaboration
projects was presented. In particular, the demand for highta rates was shown as a driving
force for the development and deployment of multiple—inputtiple—output (MIMO) systems.
Furthermore, a basic description of the wireless channslestablished and its influence on
MIMO systems was discussed. Additionally, the operatiniggiples of MIMO communica-
tions, along with the advantages and perceived disadvesitagre elaborated. A possible so-
lution to the perceived disadvantages was presented imthedf the spatial modulation (SM)
concept. In particular, the advantages of SM relative teioliIMO techniques, along with its
limitations, were examined. The chapter concluded withrttmtivation for the extensions of

the SM concept and the need for its practical implementation

In an attempt to remove the limitation on the number of trahamtennas, a novel and more
versatile SM scheme, called fractional bit encoded spatdulation (FBE-SM), was intro-
duced in Chapter 3. The theory of modulus conversion wasigisd and its application to
SM was presented. To this extent, it allowed any SM wirelgsgesn to use an arbitrary num-
ber of antennas at the transmitter. On the one hand, nurhegsdts showed that classic SM
systems exhibited better performance in terms of the aedsa@rror ratio (ABER) when com-

pared to systems employing FBE-SM in an uncorrelated Rgyl&Eding environment. On
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the other hand, FBE—SM provided better performance whetmasparrelation was introduced,
despite suffering from error propagation. Various altéweatechniques to FBE—SM, such
as generalised spatial modulation (GSM), space-time btockes (STBC)-SM, and multiple
active (MA)-SM were then discussed. In particular, the apeg principles and advantages of
each system were explored. Each alternative, howeverreedihe activation of multiple trans-
mit antennas. This introduced the problems of inter—chiaimterference (ICI), inter—antenna
interference (IAl) and multiple radio frequency (RF) chairBy employing FBE-SM, one of
the fundamental challenges to the practical deploymenMf@s removed while retaining the
essential advantages over other MIMO systems such as agdi@di, no IAl, the requirement
for a single RF chain and better energy efficiency. To thigmxtFBE-SM was shown as a

viable candidate for the design of green and compact mobileds employing SM.

The performance of SM in the interference limited scenaids imvestigated in Chapter 4. Two
maximum likelihood (ML) detectors for use with SM were dissad. The first, interference-
unaware detector, was defined and studied in the limit asghalsto-interference-plus-noise-
ratio (SINR) approached infinity. To this extent, a closedrfeolution for the upper bound of
the system was provided and its performance in the Rayleidimdg environment was consid-
ered. In particular, the exact coding gains of SM using Wéei@nd constant amplitude mod-
ulation schemes relative to a SIMO system using quadratug@itade modulation (QAM) in
the noise limited scenario were defined. In fact, the interfee-unaware detector was shown
to reach an error floor depending on the SINR. In addition,nilmaber of receive antennas
was shown as a key component for the ABER performance of tsiersy Indeed, the addi-
tion of a single receive antenna resulted in greater codamgsghan reducing the interference
by more thanl0 dB at high signal-to-noise-ratio (SNR). A second, intexfere-aware ML
detector, was proposed and a closed form solution for therdppund of the system was pro-
vided. In addition to avoiding the error floor present in theerference-unaware detector, the
jointly optimal detector mimicked a noise limited scendo the detection of all transmitted
streamsj.e., an arbitrarily small ABER could be obtained by any node fau#iciently high
SNR. Furthermore, the number of receive antennas was algaimnsto have a greater influ-
ence on the ABER performance of the system when comparedthétmumber of transmit
antennas. Although more computationally complex thannterference-unaware detector, the
interference-aware detector guaranteed that the systesrad reach an error floor. Lastly, the
interference-aware detector enabled SM to perform bettirrins of ABER than the complex-

ity and cost equivalent multi-user MIMO system in an integfece limited environment.
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The application of SM in a dual-hop, non-cooperative sdenaas considered in Chapter 5. To
this extent, extra information bits were sent using theiapabnstellation of SM which helped
alleviate the multihop burden. In addition, dual-hop sgatiodulation (Dh-SM) exhibited cod-
ing gains relative to the non-cooperative decode and fah\{aF) system in a Rayleigh fading
scenario by employing SM on the source to relay and relay stirdgion links. Furthermore,
an upper bound for the source to destination ABER of Dh-SM a&s/ed. The upper bound
was shown to be asymptotically tight at low ABER. On the onedhahe coding gains of
Dh-SM relative to DF increased as the number of transmitrenate was increased at the source
or relay nodes. On the other hand, the coding gains alsoasedeas more receive antennas
were added at the relay or destination nodes. Indeed, it eamudstrated that SM could be
implemented in a relaying scenario with tangible energgiefficy and coding gains relative to
the non-cooperative DF algorithm. SM was also applied toséesy with distributed relaying
nodes. To this extent, it was shown that the source to déstinABER of distributed spatial
modulation (DSM) was governed by the ABER of the node withwleakest SNR. To avoid
bottlenecks, the number of receive antennas on each ofstrébdied nodes in DSM needed to
be the same. If this was not the case, the worse performikgriterms of the ABER domi-
nated the source to destination ABER. If the same sourcdap amd relay to destination SNR
was assumed, Dh-SM exhibited a better performance than D&Jduse a single relay node
removed two erroneous events which were possible when usiitiple distributed relaying
nodes. In addition, Dh-SM showed better energy efficiencgmyploying a single transmit RF
chain at the single relaying node when compared to the niltipnsmit RF chains required

for the distributed nodes.

Finally, the ABER performance of SM was experimentally dated in Chapter 6. To this ex-
tent, the digital signal processing algorithms for the $raitter and receiver were discussed,
the experimental setup and equipment were considered, hendnipirical characteristics of
the wireless channel were presented along with the equipoogistraints. In particular, a Ri-
cian fading channel with different channel attenuationsvben each transmit to each receive
antenna closely emulated the physical environment. Furibie, the experimental ABER per-
formance was compared to both simulation and analyticaéegtions. All three results were
a close match and validated the expected theoretical peaftce of SM. Indeed, the power
imbalances between the various links improved the ABERyperéince of SM. In addition, the
power imbalances were not specifically design but were thidteeof hardware tolerances. To

this extent, SM was shown to be particularly apt for pratficgplementation since hardware
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tolerances are an inevitable part of real world systems.

Several aspects that constrained the deployment of SM iacipal scenario have been ad-
dressed in this thesis. The limitation on the number of rahantennas was removed, the
performance of SM in an interference limited scenario wassittered, the possible extension
and coding gains of applying SM in a relaying scenario weffindd and SM was proven to
be particularly suitable for deployment in a real world smém The energy efficiency of SM,
along with other advantages over classical MIMO system,a1&l{d a viable candidate for the

next generation of wireless networks.

7.2 Limitations and Scope for Further Research

Despite the significant work done in SM and the extensionsiged in this thesis, a number
of fundamental limitations remain to be considered whichsti@in the deployment of SMin a

practical system.

Along with much of the theoretical work in SM, much of the warkthis thesis assumes full
channel state information (CSI) at the receiver. Althougis ts not a practical assumption,
the CSI may be obtained via rapid channel estimation at tteiver. Nonetheless, this would
pose complexity constraints on the channel estimationridéhgo asN,. x N; number of chan-
nels must be estimated at each transmission instance. la swhile scenarios, however, the
channel may fluctuate so quickly that practical channetregtion becomes impossible. Indeed,
initial results for systems with partial CSI are reportedlii], where the ABER performance
of SM exhibits significant coding loss. To this extent, theelepment of low complexity, rapid
and robust channel estimation algorithms is a key area efaat for the practical deployment

of SM systems.

In addition to the channel estimation limitations, the déts complexity for the interference
aware detector proposed in Chapter 4 is giver@a(s(MNt)N“) which is proven to be NP-
complete problem [112]. To this extent, the applicationhef $phere decoding (SD) techniques
proposed in [16] to the interference aware detector may effpossible solution and merit

further investigation.

Another area of interest is the application of SM in an ultidelkand system. Narrowband

SM systems consider only a single channel realisation ashtienel signature. To this extent,
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broadcasting a signal symbol over a wider bandwidth woul#tereach spatial symbol more
distinct. A wider bandwidth would also result in a larger Edrean distance between the spa-
tial symbols and would improve the ABER of the system. Thenogpeestion is, whether the
improved ABER performance justifies the loss in data ratedfliandwidth is used for multiple

narrowband transmissions?

Although Dh-SM is shown to have better performance in terfrth® ABER when compared
to DSM, the performance of a system employing SM with codpegadistributed relay nodes
may offer advantages in terms of energy efficiency and the RBEor a start, the capacity
analysis of a cooperative distributed relaying system shihve advantages of employing SM
with respect to state-of-the-art solutions [122]. In gauttr, the spatial encoding process in SM
lends itself to the creation and organisation of virtualeanta arrays from distributed nodes.
Indeed, the SM principles may be used to avoid overhead itingpprotocols and warrant

investigation.

Furthermore, the practical implementation of SM in Chagtexemplifies the important role
of introducing power imbalances in a SM system. The slightgrambalances significantly
improved the ABER of the experimental system. To this extemportunistic power allocation
may be used to increase the Euclidean distance between dhal sponstellation points and
improve the ABER. This may be achieved by either providingttansmitter with CSI through
feedback or designing the transmitter with inherent dififeres in the hardware of the RF chains.

The optimal method for achieving these results is yet to berdened.

Along with the assumption of full CSI at the receiver, all wan the field considers that the
transmitter is equipped with fast switching antennas. @ltfh the experimental results mimic
the possible performance of SM with a single RF chain, theare transmitter (PXle—Tx)
was equipped with multiple RF chains and the SM principlesewaaintained by ensuring
that only one RF chain was active at any transmission inetamo this extent, fast switching
antennas capable of emitting powerful signals are negessabtain the true performance of
SM in terms of its energy efficiency and capacity bounds. Tésesents a key concept that

must be addressed before SM can be implemented in a highreatiicpl deployment.

Lastly, the experimental results should be extended taiatalthe ABER of SM in different
environments. To this extent, under the collaboration ef thi<-China Bridges project, the

physical channel should be replaced by a channel emulatoe. n€w results would serve to
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analyse the application of SM in a variety of practical scesaand validate the theoretical

predictions.
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Appendix A

Additional Derivations for
Interference Limited SM

A.1 Derivation of (4.32)

The first element to consider is which corresponds te? = |z(©)|2 + |2 |2, For this,o? is
bound to two, which implies
(d2 + d2) goam < 2, (A1)

wherev € {(1,1), (2, 1), (3,1)} andd, are the distances defined in Fig. A.1 apghn = m
The normalising factolgga, is used to maintain unity power in the constellation andvery
in [111]. There are only four possible combinations thaisga(A.1). In particular:

. (d?m +dfy ) gqam = 0.4, occurs(M(©) ) /8 = 32 times,
* (d 11 (2 1 ) goam = 1.2, occurs(M<5>)2 /4 = 64 times,
. (d ' T ) 9QaM = 2, occurs(M(f))z /8 = 32 times and,
. (d(2,1 1 ) goam = 2, occurs(M(©)? /2 = 128 times.

These combinations occur for every instance wheg 7. For a system WitrNt(f) transmit

G) _ iy .
antennas, there a(éVtQ ) unique pairings. This leads to

©)
Y1 = ((0.4/2)"Nr32 4 (1.2/2) V64 + 32 + 128) (N; ) (A.2)

Having established the derivation ©f, v, defined as? = |z(©) — #(©)|2, must be obtained.
Looking at Fig. A.1, there are additional combinations adidm the ones denoted. To this
extent,oc? = min{c?,2} serves to simplify the counting and sets many of then2.toln

particular, whenr? = dé 2" ,theno? > 2. In this caseg? is bound to2 andd,, ») is the largest
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Figure A.1: The red squares denoté-QAM constellation points. The illustrated constellation
is not normalised. The figure shows possible distance catibits between each
of the constellation points and their distances to the origi16-QAM.

distance that must be accounted for in the expectation sisalyhis approach is applicable to

larger constellation sizes and for a given constellatiae sf M/ (©):

e d(; 5 occurs atotal oD = 4V (©) ( M© — 1> times,

o d(z9) occurs atotal oD@ = 4@( M© —2) times,

e d(3 ) occurs atotal oD®) =4 (JW - 1> (\/W - 1) times and,
e d(4) occurs atotal oD® = 8 ( M©) — 1> ( M© — 2) times.

By looking at Fig. A.1, forM/(€) = 16:

. d%m) gqam = 0.4, occurs exactlyl8 times,

. d%2,2) gqam = 1.6, occurs exactly2 times,

. d%3,2) goam = 0.8, occurs exactly6 times, and
. d%4’2) goaM = 2, OCCUrs exactlys times.
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The combinations counted above are applicable for evenging antenna. This implies that

each count must be multiplied Wt(f) which leads to
by = ((0.4/2)"Nr 48 + (1.6/2) 32 + (1.6/2) V36 + 48) N°). (A.3)

To arrive at a final solution, the bound ef is enforced and all other combination values are

set to one, which results in

Dones = (MON©)" — (31©)’ (N;(S)) — (DY + D® + DO 4 D)’ N,

N Simple averag-

which is the number of elements for whiefl was sett, i.e., (02/2)
2
ing leads tol'. To achieve this, merely normalise the sum of all combimatioy (M@)Nt@))

to account for the number of possible events,

_ 1/}1 + 1/}2 + Dones

v
(M(g)Nt(§)>2

which, when simplified, becomes (4.32).

The asymptote of SM fon/ (&) = 16 is compared to (4.34) when using (4.32) and (4.34)
when not using (4.32). To this extent, Fig. A.2 exemplifies #tcuracy and tightness of this

approach.

A.2 Reaching(4.38)from (4.34)with (4.31)and (4.37)
Combining (4.34) with (4.31) results in

i €) (2Nr—1\ o (2N, +1) 2N& +2-Nr—1_1
limy oo ——— = 4Nt( )( 1)z (2N, +1) th e
= (@M et n) (N2 ew,

Restating (4.37) for convenience,

_NT
lim ABE_P}VQAM S 3 <2N - 1>2—<2Nf->.
oo N T og (M) Var) \2(M - 1) Ny
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Figure A.2: The dashed lines with circle markers denote the asymptotthéosystem if the
expectation fofo?2/2) ~N" is obtained via simulations. The solid lines with square
markers denote the asymptote wl{ér82)is used. Moving from the rightmost to
the leftmost pairs of curves, each pair corresponds to areinental increase in
N, from 2 to 6. The system is using two transmit antennas and has an overall
spectral efficiency df bits/s/Hz.

Taking the ratio of (A.4) over (4.37) results in (4.38) as

ABERéinter)/V_Nr B <2Nt(£) [ 1)

li = .
Sy ABERqam/y~ " 2<4Nt(5)_1> Ne A )
< 3 ) log, (1N/%)) <1 B /4N§5)>

A.3 Derivation of (4.43)

) 112
T O [N ol

= Pf{% [Iyr - Ar|2] > i [

2] } (A5)
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Ny

_ BEnm Ny u A _ En ~(u
whereA = Ln ) a(u)hng@m( JandA = Zz S, a(u)hﬁgu)m( ).

2N, u=

If a Rayleigh fading channel is considered, then the closeah fsolution for k&, [PEP(-)] in
(4.42) can be derived by using [110, eq. 62]. To this extdm,argument within (4.43) can
be represented as the summatior28f. squared Gaussian random variables, with zero mean
and variance equal to 1, which means that they can be deddmjpe central Chi-squared

distribution with2NV,. degrees of freedom and a probability density function of

() = g e (< /2).

The result for i, [PEP(-)] is given as

e PEPO)] = 13V S (N’" o r) (1-1®)". (A6)

such thatf (3) = 3 (1 —~ %) andf = £ 300 ol V-
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Appendix B
Additional Derivations for Dh-SM

B.1 Derivation of (5.13)

The set of events that govern the conditioB&R in (5.12) is considered. Specificalgssum-

ing that a ‘0’ is transmitted by the source, then the set of events that govern which relay is
active is defined in Table B.1.

Ry R; Activation
Pep 0 O correct nodeg
Pgp 0 1  both nodes
Pyp 1 0  nonodes
Py 1 1  wrong node

Table B.1: Set of possible errors at the relays given a ‘0’ was transditit the source

Each event considered in Table B.1 is associated with aicgntabability and is defined as:

e Pg| is the probability of correct detection at both relays dhdactivates,

e Ppy is the probability of correct detection by and wrong detection byz; which
results in both relays activating,

e Py is the probability of wrong detection bf, and correct detection byt; which
results in no relays activating, and

e Py is the probability of wrong detection bi#, and wrong detection byz; which
results in the wrong relay activating.

Each probability can be expressed as a function of the itestanusBER at both relays. This
approach is permissible only when the probability of atiingaa particular relay is given as

(1 — BER(7)) whereBER(v) is the instantaneouBER at a relay node experiencing an SNR
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of . These probabilities are given as

Pejp = (1 = BER(70))(1 — BER(71)),
Ppjp = (1 — BER(70)) BER(m),

Pyjo = BER(70) (1 — BER (1)),
Pyjo = BER(0) BER(m1),

(B.1)

where~, or ~; are the instantaneous SNRs of the sourcé&golink and the source td?;
links, respectively, as shown in Fig. 5.8. The instantasdelR . for a 2-by-NN,. space shift
keying (SSK) system is exactly defined in (5.10).
Given (B.1),

BERy0 = PFcpBER (vob)
Ppjo BERgp/1p

(B.2)

Pyjo BER (0)

Py [ —BER (71p)],

+ o+ o+

where~,p and~;p are the instantaneous SNRs of tRg to the destination and; to the
destination links respectively, as given in Fig. SBBERp /1 p is the probability of detecting
‘1’ at the destination when ‘0’ was transmitted from the s@uand both relays are active. The

given expressions in (B.2) are mutually exclusive.

Proceeding in a similar fashion, the set of events that gowdrich relay is activgiven that a

‘1’ is sent by the sourceare shown in Table B.2.

Ry R; Activation
Pen 11 correct nodg

Pg; O 1 both nodes
Py 1 0 no nodes
Py, O 0  wrong node

Table B.2: Set of possible errors at the relays given a ‘1’ was transditit the source

Each event considered in Table B.2 is again associated witblzbility and is defined as:

e Pcy is the probability of correct detection at both relays dhdactivates,

e Ppy, is the probability of correct detection bit; and wrong detection by, which

results in both relays activating,
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e Py Is the probability of wrong detection bi; and correct detection byg, which

results in no relays activating, and

e Py, isthe probability of wrong detection by, and wrong detection bz, which results

in the wrong relay activating.

Similarly to (B.2), the probabilities are defined as funei®f the instantaneo3ERs at the

different relays,

Pepp = (1 = BER(70))(1 — BER(1)),

Ppy = BER(70) (1 — BER(71)),

(B.3)
Pyjp = (1 — BER(70)) BER(11)),
Py1 = BER(70) BER (7).
Given (B.3),
BERgq1 = PopnBER(71p)
+ Pp;1BER1pop
(B.4)
+ Py BER(0)
+ Py [1—-BER (vop)],

whereBER, p op is the probability of detecting ‘0’ at the destination whéhwas transmitted

from the source and both relays are active.

It is apparent thalc\g = Pojp = Pe and Pyg = Py = Pw. Furthermore Py = Py

andPpgj; = Pyyo. The full source to destinatioBER can now be posed as

BERy =

3 [BERgajo + BERgq1 ]

5 [Pc (BER(y0p) + BER(71p))]

5 [Av (1= BER(y0p) + 1~ BER(71p))] (B.5)
5 [Psjo BERgp,1p]

3 [Pspn BERipjop] -
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Fractional Bit Encoded Spatial Modulation (FBE-SM)

N. Serafimovski, M. Di Renzo, S. Sinanovié, R. Y. Mesleh, and H. Haas

Abstract—In this Letter, we introduce fractional bit encoded
(FBE)-spatial modulation (SM), which is a novel and more
versatile SM scheme that allows the transmitter to be equipped
with an arbitrary number of antennas. The solution is based
on the theory of modulus conversion, and is especially useful
for compact mobile devices where cost and space constraints
pose fundamental limits on the achievable bit rate. Numerical
results will show that FBE-SM can offer design flexibility and
the desired trade—off in terms of attainable performance and
capacity.

Index Terms—Spatial modulation (SM), Multiple-input—
multiple-output (MIMO) systems, modulus conversion.

1. INTRODUCTION

HE aim of this Letter is to propose a method for

overcoming the limitation on the number of transmit
antennas in SM and allow the transmitter to be equipped
with an arbitrary number of antennas. SM is a novel ap-
proach to multiple-input-multiple—output (MIMO) systems
which entirely avoids inter—channel interference (ICI) and
requires no synchronisation between the transmit antennas,
while achieving a spatial multiplexing gain. This is performed
by mapping a block of information bits into a constellation
point in the signal and spatial domains [1]. In SM, the number
k of information bits that are encoded in the spatial domain
is directly related to the number M of transmit antennas, in
particular M = 2%, This means that the number of transmit
antennas must be a power of two. We propose a solution to
this limitation in SM which increases the granularity of the
data encoding process in the spatial domain by using fractional
bit encoding; the novel method is called FBE-SM.

When applied to SM, FBE relies on encoding each point in
the spatial domain, i.e., the antenna index, with, on average,
a non—integer number of bits, while keeping unchanged the
encoding process in the signal domain. This results in a
more versatile system design allowing for a wider range of
spectral efficiencies given restrictions on space and power
consumption [1]. By using FBE-SM, a system can achieve
otherwise unavailable data rates in the spatial domain. For
example, it may not be possible to install 8 antennas in a
small-scale portable device, while 5 or 6 might be feasible.
In such a case, however, SM would use only 4 antennas [1].
FBE-SM is designed to address this exact problem.

The concept behind FBE is not new in modern communica-
tion systems. However, to the best of the authors’ knowledge,
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this principle has never been applied to SM. For example, the
application of FBE to a pulse amplitude modulation (PAM)
communication system is reported in [5]. Two general methods
for fractional bit transmission are described therein. The first
approach is called constellation switching which alternates
between the transmission of B and B + 1 bits per symbol
to achieve the FBE over time. A notable downside of this
approach is the inherent bit shift that results from incorrectly
decoded symbols making it prone to error propagation effects.
The second approach is called modulus conversion and is
designed to minimise the error propagation effect that afflicts
the performance of the constellation switching method [6]. In
this Letter, we apply the theory of modulus conversion to SM
and propose a system that can offer satisfactory performance
for an arbitrary number of antennas at the transmitter.

The remainder of this Letter is organized as follows.
In Section 1I, the theory of modulus conversion is briefly
summarised. In Section III, the novel FBE-SM scheme is
introduced. In Section IV, some numerical results are shown
to analyse the performance of FBE-SM and compare it with
conventional SM. Finally, Section V concludes the Letter.

II. THEORY OF MODULUS CONVERSION

Modulus conversion achieves fractional bit rates by con-
verting the incoming bitstream to numbers in an arithmetic
base, or modulus, that is not a power of 2 [6]. In particular,
the modulus converter operates as follows: i) blocks of SK
bits are extracted from the incoming bitstream, where K is
the desired fractional bit rate and S is a positive integer; ii)
each block is then converted to S numbers of base L. The
modulus is defined as the smallest integer number, L, such
that L > 2K,

In general, one may use the theory of modulus conversion
to achieve an arbitrary fractional bit rate, i.e., K could be a
real number. In Section I1I, we will see that this is especially
relevant when applying this method to SM. However, since
both L and S are positive integer numbers it follows that
the modulus converter can only handle rational bit rates, i.e.,
K € Q. This problem can be circumvented by approximating
any K, with K, given as the ratio of two positive and relatively
prime integers p and ¢. In other words, the problem can be
stated as finding the best rational approximation, K = p/q, to
a real number K. A simple way to do that is to exploit the
following inequality:

0<nK—-[nK|<1=0<K-——=

7

LD

n
where |-] denotes the floor function and 7 is an arbitrary and
positive integer number. N

From (1), it follows that SK = SK = S (|nK |/n), which,
according to the theory of modulus conversion, must be a
positive integer. It is worth mentioning that, in general, S # n.
In particular, although n and S could be arbitrarily chosen,
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the following guidelines can be considered for their optimal
setting:

1) The larger n is, the smaller the approximation error
K — K is; this follows from (1).

2) The larger S is, the longer the decoding delay is:
this follows from the operating principle of modulus
conversion, which allows the receiver to decode the data
only after receiving S base—L numbers.

3) The larger S is, the greater the vulnerability to error
propagation within each block of bits (see Section IV).

Accordingly, for any given K, and provided that

S (|nK|/n) is a positive integer, n and S should be chosen
as large and as small as possible, respectively.

ITT. APPLICATION OF MODULUS CONVERSION TO SM

Let us now apply the theory of modulus conversion to
SM and introduce the FBE-SM method. As mentioned in
Section I, the motivation for the proposed scheme is to avoid
fundamental constraints on the number of transmit antennas
that can be used by classical SM systems. We emphasize
that the proposed method applies to only the bit encoding in
the spatial domain, while the encoding process in the signal
domain is left unchanged. FBE-SM reduces to conventional
SM [1] if the number of antennas is a power of 2.

A. FBE-SM: A Step—by—Step Description

The working principle of FBE-SM can be summarised in
the following subsequent steps:

1) Determine the desired number of transmit antennas, M,
according to the system constraints, e.g., bit rate, cost,
available space.

2) Set the modulus L in Section Il equal to M, i.e., L = M.

3) Compute the maximum spatial multiplexing gain offered
by the system as K = log, (M).

4) Choose the pair (S, n) such that S (|nK|/n) is a posi-
tive integer number and following the design guidelines
described in Section II, i.e.:

o Optimize K = |nK |/n such that it is as close as
possible to K. This allows the system to approach
the spatial multiplexing gain offered by the M
transmit antennas. This is achieved, in general, for
larger values of n.

Optimize S such that it is as small as possible:

this reduces the decoding delay and, more impor-

tantly, minimises error propagation in the decoded
bitstream.

5) Map each of the S base—M encoded numbers in the
transmission block to a transmit antenna index in the
range [0, M — 1].

The receiver will perform the reverse operation to recover

the encoded data:

i) for each signaling interval, one of the algorithms in [1]—
[3] is applied to detect the spatial and signal constellation
points, ii) the spatial constellation points (the base—M encoded
numbers) are grouped into blocks of S points each, and iii)
each block is converted to the equivalent base—2 bitstream of
S (|nK|/n) bits each. At this point it should be noted that
these are merely guidelines to achieve a balance between the

IEEE COMMUNICATIONS LETTERS, VOL. 14, NO. 5, MAY 2010

best approximation of K and minimising the error propagation
effects. The best rational approximation for any real number
is obtained using continuous fractions [7] given the restriction
on the available block size 7.

B. FBE-SM: An Example

Let us consider a simple example with M = 5 without
signal modulation: this is equivalent to considering the space
shift keying (SSK) modulation method [3]. Thus, we have
K = 2.3219. By choosing, e.g., (S,n) = (4,4), we get
K = 2.25, which closely approaches K and is greater than
the spatial multiplexing gain offered by a system with M = 4.
If, for instance, the block of SK bits is equal to 1100010115,
then the modulus converter will return an (SIN() 1 block equal
to 30405, where (:1;),} denotes the base—b representation of
z. Then, the output of the modulus converter is mapped to
a spatial constellation point. First, the antenna with index 3
transmits an energy signal, then the antenna with index 0
transmits the same signal, etc. The receiver will estimate each
received antenna index by using an index—by—index detection
algorithm according to [1]-[3]. After decoding the S antenna
indexes, ideally with no errors, it will recover the original data
stream as: 30405 = 1100010115.

In order to understand the effect of error propagation, let
us consider that an error has occurred in the detection of
the second antenna index. Let us assume that the decoded
block is 3140s. In this case, the decoded bitstream will be
31405 = 1101001002, which will result in 5 out of 9 bits in
error. In particular, the error propagation effect in the last 4
digits is well evident in this case. This example highlights the
important role played by .S to limit the error propagation effect
in the decoded bitstream for each incorrectly decoded base—
M number in the received block. However, numerical results
in Section IV will show that for moderately high signal-to—
noise—tatios (SNRs) the performance degradation due to error
propagation is not significant.

1V. NUMERICAL EXAMPLES

The following system setup is considered: i) Each transmit
antenna, when activated, transmits a 4-QAM (quadrature
amplitude modulation) signal. ii) The channel is assumed to
be Rayleigh distributed with uncorrelated fading among the
wireless links. Tt is static and flat-fading for the duration of
a transmission block. iii) The noise at the receiver input is
assumed to be white complex Gaussian, with zero-mean and
mutually independent samples. iv) The receiver is equipped
with 4 antennas and uses a maximum-likelihood detector to
jointly detecting spatial and signal constellation points [2].

Two performance metrics will be investigated: 1) the
symbol-error—ratio (SER), which is defined as the average
probability of incorrectly detecting a constellation and signal
point [1], and 2) the bit—error-ratio (BER), which is defined
as the average probability of incorrectly detecting a bit in the
decoded bitstream [2]. This allows us to better highlight the
effect of error propagation introduced by the FBE process.

In Fig. 1, we analyse the BER of FBE-SM for various
combinations of (S,n) and M = 5 in order to substantiate
the claims in Section IT and Section III. We observe that the
BER gets progressively worse for increasing values of .S due
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Bit-Error-Ratio
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SNR [dB]

Fig. 1. BER of FBE-SM. Paramctric study for different values of (S, 7). Setup: i)
M — 5, and i) K — 2.3219bits/s/Hz.

Symbol-Error-Ratio

1
SNR [dB]

Fig. 2. SER of FBE-SM. Parametric study for different values of transmit antennas
M. Setup: 1) S =4, and i) n = 4.

to the error propagation effect discussed above. By comparing
the best, (S,n) = (4,4), and the worst, (S,n) = (16,16),
system setups shown in Fig. 1, we observe that the BER gets
worse of approximately 1.5dB at a BER of 1073, However,
this performance drop is compensated by a small increase,
from 2.25 bits/s/Hz to 2.3125 bits/s/Hz, in the achievable bit
rate which is an increase of less than 3%!. This example
demonstrates the effects of error propagation and shows S = 4
and K = 2.25 as a better choice than S = 16 and K = 2.3125
resulting from jointly optimising the steps in Section III-A.
In Figs. 2 and 3, we show the SER and BER of FBE-SM
for various antennas at the transmitter, respectively. If M =
2, 4, 8, the system reduces to conventional SM. As expected
[3], in Fig. 2 we notice that the SER gets monotonically worse
for increasing values of M. However, this translates to an
increase in the system bit rate from 1 bit/s/Hz if M = 2 to
3 bits/s/Hz if M = 8. When looking into Fig. 3, we observe
that the BER does not get worse monotonically for increasing
M. For example, the system setups with M = 5, M = 6,
and M = 7 offer a worse BER and a lower bit rate than the
setup with M = 8. This is mainly due to the error propagation
effect of the FBE process. However, we also notice that for
high SNRs, the performance difference between the setups
with M = 5, M = 6 and the setup with M = 8 is smaller.
In particular, the 1.7dB difference seen at a BER of 107!
between M = 6 and M = 8, reduces to only (.7dB at a BER

IThe bit rates are compared by considering only the number of transmit
antennas since the modulation scheme in the signal domain is the same [1].

M= g

Bit-Error-Ratio

0 2 4 6

8 10 12 14 16
SNR [dB]

Fig. 3. BER of FBE-SM. Paramctric study for different values of transmit antennas
M. Setup: i) S — 4, and i) n — 4.

of 10~3 as shown on Fig. 3. This is because error propagation
is minimised for high SNRs. Even though the SM system
with M = 8 offers a better bit rate, this solution may not
be practical due to cost and physical space constraints. This
is a typical case where the proposed FBE-SM scheme with
M =5 or M = 6 can be an effective solution for trading—off
bit rate for performance, e.g., with respect to the SM setup
with M = 4. In this context, it has to be mentioned that the
results for a large M are over—optimistic since no channel
correlation is assumed. Naturally, if more antennas are fitted
into a limited space, mutual coupling and correlation increases.
In this Letter, we have not accounted for this effect as such
investigation is beyond the scope of this work.

V. CONCLUSIONS

In this Letter, we have introduced a novel and more versatile
SM scheme called FBE-SM. The method relies on the appli-
cation of modulus conversion to achieve fractional bit rates,
and allows any SM-MIMO wireless system to use an arbitrary
number of antennas at the transmitter. Numerical results have
also substantiated that the proposed method turns out to be a
viable candidate to the design of compact mobile devices using
SM, by offering the desired degrees of freedom for trading—off
performance, achievable bit rates, and cost.
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Abstract—In this paper, we introduce Dual-hop Spatial
Modulation (Dh-SM). We look at the effect that Dh-SM has
on the required signal to noise ratio (SNR) at the destination
and how it can help alleviate the multi-hop burden. Initial bit-
error-ratio (BER) results comparing the performance of Dh-SM
with orthogonal decode-and-forward (DF) are presented where
Dh-SM is shown to have up to a 10 dB SNR advantage.

I. INTRODUCTION

Spatial modulation (SM) is a recently proposed approach
to multiple—input-multiple—output (MIMO) systems which
entirely avoids inter—channel interference (ICI) and requires no
synchronisation between the transmit antennas, while achiev-
ing a spatial multiplexing gain [1]. This is performed by
mapping a block of information bits into a constellation point
in the signal and spatial domains [2]. In SM, the number of
information bits, &, that are encoded in the spatial domain
is directly related to the number of transmit antennas Ny; in
particular V; = 2%, This means that the number of transmit
antennas must be a power of two unless fractional bit encoding
is used [3]. It should also be noted that SM is shown to
outperform other MIMO schemes in terms of bit-error-ratio
(BER) [2]. The presented work proposes the use of SM as a
possible relaying technique.

The basic relaying problem can be reduced to the simple
inability of a single transmitter to reach its intended target with
the necessary signal to noise ratio (SNR) for a given spectral
efficiency. There are several approaches to this problem. On
one hand, orthogonal amplify-and-forward (AF) utilises the
relay antenna as a simple amplifier. Any signal received by
the relay at time instance ¢; is amplified and retransmitted at
instance ?o forming a non-regenerative system. On the other,
the orthogonal decode-and-forward (DF) algorithm decodes
the received signal at the relay, then re-encodes and retransmits
this information establishing a regenerative system. Outage
probabilities, mutual information calculations and transmit di-
versity bounds for AF and DF relaying are derived in [4] with
end to end performance being considered in [5]. Taking into
consideration the above relaying protocols, the use of SM is
proposed to provide additional power and capacity gains over
the non-cooperative AF and DF systems. In orthogonal AF
and DF two time slots are needed for the relevant information
to reach the destination node, effectively halving the source-
destination spectral efficiency. Dual-hop Spatial Modulation
(Dh-SM) can partially mitigate this effect. Dh-SM can utilise
the spatial domain to transmit additional information bits,
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French National Center for Scientific Research (CNRS)
Ecole Supérieure d’Electricité (SUPELEC),
University of Paris—Sud XI (UPS)
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while maintaining a fixed signal constellation. Since the re-
ceiver decodes the channel used for the transmission, it can
determine the transmitting antenna and, in so doing, decode
the bits used to activate that particular antenna. This serves
to increase the source to destination spectral efficiency and
alleviate the multihop burden, as will be explained in Section
II. Alternatively, since some of the data in SM is transmitted
in the spatial domain, a lower order modulation scheme can be
used for signal domain transmission which leads to a lower
transmit power requirment. This is a unique advantage that
Dh-SM has when compared to all other relaying systems and
results in a decreased BER at the destination for the same
transmit power, i.e. Dh-SM increases the coding gain of the
system. Throughout this work we refer to the coding gain as
the the difference between the SNR levels of two systems
required to reach the same BER.

In [6-8], analytical bounds for the BER performance of
SM are derived. Each work considers the channel and the
signal symbol as a joint input variable and averages across
the channel to achieve a closed form solution. We validate
the results of this work with the union bound based approach
originally presented in [9, Eq. (8)].

In the remainder of the paper we introduce the system model
in Section II, provide the theoretical framework in Section
111, show and discuss the numerical results in Section IV and
conclude the paper in Section V.

II. SYSTEM MODEL

In the following work we assume a three node scenario
as shown in Fig. 1. While AF, DF and Dh-SM utilise a
single transmit antenna at any instance, Dh-SM requires the
transmitter to have multiple transmit antennas available. Since
we seek to characterise the behaviour of SM in a dual-hop
scenario, we compare its performance in terms of BER to non-
cooperative DF. The source broadcasts a signal constellation
symbol, x. The received signal is given by: y; = hyu + 1,
where ¢ is the index of the transmit and j is the index of
the receive antenna, h;; is the channel coefficient of the link
between the active antenna 4 and the receiving antenna j. The
additive white Gaussian noise (AWGN), 7, is described by
N (0,0%) with 02 = Ey [|2|%] /7:; where 7;; is the average
SNR of the link between nodes i and j and Ex[] is the
expectation with respect to the set of signal constellation
points. The estimated symbol at each receiving node in the
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Source

_\a
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Fig. 1. Dual-hop spatial modulation
DF system using maximum-ratio-combining (MRC) is given
by:

. (h//i{)-f Ykt
Lest — T
(hk(‘) hk[

()t denotes the complex conjugate and h};é = [hil e hmd is
a vector composed of the single tap channel coefficients from
antenna ¢ on the transmitting node % to the receiving node ¢
having Nf number of receive antennas. The transmitting node
is either the source, s, or the relay, r, while the receiving node
is the relay or destination, d, i.e. k € {s, r} and £ € {r, d}.
The vector ¥, is comprised of the symbols at each receive
antenna on node 4. Finally, x¢, is passed through a maximum
likelihood (ML) detector to obtain the original bit sequence.

The basic idea of SM is to map blocks of information bits
into two information carrying units [2]: i) a symbol, chosen
from a complex signal—constellation diagram, and ii) a unique
transmit—antenna, chosen from the set of transmit—antennas in
the antenna-—array, i.e. the spatial-constellation diagram. The
working principle of SM is exemplified in Fig. 2.

Throughout this paper, we consider a ML decoder, which
computes the Euclidean distance between the received signal
¥re and the set of all possible received signals, selecting the
closest one [6]:

(1

(Test, %) = argmin {| | e — L,hM |f}

reX ic{l...NF}

where the pair (e, ix) is formed from the estimated symbol
Test emitted from antenna i on node k, x; is the current symbol
being evaluated from the set of possible constellation points
X, NF is the number of available transmit antennas on node
k and || - ||z is the Frobenius norm.

A. Example

Let us assume a basic system as shown in Fig. 1, where
transmissions are carried out at 2 bits/s/Hz in the signal
domain and only a single transmit antenna is active at the
source and relay nodes. In orthogonal AF and DF two time
slots are needed for the relevant information to reach the
destination node, effectively halving the source-destination
spectral efficiency to 1 bit/s/Hz. We now consider the system
in Fig. 1 with a single source to relay transmit antenna and
four relay to destination transmit antennas. In this case 2 bits
can be sent in the spatial domain and 2 more in the signal
domain on the relay to destination link. The use of SM on
the relay to destination link enables the system to operate at 4
bits/s/Hz on that link. Since the system remains unchanged in

Signal Constellation for first transmit
antenna

00(00)

N
10(00)

m
01g/ 01(11) 00(11)

Re
1(11) 10011)

Signal Constellation for fourth
transmit antenna

11

Spalla%o'nste\lation

Fig. 2. If we wish to transmit four bits, the first two bits define the
spatial—constellation point which identifies the active antenna, while
the remaining two bits determine the signal-constellation point that
is to be transmitted.

the source to relay link, the source can transmit to the relay
in the first two time slots a total of 4 bits. The relay can then
transmit those 4 bits to the destination in the third slot by
making use of the spatial domain. The use of Dh-SM results
in 4 bits going from the source to the destination in three time
slots and an end-to-end average spectral efficiency of 1.33
bits/s/Hz; a 33% improvement over standard AF and DF.
Alternatively, Dh-SM can be used to improve the bit-error-
ratio of the system by transmitting a lower order modulation
signal-symbol. We quantify the coding gains in Section TV-B.

III. ANALYTICAL MODELLING

The scenario presented in Fig. 1 represents a well known
orthogonal relaying system. A major distinction is the use of
multiple transmit and receive antennas at the relay. The end-to-
end performance of a two-hop wireless communication system
with non-regenerative (AF) and regenerative (DF) relays over
a Rayleigh-fading channel is presented in [5]. The authors
develop a closed form expression for the average BER of AF
given in terms of the system’s moment generating function
(MGF). The system performance in terms of outage probability
and BER demonstrate that DF systems perform better than
AF at both low and high average SNRs in a Rayleigh fading
environment. For this reason, we limit our comparison and
only look at Dh-SM’s performance relative to DF. In this
work we aim to show that the use of spatial modulation in a
fixed relaying system, i.e. there is no node mobility, provides
significant coding gains.

Starting from the system model presented in Section II,
the signal undergoes two stages of decoding [10] and the bit
error probability, for all dual-hop regenerative systems over
independent channel SNRs, can readily be expressed as:

Py(Fsd) = Po(Fsr) + Po(Fra) — 285 (Fsr) Po (Fea) - 2

P,() is the average BER of the link between nodes % and
¢ with an average SNR of 7,,. In a regenerative system, the
overall bit error ratio is a function of the individual links. This
means that if a system performs better in terms of BER on the
individual links, it will also perform better for the dual-hop
once we consider that both Py(%) and Ppy(%q) must be less
than 1/2. To show this, we look at the directional derivative
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of P,(7sa) with respect to By (%) and Py (). We define a
unit vector u = < «, F > where « and 3 are non-negative
coefficients defining the direction of the derivative.

VaP(Fuw) = a1 =2P,(Fw) + (1 =2P(F)). )

Looking at (3) we see that the function is monotonically in-
creasing with respect to the individual error probabilities since
{Ps(Fse): Po(Fra)} € [0, 1/2]. We now look at the expressions
for these error probabilities. It should be noted that since
the overall system error depends solely on the error of the
individual links, we proceed to analyse the error expressions
for the arbitrary k to ¢ link.

The BER of an M quadrature amplitude modulation (QAM)
across multiple fading channels is given in (4) where M is the
size of the QAM constellation. The generalized expression for
the average BER of a single link between nodes & and ¢ using
QAM modulation and Gray coding is given by (4) [11].

VM /2 1 /2 . NE
Py(Er) = A = My, | ——— de 4
b(Eke) ; ™ ,/0 w (2si112(9)> @
A—g| YM-1
VM log, (M)
M, (s) is the moment generating function of the fading chan-
nel. The moment generating functions for different channel

fading models can be found in [11]. In particular, we look at
a Rayleigh fading channel and M, (s) is given by:

1
(8) = 1+ 57

Similarly, because Dh-SM is in principle a DF system, its
BER can be represented by (2), where the individual error
probabilities are those of the individual SM links.

The BER of SM using the optimal detector can be bounded
using union bound methods and is given as:

_ 3logy(M)(2b—1)?
B M-1

P,(E) <En {Z PEP (z, ny, &, m)} )

&,

where we define PEP (z, n,, &, 72;) to be the pairwise error
probability between the symbol 2 emitted from antenna 7
being detected as symbol & emitted by antenna 7. Eg[]
represents the expectation of the system with respect to the
channel. Given this formulation, the symbol based union
bound for (5) can be expressed as:

M M N NP PEP (i . i)
PE,) < ke \Ly Ty, 0y Tl ) 6
vl “)*ZIZZZ 2 (MNF —1) ©
x—1F—1ns—1n,—1
In [9, Eq. (8)] the pairwise error probability conditioned on
the channel between the two communicating nodes is given
as:

PEPy¢ (z. i, &, ) = Q )]

where the symbol « is transmitted from antenna 7.
Given this analytical modelling, we proceed to analyse the
performance of Dh-SM and DF in terms of their BER.

TV. NUMERICAT. ANALYSITS

The aim of this section is to compare the performance of
Dh-SM with conventional relaying utilising M-QAM under
a variety of conditions. In particular, the presented results
depict the different behaviour of the system when: i) NV} is
changed, ii) N} is changed, iii) N is changed, iv) N¢ is
changed and, v) under different link SNRs. Our work begins
by analysing the most constrained Dh-SM system where
Ny =2, N:=2,Nf =2 and N! = 2. We then adjust each
parameter to see the effect it has on the system such that
Fig. 6 shows the results for the least constrained system and
the full advantages of Dh-SM are seen.

A. Simulation Setup

A frequency-flat Rayleigh fading channel with no correla-
tion between the transmitting antennas and AWGN is assumed.
MRC in combination with ML detection is used in the DF
system, with the ML detector in [6] being used for Dh-SM.
Perfect channel state information (CSI) is assumed at the
receiving node, with no CSI at the transmitter. Only one of
the available transmit antennas at the source and relay nodes
of Dh-SM is active at any transmitting instance. Since part
of the data is encoded in the spatial domain, Dh-SM uses a
lower order modulation symbol but the energy per symbol is
equivalent to that in the DF system.

B. Results

In the legend on each figure, An(k, £) represents the analyti-
cal BER on the link between nodes k& and ¢, while Sim(k, £) is
the simulation result. To analytically describe the behaviour of
DF we use (4), whereas (6) bounds the behaviour of Dh-SM.

We begin by looking at the effects of additional antennas
at the transmitter. In particular, Fig. 3 shows that when the
source to relay and relay to destination channel conditions are
comparable, Dh-SM exhibits over a 2 dB coding gain over
to DF. Tt should be noted that as any DF system, Dh-SM is
susceptible to bottlenecks. In particular, the relay to destination
link constraints the performance of Dh-SM and the addition of
more transmit antennas at the source results in marginal gains.
Indeed, having 4 transmit antennas at the source increases
the advantage of Dh-SM to 2.4 dB and transmission using
32 transmit antennas results in 3.5 dB gains. The system is
constrained by the BER of the relay to destination link. Hence,
as a next step, we remove the bottleneck of the source to
relay link by setting IV; = 32 and analyse the effects of the
number of transmit antennas at the relay. Looking at Fig. 4,
coding gains of 3.5 dB are achieved with only 2 transmit
antennas at the relay. This advantage is increased to about
4 dB with 4 transmit antennas and reaches 5 dB when using
32 transmit antennas at the relay. In general, systems with
more available antennas still exhibit better performance in
terms of BER, although the coding gains achieved with every
additional antenna are diminishing. It should be noted that
while having 32 transmit antennas on a single node may not
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N: =2, N: =2, N:’ =2 and 7 bits/s/Hz per link spectral efficiency

—#—DF—An(s, d)
—DF—Sim(s, d)
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Bit-Error-Ratio
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SNR/dB

Fig. 3. Average bit error ratio when 7sr — g and the number of transmit
antennas at the source is varied. The average source to destination spectral
efficiency is 3.5 bits/s/Hz. The arrow on the figure indicates the progression
of the curves going from N} — 32 as the leftmost dashed curve to N} — 2
as the rightmost dashed curve.

Nf =32, N: =2, Nf =2 and 7 bits/s/Hz per link spectral efficiency

e DF—AN(s, N[ =2

_DF--Sim(s, d) N = 2

Bit-Error—Ratio
=
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. .Dh-SM--Sim(s, &) N = 4
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Lig. 4. Average bit error ratio when sr 7 and the number of transmit
antennas at the relay is varied. The average source to destination spectral
efficiency is equal to 3.5 bits/s/Hz. The arrow on the figure indicates the
progression of the curves going from Ny — 32 as the leftmost dashed curve
to N = 2 as the rightmost dashed curve.

be realistic, this work provides a good basis for the expected
performance of a distributed relaying scenario utilising SM
where multiple transmit antennas would be available. It shows
that such a system is expected to provide sufficient gains to
motivate further work.

We now investigate the behaviour of Dh-SM with respect
to the number of receive antennas. As Fig. 5 shows, Dh-SM
performs better as more receive antennas are added to the
system, irrespective of which node they are added to. Despite
the coding gains observed, the system is still limited by its
worse performing link in terms of the BER since the diversity

Nf =2, N = 2 and 7 bits/s/Hz per link spectral efficiency

___DF--sim(s, ) N =2, Nf =2
. d
_o-DF--Sim(s, d) N[ =2, N = 4
—o-DF--Sim(s, d) N =4, Nf =4 ‘
r_ d _ |
s Dh-SM--An(s, d) N[ =4, N? =4
107} Dh-SM—Sim(s, d) N'=2,N¢ =

_Dh-SM——Sim(s, d) NI = 2, Nf =

-©
: r_a N9
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107
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SNR/dB
Fig. 5. Average bit crror ratio when %5 = 9 and the number of

receive antennas at the relay and destination is varied. The average source
to destination spectral efficiency is equal to 3.5 bits/s/Hz.

of the overall system is min{ N, N¢}. Looking at Fig. 5,
we can see that Dh-SM has about 2.2 dB gain with respect
DF when there are 2 receive antennas at both the relay and
the destination. When there are 2 and 4 receive antennas at
the relay and destination nodes respectively, Dh-SM has a 2.6
dB gain with respect to DF, i.e. the performance of Dh-SM
improves by 0.4 dB with the addition of 2 receive antennas
at the destination. Again, the small increase in the coding
gain with an increase in the number of receive antennas at
the destination is the result of a bottleneck created by having
only 2 receive antennas at the relay. When there are 4 receive
antennas at each of the nodes, Dh-SM exhibits about 3.3 dB
better performance compared to DF. Similar to the effect of
diminishing returns with every added transmit antenna, Dh-
SM still exhibits better performance in terms of BER with the
addition of more receive antennas, although the coding gains
achieved diminish. It should be noted that these coding gains
in Dh-SM are in addition to the diversity gains experienced
by both, DF and Dh-SM, resulting from the increase in the
number of receive antennas.

With the separate effects of the number of transmit and
receive antennas analysed, Fig. 6 shows that Dh-SM can
exhibit between 5 dB and 10 dB gains compared to DF when
the number of receive antennas at both the relay and the
destination is increased to 4 and N} = N]. These gains are
larger than those presented in Fig. 3 and Fig. 4 since both links
have more receive antennas. The greater number of receive
antennas provides an increase in spatial diversity for both DF
and Dh-SM with further coding gains for Dh-SM. The coding
gains exhibited by Dh-SM are partially a result of the lower
order signal—constellation symbols used in SM transmission.
Additionally, the more receive antennas are available, the more
distinguishable the transmit antennas become which helps to
reduce the BER and increase the coding gain.

With the effect of the number of antennas analysed, Fig. 7
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Fig. 6. Average bit error ratio when 5 = g and the number of transmit
antennas at the source and relay is varied. The average source 1o destination
spectral efficiency is equal to 3.5 bits/s/Hz.
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Fig. 7. The average source (o destination spectral efficiency is equal to 3.5
bits/s/Hz and the channel gains are varied.

shows the effects of the varying link SNRs, i.e. 75 7 ¥ra. Since
Dh-SM relies on sequential detection, from Fig. 7 we can see
that both, DF and Dh-SM, exhibit better performance when the
average received SNR on the source to relay link is greater
than the average received SNR on the relay to destination
link. Nonetheless, the performance difference between the two
systems remains the same regardless of 7, and ¥,4. This means
that the effects discussed above extend to arbitrary channel
gain conditions and system geometry, provided that each node
has the same transmit power.

V. CONCLUSION

In this work the application of SM in a dual-hop, non-
cooperative scenario has been considered. The spatial domain
of Dh-SM has been utilised to transmit extra information bits

which help alleviate the multihop burden. Dh-SM has also
been shown to provide coding gains by lowering the number
of bits sent in the signal domain. The union bound method has
been used to bound the BER behaviour of SM and provide a
good estimate for the potential performance of Dh-SM.

It has been demonstrated that the application of SM in a
relaying scenario results in better end—to—end system perfor-
mance when compared to non-cooperative DF. The coding
gain improved as the number of transmit antennas increased
at either the source or relay nodes. Furthermore, the coding
gain was also enhanced by more receive antennas added at
either the relay or destination nodes. From this, it can be seen
that Dh-SM has the potential to provide substantial spectral
efficiency and coding gains in future wireless relay networks.
Future work will focus on studying the application of SM in
distributed relay networks.
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Abstract—Spatial modulation (SM) is a recently proposed
approach to multiple-input-multiple-output (MIMO) systems
which entirely avoids inter—channel interference (ICI) and re-
quires no synchronisation between the transmit antennas, while
achieving a spatial multiplexing gain. SM allows the system
designer to freely trade off the number of transmit antennas with
the signal constellation. Additionally, the number of transmit an-
tennas is independent from the number of receive antennas which
is an advantage over other multiplexing MIMO schemes. Most
contributions thus far, however, have only addressed SM aspects
for a point-to-point communication systems, i.¢. the single-user
scenario. In this work we seek to characterise the behaviour of
SM in the interference limited scenario. The proposed maximum-
likelihood (ML) detector can successfully decode incoming data
from multiple sources in an interference limited scenario and
does not suffer from the near-far problem.

[. INTRODUCTION

Multiple-antenna systems are fast becoming a key technol-
ogy for modern wireless systems. They offer improved error
performance and higher data rates, at the expense of increased
complexity and power consumption [1]. Spatial modulation
(SM) is a recently proposed approach to multiple—input—
multiple—output (MIMO) systems which entirely avoids inter—
channel interference (ICI) and requires no synchronisation
between the transmit antennas, while achieving a spatial
multiplexing gain [2]. A spatial multiplexing gain is achieved
by mapping a block of information bits into a constellation
point in the signal and spatial domains [3]. In SM, the number
of information bits, £, encoded in the spatial domain can be
related to the number of transmit antennas N, as Ny = 2¢. This
means that the number of transmit antennas must be a power
of two unless fractional bit encoding is used [4]. Additionally,
compared to other MIMO schemes, the spatial multiplexing
gain i.e. the number of transmit antennas, is independent of
the number of receive antennas. This offers the flexibility to
trade off the number of transmit antennas with the modulation
order in the signal domain to meet the desired data rate without
regard for the number of receive antennas. It should also be
noted that SM is shown to outperform other MIMO schemes
in terms of bit-error-ratio (BER) [3].

A number of papers are available in the literature which are
aimed at understanding and improving the performance of SM
in various scenarios. Trellis coding on the transmit antenna is
proposed in [5], a reduced complexity decoder is given in [6]
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and the performance of SM over a wide range of channels
is presented in [7]. The optimal detector is known with and
without channel state information at the receiver in [8—10].
The optimal power allocation problem for a 2 transmit with 1
receive antenna system is solved in closed form in [11] and the
performance of SM in correlated fading channels is considered
in [12]. Recent work has also shown that SM can be combined
with space-time block codes to attain spectral efficiency gains
[13]. SM has also been applied to relaying systems in [14]
where it exhibits significant signal-to-noise-ratio (SNR) gains
when compared to non-cooperative decode and forward.

Most contributions thus far, however, have only addressed
SM aspects for a point-to-point communication systems, i.e.
the single-user scenario. These scenarios include the appli-
cation of SM in traditional orthogonal access systems such
as frequency division multiple access (FDMA), time division
multiple access (TDMA) or orthogonal frequency division
multiple access (OFDMA) where co-channel interference is
managed by ensuring orthogonal transmissions by all nodes
in the system. A notable exception is given in [15], where
the authors focus their analysis on a limited two user scenario
employing only space-shift-keying (SSK). It should be noted,
that SSK is similar to SM in that the antenna index is used
for data transmission, but instead of a full signal-symbol only
a reference signal is sent to enable channel estimation at the
receiver.

In this work we seek to characterise the behaviour of SM
in the interference limited scenario. In particular, we propose
a maximum-likelihood (ML) detector which can successfully
decode incoming data in the case of simultaneous transmission
and does not suffer from the near-far problem, i.e. the detector
can successfully decode data from a user with a lower signal-
to-noise-ratio (SNR). The proposed jointly optimum multi-user
detector minimises the BER for all users and does not suffer
from the near-far problem.

The remainder of this work is organized as follows. In
Section II, the system and channel models are introduced.
In Section III, the performance of SM in the multiple access
scenario is characterised and the analytical modelling for the
multi-user detector is proposed. Section IV provides numerical
and simulation results to substantiate the accuracy of the
analytical framework developed. In Section V, we summarise
and conclude the work.
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II. SYSTEM MODEL

The basic idea of SM is to map blocks of information bits
into two information carrying units [3]: i) a symbol, chosen
from a complex signal-constellation diagram, and ii) a unique
transmit-antenna, chosen from the set of transmit-antennas in
the antenna—array, i.e. the spatial-constellation. The general
SM constellation point is thus a combination of a signal-
constellation point and a spatial-constellation point. The SM
constellation diagram is presented in Fig. 1.

Signal Constellation for the first
transmit antenna
Im

01(00) 00(00)
Re

= -
11(00) 10(00)

00

°

[
01g 01(11) 00(11)

Re
1(11) 10(11)

Signal Constellation for the fourth
transmit antenna

1"

Spaua%;slellation

Fig. 1. A transmission of four bits is assumed. The first two bits from right to
left define the spatial—constellation point identifying the active antenna, while
the remaining two bits determine the signal—constellation point that will be
transmitted. This scenario means that a single SM constellation point carries
four information bits.

In the following work we assume a three node scenario as
shown in Fig. 2 where we seek to characterise the behaviour
of SM during simultaneous transmission i.e. in the presence
of co-channel interference. We assume that the two transmit
nodes, denoted as Userl, node (U;), and User2, node (Us),
in Fig. 2, transmit simultaneously to the receiver on the same
time-frequency slot. Each node broadcasts a signal constella-

tio;fhsgrr%lgg}v e gg% lo%%eg?\t; eirtlsbayv:aﬂable antennas.

Yi = 4 /Em”%m) ll,iu,vl)j:,«/(ﬁl) + /Emagug) hk(z,,'zjj.’F(U:') +1n
(H

where:

s FE,, is the average energy per symbol for both nodes,

e i and k are the indices of the transmit antennas from
nodes 1 and 2 respectively,

« j is the index of the receive antenna from a total of NV,
available,

Receiver

17

User2

Userl

Fig. 2.  Spatial modulation with simultaneous transmission. The receive
cannot distinguish which is the desired and which is the interferencing user.
Therefore, it must treat each users as its intended user.

. O'%L,l) and (IZU are the channel attenuation coefficients
on the U; to receiver and U, to receiver links in Fig. 2
respectively,

hywn); and hy ) ; are the fast fading channel coefficients
of the link between the active antennas (i, k) and the
receiving antenna j, and

1), is a complex normal random variable with zero mean
and variance N,,, CN (0, N,,), and represents the additive
white Gaussian noise (AWGN) at the receiver.

We note that all bold notations indicate vector notations. We
now look at the analytical formulation of the system.

ITI. ANALYTICAL MODELLING

In this section, we develop a ML detector for use in the
presence of co-channel interference. The detector computes
the Euclidean distance between the received vector signal ¥
and the set of all possible received signals, selecting the closest
one. The mathematical formulation of the ML detector used
in the system is given in (2). We note that this formulation is
valid for any channel vectors and any transmitted symbols. In
particular, if the channels are correlated i.e. non-orthogonal,
then it will be more difficult for the receiver to distinguish the
individual antennas used in the transmission, which will result
in an increase of the BER.

Starting from the system model presented in Section II,
the decoded pair (e, m)(s), formed from the estimated
symbol e emitted from antenna n; on node &, where
& e {(Ur), (Ug)}, is given by:

2

y— ;1,'<“)hn(u,)
‘t
u€{(U1), (Uz2)} It

{('rcsl: 77’L>(U1 ) s

(et 1y ) (VD) } = argmin
@

2™ e x@ a1 Ny

X is the set of all possible signal constellation points for
node u with A" number of elements, N\ is the number
of available transmit antennas on node « and || - ||y is the
Frobenius norm.

From here we can use techniques base on the union bound to
describe the behaviour of the interference aware SM detector
in the high SNR regions. The union bound for the interference
aware SM detector, which estimates the average bit-error-
ratio (ABER) for node ¢, can be expressed as given in (3)
where N¢ (b, b) = Ne(ny, ) + Ne(,2). Ne(ny, ) denotes
the Hamming distance between the binary representations of
the antenna indices 1, and 7, on node £. Similarly, N (z, &)
denotes the Hamming distance between the binary represen-
tations of the symbols z and & on node &.

We define PEP (2(V1)(V2) (/) (U2) (). (U2) |y (1) (02)
to be the pairwise error probability between the symbol
#T:U2) emitted from antennas nt('n)"(ni) being detected
as symbol #(U1)(V2) emitted by antenna 'ﬁ,EU‘)‘(U'“’). It
should be mnoted that the npairs, <w(""1)‘r(uﬁ), 7’L£U‘)"(U”)>

and (1(“1)«(1"2)1fLEUl)‘(Uﬁ), come from the set of
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PEP () = Q W ‘U(Ul) (h”m])I(Dl) — h‘ﬁ(r'ﬁil?(DL)) + O(Us) (hn(rrz)ﬂﬁ(r"'Z) — h,'.L<rI:)L'l?(l"'-’)) H (4)

all possible symbol-antenna pairs for both nodes,
PACAPHUCED HE’”)7(""‘-’) - h”(m):lf(m) + h"(rmw(U‘J)

ie.
and

(;?:(Ul),(UQ)‘ ﬁEU] )-(U‘z)) _ hﬁwl)j;(b'l) T hﬁwz);?:(u'g)_ EHH
represents the expectation of 'the system with respect to the
channel and Q(w) = ﬁ L exp (—4) dt.

The ABER for node £ is shown in (3), where the pairwise
error probability is given in (4). Due to space constraints, we
omit the derivation of (4). We note that thus far no assumptions
have been made as to the distribution of the channel.

If we consider a Rayleigh fading channel, then we can
derive the closed form solution for Eg [PEP(-)] in (3) by
employing the solution to [16, eq. 62]. We note that by
assuming a Rayleigh fading channel, the argument within
(4) can be represented as the summation of 2N, squared
Gaussian random variables, with zero mean and variance equal
to 1, which means that they can be described by a central
Chi-squared distribution with 2V, degrees of freedom and a
probability density function of:

1 .
pK(I{> = m P exp (7!{/2).

The result for Egg [PEP (-)] is given as:

N,o—1

EH [PEP ()} = f((:)N“ Z

N, —1+7r
r

) 1 Fe) 6

such that

. 1 c
Fle) =3 (17 "/1+c>
where En 9 ‘
C=IN Z T Aw) ©)
T ue{th U}

which is a quarter of the received SNR at the receiver, and
(‘x(u)‘Q + ‘i(u)|2) ‘”5“’) # ﬁf“')!

("’1/‘(“) _ .’i:(7,)|2) wgnr) _ ﬁﬁu).
0

Aw) = M ,
7l1(u) ~ (u)
IV. SIMULATION RESULTS AND DISCUSSION

=y and Ty = L)

In this section we aim to show that the interference aware
detector proposed in (2) can successfully decode the incoming
streams for the two users. Numerical results are shown which
demonstrate that (3) provides a tight upper bound for the BER
of the interference aware detector at high SNR. The aim of
this work is to develop and test a viable multi-user detector
for SM.

A. Simulation Setup

A frequency-flat Rayleigh fading channel with no correla-
tion between the transmitting antennas and AWGN is assumed.
Perfect channel state information (CSI) is assumed at the
receiving node, with no CSI at the transmitter. Only one of
the available transmit antennas for each node is active at
any transmitting instance. In theory each user independently
decides the number of transmit antennas and the symbol
modulation it uses. For use in the simulation we assume each
node has the same number of transmit antennas as well as
the same spectral efficiency target. In each figure, for each
user, there are three presented results: i) the simulation results
for the interference aware detector, denoted by Sim (Userf),
ii) the theoretical results from (3) using (5), denoted by
Analytical (Userf), and iii) the single-user-lower-bound
(SULB), denoted by SULB (User¢) . We define SULB as the
system performance in a single-user-single-receiver scenario
where the system performance is determined purely by its
SNR, defined as Z’T’" The theory behind SULB is well
developed in [7].

B. Results

Fig. 3 and Fig. 4 clearly demonstrate that the analytical
model presented in (3) represents a tight upper bound for the
system in the high SNR region. Additionally, we can see that
the system with the lowest SNR has similar performance to
that predicted by its SULB. It should be noted that this is not
the case for the node with the better SNR. This difference in
performance of the two systems can be explained by looking
at the error contribution of each element from each node in
the analytical prediction.

We define two sets, one for every pairwise possibility within
a particular user, given by QY1) in (7) for Userl. We can simi-
larly define the set Q(V2) for User2. If we now consider (3) and
(4) we see that the overall error for each user is inevitably in-
fluenced by the errors from the other user. However, since each
element from Q("") is associated with the full set of possible
errors from (Y2)| then all erroneous terms from Q1) will
‘carry’ the full error from the terms in Q(“2) and vice versa.
This means that besides the pairwise error associated with
the mis-detection of the antenna-symbol combination of Userl
alone, the error term for Userl is increased by the pairwise
error of User2 and vice versa, i.e. the overall error for node 1
has [(card {1} — ]\/[(("Y‘)./\“,(”l)> card {QU»}| num-
ber of error terms where card{-} denotes the cardinality of
a given set.

We further note that each pairwise error from the user with
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the worse SNR makes a bigger contribution to the overall
BER than the pairwise error from the node with the better
SNR. This can be shown if we look at the Euclidean distance
between the different pairwise errors. We classify a pairwise
error if the Euclidean distance between the symbol-antenna
pairs being tested is greater than zero. In particular, the greater
the Euclidean distance becomes, the smaller the error from that
term. From (4) it is clear that the pairwise error depends on
the SNR as well as the Euclidean distance. It thus follows that
given pairwise error terms with the same Euclidean distance,
the worse the SNR is for each term, the greater the absolute
pairwise error. Considering the above, it is clear that the node
with the better channel gain never performs close to its SULB,
while the node with the worse channel gain does perform near
its SULB.

Fig. 3 and Fig. 4 demonstrate this behaviour. The gap in
performance with respect to the SULB for the main contributor
to the overall user error, ie. the node with the lower SNR,
effectively increases the BER of the node with the higher SNR.
To further elaborate, we note that the difference between the
simulation BER curves of the two nodes when N, = 2 and
N, = 3 increases as more receive antennas are added. This
can be explained if we consider that by increasing the number
of receive antennas, the diversity of the system increases and
the pairwise error terms for each node approach zero more
rapidly. This mean that the absolute pairwise error contributed
to the overall BER is less for each node. As a consequence,
the node with the better channel gain i.e. the node with higher
SNR, will perform closer to its SULB.

On the one hand, moving from Fig. 3 and Fig. 4 to Fig. 5, we
notice that for a fixed spectral efficiency and a fixed number
of transmit antennas, the addition of more receive antennas
results in an increasing gap between the average analytical
BER curves of the two nodes. In particular, a gap of around 4
dB between the performance of Userl and User2 with NV, = 2
is increased to around 7 dB when XNV, = 4 and further increased
to around 9 dB for NV, = 8. On the other hand, given that the
two nodes experience a channel gain difference of 10 dB, we
know that the interference aware detector cannot reach the
performance of independent detection and the SULB for the
node with the better SNR. Nonetheless, the gap between their
respective BER curves tends toward the difference between the
channel attenuations of the two users as IV, grows to infinity
but can never reach it i.e. the gap tends towards 10 dB.

The addition of more transmit antennas at each of the nodes
results in SNR gains for each node as can be seen when we
compare Fig. 4 and Fig. 6. Interestingly, however, increasing
the number of transmit antennas does not change the relative
behaviour of the system, i.e. the SNR difference between the
BER curves of the two nodes remains constant. This behaviour
is expected when we consider that (§) is independent of N,
and heavily influenced by N,. In particular, the BER of both
nodes is dependent on the variance of the channel coefficients
in (4) which follow a central chi-squared distribution with 2.V,
degrees of freedom. This variance is defined in (6).

At this point it should be noted that while the proposed
detector is jointly optimum for both nodes and does not
suffer from the near-far problem, it needs full CSI from

N' =2, Nr =2 and spectral efficiency of 4 bits/s/Hz
e R,
SR %

Bit-Error—Ratio
s

=#=Sim(User1)
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=©-Analytical(User1) v
-{-Analytical(User2) S
7 SULB(User1) V.
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SNR/dB

2

BER for user 1 with o2 (s

Fig. 3. e

y T 1 and user 2 with o
the interference aware detector.
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Bit-Error-Ratio
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10 " == Sim(User2)
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<7 SULB(User1)
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Fig. 4. BER for user 1 with o2

) 0.1 using
the interference aware detector.

1 and user 2 with U?U”

all possible transmitting antennas to each receiving antenna.
Additionally, finding the optimal solution is an exponentially
complex problem, ie. if we assume each node has the same
number of transmit antennas and uses the same signal constel-
lation, then the multi user ML detector has O ( (M N[,)N“
computational complexity which is proven to be NP-complete
[17]. Fortunately, recent work on sphere detection algorithms
may be used to alleviate this computational cost [18].

V. CONCLUSION

In this work the performance of SM with simultaneous
transmission was analysed. A ML detector for SM in the
interference limited scenario was proposed. Its performance
over uncorrelated Rayleigh fading channels was studied and a
closed form solution for the upper bound of the system was
provided. Numerical results verified that the proposed analysis
was fairly accurate for the high SNR regions. On the one
hand, increasing the number of transmit antennas at each of
the nodes from 2 to 4 resulted in SNR gains of around 2
dB. This measure did not, however, have any effect on the
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Fig. 5. BER for user 1 with (7%” = 1 and user 2 with zr'(zﬁﬁ = 0.1. Solid

lines denote the performance of user 2 with a varying number of receive
antennas while dashed lines denote the performance of user 1 with a varying
number of receive antennas.

Nt =4, Nr = 3 and spectral efficiency of 4 bits/s/Hz

10 T T r T
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Fig. 6. BER for user 1 with U?m) — 1 and user 2 with 0(2[/,7“) — 0.1 using

the interference aware detector,

relative coding gain between the BER curves of the two nodes
i.e. the two nodes improved their performance by the same
amount. On the other hand, increasing the number of receive
antennas increased the diversity of the system and decreased
the error contribution of each node, thus increasing the SNR
gap between the BER curves of the two nodes.

The generalization of this work to a system with an arbitrary
number of nodes, along with further investigation on the
performance of SM in an interference limited scenario will
be considered in the future.
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Abstract—In this paper, a generalised technique for spatial
modulation (SM) is presented. Generalised spatial modulation
(GSM) overcomes in a novel fashion the constraint in SM that the
number of transmit antennas has to be a power of two. In GSM, a
block of information bits is mapped to a constellation symbol and
a spatial symbol. The spatial symbol is a combination of transmit
antennas activated at each instance. The actual combination of
active transmit antennas depends on the random incoming data
stream. This is unlike SM where only a single transmit antenna
is activated at each instance. GSM increases the overall spectral
efficiency by base-two logarithm of the number of antenna
combinations. This reduces the number of transmit antennas
needed for the same spectral efficiency. The performance of GSM
is analysed in this paper, and an upper bound on the bit—error—
ratio (BER) performance is derived. In addition, an algorithm to
optimise the antenna combination selection is proposed. Finally,
the performance of GSM is validated through Monte Carlo
simulations. The results are compared with traditional SM. It
is shown that for the same spectral efficiency GSM performs
nearly the same as SM, but with a significant reduction in the
number of transmit antennas.

Index Terms—Spatial modulation, generalised spatial modula-
tion, MIMO.

I. INTRODUCTION

Multiple-input multiple-output (MIMO) systems offer a
significant increase in spectral efficiency, in comparison to
single antenna systems [1]. An example is the Vertical Bell
Labs layered space-time (V-BLAST) architecture [2], where
the spectral efficiency increases linearly with the number of
transmit antennas. However, transmitting from all antennas at
the same time, on the same frequency, causes inter-channel
interference (ICI) at the receiver.

Spatial Modulation (SM) is a spatial multiplexing MIMO
technique that is proposed in [3] to increase the spectral
efficiency and to overcome inter—channel interference (ICI).
This is attained by activating only a single transmit antenna
at each instance to transmit a certain data symbol, where
the active antenna index and the data sent depend on the
incoming random data bits. Thereby, an overall increase in
the spectral efficiency by base-two logarithm of the number
of transmit antennas is achieved. Note that, the number of
transmit antennas must be a power of two. A detector that
jointly estimates the active antenna index and the sent data
symbol is required at the rcceiver side. The optimal SM
decoder is proposed in [4] and SM combined with trellis-coded
modulation (TCM) is recently proposed in [5]. Furthermore,
space shift keying (SSK) with partial channel state information
is presented in [6], and a general framework for performance
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analysis of SSK for multiple input single output (MISO)
systems over correlated Nakagami-n fading channels is shown
in [7]. Tt is shown in [3]-[5] that TICT avoidance results
in better BER performance and a significant reduction in
detection complexity, as compared to V-BLAST, for instance.
However, the logarithmic increase in spectral efficiency and
the requirement that the number of antennas must be a power
of two would require large number of antennas.

Fractional bit encoded spatial modulation (FBE-SM) is
proposed in [8] to overcome the limitation in the number of
transmit antennas. FBE-SM is based on the theory of mod-
ulus conversion and allows an arbitrary number of transmit
antennas. However, the system suffers from error propagation.

An alternative approach to limit the number of transmit
antennas is proposed in this paper. Generalised spatial mod-
ulation (GSM) activates more than one transmit antenna at a
time to simultaneously transmit a data symbol. In GSM the
transmitted information is conveyed in the activated combina-
tion of transmit antennas and the transmitted symbol from
a signal constellation. As a result, the number of transmit
antennas required to achicve a certain spectral cfficiency is
reduced by more than a half in GSM as compared to SM, and
generalised space shift keying modulation (GSSK) proposed
in [9]. Transmitting the same data symbol from more than
one antenna at a time, retains the key advantage of SM,
which is the complete avoidance of ICI at the receiver.
Morcover, GSM offers spatial diversity gains and increases
the reliability of the wircless channel, by providing replicas
of the transmitted signal to the receiver [10]. Nonectheless,
the activated transmit antennas must be synchronised to avoid
inter-symbol interference (ISI). At the receiver, a maximum
likelihood (ML) detection algorithm is considered to estimate
the activated combination of transmit antennas and the trans-
mitted constellation symbol.

A tight analytical upper bound for the BER performance of
GSM is derived in this paper and analytical results are vali-
dated through Monte Carlo simulation results. Morcover, GSM
performance is shown to be very close to the performance
of SM but with major reduction in the required number of
transmit antennas.

The remainder of this paper is organised as follows: Scction
II presents GSM system model and the optimal detection
technique. Section III presents the analytical BER derivation
for GSM and proposes the selection process for the optimal
antenna combinations. The receiver complexity is discussed in
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Fig. 1. Generalised spatial modulation system model. At each instance, four bits are transmitted. Three bits are encoded in the indices of the combination

of transmit antennas and one bit is conveyed in the signal domain using BPSK

section IV. Monte Carlo Simulation results are presented in
Section V, and the paper is concluded in Section VI.

II. GSM SYSTEM MODEL

GSM uses more than one transmit antenna to send the same
complex symbol. Hence, a set of antenna combinations can be
formed, and used as spatial constellation points. The number of

. . . . 7 N -
possible antenna combinations is N, = (N:), where N, is the
number of transmit antennas and N, 1s the number of active
antennas at each instance. However, the number of antenna
combinations that can be considered for transmission must be
a power of two. Therefore, only N, = 2"¢ combinations,
can be used, where m, = [log, (R,Z)J, and [-| is the floor
operation.

The GSM system model is depicted in Fig. 1 and an
example of data mapping and transmission for two instances
is also shown. The incoming data bits are mapped to a
spatial symbol and a data symbol according to the mapping
table shown in Table I. The mapping procedure maps the
first m, bits to the antenna combinations, and the remaining
bits () arc modulated using M-QAM modulation, where
M = 2™ In the cxample, N, = 5 and N, = 2 arc
assumed. The resultant antenna combinations are listed in
Table 1. For instance, the data bits to be transmitted at the
first instance in Fig. 1 g(n) = [ 01 01 } are mapped
tox(n) = [ +1 0 0 +1 0 ]. Each column vector of
x(n) is transmitted at a specific instance from the existing five
transmit antennas where only two antennas are activated at any
given time. If SM is used instead with the same modulation
order, the number of transmit antennas must be increased to
eight to maintain the same spectral efficiency. In general, the
number of bits that can be transmitted using GSM is given by,

N
m=me+ms = L]og2 <N"t)J + log, M (@)

The GSM modulated signal is transmitted over an N, x N;
MIMO Rayleigh flat fading wireless channel, H, and, thus,
the entries of H are modeled as complex independent and
identically distributed (i.i.d.) Gaussian random variables with
zero—mean and unit-variance, where N, is the number of
receive antennas.
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modulation.

TABLE |
GSM MAPPING TABLE FOR Ny = 5, N, = 2 AND BPSK MODULATION,
WHERE (-, ) INDICATES THE INDICES OF THE ACTIVE ANTENNAS

Grouped Bits | Antenna Combination (¢) | Symbol (s)
0000 (1,2) -1
0001 (1,2) +1
0010 (1,3) A1
0011 (1,3) +1
0100 (1,4) -1
0101 (1,4) +1
0110 (1,5) A1
0111 (1,5) +1
1000 2,3) -1
1001 2,3) +1
1010 (2,4) A
1011 2,4) +1
1100 3,5) -1
1101 3,5) +1
1110 (4,5) A1
1111 4,5) +1

The received signal at any given time is,
y=h';s+v )

where s € M-QAM is the transmitted symbol, from the an-
tenna combination ¢ = (¢1,0s,...,lN,) € D, ¢, indicates the
index of the n-th antenna in the antenna combination ¢, and ®
is the set of used antenna combinations. An optimal algorithm
for the selection of @ is proposed in next section. Furthermore
the vector h/y = Zz;l h,, contains the summation of the
active antennas channel vectors, and hy,, is the channel vector
from the active transmit antenna ¢,, to all receive antennas.
v is an AWGN vector with zero-mean and variance o2 per
dimension at the receiver input.

At the receiver, the spatial symbol and the data symbol are
jointly decoded using the ML principle, as follows,

[(,3 = argmaxp, (y|x, H)
£.s
N,
= argmin i — R 8| 3
g >y — b, ©)

i=1
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where,

X 1
vy (yls, ¢, H) = WGXD ( ) )

is the probability density function (PDF) of y conditional on
s,¢ and H, HHﬁ is the Frobenius norm.

2
ly = sl
o2

III. ANALYTICAL DERIVATION AND OPTIMAL
COMBINATION SELECTION

A. Analytical BER calculation of GSM

The analytical performance of GSM is estimated using the
well-known union bounding technique [11]. The average BER

in GSM is,
E&t <E, Z N (;1:5,57:1/‘;;70 ;: (:1:515 _ :”Z,g) 5

i3
where 2, indicates the symbol s transmitted from the antenna
combination ¢, N ((If[’S,.'L'Z 3> is the number of bits in error
between 2, ., and 2; ., and Pr <x;;75 — x; ) denotes the
probability of deciding on 2 ; given that z,,, is transmitted.
The probability Pr (:1:[,5 — :1;5.3) can be computed by us-
ing (3) as follows,

Pr (;L‘Aﬁ — *L'Z.s) =Pr (i \Dz([,s)‘? > i ‘Dz(:g)‘?)
i=1 i=1

(6)
where
D1(€* 5) =Yi— hz,iss (7)
and,
Ui = v; + hi 8, (®)

where v; ~ CA(0,02). Substituting (8) into (7) result in,

D;(l,s) = ©)

and

Di(0,8) = vi + hj 5 — hy 3 (10)

Hence, Di(f,s) ~ CN'(0,07), Di(f,3) ~ CN(0,0%, ),
and, -

02 + (|2 + [3[2) d(e, &) + |s — 5 (Nu - d(e,z?))
02 +2Re{s5" }d((,0) + |s — 3]° N, (11

where Re(-) is the real part of a complex variable and d(¥, £)
is the number of elements where ¢ and ¢ differ from each
other.

D; .

Let,
N, 2
S| Di(e, s)
XD, . = _— 12
KD, ; PG (12)
and N )
— D,(f.s)
wp, =3 | 282 (13)
e on, /2
1500

be the summation of N, squared complex Gaussian random
variables, with zero mean and variance equal to 1, i.e. Kp,
and K p, . are a central chi—squared random variables with 2V,
degrees of freedom [11].

Substituting (12) and (13) in (6) gives,

2 o?
Th Di s
Pr (ug —>15;) = Pr( ) KD, . > 2' Hv/)é-_5>
KD, . 2
- Pr 2,5 gn (14)
KDy, ID; .

Both kp;, , and kp, , are chi-square distributed random vari-
ables and have the same degree of freedom. Let,

KD 2

¢ = (15)

KD¢ .

which follows an F—distribution with degrees of freedom ¢; =
G2 = 2N,. Substituting (15) in (14),
o

Pr (99<
g
2
5 .
F,

p)
o (+) is the cumulative distribution function (CDF) of the F—

Di s
distributed random variable given by,

@) =I_s=_(0/2:%/2),

S1 2

Pr (:1:5,5 — :1:5,5>

F,

(16)

F,

©

a7

where I(a,b) is the regularised incomplete beta function
given by,

B(a;a,b) 1 T bt
L(abh) = 2= = =D (1) yg
(a.5) B(a,b) B(a,b) /0 ! (1-1) di
(18)
with \
B(a,b):/ ta=D (1 - 1)V g (19)
Jo
From (16) and (17) it follows that,
Pr(v, o) =1 = (N.N)  Q0)
” 2 1o
" ToD; o
Substituting (20) in (5) yields,
N (m% E)I e (No, N,
Y
Pr < E LE
e,blh - ’ Z om
i
N (:If[__s,:)ifg,g) I o (Ny, Ny)
TEAeD
< XX T @
s 7

0,8

It is shown later in section V, that (21) gives a tight
approximation to the GSM BER performance.
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B. Optimal set of antenna combinations selection
The optimal antenna combination @y is found by minimis-
ing the average BER given in (21).

Tope = ar g min Pr

¢.bit

(22)

where I is the set of parameters (N;, Ny, ©).

From (21), it can be noted that only N(wg,xj ;) and (J’D
depend on I'. Morcover, it can be found that the rclatlon
between I and (TD/_ s,

I 2 (NN ox— (23)
o2 \aUQZ: UD;Y‘,
Hence, the optimisation in (22) can be simplified to,
a ('fs i)
l"op[ = drg min Z Z (24)

s i[5

Fig. 2 shows GSM BER performance using (21) for differ-
ent set of parameters (I'), where m =5 and N, = 8. On the
one hand, it can be seen from Fig. 2 that the larger N, is, the
better the performance. On the other hand, as it will be shown
in the next section, increasing NV, increases the complexity.
Furthermore, increasing N, increases the possibility of having
the same antenna in different antenna combinations, which will
reduce d(€,F~), and consequently degrades GSM performance.

To further elaborate on this, it can be seen from Fig. 2 that
there is an optimum number of transmit antennas. Generally
a low number of transmit antennas (e.g. N; = 4) results in a
worse performance. However, increasing the number of trans-
mit antennas does not necessarily improve the performance.
For example, the performance of GSM with N; = 5 is better
than with N, = 6,7 or 8.

Bit Error Ratio

25

[} 15
SNR (dB)

Fig. 2. GSM BER bounds for different 1’

Another interesting observation in Fig. 2 is that a different

set of parameters might give very similar performance. In
other words, there might not be a unique solution for the

1501

optimisation problem in (24) which provides uscful flexibility
for choosing T".

IV. RECEIVER COMPLEXITY

In this section the receiver complexity for GSM is compared
to the complexity of the SM optimal decoder given in [4, eq.
(4)], using the number of complex operations needed at the
receiver. A complex operation is a complex multiplication or
addition.

The optimum SM receiver is given by,

(25)

[Csna, Ssm] = arg min llges||* — 2Re{y" ges}
]
where g¢; = hys. The complexity of SM optimal decoder
in (25) is equal to N;M (3N, + 1), where the first term
|ges||? needs N, + 1 complex operations, and the sccond
term yHgm needs 2N, complex operations, giving a total
of 3N, + 1 complex operations to compute the equation
(|lges||? — 2Re{yZ ge,}), which is evaluated N, M times.

The GSM receiver has a complexity of NN M (N, + 2)
complex operations, where the squared euclidean distance
lys — /1215|2 needs N, + 2 complex operations, which is
calculated N, N_M times. Note that h,;’i requires a N, — 1
complex summations.

The ratio of GSM receiver complexity to the complexity of
SM optimal decoder for the same my is,

N:NeM(Ny+2)  Ny(N,+2)
N:M(3N,+1) 3N, +1
where N; = N, = 2™+, This is plotted in Fig. 3 for N, = 8.
It can be scen that the complexity of GSM increases with

the increasc of IV, but this incrcase is compensated by the
substantial reduction in the number of transmit antennas.

(26)

Fig. 3. The ratio of GSM receiver complexity to the complexity of SM
optimal decoder

For example, let m = 6 bis/s/Hz, M = 4 and N, = 8. GSM
would have ~ 28% increase in complexity in comparison to
SM, when N, = 2. However, the number of transmit antennas
required by GSM is less than half the number of transmit
antennas required for SM, where N; = 7 for GSM, and N; =
16 for SM.

Another observation which can be made from Fig. 3 is that
for N, = 1 the complexity of GSM is less than the complexity
of SM. This is because, the GSM ML receiver proposed here
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is less complex than the SM optimal decoder. Note that, GSM
with only one active antenna resembles traditional SM.

V. SIMULATION RESULTS

In the following, Monte Carlo simulation results for at least
10% channel realisations are considered in order to compare
the performance of GSM with the performance of SM. In the
analysis, two different set of parameters (I') are considered, to
achicve a spectral cfficiency of m = 6 bits/s/Hz, using M = 4
and M =8 QAM and N, =4.

The BER performance versus signal to noisc ratio (SNR)
for M = 4 is depicted in Fig. 4, where for GSM N, = 7
and N, = 2 and for SM N; = 16. The performance of
GSM is nearly identical to the performance of SM. The better
performance of SM is mainly due to the higher probability of
crror when detecting two active antennas instead of only one.
However, SM requires more than twice the number of transmit
antennas to achieve the same spectral efficiency as compared
to GSM. The result also validates the derived analytical bound
and shows that, indeed, it is very tight.

The results for M = 8 are depicted in Fig. 5 where N; =5
and N, = 2 are considered for GSM and N; = 8 for SM.
Again, GSM and SM have nearly the same performance, with
a slightly better performance of SM at high SNR.

10’ T T T T T T

: : T
B ——GSM N, — 7N, — 2
< Sl - M (analytical) N; — 7 Ny — 2
el X —- SM N, =16 I
1071 B
°
5
o
5 10°E 4
i
&
107 3
10°E E
10° I I I I I I 1 1 I
2 4 3 10 14 16 18 20
SNR (dB)
Fig. 4. BER performance versus SNR, for A=4
10’ T T
Biii SN, =2
p TSI - - -@SM (analytical) N, —5,N, — 2
~ —- SM N, -8
107 E
2 107 B
5
&
8
I
& 107k E
107k E
107
0 25
SNR (dB)
Fig. 5. BER performance versus SNR, for A/=8
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VI. SUMMARY AND CONCLUSIONS

In this paper SM was generalised by sending the same
symbol from more than one transmit antenna at a time. Hence,
SM is no longer limited to a number of transmit antennas
which strictly has to follow a power of two. Instead an
arbitrary number of transmit antennas can be used. Moreover,
higher spectral efficiency can be achieved with a much lower
number of transmit antennas, as compared to SM. These,
enhancements are achieved at the cost of a slight increase
in the complexity. This complexity increase depends on the
number of active antennas. The smaller the number of active
transmit antennas the less the complexity increase. In general,
however, the increase in complexity is outweighed by the
significant reduction in the number of transmit antennas.
In this context, it is important to highlight that the BER
performance of SM and GSM are almost identical. Morcover,
GSM retains one of the key advantages of SM, namely that
ICI is avoided while spatial multiplexing gains are obtained.
Furthermore, this paper proposed a novel receiver based on the
ML principle to determine the complete information bits, i.e.,
the antenna combination used and the transmitted complex
symbol. In addition, an algorithm to optimise the selection
of the set of antenna combinations, was proposed. Finally, the
analytical BER performance for GSM was derived, along with
its complexity.
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Abstract—Spatial modulation (SM) and space shift keying
(SSK) use only ore out of several transmit antennas at a time
to transmit data via an antenna index. In such a system, the
information is encoded by exploiting channel randomness i.e.
the fact that channels between different transmit and receive
antennas are random. This difference is used to distinguish
among the transmit antennas. While SSK uses only antenna index
to transmit data, SM also uses ordinary signal modulation. In
wireless secrecy systems, one of the key performance measures
is secrecy capacity. It specifies the rate at which the transmitter
can communicates on the main link to the desired receiver while
this information cannot be decoded by the eavesdropper. We
investigate SM and SSK in the context of wireless secrecy capacity
when the underlying modulation and the difference between the
legitimate and eavesdropper signal to noise ratios (SNRs) are
varied.

I. INTRODUCTION

A novel multiple transmitting antenna system, termed spa-
tial modulation (SM), has been developed in [1]. The key
concept is that only one of several transmit antennas is active at
any one time. This approach is used to convey information. For
example, in the case of four transmit antennas, the fact that a
specific antenna is active carries two bits, in addition to the bits
transmitted by the signal itself. While the rate of this system
increases only logarithmically with the number of transmit
antennas, its simplicity offers an interesting complexity—rate
tradeoff. In [2], the SM optimum detector has been developed.
A special case, termed spatial shift keying (SSK) where only
antenna indices are used to transmit bits, has been studied in
[3].

In this paper, we study SM and SSK systems in the
context of secure wireless communications. The basic setting
in physical layer security in wireless systems can be described
as follows. In the main link, the transmitter communicates to
the intended receiver, while the eavesdropper tries to decode
this information. One of the important goals is to determine
the rate at which the main link can be used in such a way
that the eavesdropper cannot successfully decode the same
information. In classical secrecy communication, a Gaussian
wiretap channel has been studied where secrecy capacity is
shown to be the difference between the main and eavesdropper
channel capacities when the former is greater than the latter
and zero otherwise [4], [S].

T French National Centre for Scientific Research (CNRS)
Laboratory for Signals and Systems (LSS)
Fcole Supérieure d *Electricité (SUPELEC)
3 rue Joliot-Curie, 91192 Gif-sur-Yvette (Paris), France
marco.direnzo @lss.supelec.fr

In recent years, multiple-input multiple-output systems [6]—
[8] and the effects of fading [9] on secrecy capacity have been
studied. In this paper, we study how randomness, due to the
fading of the wireless channel, can help distinguish among
different transmit antennas in the context of secrecy capacity.
The part of the data bits which is transmitted via the antenna
index is called the spatial component of the capacity of SM.
This spatial components of the capacity of SM and the capacity
of SSK are studied in the context of secure communication.
This concept of using a specific transmit antenna and detection
of its index at the receiver in order to transmit data is termed
spatial keying. In SM case, it offers higher rate than the
SISO system with the same signal constellation size. Spatial
keying also has lower rate but also less complexity than
the usual multiple transmit antenna techniques which require
antenna synchronisation and complex receiver for decoding the
parallel streams which interfere with each other. This paper’s
contribution is in quantifying SM and SSK secrecy capacities
under varying constellation sizes and various SNR differences
between the main and eavesdropper’s link.

The paper is organised as follows. In Section II, we briefly
explain spatial encoding of the data. Section III explains spatial
detection. In Section 1V, we review symmetric channel capac-
ity results. Section V introduces wireless secrecy concepts. In
Section VII, we provide simulation results. Finally, Section
VIIT summarises key findings and concludes the paper with
suggestions for future work.

II. SPATIAL ENCODING OF DATA
A. Spatial Modulation

SM uses only one out of several transmit antennas (per
channel use) to convey information in two different ways.
Part of the transmitted message is encoded in the antenna
number. In other words, the fact that a specific antenna is
active is utilised to transmit bits. This idea relies on the
ability of the receiver to distinguish between the antennas
since the randomness of wireless channels associated with
each transmit-receive antenna pair generally provides different
channels. In simulations, it is assumed that channel coefficients
are Rayleigh distributed. The remaining part of the message is
encoded in a usual manner, via the signal constellation. Bits
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encoded in the antenna index form the spatial symbol while
conventional modulation bits form the radiated symbol.

The SM system model has /Ny transmit and N receive
antennas. The underlying signal constellation is of size M.
Since log, (M) bits are transmitted via conventional modula-
tion and log, (NT) bits are transmitted via the antenna index,
then one channel use corresponds to log,(Ny) + log, (M)
total transmitted bits. A sequence of data bits of length
log, (Nt) +log, (M) is mapped to a vector x of length

/T which is to be transmitted. Vector x satisfies the unity
power constraint: E[x/x] = 1. The channel is represented
with the matrix H of size Ny by Nr, while the noise is
expressed as a vector n of length Ngz. H and n contain
independent and identically distributed components with zero
mean, unity variance complex Gaussian distribution, CA/(0, 1).
The received signal y can then be written as y = /YHx +n,
where «y is the average received signal-to-noise ratio (SNR)
at each receiving antenna. When vector x specifies activated
antenna at position 7 from which the m'" constellation symbol
is sent, it is denoted as x;,, and the constellation symbol is
denoted by z,,. Therefore, the received signal can be written
asy = \ﬁhi;rm +n where h; denotes the i™" column of H.

B. Space Shift Keying

One can view SSK as a special case of SM since there are no
bits transmitted via the conventional modulation symbol w,,
but only via the antenna index ¢ since x,, = 1 always holds.
Equivalently, the fact that the only non-zero entry in vector x
is at the i'"" position is used to transmit information. Notation
x; is used to denote i'" active antenna. The received signal
y can initially be expressed as y = /YHx + n. The received
signal can be more succinctly written as y = /7h; +n. In
other words, the transmitted symbol determines which column
of H is used. SSK relies on a unique channel which can be
recognised at the receiver in order to decode the information
bits. One can therefore view the columns of H as random
constellation points of SSK modulation. For example, if two
antennas are available at the transmitter, activating either
antenna can transmit one bit.

We note that generalised SSK and SM have been developed
in [10] where more than one antenna can be active and where
antenna locations are still used to encode the data but this
approach is outside of the scope of the current work.

III. SPATIAL DETECTION
A. Optimal SM Detection
The maximum likelihood (ML) detector for SM jointly

detects the antenna index ¢ and conventional modulation
symbol 7 in the following manner [2]:
[, 7] = arg max py (¥|Xim, H)
i,m

= argmin /7] Igim||% — 2Re{y" gin.}
1,mM

where || - ||r denotes the Frobenius norm, gi,, = h;z,,,
1 < i < Npr, 1 < m < M ad pyv(y[xim,H) =
7~V exp (—|ly — /pHx,|[2) is the probability density

function (pdf) of y conditioned on x;,, and H. Knowledge
of the channel H can be acquired by transmitting the known
training sequence since the channel is assumed to be quasi-
static, as in [9]. On the one hand, there is no closed form
solution for the error performance of ML detector in SM [11].
The union bound approach provides a relatively tight upper
bound but only for relatively large SNRs [11]. On the other
hand, simulation will be used to compute the error probability
of antenna detection, which is denoted by psy. This error can
then be used in conjunction with results from Section IV to
ascertain the capacity of the spatial component of SM.

B. Optimal SSK Detection

The ML detector for SSK detects the antenna index ¢ used
at the transmitter in a manner similar to SM [3]:

i = argmax py (y|x;, H)
= argmin /7| Ih;||% — 2Re{y"h,}

where py (y|x;, H) = 7~ exp (—|ly — /pHx|[2) is the
pdf of y conditioned on x; and H.

As in SM case, there is no known closed form solution for
the error performance of ML detector in SSK setting and the
union bound approach provides relatively tight upper bound
only for large SNRs [3]. Simulations are therefore used to
compute the error probability of antenna detection, denoted by
pssk. However, in a simple case when Np = 2 and Ny =1,
pssk is known in closed form [12]:

1 ~
=—(1- - . 1
Pssk = 3 ( 2+7) 1)

IV. SYMMETRIC CHANNEL

In a binary symmetric channel (BSC), there are two inputs
which are correctly received at the output with probability
1 — p and incorrectly with probability p. The capacity of this
channel is

Crsc =1 — H(p) bits per channel use, ?2)

where H(p) denotes the binary entropy function: H(p) =
—plog, (p)—(1—p) log, (1 —p), [13]. The capacity is achieved
for equally likely inputs. We can use the BSC approach to
evaluate the capacity of the spatial component of SM and the
SSK capacity with two transmitting antennas by noting that
their error probabilities of antenna detection, pgy and pssk,
can replace p in the BSC in (2). In particular, the capacity of
the spatial component of SM in the case of N7 = 2 can be
expressed as

Csm =1 — H(psm), (3)

while the capacity of the SSK when N+ = 2 can be expressed
as
Cssk =1 — H(pssk)- (€]

More generally, let us consider the transmission matrix
where the w'" row and the z'™ column denote the condi-
tional probability p(z|w) such that z is received when w is
sent. Then, if the rows of the channel transition matrix are
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permutations of each other and the columns are permutations
of each other, the channel is called symmetric and its capacity
is given as

Csym = log, | Z| — H (row of transition matrix).

5

where the cardinality of the output set Z is denoted as | Z|.
The entropy H(W) of a discrete random variable W with
alphabet W is defined as H(W) = =3~ ., p(w) log, (p(w))
where the probability mass function p(w) = Pr{W = w}. The
symmetric channel can be used to evaluate the capacity of the
spatial component of SM by using the fact that |Z| = N,
assuming that the channels from different transmit antennas are
identically distributed and noting that the row of the transition
matrix has one entry. This entry denotes the probability of
correctly detecting the transmit antenna, equal to 1 —pgy and
all other equal to pswm/(Nr — 1), given that the confusion
between any two antennas is assumed to be equally likely.
Similarly, the SSK capacity can be computed by having one
entry of the row of the transition matrix equal to 1 —pggk and
the rest equal to pssx/(Nt — 1) by assuming again that the
confusion between any two antennas is equally likely.

V. WIRELESS SECRECY MODEIL.

A. Model

In order to study secrecy capacity, we consider a situation
where a user Alice transmits a message to the legitimate
receiver Bob on the legitimate channel (L). The third party
Eve, who is able to eavesdrop Alice’s signals, is also present
and its channel is denoted by subscript (E), as shown in
Fig. 1. The message is communicated via x over a quasi-static
Rayleigh fading channel on the legitimate channel

v = V7.Hix+ny, (6)

where yz. denotes received signal at the intended receiver, vz,
denotes SNR at the legitimate receiver, Hz, denotes the fading
coefficients and nz denotes circularly symmetric complex
Gaussian noise. Knowledge of the channel Hz, can be acquired
by transmitting the known training sequence. Eve receives the
signal as

ve =YeHgx +ng (7

where y; denotes the received signal at the eavesdropper, v,
denotes SNR at the eavesdropper, Hr denotes the indepen-
dently faded coefficients and n;; denotes circularly symmetric
complex Gaussian noise. It is assumed that Eve knows its
quasi-static channel since it will be used repeatedly.

VI. SECRECY CAPACITY

In this section, secrecy capacity of SSK and the spatial com-
ponent of SM are characterised in a semi-analytical fashion.
First, we state the secrecy capacity of the BSC. This result is
then applied to SSK and SM by using the antenna detection
error probabilities, which are obtained via simulation, in the
expressions for the secrecy capacity of the BSC.

N\ Legitimate Channel
Y

N
\
N

Alice AN Bob

Eavesdropper Channel N N\

Y

Eve
Fig. 1. Sccrecy model showing legitimate user Alice with two transmit
antennas and legitimate receiver Bob and eavesdropper Eve with one receiving
antenna.

A. Secrecy Capacity of BSC

The secrecy capacity can be described as the maximum rate
at which Alice can send information on the legitimate channel
to Bob such that the rate at which eavesdropper Eve receives
this information is arbitrarily small. Secrecy capacity therefore
quantifies the number of bits which can be sent from Alice to
Bob in secret. Let us consider BSC between Alice and Bob
with the crossover probability(i.e. error probability) pr, and the
BSC between Alice and Eve with the crossover probability pg.
It is assumed that the two BSCs are independent. Without loss
of generality, it can be assumed that pz, < 1/2 and pg < 1/2.
We can now express the secrecy capacity of BSC as follows
[5], [14]

H(pg) — H(pz) if pr > pz,
0 otherwise

Cs(pr.pr) = { (®)
In other words, non-zero secrecy capacity is only possible if
the crossover probability on the channel between Alice and
Eve is higher than the crossover probability on the channel
between Alice and Bob. We note that the secrecy capacity can
also be expressed as the difference of two BSC capacities, see
(8), with crossover probabilities equal to p,, and p,,;. Existence
of the feedback channel changes the secrecy capacity result
significantly, as shown in [15], but this is outside of the scope
of this paper.

B. Secrecy Capacities of SSK and Spatial Component of SM

Let py, sm and pg sy denote error probabilities of antenna
detection at the legitimate receiver and eavesdropper in the SM
context. Based on (8), in the case of two transmit antennas,
the secrecy capacity of the spatial component of SM can be
written as

Cs sv(pr.sm, prsv)=H (pr,sv) — H(pr.swm) 9

if pr.sm > pr,.sm. Otherwise, secrecy capacity of the spatial
component of SM is equal to 0. The secrecy capacity of SSK
can be expressed as

Cissk(PL,ssk. pe,ssk)=H (ppssk) — H(pr,ssx) (10)
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if pr ssk > pr.ssk. Otherwise, the SSK secrecy capacity is
equal to 0.

VII. SIMULATION RESULTS

In this section, we quantify secrecy capacities of the spatial
component of SM and SSK by employing the semi-analytical
approach. Simulations of communication with optimal SM
and SSK detectors are performed in order to obtain their
respective error probabilities of antenna detection, psy and
pssk for different values of SNR since union bound values
for error probability are precise only for high SNR. The
SNR value is varied at the legitimate receiver to obtain a
range of error probabilities of antenna detection py, gv and
pr1..ssx while the eavesdropper’s SNR is kept fixed to provide
corresponding py; sy and pye ssi. The secrecy capacity of the
spatial component of SM is computed by using (9) and the
secrecy capacity of SSK by using (10). The results are plotted
to show secrecy capacity versus SNR on the legitimate channel
while SNR at the eavesdropper is kept at some fixed value for
a particular scenario.

We first start by plotting error probabilities of antenna
detection in SSK and SM for a varying size of the signal
constellation M for a system with Nt=2 and Nyp=1 in
Fig. 2. For M = 2, binary phase shift keying (BPSK) is used,
while for the other values of M quadrature amplitude (QAM)
modulation is employed. We first note that the SSK theoretical

©
)
)

10 T T T T T

o SSK, simulation
—— SSK, theory
——SM, M=2

=
0
£
N
kN

|
IS

Error probability of antenna detection

-
o

o

10 15 25 30
SNR [dB]

Fig. 2. Comparison of error probabilities of antenna detection in SSK and
SM with underlying signal constellations of different sizes.

result in (1) agrees with the simulation. As expected, SSK
has the best error performance since the receiver only has
to detect the antenna index as opposed to SM where both
the antenna index and the underlying signal constellation
symbol have to be detected. Furthermore, as the size of
the constellation increases, the error performance predictably
worsens since the constellation points move closer to each
other. We also note that, for larger SNR values, the slopes
of the error curves are the same: they are equal to —1 since
a tenfold decrease of error corresponds to an SNR increase
of 10 dB when Nr=1. The gap between the error curves is
due to the difference in the underlying constellation sizes: as
constellations grow, the necessary SNR to achieve the same
error probability also grows. Based on the fact that SSK has

superior error performance over the spatial component of SM
for all constellation sizes, i.e. pgsk<psm at a given SNR, one
might suspect that SSK would have better secrecy capacity
than SM. We show next, however, that this is not necessarily
the case.

We start the characterisation of the secrecy capacity by
considering the case of Npy=2 and Ny=1 with SNR at the
eavesdropper being fixed at 0 dB, while the SNR at the
legitimate link varies, as shown in Fig. 3. SM secrecy capacity

No=2, N =1
——SSK sl
——SM, M=2 G

G081 oM, M4

2 |l---SM, M-8 5

b .

£ 0.6 —SM, M=16 R

[1v] .

Q. v

© .

S ,

2. 045 ,

O v

(0] v

» 02t %

0 5 10 15 20 25 30
SNR [dB]

Tig. 3. Comparison of secrecy capacities with different underlying signal
constellations with varying legitimate SNR and Eve’s SNR equal to 0 dB.
decreases, except for high SNRs, as the constellation size
increases. While SSK provides larger secrecy capacity than
the SM variants at lower SNRs, SM secrecy capacities for all
M overtake SSK secrecy capacity for sufficiently high SNRs.
This, somewhat counterintuitive, result can be understood by
considering the secrecy capacity as the SNR on the legitimate
link increases to infinity. It is easily seen that py7, tends to
zero as SNR on the legitimate link goes to infinity. Since the
BSC secrecy capacity is expressed as the difference of two
binary entropies evaluated at pg and pz, as in (8), we have that
Cs(0,pr)=H(pr) in the limit. In the case of SSK, secrecy
capacity is asymptotically given by

Cs‘SSK(prH,SSK):H(pM,S K)«, (1mn
while in the case of SM, it is
Cs,sm (0. pe,sv)=H (pp,sm). (12)

Since, as discussed earlier, pg.s\i>pr,ssk. it follows that
H(pr,sv)>H(pp.ssk) because the binary entropy is an
increasing function for crossover probabilities less than a
half. Therefore, it becomes clear that, as the SNR on the
legitimate channel tends to infinity, secrecy capacity of the
spatial component of SM becomes larger than the SSK secrecy
capacity. Paradoxically, the main reason for SM outperforming
SSK in terms of secrecy capacity is that SM underperforms
in terms of the error probability of antenna detection. This
phenomenon also explains why, for a large SNR, SM performs
better for large M than for small M.

We next study the changes in secrecy capacity when Eve’s
SNR is equal to 12 dB. Fig. 4 shows that secrecy capacities
are lower than the counterparts in Fig. 3. Naturally, the secrecy
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Fig. 4. Comparison of secrecy capacities with different underlying signal

constellations with varying legitimate SNR and Eve’s SNR equal to 12 dB.

capacity is equal to zero when the legitimate receiver’s SNR
is below 12 dB. At higher SNRs, it can be seen that SM with
the highest M, M =16, outperforms other schemes. This is
due to the asymptotic behaviour of the secrecy capacity when
SNR tends to infinity, as discussed earlier in the section.
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g 01
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Fig. 5. Comparison of secrecy capacities with different underlying signal

constellations with varying legitimate SNR and Eve’s SNR equal to 21 dB.

Finally, we observe the changes in the secrecy capacity
when Eve’s SNR is equal to 21 dB. Fig. 5 shows that the
secrecy capacities are even lower than the corresponding
values in Fig. 3 and 4. This is to be expected since the gap
between Bob’s and Eve’s SNRs is smaller and, consequently,
the difference between their capacities is also smaller. At high
SNRs, the advantage of larger M becomes even more apparent
in this case compared to the previous two cases shown in Fig. 3
and 4.

VIII. SUMMARY AND CONCLUSIONS

We have explored secrecy capacity of the spatial component
of SM and SSK systems. We have shown that the effect of
constellation size depends on the values of the legitimate and
eavesdropper’s SNRs. For low eavesdropper’s SNR, smaller

constellations perform better than larger ones for most of the
SNR range, while for the high eavesdropper’s SNR, larger
constellations provide larger secrecy capacities. As the gap
between the eavesdropper’s and legitimate receiver’s SNRs is
reduced, the secrecy capacity is significantly reduced for SM
and SSK. Furthermore, while SSK secrecy capacity may be
expected to perform better due to the lack of conventional
modulation and its smaller error of antenna detection, it
actually performs worse than the secrecy capacity of the spatial
component of SM at high SNR precisely due to the smaller
error probability. Future work will seek to tighten probability
of error obtained via union bound so that it can be used
for fully analytical computation of SM and SSK capacity.
Furthermore, effects of varying the number of transmit and
receive antennas on secrecy capacity will be explored.
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Abstract

In this study, we seek to characterise the behaviour of Spatial modulation (SM) in the multiple access
scenario. By only activating a single transmit antenna for any transmission, SM entirely avoids
inter-channel interference, requires no synchronisation between the transmit antennas and a single
radio frequency chain at the transmitter. Most contributions thus far have only addressed aspects of
SM for a point-to-point communication system. We propose a maximum-likelihood (ML) detector
which can successfully decode incoming data from multiple simultaneous transmissions and does
not suffer from the near-far problem. We analyse the performance of the interference-unaware and
interference-aware detectors. We look at the behaviour of SM as the
signal-to-interference-plus-noise ratio goes to infinity and compare it to the complexity and cost
equivalent single-input-multiple-output (SIMO) system. Two systems are considered to be equivalent
in terms of complexity if their respective detection algorithms are of the same order in O(-) notation.
Simulation results show that the interference-aware SM detector performs better than the complexity
equivalent multi-user ML-SIMO detector by at least 3 dB at an average bit-error-ratio of 1077,

Introduction

Multiple-antenna systems are fast becoming a key technology for modern wireless systems. They offer
improved error performance and higher data rates, at the expense of increased complexity and power
consumption [1]. Spatial modulation (SM) is a recently proposed approach to
multiple—input-multiple—output (MIMO) systems which entirely avoids inter-channel interference,
requires no synchronisation between the transmit antennas and achieves a spatial multiplexing gain [2].
This is performed by mapping a block of information bits into a constellation point in the signal and
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spatial domains [3]. In SM, the number of information bits, £, that are encoded in the spatial domain
can be related to the number of transmit antennas N, as N, = 2¢. This means that the number of
transmit antennas must be a power of two unless fractional bit encoding [4] or generalised SM [5] are
used. SM offers an intrinsic flexibility to trade off the number of transmit antennas with the modulation
order in the signal domain to meet the desired data rate. It should be noted that SM is shown to
outperform other point-to-point MIMO schemes in terms of average bit-error-ratio (ABER) [3].

In the single user scenario, only a single transmit antenna is active at any instance, this avoids the need
for complicated interference cancellation algorithms at the SM receiver. In addition, unlike other
MIMO schemes, the number of receive antennas is independent of the number of transmit antennas.
Several articles are available in literature which are aimed at understanding and improving the
performance of SM in various scenarios, e.g., [6—8]. The study in [6] seeks to improve the ABER
performance of SM by introducing trellis coding on the transmitting antennas. The study in [9] shows
that the detector complexity of SM is independent of the number of transmit antennas. The optimal
detector is known with and without channel state information at the receiver in [10-12]. The optimal
power allocation problem for a two-transmit with one receive antenna system is solved in closed form
in [13] and the performance of SM in correlated fading channels is considered in [14, 15]. Recent work
has also shown that SM can be combined with space—time block codes to attain spectral efficiency
gains [16] by exploiting transmit-side diversity. At this point, it is worth noting that if we choose to use
only the spatial constellation of SM to transmit information, then SM is reduced to

space-shift-keying (SSK) as proposed in [17]. To this extent, we note that all presented work can be
extended to SSK without loss of generality.

MIMO techniques can also be used in relaying networks to improve the diversity, provide multiplexing
gains and aid in interference cancellation. To this extent, the orthogonal decode and forward (DF)
algorithm decodes the received signal at the relay, then re-encodes and retransmits this information,
establishing a regenerative system. Outage probabilities, mutual information calculations and transmit
diversity bounds for orthogonal amplify and forward (AF) and DF relaying are derived in [18] with the
end-to-end performance being considered in [19] where DF is shown to perform better in terms of the
ABER when compared to AF. However, the ABER of regenerative systems depends on the ABER on
the individual links. In particular, since SM is shown to outperform other spatial multiplexing
techniques on a single link, the application of SM to relaying systems is also shown to provide
significant signal-to-noise ratio (SNR) gains when compared to orthogonal DF [20]. Nonetheless, these
results are only applicable in a noise-limited relaying system. The deployment of relaying systems
around the cell edges, however, may result in interference-limited systems. Therefore, to enable the
deployment of SM in a relaying scenario, the ABER performance of SM on a single link must also be
assessed in the interference-limited environment.

Most contributions thus far, however, have only addressed SM aspects for point-to-point
communication systems, i.e. the single user scenario. Notable exceptions are given in [21, 22], where
the authors focus their analysis on scenarios employing SSK. The aim of this study is to characterise
the behaviour of SM in the multi-user, interference-limited scenario and compare it to the complexity
and cost equivalent multi-user MIMO system. We emphasise that SM requires only a single radio
frequency (RF) chain at the transmit side since only one is active at any particular instance. Requiring
only a single RF chain at the transmitter means that multi-user SM is not comparable in terms of cost to
the more complicated spatial-multiplexing multi-user systems analysed in [23-26].

Furthermore, the study in [27] shows that the most energy consuming part of a wireless base station is
the power amplifiers and consequently RF chains associated with each transmitter. The study in [28]
demonstrates that the power requirements of a base station increase linearly with the number of RF
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chains added. In addition to higher power consumption, multiple RF chains imply higher
manufacturing costs and inter-antenna synchronisation problems. To this extent, SM is an optimal
system for utilising the advantages of multiple transmit antennas while still maintaining a single RF
chain for Green communications. The aggregate power usage in a system employing SM is
significantly lower than a system employing classical MIMO techniques. Furthermore, the lower
detection complexity for SM reduces mobile station power usage, enabling a longer battery life for the
mobile terminal [9]. Understanding the performance of SM in a multi-user system is necessary to
assess its suitability for practical deployment scenarios. In this context, it is of interest if the particular
structure of the SM encoding scheme can be exploited to devise novel multi-user detection techniques.

In this study, we first characterise the performance of a single user detector as applied in an
interference-limited scenario, i.e. we analyse a ML interference-unaware optimal receiver. We then
propose an ML detector which can successfully decode incoming data in the multi-user scenario and is
not interference limited, i.e. an interference-aware detector which can successfully decode data from
several nodes. For each detector, we develop an analytical framework to support simulation results and
closed form solutions are provided to compute the ABER over identical and independently

distributed (i.i.d.) Rayleigh fading channels.

The remainder of this article is organised as follows. In the “System model” section, the system and
channel models are introduced. In the “Analytical modelling and receiver design” section, the
performance of SM in the multiple access scenario is characterised and the analytical modelling for the
multi-user detector is proposed. The “Simulation results and discussion” section provides simulation
results to substantiate the accuracy of the developed analytical framework. In the “Summary and
conclusions” section, we summarise and conclude this study.

System model

The basic idea of SM is to map blocks of information bits onto two information carrying units [3]: (i) a
symbol, chosen from a complex signal-constellation diagram, and (ii) a unique transmit-antenna,
chosen from the set of transmit-antennas in an antenna-array, i.e. the spatial-constellation. Jointly, the
spatial and signal constellation symbols form a single SM constellation symbol. If, for example, we
wish to transmit a total of 4 bits/s/Hz using SM with four available transmit antennas; then the first

2 bits would define the spatial-constellation point identifying the active antenna, while the remaining

2 bits would determine the signal-constellation point that will be transmitted.

In the following work, we assume multiple nodes/users, as shown in Figure 1. A total of N, transmit
nodes, denoted as {1,...,&,...N,}, broadcast simultaneously on the same time-frequency slot to a
single receiver. Each node broadcasts a signal constellation symbol, x™_ from one of its available
antennas.

Figure 1 Multi-user SM system setup. Nodes 1,...,£,... N, broadcast simultaneously to the
receiver on the same time-frequency resource block. Each solid line represents the active transmit
antenna on each node to every receiving antenna. Each dashed line represents the inactive channel from
every transmit antenna at a particular node to every receiving antenna

158



Selected Publications

The received signal at antenna r is given by

Nu

Yr= Z |:V Ema(zu) ]1rz§”),rxmi| + s (0

u=1

where E,, is the average transmit energy per symbol, n;" is the index of the active transmit antenna
from a total of Nt(” available on node u, r is the index of the receive antenna from a total of N, available
on the receiving node, oz(zu) is the power of the channel attenuation coefficients between all receive
antennas and all transmit antennas on the link between node u and the receiver, h”fu)’r is the fast fading

channel coefficient between the active transmit antenna n; on node u and the receiving antenna r, x* is
the signal constellation symbol transmitted from the set of all possible signal constellation points, X',
for node u and 7,, is additive white Gaussian noise (AWGN), defined as a complex normally random

variable with zero mean and variance N,, CN (0, N,).

Throughout the study Ex[ |x|?] = 1, meaning the average power in the signal constellation X' is
normalised to one for all «. To avoid repetitive definitions of symbols, we note that symbols denoted
with * are simply an element of the same set as the symbol without %, i.e. X comes from the same set as
x. Furthermore, all bold letters are vectors. If we set the signal constellation to be only a single
constellation point, where N, is chosen such that log, (V,) equals the spectral efficiency, then all

presented work can directly be applied to any system employing SSK by simply replacing x™* = 1.

Analytical modelling and receiver design

We analyse the ML detector for use in the multiple access scenario. The detector computes the
Euclidean distance between the received vector signal, y, and the set of all possible received signals,
selecting the closest one.

Interference-unaware detection

Starting from the system model presented in the “System model” section, the decoded pair (Xes, 172,)¢”,
formed from the estimated symbol x.y emitted from antenna r, on node & is given by

2
(xesta nt)@) = arglnin { ‘ ‘y 4/ Em()lé) X(s)hnt(S) } s (2)
F

3 3 &)
véﬁf eX®, n,(%) e{l...N, hntm = [hnf'f",l .. 'hﬂfé),NrjI s

where N,(g) is the number of available transmit antennas on node &, || - || is the Frobenius norm and
X® has a total of M® constellation points. We note that « represents the index of a general node in
the system, and & is the index of the desired node whose data stream is being decoded.

We can use union bound techniques to describe the behaviour of the interference-unaware SM detector
in the high SNR regions. From here, we proceed to characterise the behaviour of the
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interference-unaware detector by defining

A = | /Emaé) hn(s;x@),
N,
i (3)
B E 1/ mO((u) h (u)x

u#E=1

— 2 (&) p
A = /E'”a(é)hnfs),r""' , and
Ny
E maw ho x”‘
u#E=1

define the symbols at the receive antenna r. With this, we can posey = A + B + 7.
The pairwise error probability (PEP) can now be derived as

such that

B,

. N 12
Pr{A # A[B} =Pr{||y—A||; > Hy—AHF}

Nr N, N
=P [ —AF] >Z[yr—flr ”
r=1 r=1

~

N, ) @
—eef S [on (=) s o4}
r=1
new . - i * N’ 2 )
= N(ZE [zsﬁ {(A, A)B! }] > [2N A, — Al ]

where (-)* represents the complex conjugate, n-°% is the distribution of the PEP defined by A (u, 0'2)
which represents the normal distribution with mean p and variance o2. Knowing that 7™V is the only
remaining random variable with a known distribution, enables us to define the PEP in (4) using the
Q-function. Considering 77" and (4), we can see that the PEP can be defined as

N,
[y |5} )
Pr{A #AB} =0 | = . (3)

Ny

Z |:2Na r Ar 2:|
r=1

where Q(w) = \/% [;O exp <—§) dt defines the Q-function. It should be noted that this PEP is valid
for all channel fading statistics. We can further simplify it if we assume that the fast fading channel
statistics of each element of B are Rayleigh distributed, i.e. i w . ~ CN(0,1) and h « has N, number
of elements. To this end, we define t l

Q, = 20 { A — A)B*} Qv = V2N, (6)

where we can see that
Q ~ N (0,2E,|x8°Qp) . %

such that |xg|? = Zu ;e 1 ozw) |x% |2 and define 012 = 2E,,|x5)*Qp. We can remove the channel effects
of B from the expression by taking the expectation of (5) across the fading channel hg, such that
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Pr{A # A}
Pr{A # A}

Il
jes]
=

Pr(A # Alhg} |,
o(%2)].
= By |0(2-2%)]

where $; ~ N (0, 1) and Ey[ -] represents the expectation of the system with respect to the fast fading
channel h. From here, we can apply ([29], eq. 3.66) which results in

|
o
g

~ Qp
PriA A} = 0| —— ©)
+/ QJQ\, + 012
After some analytical manipulations we obtain (10)
R ‘ 2
PriA # AL = 0 (| n|[hex® — bz ], (10)
t t F
where 5
1 Eﬂla(g)
VI = 5 Nu . > (1 1)
N, + E,, Z a(Zm |x(u)|g
utE=1

represents half of the signal-to-interference-plus-noise ratio (SINR) between node £ and the receiver.
Throughout the study, we average only across the fast fading channel statistics. As (11) shows, yf is
still dependent on the magnitude of the modulated signal symbols of the interfering nodes, [x™|. This
means that all expressions using 4 maintain their conditioning on the modulated signal symbols of the
interfering nodes.

Given this formulation, we can now define the ABER of the single-user detector using the union
bounding techniques in the presence of interference as

MEN® . E [PrA = A N
de (b, b) hA[f{ 7 A} “
ABER(mter) < . , (12)
x(&%: Z Z Z (M<%>N<é>) MON® M#EL M®
t s (N,—1) summations

X(E), ’\55)

where the uth summation from the (N, — 1) summations above is defined for all x* € X™ and u # &

®)
with M® being the cardinality of X¢. The symbol 3" (&\;’ ©
7,

2® ;1@)

two for all x©, 3® e X® and two for the indices n*', #* € [1, .. ,N,(g)]. In addition,

is defined as a fourfold summation,

dz (b, b) = dg (e, 71) + di (%, X), where dz (-, %) denotes the Hamming distance between the binary
representations any two symbols coming from the same set for node £.
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As with the interfering nodes, we assume that the desired node’s fast fading follows a Rayleigh
distribution. To obtain the average PEP, we define z, = h « X&) — h,© X, with a variance of
t t ’

(|x‘§)|2 + |5€(g)|2) n;&) # ﬁ;s),
o2 =1 (W® —39pR) 4O =p® (13)

— Mt

0 n® = A% and x® = 3®,

where UZZ is the variance of SM using a variable amplitude modulation scheme. In particular, it is the
variance per receive antenna of the argument inside the Q-function in (10). We define the random
variable

izl x| [
F r
K = = _— (14)
VIO:Z/Z ; 7’1(’—2/“/§
which has a central Chi-squared distribution with 2N, degrees of freedom given as
s pp——— (15)
K 2V(N, — 1)! ;
where (-)! represents the factorial function. We can now pose
1 AN no;?
En, [Pr{A ;AA}] - (N—_l)'fo N | [ | de, (16)
By direct inspection, we can now apply the solution to ([30], eq. 62) and obtain
N,—1
N — (N, — 1+~ ,
En, [Pr{A # A}] = (8" Y ( ) ) (1 —fB)' (7)
r=0
where
f(B) = L i 18)
: 2 1+8)°
and ,
Vo,
=<, 19
5 (19)

‘We note that (12) presents an analytical bound for a system employing
quadrature-amplitude-modulation (QAM). If we choose to use constant-amplitude modulation such as
phase-shift-keying (PSK), then for a fixed channel realisation, we define @ = i @ ,, b = x(), and pose

-
ZI:SK — |a|ejarg(a‘)|b|e/'arg(b) _ |a| e/'arg(?z)“;'e/arg(b)’ (20)

where arg (-) represents the phase of a complex symbol. We realise that the amplitude of all
constellation points is unity and thus

K | gl @) _ 4 e/’(arg (@)+arg (13)) @1
g .
From the definition of zf SK it is clear that its variance is defined as
e (E) _ a6) ) N
ol 2 ifn” # iy or arg (x@) # arg (X)) 22)
s 0 ifn® =n" and arg (xe) = arg ().
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In this case, (12) reduces to

NENE de (b, D) EPSK [Pr{A + A}]

ABER(EPSK_imer) < (23)
- . . & s »
n=1 fy=1 10g2 (M(EV)NZ(Q)) M('S)Nt( )
where
e N, —1+r p
A Nr r PSK
B [eria # A1) = 7 (687) Z( r ) (1—f (B9, o4
r=0
such that .
1 Ema £)
PSK _ . PSK _ ®)
Pr=nm=3 T— 25)
No + 2Ey, Z 0‘<2u‘>

utE=1
The average power carried by any signal-symbol constellation in (12) is 1. Nonetheless, a variable
amplitude modulation scheme means that the instantaneous SINR changes. The instantaneous SINR
must strictly be defined to study the asymptotic behaviour of the system. This is necessary because the
instantaneous SINR is an argument of the PEP which is defined using the Q-function. To obtain the
ABER, the PEP must be averaged across all channel realisations and all signal-symbol constellations.
A closed-form expression for the asymptotic behaviour of (12) and (13) is therefore difficult to obtain.
However, we note that (22) and (23) are special cases of (12) and (13) which enable a simpler
theoretical analysis of the asymptotic behaviour of the system as the SINR grows to infinity.
Simulation results in the “Simulation results and discussion” section show that the asymptotic bounds
derived for SM using a constant amplitude modulation scheme are also valid for SM using 4-QAM. In
addition, it is shown that for the point-to-point single user scenario, SM using PSK may have a better
ABER performance than SM using QAM depending on the number of available transmit antennas [31].
We now proceed with the asymptotic analysis of this system.

Asymptotic analysis of an interference-unaware detector

In this section, we investigate some asymptotic cases to highlight trends in SM at high SNR.
Simulations in the “Simulation results and discussion” section show that the presented results are
asymptotically tight in the high SNR region. We first define SNR¢ = Emoeé) /(2N,) and

SIR: = T ol

of SM and SIMO in the noise-limited scenario and the asymptotic performance of SM in the
interference-limited scenario.

2
& With these definitions, we look at three systems, the asymptotic performance

SNR: > 1 and SINR ~ SNR (noise-limited scenario)

This is the classic single user scenario where multiple access interference can be neglected, and
high-SNR analysis for the probe link can be considered. We look at (12), where in the limit
Ny = Emaé) /(2N,). Since interference can be neglected,

@& pNE R ~
. (inter) . - [lg (b, b) EhA |:PI'{A 7& A}:I
lim ABERS ’ = lim : - 26)
y—>oc y—>00 o ® log, (M(%)NI(,&)) M(é,)le)
X% ns, -

G ;l[(f)

163



Selected Publications

To simplify (26), the limit in (17) and (24) can be tackled by considering a Taylor expansion with two
terms of (18) and obtain

1 B .
fB) =5 (1 - —) = Taylor expansion
2 1+8 @7

~L( 1 _ 52 1
f(ﬁ)~2(2(ﬂ+1))—2 B+DH .

We realise that the average symbol-error-ratio (ASER) for SM is defined similar to the ABER and can
be posed as
MONT g [P A#A ]
ASERgmer) 3 Z ns | Pr{A # A}
x© n'
®, ;1;5)

- 28
MENT (28)

From here, we know that ABER?"“"” < ASER?"‘C” /2. In particular, this is a close approximation for
ABER of SM, since the fast fading channel coefficients effectively make the SM constellation
completely random at the receiver. This negates any benefits from advanced bit-to-symbol mappings
such as Gray coding. In effect, the detector will create a long binary sequence which has at most 50%
bit-errors within the erroneous symbol sequence, i.e. the ABER is bounded to be at most 1/2 of the
ASER. The tightness of this bound can be seen in the “Simulation results and discussion” section. This
step eliminates the dependence on the Hamming distance between the various SM symbols, which
permits us to pose

ABER‘;nter) ON, — 1 ) M(s)N(s) 0,’12 —N,
lim ——— = lim PR L cp e == , (29)
N; 2 K AN

y—0oc " y—00 P

o\
Ex,nr,)?ﬁ, |: (j) :| (30)
—N,

2 r
. . (o . T o) N N
is the expectation of (7) across the various possibilities of o7 for x, n,, X and n,. We are not aware

where

of a closed form solution to the more generic expression for (30) given a variable-amplitude
modulation. However, we can upper bound (30) by setting o> = min (¢2, 2). In particular, the general
form of o2 is defined by the underlying SM signal-symbol constellation size, M. To this extent,
expressions for O’ZZ are defined using the upper bound for square QAM constellation sizes. A summary
of the derivation of (32) is provided in Appendix.

When M) = 4, then

2\ N 4N(§) 2=Nr _ 9
W =B, i (UZ) < il _ ). 31)
2 4N
When M) = 16, then
2\ N
v (5) | b o
2 (16N,*)2

where )
Y = (16(0.2)" + 32(0.6)" + 208) (N,@) ,

! (33)
¥ = (32(0.2) ™ + 36(0.4) N — 32(0.6) N + 32(0.8) N — 84) N,
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With this in mind, the closed form of the limit is defined as

ABER /™" G (2N, =1\
lim —N :M(@N,@( N )2<~Nr+“\y. (34)

ooy .

At this point, the work can be simplified by considering a constant-amplitude modulation scheme such
as PSK where UfPSK is either 2 or 0 as shown in (22), then the expression in (30) is unity which
simplifies further analysis. In such a scenario, however, the study in [31] shows that SM using PSK
cannot always guarantee a better performance than SM using QAM. In particular, the authors of [31]
demonstrate that there is a crossing point where the ABER of SM using PSK improves over SM using
QAM. Nonetheless, there are two conclusions that we can drawn from this limit: (i) the system error
increases with the product of the spatial constellation size, N,(g) , and symbol constellation size, M®,
(ii) the system error decreases exponentially with the addition of each received antenna, i.e. the
diversity order is equal to N,. In addition, we quantify the coding gains with respect to the number of
receive antennas as (ZN ’71)2’(2’\' *+1_ This is apparent considering

Ny
2N,
2N, —1 2N, 2 (2N,
r r E L - 22 r 22Nr+l. 35
(Nr ><(Nr><< (7> = G

r=0

In general, it can be shown that as N, — oo, the inverse of (35) tends to zero and is always less than 1.
Since the inverse of (35) is always less than 1, the addition of an extra receive antenna implies a smaller
ratio, which means a lower ABER and hence coding gains for the system.

SIMO system utilising QAM (noise-limited scenario)

To quantify the SNR difference between SM and SIMO using QAM, we need to look at the ABER
performance of a SIMO system using QAM in the asymptote. We use ([32], eq. 9.23) which provides a
closed form solution for the ASER of a SIMO system using QAM with i.i.d. inputs, i.e. no correlation
between the receive antennas. To begin the asymptotic analysis, ([32], eq. 9.23) is tightly upper
bounded by

N—1

1 . N, Nr -1 —+r . r
ASER@am < 4 (1 - ﬁ)f(VQAM) Z ( . ) (1 = f(roam) " (36)

r=0
where ygam = 2_@'1237_1)7/' The interested reader is invited to look at the work in [32] for more details in

obtaining (36). We can now pose ASERganm/ 1og2(1\~4) ~ ABERgay provided Gray mapping is used
(1321, eq. 8.7), where M = MEN® .
Using (27) and evaluating (36) in the limit as y tends to infinity, it reduces to
ABER 4 1 3 NN, —1
lim QAM - (1 - _) (~—) < )2%\ (37)
y=oo y () log, (M) Vi) \2M - 1) N

If we look at the ratio of (34) with (31) to (37) then, after some analytical manipulations shown in the
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“Reaching (38) from (34) with (31) and (37)” section in the Appendix, we can pose

ABER®™) /=N (ZNSE" 427Nl 1)
lim > -y = — N R (38)
y—oo ABERqam/y N 2(4[\,’(&;71) - ) 1 1
3 log2(4Nr@:‘) N /4NI<EJ

for M® = 4. If we equate the right-hand side of (38) to 1, then the expression cannot be solved in
closed form. However, since N, and N,(‘E) are natural numbers we can readily evaluate (38). When
evaluating (38), if the result is greater than 1, then SIMO transmission using only QAM is better than
using SM. If the result is less than 1, then transmission using SM performs better than transmission
using only QAM. The results for N,(E) =29 where g € {1,...,6} and N, € {1, 2,3} are presented in
Table 1, which shows that SM is always better if N, > 2. In addition, the ratio of the two, as given in

Table 1, exactly quantifies the minimum coding gain of SM relative to QAM for the same spectral
efficiency of log, (M GNE ) in a noise-limited scenario, given M® = 4,

Table 1 Relative coding gains of SM using 4-QAM compared to SIMO using M-QAM

N, N;Ej) — ol N,(S) —92 Nr{;) — 93 Nt@) — 4 Nl(s) — 25 Nlts) — 76
1 1.6 1.9 2.3 2.6 29 32

2 0.67 0.38 0.22 0.12 0.068 0.038

3 0.28 0.075 0.021 0.0057 0.0016 4.4(107%)

Proceeding in a similar manner as for (38), we pose the general ratio of the relative coding gains
achieved by SM, using a variable-amplitude modulation, over a SIMO system using QAM as

lim ABER{"™"/y =™ My (39)
y—oc ABERgam/y ¥ (z(lﬁ_l))NV ) ( _L)’
3 logz(M) N

where W must be defined for the desired SM signal constellation size, M®). The exact ratios as given in
Table 1 will vary depending on M®, but the trend (SM outperforming SIMO) will remain, as can be
seen in Table 2 for M&) = 16, i.e. the values in the last two rows of the tables are smaller than one.

Table 2 Relative coding gains of SM using 16-QAM compared to SIMO using M -QAM

Nr Nt(s) _ 21 Nl(') — 22 N{(é‘) — 23 N,(;) — 24— Nt(&) — 25 N{(é‘) — 26
1 3.8359 3.8724 4.0859 4.4031 4.7832 5.2024
2 0.2551 0.1121 0.0542 0.0278 0.0147 0.0079
3 0.0245 0.0050 0.0011 0.0003 0.0001 2.0 (1075)

Similarly, using a constant-amplitude modulation scheme such as PSK, we realise that the only
difference is that ¥ will be unity in (39). Implementing this change means removing the dependence on
the signal constellation size for SM and resulting in a single table of values for (39), as given in Table 3.

Table 3 Relative coding gains of SM using PSK compared to SIMO using ]\N/I-QAM

N, M =22 M =23 M =24 M =25 M =26 M=27
1 2 1.9889 2.1333 2.3511 2.6122 2.9022

2 0.5000 0.2131 0.1067 0.0569 0.0311 0.0171

3 0.1250 0.0228 0.0053 0.0014 3.7(107%) 1.0 (107%)
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From Tables 1, 2, and 3, we can conclude that a single-input-single-output system using QAM
performs better than SM using QAM or PSK, i.e. the values in the first row of each table are greater
than 1. These results are applicable only to SM which means that at least 1 bit must be sent via the
signal-symbol.

SIR: > 1 and SINR ~ SIR; (interference-limited scenario)

In this case, we neglect the AWGN in the channel and realise that the SIR is the dominant term
dictating the ABER performance of the system. Looking at the expression for the SIR, we realise that
y is a function of the signal-symbol amplitude for all users and their respective channel attenuations.
Thus, we cannot simply extract yp from (34). In particular, in the expression for yy in (11), |xw)| may be
greater than 1, which would increase the interference from the remaining users. Due to the complexity
of the expressions, further asymptotic study of the interference-limited scenario for SM will be
constrained to using a constant-amplitude modulation scheme such as PSK. SM using PSK is shown to
perform better than SM using QAM in certain cases [31]. For SM using PSK,

2
y]PSK ~ - () —. (40)
2 Zu;&é':l O[(u‘)
in the interference-limited scenario. We see that the limit of the ABER tends to (34) with a slight, but
very important distinction: the system reaches an error floor. This is to be expected when the receiver is
interference-unaware. If yy or 5% are not large enough, i.e. the channel attenuations of the various
nodes are similar, then this study presents an upper bound for the ABER of the system since (34) still
defines the behaviour of the system in the limit. There are three consequences that should be considered
similar to the noise-limited scenario analysed above: (i) the system error performance improves when
more receive antennas are added at the receiver, (ii) the system error performance worsens as more SM
constellation points are added, as either N,(E) or M®) is increased and (iii) the detector will fail to
decode any data emitted from a node whose desired signal is weaker than the interfering signal.
Although analytical work for SM using QAM becomes intractable, numerical results demonstrate that
SM using a variable-amplitude modulation performs in a similar fashion to SM using PSK and leads to
the same conclusions. In the remainder of this study, we show that the near—far problem is completely
mitigated by applying a jointly optimal ML detector for SM in an interference-limited scenario. In
other words, all incoming streams will be decoded and, in particular, the error performance of the
system will tend to zero as AWGN approaches zero, despite any interference.

Interference-aware detection

Starting from the system model presented in the “System model” section, the decoded pair (X, n,)(g),
formed from the estimated symbol x. emitted from antenna », on node & is given by

(x,m) D,

(41)

Ny

E (1)
y-— X hnﬁ")

u=1

(x,n)®, t = argmin ,
: F
(x, n) ™,

@ ex® and A e{l,....NY}.
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Similar to the work in the “Interference-unaware detection™ section, the union bound technique is used
to describe the behaviour of the interference-aware SM detector in the high SNR regions. The main
difference between the two detectors comes from the computation of the PEP between the possible
received symbols. The union bound for the interference-aware SM detector, which estimates the ABER
for node &, can be expressed as

iw%n M(N”\'Ntww d&' (b l;) EH [PEP ()C(Q), n;Q‘)y »%(Q)a ﬁt(Q)>i|
ABER; < - (42)
(D, (Na) 5N log, (M (Ei)Nz(E)) - () A7)

xHon o, X on HM N~

~ ~(1l ANy ~(N,
xm,n,( ) X(Nu),n; )

u=1

The pairs, (x“”, n;m) and (if“”, A ) come from the set of all possible symbol-antenna pairings for

all nodes, i.e. they independently take values from the set of all possible spatial and signal constellation

points, . We define PEP (x“”, ™Y, 3, ﬁfg)) to be the PEP between the symbol x“ emitted from

antenna n*” being detected as symbol £ emitted by antenna 7"

Similar to the analytical derivation of (4) in the “Interference-unaware detection™ section, the ABER
for node & is shown in (42), where the PEP is given as

Nu 2

Elﬂ
2N,

PEP (x(“), n® 5, ﬁ;m) —0 oy (hn}u)x(“) - hﬁgu@(w) 43)
1

U=

F

A more detailed derivation of (43) is given in the “Derivation of (43)” section in the Appendix. We
note that thus far no assumptions have been made as to the channel distribution. Considering Rayleigh
fading channels for all links in the system, we can derive the closed form solution for Ey [PEP ()] in
(42) in the same manner as shown in the “Interference-unaware detection” section with (16) and (17)
such that

Ny
Em 2
ﬁ = AN Za(zt)ﬁ(”) (44)
0 u:l
and
2 22 () ~ (1)
(|x(u‘)| + X ) n" # ”ru‘ >
A 2 A1)
ﬁ(u) = (|x(u) - x(u)' ) nt(u) = n[u > (45)
0 n = and xq) = K-

Note that (42) presents an analytical treatment of the most general case of SM using variable amplitude
modulation for the signal symbol. Given this, the system using the interference-aware detector behaves
in a similar fashion to the noise-limited system, in that for an arbitrarily high SNR, each user can
achieve an arbitrarily low ABER. It should be pointed out that due to the simultaneous detection
process, the users with the best SNR will not be able to achieve their single-user-lower-bound (SULB).
The exact effect of the additional nodes/users is further discussed in the “Simulation results and
discussion” section.
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Simulation results and discussion

In this section, we aim to show the performance of the interference-unaware and interference-aware
detectors proposed in (2) and (41). In particular, we aim to show that (41) can successfully decode the
incoming streams for all nodes. Numerical results demonstrate that (12) and (42) provide tight upper
bounds for the ABER of the detectors at high SNR in the interference-limited scenario. Furthermore,
we demonstrate that the interference-aware detector for SM performs better than the ML detector for a
multi-user SIMO system using QAM.

The proposed interference-aware detector is jointly optimal for all nodes and does not suffer from the
near—far problem, but it needs full channel state information (CSI) from all possible transmitting
antennas to each receiving antenna. In addition, finding the optimal solution is an exponentially
complex problem. Assuming each node has the same number of transmit antennas, N;, and uses the
same signal constellation with M points, then the interference-aware ML detector proposed has

@) ((MN,)N “) computational complexity which is proven to be NP-complete [33].

To justify our O(+) complexity, we point to the key difference between SM and other multi-user MIMO
schemes, the signal and spatial domains combine to form a single SM symbol. The constellation size,
i.e. the spectral efficiency of any SM system, depends on the multiplication of the number of available
transmit antennas and the signal-symbol constellation used, MN,. This is in stark contrast to other
MIMO systems where each spatial branch is used to increase the diversity or multiplexing gains. In
such a system, if each transmit antenna is used for multiplexing gains, the system has a maximum
spectral efficiency of M™. From here, the detection complexity of a single user SM system is given by
O (MN,), while the detection complexity of a single user MIMO system used for multiplexing gains is
given by O (MNI). In this case, the two systems have different spectral efficiencies. Alternatively, if the
two systems operate at the same spectral efficiency, then their complexities will be of the same O order,
but the cost, in terms of RF chains and power consumption would not be. The aim of this study is to
characterise the behaviour of SM in the multi-user, interference-limited scenario and compare it to the
complexity and cost equivalent multi-user MIMO system. As discussed in the “Introduction” section
and given the complexity expressions for the single user MIMO system and the single user SM system,
it is apparent that the only valid complexity and cost equivalent comparison is to compare multi-user
SM with multi-user SIMO. The optimal ML detector for the interference-aware SIMO system has

] ((M)N“) computational complexity, where M = MN, from the “SIMO system utilising QAM
(noise-limited scenario)” section, making it comparable to the interference-aware SM detector. Recent
work on sphere detection algorithms may be used to alleviate this computational cost [9]. Despite the
generality of our results, we restrict our simulation results to two and three node scenarios for the sake
of conciseness.

Simulation setup

A frequency-flat Rayleigh fading channel with no correlation between the transmitting antennas and
AWGN is assumed. Perfect CSI is assumed at the receiving node, with no CSI at the transmitter. Only
one of the available transmit antennas for each node is active at any transmitting instance. In theory,
each node independently decides the number of transmit antennas, and, by extension, the
signal-symbol modulation it uses. In the simulation each node has the same number of transmit
antennas as well as the same spectral efficiency target. In each of the figures, there are three sets of
results presented: (i) the simulation results for the multi-user detector for each node, denoted by

Sim (N¢g)), (ii) the theoretical results from (12) or (42) for the node of interest and (iii) the SULB,
denoted by SULB (N ) . We define the asymptotically tight SULB as the system performance in a
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noise-limited scenario given in (26) which is governed purely by its SNR, defined as E,,/N,. It should
be noted that in Figures 2, 3 and 4 in addition to (26), ASER/2, i.e. (28) divided by 2, is presented and
overlaps (26); both are denoted as SULB (N,) in Figures 2, 3 and 4. This serves to justify the use of
(28) in our asymptotic analysis in the “Asymptotic analysis of an interference-unaware detector”
section. In addition, (26) is based on the union bound technique and, in some results, SULB (Ng)) is
above 1, which is impossible for a real system. In this regard, the SULB is a lower bound on the
analytical performance of each system only at low ABER. To help illustrate the difference in the
behaviour of the two detectors, the channel attenuations, a@), are set in 10-dB intervals. In general, afm
may be any real number. Throughout the results, QAM modulation is used for the signal-symbol
modulation in SM with the notable exception of Figure 2, where PSK modulation is used to illustrate
the accuracy of work done in the “Asymptotic analysis of an interference-unaware detector” section.

Figure 2 N,(") =4, N, = 1 and a spectral efficiency of 4 bits/s/Hz. ABER for node 1 using the
interference-unaware detector with 04(21) = 1 and node 2 with a varying aé,. Dashed lines denote
simulation results for node 1 while solid lines denote the analytical upper bound. Since the analytical
bound is asymptotically tight, at low ABER the dashed and solid lines overlap. Each constant value
dashed-dot line with ‘+” markers corresponds to the asymptote derived in (34) using (40) for the
different values of a3,

Figure 3 N’ = 4, N, = 2 and a spectral efficiency of 4 bits/s/Hz. ABER for node 1 using the
interference-unaware detector with oz(zly) = 1 and node 2 with a varying ozé). Dashed lines denote
simulation results for node 1 while solid lines denote the analytical upper bound. Since the analytical
bound is asymptotically tight, at low ABER the dashed and solid lines overlap

Figure 4 N\’ = 4, N, = 3 and a spectral efficiency of 4 bits/s/Hz. ABER for node 1 using the
interference-unaware detector with a(zlr) = 1 and node 2 with a varying aé). Dashed lines denote
simulation results for node 1 while solid lines denote the analytical upper bound. Since the analytical
bound is asymptotically tight, at low ABER the dashed and solid lines overlap

Results for interference-unaware detection

Asymptotic results in the “Asymptotic analysis of an interference-unaware detector” section, in
particular (34) using QPSK for the signal-symbol modulation are verified in Figure 2. In this case, ¥ is
strictly defined by (22). The horizontal lines in Figure 2 represent (34) for varying values of O‘(Zm using
QPSK modulation. From Figure 3, 4 and 5, where QAM is used for the signal-symbol modulation, the
developed analytical framework is accurate in all the presented instances. By moving from Figure 3 to
Figure 3, where an additional receive antenna is added, the analytical model presented in (12) is a tight
upper bound on the system in the high SINR region. As the channel attenuations for the interfering
nodes increase, the detector approaches SULB. Similar to the effects observed in Figures 2 and 3,
Figure 4 shows how the tightness of the bound improves as the number of receive antennas increases.
In all instances where the interference-unaware detector is used, the node with the strongest SNR
dominates the detection. The bit streams of all other nodes are not decoded. Since the SINR does not
change, all other nodes remain below the effective noise floor at the receiver. This is apparent by
looking at the simulation results for Ny and N3, in Figure 2, 3 and 4. By looking at the presented
results, we conclude that (34) tightens as the system approaches its ideal transmission and the mass of
the complex Gaussian distributions around each SM constellation point concentrates around the mean.
This is achieved by decreasing the interference in the system or by increasing the number of receive
antennas.

170



Selected Publications

Figure 5 Nf“k’ = 4, a varying N, and a spectral efficiency of 4 bits/s/Hz. ABER for node 1 using the
interference-unaware detector with 01(21) = 1, node 2 with 04(22) = 0.1 and node 3 with oz(23) = 0.01. All
presented curves are for node 1 unless otherwise stated in the legend. Dashed lines denote simulation
results for node 1 while solid lines denote the analytical upper bound. We note that the addition of
more receive antennas reduces the ABER and hence closes the gap between the analytical and
simulation results

Figure 4 shows that the increase in diversity resulting from the addition of only a single receive antenna
significantly influences the system performance. The addition of the receive antenna increases the
Euclidean distance between the received and hypothesis vectors, which results in a lower ABER.
Comparing Figure 2 with Figure 3 and similarly Figure 3 with Figure 4 where the number of receive
antennas is increased in each figure, showing how the addition of a single receive antenna is equivalent
to lowering the interference (orZ,)) by more than 10dB. In fact, the effect of each receive antenna is
more pronounced as the imbalance between the desired and interfering links increases. By looking at
the results for o5, = 1072 in Figure 2, the results for aé) = 1072 in Figure 3, and the results for

a(zz) =10"2%in Figure 4 at an SNR of 40 dB, we see the error rate of the simulation and analytical
prediction moving from 2 x 10! in Figure 2, to 4 x 10~ in Figure 3, to 9 x 107 in Figure 4. This
ABER decrease shows how the number of receive antennas dominates the performance of SM in
general, and particularly in an interference limited scenario. Figure 5 demonstrates that the findings can
be extended even in the presence of two interfering nodes.

From the presented results it is clear that when the interference-unaware detector is used, the system
ABER plateaus at the derived limits, irrespective of the transmit power being used. As discussed in the
“Interference-unaware detection” section, and as work in [20] has shown, the ABER improves when
the number of transmit or receive antennas is increased, i.e. the system achieves coding gains.

Results for interference-aware detection

In Figure 6 we see the performance of the jointly optimal interference-aware ML detector for a two
user scenario. Figure 6 clearly demonstrates that the analytical model presented in (42) represents an
asymptotically tight upper bound for the system in the high SNR region. The node with the worse
channel attenuation performs close to its SULB. This is not the case for the node with the better
channel.

Figure 6 N\ = 2, N, = 3 and a spectral efficiency of 4 bits/s/Hz. ABER using the
interference-aware detector for node 1 with &%, = 1 and node 2 with 04(22) =0.1. Ana ( Ngy )
denotes the analytical upper bound for node . Since the analytical bound is asymptotically tight, at
low ABER the dashed and solid lines overlap

To understand this, we can think of the multi-user ML detector as employing interference cancellation
for the node with the worse channel attenuation. If the interfering user is sufficiently powerful, then the
primary source of errors for the weakest node is the background AWGN rather than the randomness
caused by the interfering signal [29]. All users that have good channel conditions can be considered as
strong interferers, so when they are removed, the weakest nodes obtain performance closer to their
SULB, i.e. the interference-aware detector is akin to strong interference cancellation for the weakest
node. On the contrary, for the nodes with better channel conditions, the primary source of errors is the
randomness caused by the interfering signal rather than the background AWGN, which is why the
nodes with better channel conditions never perform near their SULB.
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The addition of more transmit antennas at each of the nodes results in coding gains for each node as
can be seen when Figures 6 and 7 are compared. The reduction in ABER as the number of transmit
antennas increases is explained by realising that as the number of transmit antennas increases, the
average variance of increases. As o2 increases, it leads to a larger Euclidean distance in (10) and (43).

z

The Euclidean distance is increased because there are more cases where the variance is the summation
of the individual symbol constellation points, rather than the difference, i.e. nfE') = ﬁfé) occurs less
frequently. Effectively, more transmit antennas mean that the transmit vectors are spread in a larger
Euclidean space. This effect can only be observed when the same spectral efficiency is maintained. In
particular, a 2-dB coding gain is apparent when comparing Figures 6 and 7 at an ABER of 107,
However, increasing the number of transmit antennas does not change the relative behaviour of the
system, i.e. the SNR difference between the ABER curves of the two nodes remains constant. This

behaviour is expected when we consider that (17) is independent of N, and influenced only by N,.

Figure 7 N\’ = 2, N, = 3 and a spectral efficiency of 4 bits/s/Hz. ABER using the
interference-aware detector for node 1 with 05(21j) = 1 and node 2 with 01(22) =0.1. Ana( Ny )
denotes the analytical upper bound for node u. Since the analytical bound is asymptotically tight, at
low ABER the dashed and solid lines overlap

Figure 8 shows the performance of the system when the number of receive antennas is increased. On
the one hand, moving from Figure 7 to 8, for a fixed spectral efficiency and a fixed number of transmit
antennas, the addition of more receive antennas results in an increasing gap between the analytical
ABER curves of the two nodes. In particular, a gap of 4 dB between the performance of nodes 1 and 2
with N, = 2 is increased to around 7 dB when N, = 4 and further increased to 9 dB for N, = 8. On the
other hand, given that the two nodes experience a channel gain difference of 10 dB, we know that the
interference-aware detector cannot reach the performance of independent detection and the SULB for
the node with the better channel attenuation. Nonetheless, the gap between their respective ABER
curves tends toward the difference between their respective channel attenuation as N, grows.

Figure 8 N’ = 4, a varying N, and a spectral efficiency of 4 bits/s/Hz. ABER using the
interference-aware detector for node 1 with oz(zl) = 1 and node 2 with oz(zz) = 0.1. Dashed lines denote
the performance of node 1 with a varying number of receive antennas while solid lines denote the
performance of node 2 with a varying number of receive antennas

These trends can also be observed if we look at the progression of the ABER curves in Figures 9 and
10. Figures 9 and 10 show the system performance of three users and varying N,. Similar to the two
user scenario, as N, increases, for the three user case, each user performs better and slowly closes the
gap to its SULB. As expected, the addition of more nodes increases the interference and pushes the
performance of each node further from its SULB, noticeable when comparing Figures 7 and 10 for
node 2.

Figure 9 N\ = 4, N, = 1 and a spectral efficiency of 4 bits/s/Hz. ABER for node 1 with ot(21) =1,
node 2 with 01(22) = 0.1 and node 3 with 04(23) = 0.01. Ana ( Ny, ) denotes the analytical upper bound
for node u. Since the analytical bound is asymptotically tight, at low ABER the dashed and solid lines
overlap
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Figure 10 N,(“) =4, N, = 3 and a spectral efficiency of 4 bits/s/Hz. ABER for node 1 with O‘<21‘) =1,
node 2 with aé) = 0.1 and node 3 with ozé) =0.01. Ana ( Ny, ) denotes the analytical upper bound
for node u. The analytical bound is again shown to be asymptotically tight at low ABER

Lastly, Figure 11 demonstrates that in the multiple access interference-limited scenario, by using the
interference-aware detector, SM performs better than the complexity and cost equivalent ML detector
for the multi-user SIMO system. Specifically, SM exhibits an approximately 3 dB better performance
in terms of SNR at an ABER of 10~* for each user. The relatively constant coding gain is the result of
the similar detection used for both systems. While multi-user SM and multi-user SIMO may be
comparable in terms of detector complexity and the number of transmit and receive RF chains required,
each SM node requires multiple transmit antenna elements. The multiple transmit antennas mean that
the SM constellation points are spread in a larger Euclidean space and thus have lower error probability.

Figure 11 N,(“) = 4, N, = 3 and a spectral efficiency of 4 bits/s/Hz. ABER of multi-user SM and
multi-user SIMO using interference-aware detectors with node 1 experiencing channel attenuation of
a%) = 1, node 2 with 01(22) = 0.1 and node 3 with aé) =0.01

Summary and conclusions

In this study. the performance of SM in the multiple access, interference-limited scenario was
investigated. Two ML detectors for use with SM were discussed.

The interference-unaware detector was defined and studied in the limit as the SNR approached infinity.
Its performance over uncorrelated Rayleigh fading channels was studied and a closed form solution for
the upper bound of the system was provided. It was shown that this detector inevitably reaches an error
floor which is dependent on the system SINR. The exact level was defined as a function and concrete
examples were provided. It was shown that the increase in the number of receive antennas has a greater
impact on the asymptotic performance of the system compared to reducing the interference in the
system. The addition of a single receive antenna resulted in greater SNR gains than reducing the
interference, a(zu), by more than 10dB at high SNR. This implies that the number of receive antennas
dominates the performance of SM in general, and particularly in an interference-limited scenario.

The interference-aware ML detector for SM was proposed. As with the interference-unaware detector,
its performance over uncorrelated Rayleigh fading channels was studied and a closed form solution for
the upper bound of the system was provided. In addition to avoiding the error floor present in the
interference-unaware detector, the jointly optimal detector results in a noise-limited scenario for the
detection of all transmitted streams, i.e. an arbitrarily small ABER can be obtained by any user for a
sufficiently high SNR. On the one hand, for the same spectral efficiency, increasing the number of
transmit antennas at each of the nodes from 2 to 4 resulted in SNR gains of around 2 dB. This measure
did not, however, have any effect on the coding gain difference between the ABER curves. On the
other hand, increasing the number of receive antennas increased the diversity of the system. This,
increased the coding gain difference between the ABER curves of the nodes because the receiver could
distinguish the channels more easily and better mitigate interference. The impact on the diversity and
coding gains further shows the importance of the number of receive antennas in any SM system. A
limiting factor, as with all ML detectors, is the complexity. In addition, the receiver must have channel
knowledge from all transmitting nodes. These two limitations constrain the application of this detector
to the uplink scenario. The interference-aware detector enabled SM to perform better in terms of
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ABER than the complexity and cost equivalent multi-user SIMO system in an interference-limited
environment.

This study demonstrated that in order to effectively apply SM in an interference-limited scenario, the
number of receive antennas should be maximised. Although more computationally complex than the
interference-unaware detector, the interference-aware detector can guarantee that the system does not
reach an error floor.
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Appendix
Derivation of (32)

We begin by considering ¥ which corresponds to o2 = [x®]> 4 [£®]2. For this event, we seek to
bound af to two which implies that we should consider

(d? +d2) goam <2 (46)

where € € {(1,1),(2,1), (3, 1)} and d. are the distances defined in Figure 12 and ggoam = 2(114(:;—'_1) We

introduce the normalising factor goam. given in [32], to maintain unity power in our constellation. We
see that there are only four possible combinations that satisfy (46). In particular

& ) +d% ) goam = 0.4, occurs (M©)? /8 = 32 times,

d an+ d(2 1)) goam = 1.2, occurs (M(EV))2/4 = 64 times,

d(1 y+ds )gQAM = 2, occurs (M®)* /8 = 32 times and

)) 8oam = 2. occurs (M@’)2 /2 = 128 times.

Figure 12 The red squares denote 16-QAM constellation points. In this image, the constellation is
not normalised. The figure shows possible distance combinations between each of the constellation
points and their distances to the origin

We know that these combinations occur for every instance when n, # 7,. For a system with Nf)
(5
) unique pairings. This leads to

N,
transmit antennas, we have (

(&)
¥ = ((0.4/2)7M32 4 (1.2/2) M64 + 32 + 128) <N; ) (47)

Having established the derivation of 1f/71 , we turn our attention to @ which corresponds to
2 = |x¥ — )2, If we look at Figure 12, we see there are additional combinations aside from the
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ones denoted. To this extent, our bound, UZZ = min{af, 2}, serves to simplify the counting and set many
of them to 2. In particular, we see that when (rzz = d(25’2), then (722 > 2. In this case, we bound (722 to 2
and realise that d(4 ) is the largest distance that we must account for in our expectation analysis. We
note that our approach is applicable to larger constellation sizes and, after some careful counting, we
see that in general for a given constellation size of M®) we have that

d 1.2 occurs a total of DV = 4/M© <VM< ) times,

e d2) occurs a total of D® = 4 VM® (v M® — 2) times,

d (32 occurs a total of D = 4( ME — 1) ( VM®E — ) times and,

d 4 occurs a total of D =8 ( M® — 1) ( 2) times.

By looking at Figure 12, we can easily see that for & = 16:

d, 5, 8oam = 0.4, occurs exactly 48 times,

d3 5, goam = 1.6, occurs exactly 32 times,

d(23,2) goam = 0.8, occurs exactly 36 times and

d(24‘2) goam = 2, occurs exactly 48 times.

We realise that the combinations counted above are applicable for every transmit antenna. This implies
that we must multiply each count by N,(%) which leads to
V2 = ((0.4/2)7V48 + (1.6/2)™32 + (1.6/2) ™36 + 48) N\ . (48)
To arrive at a final solution, we set all other combination values to ggam as we enforce our bound on (722
giving
IO )\ 2 Nr(g) 1 2 3 9\2 A ®
Dopes = (M@)N,‘ ) — (M%) ( 5 ) — (P +D® + D + DP) N

which is the number of elements for which o was set to 2, i.e. (0/2) “M = 1. We now average and

2
arrive at W. To achieve this, we merely normalise our sum by (M & )N,@)) to account for the number of
possible events, resulting in o

U = >
(M@)Nf))

which when simplified becomes (32).

In Figure 13 we compare the asymptote of SM, given by (34), in the noise-limited scenario for
M® = 16 with and without using (32). Figure 13 exemplifies the accuracy and tightness of our
approach.
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Figure 13 The dashed lines with circle markers denote the asymptote for the system if the
expectation for ((722 / 2) ~™ is obtained via simulations. The solid lines with square markers denote
the asymptote when (32) is used. Moving from the rightmost to the leftmost pairs of curves, each pair
corresponds to an incremental increase in N, from 2 to 6. The system is using two transmit antennas
and has an overall spectral efficiency of 5 bits/s/Hz

Reaching (38) from (34) with (31) and (37)

Combining (34) with (31) results in

ABER{ter) £ o NPV I
: 3 _ &) (2N — 1\ — 2N, +1) 2N, +2 1
limy oo —=— = 4N/ ( N )2 ) S
" - 2N, (49)
& N, —
— (21\/}” + @Ml 1)) (% fy2menn,

Restating (37) for convenience, we have

ABER 4 1 3 N ON -1\,
lim QAM - (1 - —> (N—) ( >2<~Nr>.
y—oo N log, (M) MM \2(M — 1) N,

Taking the ratio of (49) over (37) gives (38) as

ABER™ /¥ (ZNt(SJ 42Nl 1)
lim : =

y—00 ABERQAM/V_N' B 2(4N,(E)71) A 4 1 1 ‘
(5 i (- )

3 N® N®

Derivation of (43)

Pr(A # A) =Pr{||y—A||% > Hy—AHi}
=Pr{§:[lyr—Arlz] >i:[ ”
e -a) ] - 3

2] } (50)
N;

S -] Z o -ar]).
r=1

r=1

~

yr— A

A, — A

_ Em Nu ) (u) . A B Nu . o)
where A = 723 1, auh,wx" and A = 5 Do aaphyw .

If we consider a Rayleigh fading channel, then we can derive the closed form solution for Eg [PEP (-)]
in (42) by using ([30], eq. 62). We note that by assuming a Rayleigh fading channel, the argument
within (43) can be represented as the summation of 2N, squared Gaussian random variables, with zero
mean and variance equal to 1, which means that they can be described by a central Chi-squared
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distribution with 2N, degrees of freedom and a probability density function of

0k (1) = . (—K/2)
Px (N, — 1)1 P '
The result for Eg [PEP (-)] is given as
gy VA r
— 2 Ny r _ ]
B (PEP O] =) ) ( ; ) (1-r®) 51

such that f(B) = 1 (1 — ,/%) and f = g ok B
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