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Abstract

The organization of taking turns at talk is an important drany verbal interaction

such as conversation, particularly in groups. Sociolegastd psycholinguists have
been studying turn-taking in conversation through emairand statistical analysis,
and identified some systematics in it. But to my knowledgeetaited computational

modelling of verbal turn-taking has yet been attempted.

This thesis describes one such attempt, for a simulatiomaldlggroup discussion—
that is, engaged conversation in groups of up to seven jatits, which researchers
have found to be much like two-person dialogues with ovedrsaThe group discus-
sion is simulated by a simple multi-agent framework with adiboard architecture,
where each agent represents a participant in the discuasibthe blackboard is their
channel of communication, or ‘environment’ of the discossiAgents are modelled
with just a set of probabilistic parameters that give th&glihood of doing the various
turn-taking decisions in the simulation: when to talk, wherontinue talking, when
to interrupt, when to give feedback (“uh huh”), and so on. $imulation, therefore,
consists of coordinating a one-at-a-time talk (symbolik)taith speaker transitions,
hesitation, yielding or keeping th®or, and managing simultaneous talk which occurs
mostly around speaker transitions.

The turn-taking modelling considers whether participamestalking or not, anavhen
they reach points opossible completiomn their utterances that correspond to the
places of transition-relevance, TRPs, where others cdald t® speak in attempts to
take a new turn of talk. The agent behaviours (acts), thaarival states and procedures
are then described. The model is expanded with elaborateguoes for the resolution
of simultaneous talk, for speaking hesitations and thetemtal interruption, and for
the constraints of the different ‘sorts’ of utterance widlspect to turn-taking: whether
the TRP is free, or the speaker has selected someone to spealhas encouraged
anyone to speak, or has indicated the course of an extendéeutterance turn at talk
as in sentence beginnings like “first of all,” or “let me tetdlysomething:...".

The model and extensions are then comprehensively analysmdyh a series of large

quantitative evaluations computing various aggregatestits such as: the total times
of single talk, multiple talk and silences; total occurres©f utterances, silences, si-
multaneous talk, multiple starts, middle-of-utteranderapts at talking, false-starts,
abandoned utterances (interrupted by others), and more.
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No human has ever learnt to speak except in a dialogic cantext
— Jaffe & FeldsteinRhythms of Dialogu€l970)

Moving from the study of sentences to the study of converaatis like
moving from physics to biology: quite different analytigabcedures and
methods are appropriate

— Stephen C. LevinsoRragmaticg1983)

The thing about speaking is to know wheat to speak.

It's better to keep your mouth shut and let people think yauaafool than
to open it and clear all doubts.

The real art of conversation is not only to say the right thendghe right
moment, but to leave unsaid the wrong thing at the temptireg on

— various
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Chapter 1

Introduction

Turn takingis the systematic process by which people coordinate thiirim a ver-

bal interaction such as conversation. It is the set of prastand techniques whereby
conversants determinehento speak (once they want to) and when to listen in the in-
terchange of talk, and what happens subsequently in vaciotignstances. In theory,

it is all to keep the conversation intelligible, within cative limitations, since it is
difficult to understand more than one talking at the same.tiBug, in practice, people
conform to learned socio-cultural conventions that allbem nevertheless to assume
various stances when needed. The result is what we obsargglyoasturns of one-
party-speaking-at-a-time most of the time (or some of thee}j recurring throughout
spoken exchanges.

The relevance of verbal turn-taking for human cognitioerthshould not be underes-
timated. As part of a person’s interactional proceduressétpractices and techniques
are ultimately at theontrollevel of his or her behaviours, whence other cognitive pro-
cesses are initiated and interrupted. They help organieebthe most crucial human
activities: communication. And the basic, most frequemninf@f verbal communica-
tion is conversationfundamental to cognition and where turn-taking is mostlilga
employed. We converse with other people to learn, excharfgemation, accomplish
goals and tasks, or simply to reaffirm emotional and sociablspoften more than one
of these at once.

With slight variations, verbal turn-taking takes place wide range of conversational
situations: in telephone talk, casual talk, discussiarfsymal meetings (‘coffee-table
talk’, smalltalk), and a few others. Therefore it is an im0t process to understand
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and reproduce if we want to have talking agents (avatars)ddsa interact naturally
with a person or a group to realize operations or (say) fatdicommunication. Cur-
rent technology is still in a stage where intermediary congras of artificial talk such
as speech understanding are yet to be smooth and effotiléssce these hurdles are
solved, fully natural, mixed-initiative conversation seien man and machines will not
be accomplished appropriately without reproducing vetbad-taking as well.

And it is in conversation that turn-taking shows itself iril fand is best characterized,
because that is the freest, least constrained sort of vertehction. Other genres
of interaction such as lectures, interviews, debates aadath meetings differ from

conversation in a number of parameters: restricted turemmstricted turn length,
more formality, explicit requests to speak, and so on. Bawvecsations are frequently
intermingled with other activities in a complex mesh of babars, specially when

used as a means to achieve other tasks. In general thenepakiplg turns to talk are
also doing other things simultaneously.

In this light, it is in discussionghat pure conversation emerges more easily for ex-
tended periods; and igroup discussiolit is generalized to any number of participants.
Imagine a group of people sitting around a table exclusitedking about something;

it does not have to be laeateddiscussion: it can be slow, disinterested talk—but just
talk. Thatis the best ground to reproduce general turmtglone where it is employed
and displayed continuously (albeit fashioned to a focua#ld.t In other sorts of in-
teraction, turn-taking is going to be limited, either besawf external constraints or
auxiliar ways to coordinate talk, or because people aregloiher things too, and talk

is not the only (or main) focus of behaviour.

1.1 Thesis

Hitherto, verbal turn-taking has been characterized oelycdptively, based on em-
pirical or ‘anedoctal’ data, or in statistical experimewntsich draw conclusions based
on sets of recorded material. As far as | know, no computatiancount that oper-
ationalizes the process in a generated dialogue or cori@rsar even in a simpler
simulation, has been realized.

This work is an attempt to bridge this gap. The thesis herhasthe systematics of
conversational turn-taking can be modelled isimulationof group discussion that
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would focus on the relevant turn-taking-related issuestrabting away all the other
complexities of speech exchange. The generated discug&iold thus have to be
symbolic, without contents. No real talk or speech would b®pced, just ‘talk’ at

a turn-taking,interaction-controllevel. This would indicate onlyvhenconversants

are talking or not talking, and when they reach placepadsible speaker-transition
where listeners could start to speak to take new turns of talk

Essentially, the simulation would be a working demonstrabf theissuesassociated
with the running of turn-taking, namely: backchannel fesdb(“uh huh”, “huh?” and
the like), simultaneous talk and its resolution, sorts ¢émances as turn-taking con-
straints, hesitation and interruption. It would also rejer& a first, basic operational-
ization of turn-taking in a distributed multi-agent simtiden. As such, it could show
the kinds of interactional states and contexts that adificbnversants would have to
keep in the moment-to-moment management of a discussioh asukeeping track of
the speakership state and the situation of the talk.

The discussing group would be best implemented mudti-agentframework, where
each conversant is modelled and behaves separately fromthies. It is the turn-
taking systematics embodied in each agent that would coatelithe individual be-
haviours in an organized interaction. This systematicsldvtranslate into th@pera-
tional procedureof each agent in this framework: what they can do at each mbaien
the simulation. This procedure could be the same for all esgéimey would only differ
in their decision parameters (their profiles) and internates recording the various
contexts they are in. Hence tlkellectiveturn-taking behaviours would emerge from
the coordinated behaviours of the individual agents in tioaig.

1.1.1 Probabilistic decisions

In this symbolic discussion without contents of talk, caseats can be modelled in a
simple way that dispenses planning and the whole parafarob$peech and dialogue
generation. As such, they can have probabilistic paramatdicating how much they
want to talk, continue talking, and do other decisions assed with turn-taking. Sim-
ulated agents can be thus a bunch of likelihood parametéystbeir decisions during
discussion would be random, but biased by these probaiilitn this way, these pa-
rameters could model various conversatiop@filessuch as talkative, shy, insistent,
polite, and their various combinations.
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Of course, random stochastic decisions with abstract’‘tathuld not produce a lot
of meaningful discussion, or even coherent medium-tereraation. Agents would
sometimes want to talk many at once, then persist simultstgantil some or all

decide to stop, depending on their parameters. They couledlistically) decide to
speak at every possible opportunity, notwithstanding vid&ieing ‘said’ or what to

‘say’. They might stop and restart immediately afterwamtsnot decide to speak for
long periods, resulting in gaps of silence of varying lesgth

In sum, there would be not much intelligible medium to loegat coherence, since
agents do not model dialogue and discourse behaviourstieally for the contents of
the talk. Instead, they would be generating only the shertitturn-taking interaction
centered on theurrentandnextturns. The aim of the simulation is therefore just to
reproduce these micro-level behaviours of the moment-déoaent unfolding of talk
and silence, and turn-taking-related behaviours. Meditenleng-term coherence, of
course, would require dialogue planning, generation, aefmnsion, and so forth.

There is a justification for this simplification of realityn the best known account of
turn-taking, reviewed in the next chapter, Sacks et al. 4 ®bserve that the major
aspects of the organization of turn-taking are ‘contex@’frehaping the ways in which
the particularities of context and content are exhibiteaisTs (hopefully) a simulation
of those major aspects of turn-taking. So, a decisiowluétherone wants to talk in a
given moment may be content-dependent;wlgnit occurs is not, particularly; or at
least noonly content-dependent. It depends rather more orstiaceof the talk that
displays this content, specifically the prosodic and otlaealnguistic cues subjacent
to speech, which can be abstracted into just the relevamtegits: talk, silence, places

of decision, and so forth.

1.1.2 Small group discussion

In recreating just an abstract form of focused talk in a gardus interaction, this sim-
ulation would produce a simplified version of ‘group disdoss One that is arguably
not much distant from discussions that can be seen in inflomeatings or in exper-
iments where people are told to talk about a specific subjdotvever, | said earlier
that the group could be generalized to any number of paditg That is only par-
tially true, because the interaction generated by this kitimn would correspond more
directly to the patterns created in groups of a limited numbmallgroups.
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Small groups of up to six or seven people tend to interactsnulisions much like two-
person dialogues with overhearers (Fay et al. 2000)—mare tverhearers, in fact,
but side-participant{Schober and Clark 1989). Turns and exchanges are stili, tigh
fast and fluid as in two-person dialogues where conversatigirectly to, andwith,

the other party. It appears therefore that the patternstefantion and turn-taking
in small groups should not be much different from those ofddyarhe difference is
that there are side-participants now, which can take thmiivie and ‘mix in’ with the
current speaker and its interlocutor. Hopefully then, obastons made in dyads can
be assumed to hold in small groups too, with some degree didemte.

Bigger groups of more than seven people, in contrast, efifeak down into smaller
sub-groups of discussion, or tend to interact more formahlya sequence of mono-
logues (Fay et al. 2000). Talk is ‘broadcast’ to all partasifs, so the discussion tends
to be slower, with less speaker change, and more formal ipdtterns of turn-taking.
This appears to be a sudden shift as the group size increaitlesr participantgeel
that the group is small enough to interact informally likeyrdo when talking to just
one other person, or the group is big enough so that a moreaf@pproach is required
and tacitly employed.

Therefore, the modelling of turn-taking and the patternsegated in this simulation
will be assumed to represent ordgnall groupdiscussions.

1.2 Research on turn-taking

Aspects related to turn-taking first began to be investdyhiepeople interested in the
dynamics of small groups, their talk and interaction, sucBales (1950) and Stephan
and Mishler (1952). This emphasis in theup processas continued in psycholin-
guistic studies (Dabbs and Ruback 1987) and small-grouprdies (McGrath 1984).
Then came the first ideas in simulating groups in discus$tanker 1988, Stasser and
Taylor 1991) which, however, reproduced only the speakirdgo(‘turns’) of their
participants. The present simulation still has some of fhetof those works in that
it manipulates probabilities as a representation of paditts’ decisions.

In psychology (psycholinguistics properly), researchemuld study individual be-
haviours involved in turn-taking often without linking timeto any ‘organization of
talk’ itself. Most initial observations used to be takennfractual but limited samples
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of conversation in recorded materials. These studies watistical or observational,
and the relevance of their conclusions has to be taken digrefue to their limited
data—with the possible exception of works like Goodwin (198restrom (1983),
Kalma (1992), which involved large corpora or data sets.

It was initially with Duncan (1972, 1974), Duncan and Niestex (1974) comple-
mented by Wiemann and Knapp (1975) and Orestrom (1983)thieavariouscues
of talking were framed as signals for ‘speaking turns’ (tyrelding, turn-holding,
within-unit), turn-taking (turn-claiming) and backchas. The presence of a combi-
nation of cues in certain contexts would indicateignal of a certain type. Nonverbal
body behaviours such as gaze, posture, body motion, armeaatidesturekinesic3
were investigated not only as expressive actions (poinshgugs, etc), but in their
turn-taking guises too (Birdwhistell 1952, Kendon 1967/29Argyle and Cook 1976,
Rosenfeld 1977, Beattie 1981, Goodwin 1981).

The research in the moressentialcues of turn-taking—the intersection of syntax,
semantics and prosodic features, mainly intonation—, nmesehused restricted data
at first, but has continued until the present and therefoeeldewome considerable,
e.g. Schaffer (1983), Grosjean (1983), Cutler and Pears®86), Ford and Thomp-
son (1996), Selting (1996), Wennerstrom and Siegel (20@8nultaneous talk and
interruption, however, appeared to receive much lesstattenMeltzer et al. (1971),
Ferguson (1977), Aleguire (1978), Schegloff (2000). Thiwle body of research to-
gether with nonverbal studies, mainly gestures and heaaMialr, has informed much
current work in computational conversants, such as e.gidkat al. (1996), Donald-
son and Cohen (1996), Cassell et al. (1999, 2001), EdlundNangdstrand (2002).

But it is in sociolinguistics that turn-taking was first chaterized as an organized
system in a descriptive account (Sacks et al. 1974). Sadak$iarcolleagues would

draw conclusions from the aggregate of cases in transcdbedersations, in the eth-
nomethodological tradition now known asnversation analysig’sathas 1995). Their
‘simplest systematics’ of turn-taking was a very generlesteact account, not com-
promising itself with any concrete specifics of talk and laage that could later be
found to be incorrect. Further work in the same area wouldtadtie understanding

of specific parts of the system, such as e.g. Schegloff (1282)), Selting (2000).

It is primarily on this literature that the work of the presémesis is based. The simula-
tion of small group discussion developed here syntheshasdescriptive account by
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simulating the coordination of turn-taking through symbaélk. From thence comes
the major organization for this modelling; specific definits of lengths, timings and
other choices are for the most part sensible assumptioas faim empirical observa-
tion of real data or indicated by studies such as Bull and i&¢998), among others
already cited.

In the course of reviewing the literature for this thesistudsed in detail a fifteen-
minute five-person discussion, in which participants wetd to talk about a hypo-
thetical situation. It served as a learning experience engéneral outline of group
discussions that would inform the present simulation in svdifficult to acknowledge
properly. The general shape of the utterances, hesitatiahfeedback as modelled in
this work (chapter 4) certainly owes something to that exetion.

1.3 Contributions

One contribution is to demonstrate a simple design feinaulation of multi-party
conversatiorthat (here) reproduces the coordination of talk in smalugrdiscussions:

1. The simulation is @istributedsystem in a simple multi-agent architecture rep-
resenting the group, whose agents inter-communicate ghromeblackboard
channel: a scratchboard where they put their behaviourseau the others’.
The interaction of individual entities, of agents behavasyconversants, real-
ized through the behaviours exchanged there according todehembedded in
all the agents brings about the emergent properties of tieeps to be simulated:
verbal turn-taking. Although this whole framework is nowngt is actually the
simplest and most obvious one for the job), its applicatmmef detailed multi-
party conversation probably is.

2. The system isynchronizedhrough a basic round-robin mechanism, so that
agents work ircycles(much like CPU cycles). They give the simulation a res-
olution (or ‘granularity’: finer or coarser) according to atlapse of time each
cycle is intended to represent. a parameter hereinaftégcceycle-time This
framework is transparent to, and does not interfere with, @agent modelling,
which can be programmed irrespective of the underlying &éaork (subject to
minimal adaptations that could be made transparent as.well)

Probably even a more complex simulation of conversationth,say, verbal and



Chapter 1. Introduction 8

nonverbal behaviours in various ‘levels’, talk contentdeenal events, artifacts,
etc—could be realized in such a simple framework. It is a enaif defining a
suitably representative set of small-sized behavioursaimous modalities, that
the agents would identify and react to.

A second contribution is an agent model that operationalize multi-party simulation
to be aworking representation of many central issues of turnsighn small group
discussion, taken from a synthesis of the descriptiveditee. This model is defined
by four components:

1. the cycle-sizedehaviourghat only distinguish talk from silences and listener
responses, reproducing the turn-taking-relateidi@raction-controlevel of talk
that is abstracted away from higher linguistic levels (gjpeend prosody, gram-
mar and contents of the talk, speech acts and dialogue maviegh could be
later added on top of this structure;

2. attributesthat model each agent individually with a probabilisticfdeofor turn-
taking-related decisions, that could be taken (for exajrfpben the statistics of
real recorded conversations to reproduce or combine vagouaversanprofiles
shy, talkative, insistent, polite, interruptive, and sdtio

3. interactionalcontextual state$iving in the agents’ internal memory that have
some general relevance: however they are to be implemeidedteere, these
are thesortsof states to be represented for turn-taking entities;

4. procedureghat make agents recognize the behaviours of other pattieach
moment, decide what to do and what to return in the next moniesed on
their attributes and internal states. These procedureteimgnt the following is-
sues associated with turn-taking in small group discusswhich are reasonable
assumptions from the literature:

(a) Simple reproduction dbackchannefeedback, such as “uh huh” and the
like, and “huh?” and the like which ask the speaker to resgornbde prob-
lem of hearing or understanding that was raised.

(b) Realization of some general practicesohultaneous talland its resolu-
tion: hitches (hesitations and perturbations), steppipge more competi-
tive (e.g. louder) talk to indicate a stronger stance, apéaéng part of the
talk that was obscured by the simultaneity.
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(c) Representation of the different sorts of turn-takoogstraintghat an utter-
ance can convey: whether it selects a specific party to tatk neencour-
ages anyone to talk (e.g. “Has anybody..."), or entails thate ismore
the speaker is going to say, or leaves the floor open for anyone

(d) Simulation ofhesitations that is, discontinuities in the middle of talk, ei-
ther silent or voiced (‘'umhm’, ‘erm’), and how they relatetton-taking.
Listeners also distinguish hesitations frggausesin deciding to speak,
and one can appropriately hesitate before starting to speadetain times:
when selected to speak, for example.

With this operationalization of turn-taking interactiondaits various associated is-
sues, another potential contribution of this work to psyciguists and investigators
of verbal interaction is t@oint outseveral specific details of the process that still need
inquiry, and only came to light because a simulation spglint many (perhaps previ-
ously unconsidered) details of this process was made.

Finally, a quantitative evaluation of the various sub-msdevarious small group sizes
gives a host of aggregate measures that could serve asnedsréor future compar-

isons (further simulations or real transcribed convewse): the total times of single
talk, simultaneous (conflictive) talk, silences, overlegpalk, etc; total occurrences of
complete utterances, continuing (same-turn) utterargiegle starts, multiple starts,
middle-of-talk starts, false-starts, ‘collective’ falstarts (all starting and stopping),
incomplete utterances, and others.

1.3.1 What the thesis is NOT about

This thesis isrot about:

e generating theontentsof talk: planning, goals and intentions of the partici-
pants, dialogue and dialogue moves, grounding, all typdeseaifback, and the
discussion itself with topics, socioemotional acts, read, etc;

e speech and natural language processing of utterancesatmin, overlap, etc;

e reproducing aspects of group discussion other than talkvertal behaviours,
spatial relations between participants, object manipuiaetc.
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1.4 Definition of main concepts

These are the main concepts used in this thesis: some fridguethers not. You
may not agree with some (in particular ‘utterance’, ‘patesed ‘overlap’), but, right or
wrong,thisis what they will mean here:

backchannel vocalizations (or ‘utterances’) in the background of tHk-ta-turn that
refer to it, and are responses or reactions to the ‘main; talk do not compete
with it for the floor;

false-start an incipient beginning of talk that is soon abandoned (sag, $second?),
almost always because of other simultaneous talk or sthtésko in chapter 6, |
will also refer to ‘collective’ false-starts: when all stisng speakers stop because
of each other;

feedback a subset of all the possible types of backchannels, thatindigates a yes-
or-no uptake to the talk (which may still be an ongoing uttess; it corresponds
to what others have called ‘acknowledgement’ or ‘requestepair’, and | will
often refer to ‘backchannel feedback’ to be as unambigusymasible;

gap the silence as referred to by Sacks et al. (1974): that isydmt talk ofdifferent
parties in speaker transitions, thus delimiting differemhs of talk; | will often
refer to ‘silent gap’ to be as unambiguous as possible;

group discussiona subset of multi-party conversations in whitdiking is at least
the main activity of the group: that is, people engaged acdded in the talk,
but an informal type of talk, not necessarily in a task-aotéelh) topic-directed or
mediated way; the simulation developed here excludesretither than talking,
like drinking, looking around, manipulating artifacts,caso forth;

hesitation a disfluency in the normal articulation of talk, which may llerg (also

termed ‘unfilled’), or nonsilent such as “erm”,

ahmm?”, “I rar”, “like, you
know, err” (fillers); also circumscribed as ‘hesitationreare self-interruptions,
self-repairs and other disruptions (‘hitches’) in the tallch as a word or sylla-

ble repetition, due tipically to simultaneous talk;

interruption either smooth or unsmooth (i.e. ‘polite’ or ‘impolite’): srath interrup-
tions are starts of talk at TRPs (i.e. normal turn-takindiraés when the speaker
was going (intended) to continue talking, as he or she wasipgwr recently



Chapter 1. Introduction 11

finishing an utterance; whereas an unsmooth interruptitmsgart in the middle
of someone’s talk (a middle-start)}—either in what one thdugas a TRP or
not—and insisting so as to make the current speaker quitrtigroutterance or
course of talk;

lapse an occasional lull in conversation when nobody is talking),n@ntioned by
Sacks et al. (1974): a silence that gets longer when the ttgdenished speaker
does not resume talking, and nobody else does too; in cassathe speaker
restarts, it may be another ‘turn’ of talk by the same pargn&dering the in-
tentionality in ‘reengaging’ the speakership), or just ateasion of the same
turn (in which case the lapse was an abnormally long, uniiteal pause);

latch a speaker transition leaving no silent gap or overlap in #ile: tthat is, the
starting speaker’s utterance begins right after the pres/ane has finished,;

listener the temporary non-speaking role in conversation—even & isndistracted,
thinking away, and not trulyisteningto the talk—, which is elsewhere called
‘auditor’ or ‘hearer’; in a group, a listener may either be atdresseef the
current talk or just ithearer, while in two-person conversation the non-speaking
party is (supposedly) always the addressee of the talk;

middle-start an attempt to talk in the middle of someone’s talk, in a (s mid-
utterance TRP: a possible utterance completion in the midiiihe current talk
that wasrecognisedhs such by the starter (or the interrupter, if the intenti@sw
really to interrupt the speaker);

overlap here, only the overlapped talk in speaker transitions, wé@meone starts
an utterance slightly before the current speaker finishiggta(and does not
restart afterwards); this simultaneity is non-conflictared in fact often not even
perceivedor cared about by the parties; other simultaneous talk ssichudtiple
starts of talk or middle-starts (that is, non-backchanat{ intending for the
same floor of attention), will be referred simply sismultaneousalk;

pause the silent interval betweesame-speakeutterances, extending a turn of talk;
it differs from a silent hesitation when the just-finishelkta syntactically and
prosodically complete (a finished utterance)—althoughaymot be ‘discour-
sively’ complete, in which case therensorethe speaker is going to say (82.4);
| will often refer to it as ‘TRP pause’ to be as unambiguous@ssible;
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speaker the party (participant in the group) that generally holdsflbor of attention,
the ‘turn’ to talk, but may not necessarily Bpeakingn a given moment: he or
she may be pausing or hesitating;

TRP the transition-relevance place as introduced by Sacks @t94)—also referred
to as a ‘juncture’ by others—, when one can start to speakmo@hly) take a
new turn of talk; it can either be a pause or lull (lapse) in¢baversation, or a
possible utterance completion in the current ongoing talk;

turn loosely equated tfhoor in one-at-a-time talk, and possibly formed of one or more
utterances; Edelsky (1981) also called attentiooditectively-developetloors,
when more-than-one talk not only happens but is regardeda®hblematic by
the parties, in no need of repetition, repair, or otherwiserection’;

utterance the ‘unit’ of talk just as the sentence is the grammaticat;.am utterance
can actually be just a growl, a word, a phrase, a clause fieltyp not), or one or
more sentences spoken together without any pause (whichasactually sep-
arates same-speaker utterances), but it may also be fragdieynany instances
of hesitation; so, an utterance can be formed of one or motdsT @e abstract
turn-construction units of Sacks et al. (1974);

verbal interaction also talk-in-interaction, or what Sacks et al. (1974) tedrapeech-
exchange system; its various genres would include typesrfarsation (casual,
chat, smalltalk, discussions and meetings), intervievesiaquiries, press con-
ferences and question-and-answer sessions, lecturesiamigls, debates and
panels (mediated or not), legal trials, ceremonies likentlass, and others.

1.5 Structure of the thesis

The thesis is divided in the following chapters:
1. this introduction: overview, literature overview, cahtitions, concepts;

2. review of the literature relating to turn-taking: therttaking systematics, criti-
cisms to it, backchannel feedback, multi-utterance tumere-to-come’), si-
multaneous talk practices and resolution, and two othercgmhes to turn-
taking that identify its cues and the collaborative reagonfteraction;



Chapter 1. Introduction 13

3. the framework of the simulation: description of the simplulti-agent system
and blackboard architecture that runs in cycles of a paranzeble simulated
time, and discussion of other aspects of group discussion;

4. the model of turn-taking, with description of its four cpanents: behaviours,
attributes, interactional states, and procedures;

5. examples of the simulation with different agent profiled & the various exten-
sions (with simultaneous talk procedures, sorts of TRP3 hasitation);

6. a quantitative evaluation of the model and extensiors;rd#ng its design, the
measures that were counted and which form a ‘profile’ of theegated discus-
sions, and the examination of the various results in a rahgarameters;

7. conclusion and discussion about possibilities for fitnork: an assynchronous
parallel simulation with variable attention, the cues ahttaking (syntax and
prosody), nonverbal behaviours, ‘fluctuating’ attribytaad the possibility of
integrating a system with dialogue and speech generaticawidible evaluation
of the model.

Readers who may wish to have a quick idea of what the simul#&iabout could head
directly to chapter 5 to look at the examples and descripdiowhat behaviours the
simulation is supposed to reproduce. The rest of the thegisabably best read in
order. Except that the turn-taking model which is the coréhefthesis (chapter 4),
can probably be understood without reading the previouptehns at full: the model
is independent of (and does not make reference to) the frankewd the simulation

in chapter 3; and what is described therein is sufficienttyitive with only a brief

knowledge of the conversation analysis tradition of tuakitg, reviewed in chapter 2.

Throughout the text | refer to other sections or subsectwitisthe paragraph symbol
(8) as a shorthand (e.g. 82.1.2). The only other eccenttigibear with me—besides
the probable awkward style and rather direct tone, fromto you—is my taste for
quaint or downright arcaic compound English adverbs (ltkefeupon’).

The review chapter (chapter 2) is the only one that presaatgsy ideas and previous
work that are not mine (except if indicated otherwise witty*rar ‘I'). Any simplifi-
cation or misrepresentation in their exposition, howeigegntirely my fault.



Chapter 2

Turn taking

One characteristic of group discussion and in fact many $oofrverbal interaction is
that participants in general takernsto talk. An organization of turn-taking seems
to be fundamental to most joint interchanges of speech, atyrather socially or-
ganized activities as well, such as: moves in games, custattendance, traffic at
intersections or through road narrowings, and others. iGafff (1964, p.135-136), as
quoted by Sacks et al. (1974), characterised those aes\wts a “social organization
of shared current orientation, [involving] an organizeténplay of acts of some kind”.
In the case of verbal interactions, of turns at talking, dlvahuich he wrote:

Talk is socially organized, not merely in terms of who spetksvhom
in what language, but as a little system of mutually ratified atually
governed face-to-face action, a social encounter. Oncata sf talk has
been ratified, cues must be available for requesting the fndrgiving it
up, and for informing the speaker as to the stability of treifoof attention
he is receiving. Intimate collaboration must be sustairedrtsure that
one turn at talking neither overlaps the previous one toolmnor wants
for inoffensive conversational supply, for someone’s tomust always and
exclusively be in progress.

Such an organization of verbal turn-taking will be desaitie section 2.1, hence-
forth called theturn-taking systematicsSection 2.2 will present some criticisms that
followed this account, going mainly around the idea that-atia-time cannot be an
enforcive, prescriptive system, but rather a common patt&ection 2.3 shall sum-
marize the concept dfackchannelslistener responses like “uh huh” or “huh?” (and
others) in the background of the talk-in-turn that inforne gpeaker “as to the stabil-
ity of the focus of attention he is receiving”. Section 2.4l\whow how talk can also

14
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indicate ‘more-to-come’ and thus constrain the subsedquemitaking to guarantee an
extended multi-utterance turn. And completing a reviewhef¢lements that informed
the group discussion modelling of this work, section 2.9 miesent the typical ways
by which speakers deal with simultaneous talk: how they gdlyebegin, persist, de-
sist and resolve multiple attempts at talking.

In addition to this combined account of turn-taking focgson thestructureof turns
more or less independently of their contents, two other dempntary approaches are
reviewed. Section 2.6 summarizes the classic psychoktigistudies on the verbal
and visuakuesthat encourage or discourage turn-taking. And section 23gmts the
theory ofcollaborativedialogue focusing on the conversants’ obligationgrounding
their talk, which indirectly determines turn-taking, andshinfluenced much recent
work on dialogue systems.

The differences among these are that, while the structe@umt developed in this
thesis is devoted to characterizdat happensnce there is turn-taking, the psycholin-
guistic studies are focused avhenit happens and what can trigger it, whereas the
collaborative theory tries to establigihyit happens: what leads to turn-taking, to the
speaker changes. Only the structural approach is the sudfjtus thesis, and will be
introduced next.

2.1 The turn-taking systematics

The best known account of verbal turn-taking was presengesldaks, Schegloff, and
Jefferson (1974) foconversationrevised slightly in Schenkein (1978). From a soci-
ological perspective, the authors regarded turn-takintpggrominent type of social
organization, one whose instances are implicated in a vadge of other activities”
(p.696}. Conversation is seen as in one extreme of the rangpedch-exchange sys-
tems the genres of verbal interaction. It is the one with freest tallocation, where
participants can freely talk and take turns.

Other genres, such as interviews, meetings, debates, opiesn trials, conferences,
lectures, etc, differ from conversation in various constiaon the turn-taking orga-
nization. Hence, “turn-taking systems can be workablythnilvarious ways [s]ince

lUnadorned page numbers in this section will refer to Sacks.€t.974). The whole sectios a
summary of that work (unless when referred otherwise), scetis some quoting and light paraphrasing
from it in the following subsections.
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they are used to organize sorts of activities that are quiterent from one another”
(p.696).

The authors had for several years used audio recordingstofatiy occurring con-
versations increasingly to characterize and describedhiews types of sequential or-
ganization present in conversation, a methodology latengdconversation analysis
The data was transcribed paying attention to the timing ofspa and interruptions,
though intonation was not annotated in detail, only suggkti some extent by punc-
tuation. The various points the authors make are illustrdig excerpts from these
transcriptions; no statistics is provided, so we have btrust that the examples given
are typical (Power and Martello 1986).

This data made “the existence of organized turn-taking) (.increasingly plain. It
has become obvious that, overwhelmingly, one party talkstahe, though speakers
change, and though the size of turns and ordering of turng ¥aat transitions are
finely coordinated; that techniques are used for allocatimgs (. ..); and that there
are techniques for the construction of utterances relet@ttteir turn status, which
bear on the coordination of transfer and the allocation eb&prship. (...) Focusing
on facts such as these, rather than on particular outconpesticular settings, leads to
an investigation of the organization of turn-taking perragher than to its application
and consequences in particular contexts, although the fooreal understanding of
turn-taking illuminates more particular findings” (p.699)

Thence an account of turn-taking was developed to be indkEperof parameters of
context—circumstances, topics of talk, the identitiesartigipants in conversation—,
but capable of great context-sensitivity. That is so beeasversation can accomo-
date a wide range of situations, interactions and changes@gsh parties with any
potential identities and familiarity. So, the authors ethtan account should fit this
variability by design, yet in a manner that, requiring noerehce to a particular of
context, would still capture the most general propertiesafversation, in &implest
systematicsThose properties are the “grossly apparent facts” abautersation sum-
marized as following (p.700-70%):

2Orestrom added that conversations are casual, informtapantaneous, not scripted or premedi-
tated, with a freedom to talk and to introduce new topicsy th&ve backchannels, tag questions, inti-
macy signals (‘you know’, ‘you see’), and frequent discontties such as hesitations, repetitions and
incomplete utterances. “In brief, conversation may be atigrized as an informal speech event largely
guided by the spontaneousness and interests of the parttsipnd may occur for no other reason than
social interaction. A debate, on the other hand, is a formaksh event, highly task-oriented and
organizationally efficient” (Orestrom 1983, p.23).
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e speaker-change recurs, or at least occurs;
e overwhelmingly, one party talks at a time;
e occurrences of more than one speaker at a time are commolor,iefjt

e transitions with no silent gap and no overlap between turtglaare common,
and together with those characterized by a slight gap oghtdiverlap constitute
the vast majority of transitions;

e turn order and turn size vary, being determined not in adednut locally, one-
at-a-time;

¢ the length of conversation, the relative distribution ahts) and what parties say
within them are also not specified in advance;

e number of parties can vary, even within the same conversatio

e talk can be continuous or discontinuous, within and betwaems, because of
hesitations, lapses in conversation, etc;

e techniques exist both for allocating turns and for the catsion of utterances
within turns;

e repair mechanisms exist for dealing with turn-taking esrand violations: e.g.
if two parties find themselves talking at the same time, onthein generally
stops speaking.

Theturn is tacitly assumed to be—for it is never defined directly—speaking space
of one party up to the point when another takes over and thedohas stopped. It
is unclear whether overlapped utterances (or parts theneapeaker transitions are
part of which ‘turns’; this concept becomes less clear asitkaneous talk gets longer
or frequent. Intervals of silence are supposedly part ofra tiithe samespeaker
continues afterwards, making thgrausesn the talk. But it is not clear when a (short)
silent gap becomes a (lon@pseof silence, and whether subsequent talk bysame
speaker is then taken as another ‘turn’ or not. As Power andelfia(1986) point out,
the wordturn is employed in two senses: as the right to speak or, loogsdfldor
in “turn-allocation”, and as the talk and pauses producethbyightful speaker, as in
“turn-construction”.

Turn-taking is then the systematic realization of thosegjmiccomodating the parties’
interests and purposes. The serial character and locat fadpe organization are thus
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emphasized: “The turn-taking system is, in the first ins¢aacsystem for ‘sequences
of talk’” (p.710), for “it is built to organize but two turnsta time, current and next,
and the transition from one to the other, without restrictom the number of such cur-
rents and nexts it can serially organize, so also it orgaze two speakers at a time”
(p.712). Therefore, (what has been somewhat controvgtiia system allocatesin-
gle turns tosinglespeakers; any speaker gets, with the turn, exclusive rightalk”
(p.706, emphases from Schenkein (1978, p.15)).

The systematics is described in terms of two ‘componenigi-tonstruction and turn-
allocation, and a set of ordered rules, later terpettices(Schegloff 2000) as ‘rules’
proved to be a source of misunderstanding. Turn-allocat#nbe further sub-divided
into two techniques for allocating the next turn in sequercerent speaker selects the
next to talk, and self-selection. The following subsedianll address each of these
parts, in turn (of course!).

2.1.1 Turn construction

In conversation, as thiengthof what is going to be said is not fixed in advance, the
allocation of turn space is done by tatkthe turn. In contrast, ceremonies may have
speaking turns (of proclamations or announcements) fixettdaiition, in either the
exact words to be spoken or in a length of time; the same fdlirigathe register’

in classroom. Even in some conventionalized exchangesnuecsation itself, like
greetings, one may allow just enough time for the other'seigd response of “hello”
or the like before continuing to talk. In such cases, a tunmascreated by talk itself
but allocated beforehand by one speaker, whether it is filligtal talk or not.

The talk thatconstructsa turn is composed of instances from the various unit-types
of a language that can be thus usable. In English, they cempgntences, clauses,
phrases and lexical items (such as ‘thanks’ and ‘yes’). Astiart of a turn, the speaker

is initially entitled one such unit calledtarn-construction uni{TCU), whatever the
type it turns out to be. “The first possible completion of atfinsch unit constitutes an
initial transition-relevance place. Transfer of speakgrss coordinated by reference
to such transition-relevance places, which any unit-tyys¢aince will reach” (p.703).

The transition-relevance plac€lRP) is possibly the most visible concept of the sys-
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tematics. It corresponds to the plat@$ potentialspeaker transition, recurring dis-
cretely in the course of a turn at tlwssible completionf turn-construction units.
Therefore it is a most crucial feature of TCUs that they “patj from their begin-
nings, features of their construction, their directiond avhat it will take to complete
them” (p.719).

That is, TCUs can be identified while in their making, and sgjdgo attentive listeners
their possible completions before their occurrence. Sedeginnings, for instance,
are capable of being analysed in the course of their proolutd project their possible
directions and completion points. “In the course of its ¢angion, any sentential unit
will rapidly (in conversation) reveal projectable diremts and conclusions, which its
further course can modify, but will further define” (p.709n initial wh-word, for
example, powerfully constrains further development of &erance to a ‘question’
type, with respective restriction of its further possitids.

This projectability is a key aspect of the turn-taking systematics, and “will be¢
patible with a system of units which has this feature” (p)72@ explains the fine
timing and coordination that are evident in many speakeasiteons, with appropriate
starts after turns composed of single-word, single-phrasaingle-clause construc-
tions, without any gap: that is, without any waiting for a pibée sentence completion.
It would also explain the multiple simultaneous starts withgap occurring at some
transitions, that testify to the independent but nearlyial projection of the TRPs.

Listeners have the capacity to start with precision in retato the ongoing talk, select-
ing a place to speak so that their utterances sound as a gatitin of the previous one
(Jefferson 1973). Starting to speak so as to appear a cautitmuof prior talk, leav-
ing no silent gap or overlapped talk, has been caiching the speaker transition
without any gap or overlap is then calledggch.

However, this projection is not always precise. “Variationthe articulation of the
projected last part of a projectably last component of a'sutalk” (p.707) means
that overlaps can occur, and they are “common but brief”. okdimg to Orestrom
(1983), there may be other reasons for simultaneous tadKTRP may be misspotted,
or someone objecting to what the speaker says may attemphtd him down’ by
talking over, or one may try to retake the turn ‘by the same sues it was taken
earlier; also, parties tend to ‘clip redundancy’ (thingeeatly surmised or going to

3Either points or intervals since both notions are possitiie: TRP is extendable.
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be repeated) wherewith the presumed or predicted redunidinis overlapped; and
finally, simultaneities also occur by sheer eagerness, byesoe wanting to talk at
that point in the conversation (‘it is now or never’).

Furthermore, although TCUs have been described in termyrdhastic categories,
clearly aspects of speech production such as intonatitegrated to the semantic and
pragmatic interpretation of the utterance, are essemiahé projection of possible
completions (Ford and Thompson 1996, Traum and Heeman Y#&@nerstrom and
Siegel 2003). It is what Kendon (1970) called thmning hypothesisthe partial
interpretation of the ongoing utterance; which by the wapeser judged complete
while a tone unit is in progress (Power and Martello 1986heDtrelated cues (82.6)
that may indicate utterance completion are the loweringitchpand loudness, drawl
in certain expressions like “you know”, relaxation of bodyr{s, and gazing back at an
interlocutor (Kendon 1967, Duncan 1972, Beattie 1981).

2.1.2 Turn allocation: current speaker selects next

Four ways ofselectingsomeone to speak next were described by Sacks et al. (1974):

1. The basic technique (“perhaps the central one”) invohakdressing a specific
party whilst producing dirst pair-part of one of various sorts of dialogue ex-
changes that were termedjacency pair§Schegloff and Sacks 1973): for ex-
ample, question-answer, proposal-evaluation, offeeptance (or declining),
greeting-greeting, farewell-farewell, etc. First paarfs impart obligations on
a cooperative party, and in so doing, make it relevant foratponse to be in
the next turn of talk. They set constraints on what should dreechext: e.g. a
question makes its answer the appropriate response. Butitheotby them-
selvesallocate the next turn to someone; it is Bgidressingsomeone that the
next speaker is in fact selected, to do whatever the firstgaat requires. The
two basic ways of addressing are:

e gaze the addressee in face-to-face interaction (sometitnes underscor-
ing second-person references in the utterance like ‘ygour’, ‘sir’);

e attach a vocative, generally at the beginning or end: eghri]is this
right?”, “It is up to you, mister”, “Tell me, your honour, i$ possible?”. A
vocative can be a first part by itself in summoning, e.qg.: &tHi
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2. Addressed tag questions (e.g., in English, “you know&’efi’t you?”) can also
be attached to an utterance, whether it was constructed toflyst pair-part
or not, turning it into one that selects a next speaker. Bydpéie generally
available ‘exit technique’ of a turn, they can be used to iexpl exit a turn
that did not (clearly) select a next speaker. Such as whemeagid of a turn
nobody speaks: the recently finished speaker can then sighed tag question
that he or shéasindeed finished. Tag questions thus provide a major source of
indicating ‘talk done’ when the other parties do not seeranhbn talking.

3. An elliptic, reduced question that follows or interrugtsurn is interpreted by
reference to that turn’s talk, thereby automatically addieg its speaker without
any other affiliation needed. This is a variant on the use ofs fiair-part,
and “the only systematic mechanism available for nextdspeselection which
can prefer, formally, a next speaker identified only in tteking terms (and
thus context-free terms)” (p.717—718). There are at leastkinds of reduced
questions that select the prior speaker (in English and ddinguages):

e confirmations that echo part of the previous turn with a ‘quoes (i.e. ris-
ing) intonation: for instance, either “Anna?”, “today?*, ‘anarried her?”
could follow the utterance of “John married Anna today”;

LT N,

e questions of interrogative pronouns: “where”, “how mucHwho”, “who
me?”, “whereabouts?”, etc.

4. Social identitiean also make someone immediately selectable without an ex-
plicit addressing. Sacks et al. (1974) give the example of ¢auples in con-
versation, so if someone says “You should go to the movids ugt there is no
doubt as to who ‘you’ and ‘us’ refer, and consequently wheissted to speak.

In addition to these social identities, there may be ways ¢ha address and select
a next-speaker based on purely pragmatic reasons, in ashstrthe use of explicit
devices like vocatives and tag questions. Recognitioneddfassociations may involve
anything from situational or local knowledge, world or commrsense knowledge, the
participants’ goals and their mutual knowledge about it.

Indirect addressingfor example, may be one such practice not mentioned by Sacks
et al. (1974): when a party feels compelled to speak by wayeaigtalked about

in the third person. For example: “John was there, he knoveaitaly”, where the
person so referred is in the group. This may be accompanieghbg, but needs not,
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specially when teasing someone. Finally, a formal and epliay of selecting the
next speaker—such as “Let’s hear what John has to say nowt-also occasionally
take place in conversations, though it is perhaps a deviceeeftings, highly task- or
topic-oriented, or of other more formal encounters tharveosation.

2.1.3 Turn allocation: self-selection

The basic technique anyone has for selecting oneself tonaatuialk is just to ‘start
first’: start quickly at a transition-relevance place so@b¢ the earliest, single next
speaker. That is because, regularly, “first starter getsumg, stated explicitly as one
of the turn-taking rules in the next subsection. The moidvats that, if one had not
started, and started fast, someone else would have. Thisasizes, most of all, that
just asingle speaker regularly starts and takes the next turn of talkthmattthe first
who usually starts amongst many ‘gets’ the turn.

This design creates a pressure at many TRPs which encouwagesze minimization.
At one side, parties are motivated to take the next earlippbdunity if they want
to talk, otherwise they risk losing the opportunity in thantext of conversation, to
which their intended talk may be destined (‘now or never’)t the other side, the
speaker tries to “construct a turn’s talk as to allow its @bfarmation in the fact of this
pressure” (p.719). The result is that TRPs are often the foairs of overlapped talk,
not only because self-selectors may misjudge the possbhpletion of the utterance,
but because there may be ‘post-completers’ like tag-quesand redundant ‘finishing
talk’, or articulatory extensions and variations in the laart of talk that lead up to the
(perceived) possible completion. Should a self-seleatimur too early, its beginning
of talk would be overlapped.

In consequence, Sacks et al. (1974) observe that the nepéd& as early as possi-
ble in a TRP is constrained by contingencies in planning ardcation of the turn’s
beginning, which, given its projectability, will have toflect some degree of planning
for the turn’s talk. Given that turn beginnings are subjedhiese “multiple sources of
overlap”, careful timing is required, they say, for an oagrivill impair the analyzabil-
ity and impact of the utterance, particularly if it is a serte.

In this regard, a class of constructions is of particulagliest: appositional beginnings
like “Well”, “But”, “And”, “So”, etc, which are “extraordirarily common” according
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to Sacks et al. (1974). They do not need any planning by vofusot being part of
the turn’s content; for the same reason their overlap woatdmpair its analyzability.
So their use in beginning a turn’s talk can be understood awmtao$ self-selection
technique. It then turns out that the basis for the use ofetlagpositionals and tag
questions, not evident linguistically, is that they havg@artant turn-taking and turn-
organizational functions.

While first starters are generally thaly starters, multiple starts of talk at TRPs also do
occur. Apart from simultaneous starts by self-selectarsrag to be the earliest single
next-speaker, there are many instances of multiple star¢sawone clearly started first,
and who subsequently did (or did not) take the turn. With rtiniguishable first
starter, it appears that theudestusually ends up with the turn (Meltzer et al. 1971).
When someone was clearly the first to speak, it is expectddsthmsequent starters
realize their monitoring lapse and stop forthwith, givingyto the earlier starter.

But there are also cases in which, even though someoneycktarted, a subsequent
(closely-following) speaker was attended, or continuedpgeak nonetheless. There
are then techniques or situations in whiegrond-starterend up with the turn. The
provision of ‘first to get the turn’ operates without respéztthe type of utterance,
independently of what the new beginning of turn may seem tdrbeontrast: “Second
starter techniques, and their efficacy in superseding tlegabipn of the first-starter
provision, are contingent on the type of utterance they &@mm) their starts, reveal
themselves to be” (p.720). One case mentioned (which themséo be the ‘main
case’) is when a problem of understanding arises, sinceréasdahg of problems of
understanding in this way is a priority activity in convetiea” (p.720). Probably
because such a problem needs to be resolved in that contegnheérsation, whilst
other talk that advances the discussion can wait.

Notwithstanding these considerations, individual decisito talk at TRPs or to stop
talking in simultaneous talk are related with eagernessa&era contribution and to
the degree of involvement in a conversation, that affecptiaity given to one’s own
turn over the others (Orestrom 1983). Emotions often phagirtpart in suppressing
polite restraints: “a clash of opinions also means a clastumi-taking” (Orestrom
1983, p.159). All these may lead to more overlap and perdisiewultaneous talking.
Finally, participants tend to behave in terms of politenassording to the relative
status, liking and acquaintance (or lack thereof) to eabhrot
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2.1.4 Turn-taking rules

The following ordered rules (or ‘practices’) govern turmstruction and provide the
allocation of the next turn to one party, “coordinating séar so as to minimize gap
and overlap” (p.704); that is, localizing gap and overlapRPs and their immediate
environment. The rules are ordered because therpri®gty on their application: first
rule first if possible, otherwise the second, or else, thelthi

In any turn, at each TRP (identified, as we recall, as a passiminpletion of a turn-
construction unity

1. ifthe turn-so-far was constructed to involve a ‘currgméaker selects next’ tech-
nique, then “the party so selected has the right and is adhligeake next turn
to speak; no others have such rights or obligations, andfeammccurs at that
place” (p.704).

If the turn-so-far doegsotinvolve a select-next technique, then two other provi-
sions are possible (p.704):

2. “self-selection for next speakership may, but need rn@inbtituted; first starter
acquires rights to a turn, and transfer occurs at that glace.

3. “current speaker may, but need not, continue, unles$aneself-selects”.

Should the current speakapt continue to talk, rule 1 remains not in operation, and
there is “further space (another round)” (p.715) availdbleself-selection. This ap-
pears to conform with (or result from) the observation thigtg gaps in speaker tran-
sitions are shorter “on the average” than silence follomgddntinuation of the same
speaker (Orestrom 1983). As there is a pressure to spedle &arliest opportunity
(if one wants to talk), there is pressure to minimize thogesdsetween turns, whereas
when no one is intent on talking, the current speaker eitflezd longer to recognise
it, or can more calmly pause before continuing.

Also, Wennerstrom and Siegel (2003) concluded in a studymitfax and intonation at
places of speaker transition that fmbability of turn-taking is highest at the onset of
silence after utterance completion, falling slightly vithhe first 0.5s then increasing
steadfastly again. This suggests that there is an optimm@&idoduring which an inter-
locutor is more likely tdatch onto another’s turn immediately, followed by a second

4The original numeration was 1a, 1b, 1c, with a rule 2 stativag the whole system should repeat.
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period when, in the absence of a latch, the current speakeoiis likely to continue.
And thereafter the probability of a speaker change risemagathe pause gets longer,
when it then becomes apparent that the current speaker goimag to continue.

Clearly, the options that the rules provide are not only t@msed downwards by the
explicit ordering of their formulation. They are also restred upwards too, by the
pressure the lower-priority rules exert on the higher-ptyoones just by virtue of their
presence in the set—regardless of whether they are actusdlg. So the option of
selecting a next speaker can only be exercised as long agybhe so far self-selected
to speak, and this self-selection can only occur as longeasulrent speaker has not
continued from a TRP which had no other self-selection. & $peaker intends to
select someone to talk next, he or she is under constrairdcmnaplish the selection
before first possible completion, lest an undesired othéisséects to speak there.

The disposition of rules 2 and 3, however, seems to suggasittbannot possibly
happen that both the prior speaker and some other start &k gp@ultaneously, or
nearly so. Then itis not clear what should happen when tHacirhappens. The rules
and their ordering apparently imply that the current speakeast always give way to
another starting speaker, but empirically this is not alsvaye: thereare cases where
even when someone starts slightly before, the prior spe@sermes talking, insists
and continues to speak, retaining the turn.

The lack of aurn definition wants two clarifications, given that the ruleslgpfor any
turn’ and ‘the turn-so-far’. First, the application of rgl& or 2 marks the end of the
current turn and the beginning of the next, though boundanie not marked precisely,
only ‘transfer’ is mentioned. Second, the use of rule 3 dagsaunt as another ‘turn’
by the same speaker, but an expansion of the current onesy#tem permits the use
of that option to be treated as a within-turn event, counting as an instance of a
turn-allocation to a same speaker, but as an incrementrncstoe” (p.711).

The rule-set option cycle characterizes the turn-takirgesy for the most part as a
local managemenparty-administere@ndinteractionally-controlledsystem. That is,
turn order and size together (the two features with whichsgrstem directly concerns
itself) are determined one-by-one in an orientation ofdheentturn to thenextone
(locally managed); the organization and distribution ehtarder and size is subjected
to the parties of the conversation (party-administereal; the opposite contingencies
of the rule hierarchy further make this intertwinned orgaation oriented to the con-
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tribution, or lack, of other parties (interactionally-doslled). Turn size, as a case in
hand,is multilaterally determined since a current speaker can edgas or her turn
only so long as no other self-selects to speak at a TRP, aredthswr her (intended)
talk cut short by that very self-selection. “But howeveistparticular model may be
defective, (...) the appropriate model for turn-taking eaneersation will be thisort
of model” (p.725).

2.2 Criticisms

The presentation of the turn-taking systematics above Iheady incorporated some
critical issues that have been pointed out, particularlyPboywer and Martello (1986).
A few other criticisms are summarized in this section. Themhin their exposition is
not to disqualify or invalidate the turn-taking systematibut to shed light on under-
specifications or controversial points which were (or wast) since then addressed by
later work. In addition, some of the remaining sections g thapter can be seen as
adding up elements to that understanding.

Edelsky (1981) argued that one-at-a-time is not a conversatuniversal nor essential
for communication. Instances of more-than-one at a timecar&inly not always
brief, repaired or degenerate. Earlier, Spelke et al. (L%6mentioned by O’'Connell

et al. (1990), had showed in a laboratory study of languagegssing that it is not
necessarily true that people can only process messagesfresource at a time. Some
instances of multiple talkan be grasped, or their basic gist, provided the utterances
are not long or complex. There is even at least one speech oaitynvhere naturally
occurring simultaneous talk is frequent, expected, andgesed (Reisman 1977).

Another criticism to the turn-taking systematics is thatupposedly is, or is intended
to be, a convention prescribing ‘rules’ (i.e. one-at-agjnto which conversants must
adhere (procedurally perhaps), instead of being a genkeaa&cterization of turn suc-
cession in conversation. The authors

“assume too easily that a regularity in social behaviourtesdue to a
social convention specifically prescribing that regulari©bserving that
the first person to speak up is usually allowed to continuthatraddressed
guestions are usually immediately answered by the addredsry assume
without discussion that these regularities are due to fipdairn-taking
conventions (...). In making this criticism we are assumioigcourse,
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that the rules given by SSJ are supposed to represent aatutunvention
and not merely a statistical regularity.” (Power and Maot&986, p.39)

Incidentally, the use of the womrdile makes it seem as something to be followed. They
are ‘general rules’ in aescriptive not prescriptiveway. Searle (1992) argues that the
patterns thereby identified have nausalexplanation, insofar as thdentificationof

the patterns themselves does not explain anything. He nsdikgly captious analo-
gies with a ‘rule for walking’ (because it is tautologicatjdadriving on the left or right

of the road in different countries, wanting explanatonesimucHike those of (his and
others’) pragmatic theories of speech-acts—a philos@bpieoccupation.

Here ismy (slightly captious) analogy: the turn-taking systematasuld be like a

description of the morphology, or behaviour, of speciesaidyy, showing what char-
acteristics distinguish their individuals—somethingfusén and of itself. But then

come people saying “that is no use anymore: we want to kmbwthey are that way,

what led them to be like that”. In the case of the patterns oves®f conversational
dialogue that realize turn-taking, possibly the ostyrt of explanation may be along
the lines of Clark and Schaefer (1989), summarized in se@id.

In retrospect, it is understandable that the descriptioBaoks et al. (1974) may lead
to this. Its terminology—apparently a tradition in Conwadien Analysis (Psathas
1995)—, the use of ‘components’ and ‘rules’ qualified withrd® like ‘machinery’
and ‘apparatus’, seems to emphasize a sort of mental meshahiereupon conver-
sants wouldollow a one-at-a-time talk in spite of their goals and intentigksd con-
sequently that simultaneous talk must needs be ‘repaigedban as possible because
itis an ‘error and violation’ of the one-at-a-time systeiost

Another criticism—rather more an open issue—is the quasbiocross-cultural va-
lidity. Whether the turn-taking systematics is ‘valid’ ass cultures or even across
different ages and social groups in the same culture, or t®wstails change in the
different social groups, is a question to be settled withhfer studies. As one case
in hand, the frequence and acceptancentdrruptionsis dependent on social norms
and are thus but one variable reported to vary considerabtiffierent cultures. For
hindus, for example (and possibly other asian groups)rrugdéion is not only com-
mon butexpectedas an indicative of cooperation and attention (Ervin-Tii®79). In

S“For when a good philosopher challenges a platitude, it istiarns out that the platitude was
essentially right; but the philosopher has noticed trotifde one who did not think twice could not have
met.” (Lewis 1969, p.1).
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western cultures, one extreme (anedoctal) example is diydfco (1986), quoted by
O’Connell et al. (1990):

Italians interrupt one another. Everybody gets all excéted tries to make
his views prevail by preventing the other from speaking).. Americans

speak in turns. (It is no accident that the pragmatic thebigamversation

turns’ originated in the United States. Italian researshdro write articles
about this matter treat it as an excavation from Mars.)

The described ‘italian’ behaviour seems pretty much sintdahose of many family
gatherings such as in Christmas or New Year, probably allrziidhe world. Nonethe-
less, Sacks et al. (1974, p.700, note 10) have remarked:

We can report the validity of our assertions for the mateniat have ex-
amined, and apparently for Thai materials examined by MaerniNew
Guinea creole materials examined by G. Sankoff (personantonica-
tion), and for an undetermined number of languages (... JthEumore,
examination of cross-cultural conversation, where partie not share a
language of competence but a lingua franca in which all akg loarely
competent, is consistent with what follows (.. .).

There has been a substantial and ever growing number oéstafliurn-taking-related
aspects in a number of languages since then, in particyt@ndse e.g. (Hayashi and
Iwasaki 1998, Tanaka 1999, Ward and Tsukahara 2000, Tarékia Euro 2001), but
also Thai (Iwasaki and Horie 1998), Korean (Kim 1999), Garif&elting 1996, 2000),
Swedish (Carlson et al. 2005), Dutch (Caspers 1998), CaaibiCreole (Sidnell 2001),
and Mandarin (Clancy et al. 1996). The latter, and other tanguages in which
intonation has lexical instead of prosodic function, ptaipaise different mechanisms
of projecting TRPs.

Lastly, two other criticisms are discussed at length in ti®Wing subsections.

2.2.1 Content and purpose

While utterances are formulated according to the contedtcamtext of the dialogue,
they are realized in conversation within a system of turrhexge, and therefore, are
within the constraints of this system. In its most abstracel, the system is indepen-
dent of what fills the turns (Sacks et al. 1974, note 8):

What we mean to note is that major aspects of the organizafiourn-
taking are insensitive to such parameters of context, amdrathat sense,
‘context-free’; but it remains the case that examinatiomy particular
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materials will display the context-free resources of thentiaking sys-
tem to be employed, disposed in ways fitted to particularoofext. It is
the context-free structure which defines how and where gbistnsitivity
can be displayed; the particularities of context are exéibin systemati-
cally organized ways and places, and those are shaped bgritextfree
organization.

There are constraints for what may be said in any one turnthieytare determined by
othersystem®rthogonal to the turn-taking system, that thus operatdspandently
of the various meanings displayed and put to use in the tufiesvever, this charac-
terization is rejected by researchers who argue that sp&aipeorganization cannot be
dissociated from considerations of content and purpos€dgtnell et al. 1990). The
turn-taking systematics is therefore seen as prescriptiits ‘idealistic aim’ for “the
smooth interchange of speaking turns”.

According to Power and Martello (1986, p.37), “the data onchlihe theory is based
can be explained by general principles of rationality andpayativeness, without in-
voking turn-taking conventions at all. (...) once an utte&is under way it is not
usually interrupted without special reason; other pgyaaits who were planning to
speak usually withdraw. The general principle (...) is, wggest, that one should
avoid wasted effort (...) [which] would be not just ineffintebut also inconsiderate.
(...) The advantage of this line of explanation, apart fraznr®my, is that it also
accounts for those cases in which interruption is acceptdbthe speaker’s utterance
IS unnecessary, or ineffective, or not directed to the gbhighest priority, principles
of rationality and cooperativeness may warrant or indedjelinterruption.”

Also, the turn-taking systematics “neglects the varietyufposes interlocutors have in
listening or speaking and the corresponding variety of-taking forms” (O’Connell
et al. 1990, p.346). For example, old fellows at a bar migivehang intervening
pauses in between talk. In other situations, conversarghtrohoose to harangue one
another for a time, or interrupt one another frequently;h@ytmay chime in together
(chorally so to speak) in specific circumstances (O’Coneehl. 1990). Simultane-
ous speech, in particular, has a supportive role that ismhalieed by a one-at-a-time
prescription (Coates 1989). These are not necessarilgkidi@vns’ of the turn-taking
system, to which repair is necessary. Instead, they arkatalie ploys that carry mean-
ing on themselves, in the various ways turn-taking is effié¢O’Connell et al. 1990).

Finally, again according to O’Connell et al. (1990), corsation is not a homogeneous
domain: different conversationslylescannot be considered a single speech-exchange
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system. The interaction can be expected to differ systeaiftidepending on inti-
mate or formal relations, between strangers or friendd) aamplex or simple topics,
urgent or not, and so on. It varies in accordance with all thality contributed to
variously by the designs and intentions of the participant®se goals may be as di-
verse as information, deception, seduction, or the merghialy of mutual presence.
Therefore, the parameters relevant to turn-taking shoetdgmliteness and cultural
norms, probabilistic speaker and hearer cues, expectatioativations, purposes and
situational exigencies (O’Connell et al. 1990). That setnf, in fact, the traditional
psycholinguistic view.

2.2.2 Syntactic characterization

Until the middle to late 1970’s, the variables studied invarsation were rarely above
the level of syntax. Only up to the end of the 70’s and 80’s haset begun anything
resembling a trend to investigate pragmatics and discdareaturally occurring in-
teractions (Edelsky 1981). For the turn-taking systemsdtiam the early 70’s to have
any sort of generality and validity, it was designed—or diészl—in its most abstract
(“simplest”) level, without any reference to the specificainanisms on how it is done,
or attention, response times, etc.

Accordingly, it was defined—or described—in syntactic ternBut of course turn-
taking decisions involvingvhento start speaking are not taken solely on those terms.
Ellipsis, in particular, all the time renders utterances+sgntactical yet recognizable

in context. The authors themselves consider “the partiatatter of the unit-types’
description” (Sacks et al. 1974, p.722). There is no way inctvithe projection of
possible completion can be reliably accomplished from fgusgntactical terms, and
even the ‘real-time’ analysis that a listener does whileringaan utterance unfold
remains probabilistic throughout (Orestrom 1983, O’Celhat al. 1990).

As we know, the rhythm, intonation, nonverbal behavioudaier paralinguistic fac-
tors can influence understanding, and in parallel the ptiojeof possible completion.
Discrimination of “what” either as a one-word question ottlas start of a sentence is
made intonationally in many languages; and any word can lernrdo a one-word
guestion the same way. The projection of possible completimuld be understood
therefore as identifying cues pbssibleturn-yielding. The potential turn-taker must
“calculate with probabilities” (Orestrom 1983): the mamssurance he or she may
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wish, the more additional cues of turn-yielding are needed.

Regarding the techniques for selecting a next speaker, PaveeMartello (1986) ar-
gue that the ‘right’ or ‘obligation’ of a selected speakengat always be ascribed on
the basis of rules, or discerned in purely syntactic wayserdhces that select a next
speaker do not transfer the floor to another party until treakpr finally stops speak-
ing: “What is it, Mary? | thought it was a stone or blah blah”, “Sorry, go ahead,
John. Ithought you had finished and blah blah . ..”. IndeedigPand Martello (1986,
p.34-35) show that all four techniques for selecting a npeaker can have typical,
perfectly acceptable counter-examples (slightly modifeed more condensed form):

e addressed questions: “Have you seen Mike, Jane? | want o Isino the car.
Ah, here you are. ..” (continues talking uninterrupted tk#&)i

e tag questions addressed: “You don’t mind helping me, do ydust for a few
minutes, because | want to blah blah...”;

e elliptical questions addressing the previous speaker:riihaas the last person
to see John.”, “Where?”, “Oh, in the garage.” (this respahbg Mary, not the
first person, to whom ‘Where?’ was supposedly directed);

¢ social identities or other pragmatic inferences: “Comearagaxt week?”, “Yes,
we’d love to have your company.” (spouses talking to anotioeiple).

Itis likely that no technique for selecting the next speaieer reallyguaranteehat the
appointed party will talk next; so rule 1 also cannot enfdta much, at least not that
“no others have such rights or obligations”. Those techesquerely but powerfully
constrain the subsequent course of the dialogue (Power anttld 1986, p.35). The
‘right or obligation’ of a speaker to talk when selected oatrive discerned in a purely
syntactic or superficial basis, but from the contents of tlierance, the perceived
intentions of the speaker, and ultimately the listenersiglens.

2.3 Backchannels

Conversation is an interactional achievement, increntigraacomplished. It involves
collaboration with the other parties present, collaborativhich is interlaced through-
out the interaction (Schegloff 1982). Even when only onesdbe talking, the other
participants who are silemtre relevant to the talk. After all, talk is designed towards
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their recipients, who then may nod, laugh, smile, expregsrse, say “mhm” or “uh
huh” and a host of other vocalizations. It is part of the l&tes role to show to be an
attentive and interested partner in the conversation (@nes1983).

Listeners’ reactions can affect the course of the talk, aspgeaker is constantly moni-
toring them to remain recipient-oriented. Exclamationsuriprise and doubt (“gosh”,
“really?”, “I don’t believe!”) or requests for repetitior'lfuh?”, “sorry?”, “what?”)
are common cases. Completing the list of short listenetti@ato the talk are ques-
tions of clarification and confirmation such as “where”, “whgt?” and “John!?”,
mentioned by Sacks et al. (1974) as ways of selecting thexrapeaker to talk next
(82.1.2); that is, to continue talking.

On the other side, explicit ways for the speaker to obtaiteiier responses involve
elicits, by which the speaker can get confirmation or just attengwan without relin-
quishing the floor. The following are some kinds of elicitg¢trom 1983): declara-
tive questions with a ‘question’ intonation (*You got hormefedy then?”), check-ups
(“and you do feel that you're—", “yes”), conclusions (“oh gou know this area is—”,
“sure”), uncertainty (“January, | suppose...”, “yeah'iddack of knowledge (“l don'’t
know if you would—", “well, I blah blah...”).

Tag questions can also invite interaction in the same marmexides being used as a
‘turn-exit’ technique (82.1.2), they can be jdidfers and increase ‘social contact’ (“it's
beautiful, isn'tit, | always...”), or for quick confirmatio(“l see you would go back,
wouldn’t you?”, “mhm?”, “I thought so and blah blah...").

The listener responses emitted in thackgroundof the talk-in-turn, which are not
‘turns’ and are notneantto grab the floor—the attention of the others—, have gener-
ally been calledackchannelsr backchannel actions after Yngve (1970). Duncan and
Niederehe (1974) classified as such an even broader rangealizations, including

even longer utterances. They are, for English:
1. signals of continued attention: nods, ‘mm’, ‘uh huh’, ‘mihm’, ‘yeah’, ‘yes’,
‘ok’, ‘right’, ‘l know’, ‘I see’, ‘thats right’, etc;
2. exclamations: ‘oh my’, ‘gosh’, ‘good God'", ‘bloody hé&|l‘wow!’, ‘really?’,
‘no way'’;

3. questions: ‘huh?’, ‘what?’, ‘where’, ‘whereabouts?Hy not’, ‘did he?’, ‘was

it?’, ‘who me?’;
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4. sentence completions: “I think she’ll be calmer—", “a® gfets comfortable,
hm mhm” (completing the other’s utterance);

5. brief restatements: “having to pick up the pieces—", ‘tiheken dishes, yeah”;

6. clarification requests: “You mean these anxieties, conegth it?” (this one
probably is talk-in-turn already, even if it is overlappedather talk).

2.3.1 Backchannel feedback

From these | shall focus attention only on the simpler formhfter calledhackchan-
nel feedbackUtterances of the first group (“uh huh”, etc) will pesitive feedbacl

contraposition to the short ‘question’ utterances likelfaYy “sorry?”, “what?” which,
together with partial repeats of prior talk, will be calladgative feedbackdopefully
this definition is not that much different from the usual imldgue systems (Derriks

and Willems 1998, Bell and Gustafson 2000).

These responses give the speaker a yes-or-no indicatiom laewt the talk was so
far received. They have little content but much interaciovalue, acting on the
relationship-level of the talk (Orestrom 1983); they telto the good of the communi-
cation rather than to the talk itself. According to OrestrfiL983), those vocalizations
“help sustain the flow of interaction; without them, the danvould sooner or later
start wondering whether he is being listened”.

In a study of a large corpus of conversation (Svartvik andrkQ@B80), Orestrom
(1983) made some interesting findings. A significant numibspeaking turns (14%)
started with “mm”, “yes”, “yeah” or “ah” as turn initiatorseaning that it is only
sequentially that one can identify them as just backchanig also equated “mm” as
one of the 10 most frequent ‘words’ in conversation. Furtf&®o of all backchannels
came at syntactic and/or intonation boundaries (roughRp3), and 54% were uttered
without any overlapnot in simultaneity with talk. From the one-fourth backohals
that did not come precisely at his syntactic-intonatior@lraries, 20% were after
the first 1-5s of it, 43% after 6-10s, 17% after 11-15s, anather 20% came even
later than that. All listeners in his data were seldom sifenimore than 15 seconds,
so there was a high degree of periodicity in the backchanielsems a contributional
rule of interaction: not to be inactive for too long.

Positive vocalizations (“uh huh” and the like) mean that thi& was adequately re-
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ceived, and that there are no problems with it so far, so tlealsgr can proceed with
his or her discourse. These responses were first describ&igasals of continued
attention’ by Fries (1952): they indeed claim continueeéiatibn, understanding, and
possibly agreement to some extent. By occurring alone attpait which “the turn
might have been claimed” (Duncan and Niederehe 1974) (shat iTRPS), they also
imply that its producer does not want to talk at the momeragcty because he or she
is passing an opportunity to taliSchegloff 1982). They mean ‘I am listening, you
talk’; whereas talk-in-turn means ‘I am talking, you listé@restrom 1983).

Negative feedback also conveys no intention to talk (untegsroducer continues im-
mediately with a long utterance), but it accuses a probleheafing or understanding,
or possibly doubt or non-agreement. Utterances of this $goee tainitiate the reme-
dying of any such problems in the current or just-finished talk, hade been termed
elsewhere ‘other-initiated repair’ or ‘next-turn repaitiation’ (Schegloff et al. 1977).

According to Schegloff (1982), any talk can be a source ailite, therefore ‘after
any talk’ is a place for its repair to be initiated. Indeedealers who are continuing
to speak can leave a moment of non-talk for any potentialirepiegative feedback
is thus potentially relevant on the possible completionrof anit of talk by another;
even when this talk is just suspected: e.g. (the currentkgpegets silent), “Huh?”, “|
didn’t say anything”.

Schegloff (1982) argues that positive feedback (“uh huhd ere like), in passing the
opportunity to do a full turn at talk, can be seen as passingp@ortunity to accuse a
problem of hearing or understanding on the preceding talkels In this sense, it is
specifically theconverseof negative feedback. It is not (he says) that there is adirec
semantic convention that equates such utterances as “titahdhhe like to a claim

of understanding or agreement: it is rather thgtpassing an opportunity to initiate
repair that they are taken as signallitige absencef such problems.

Anyway, he also suggests that the turn status of “uh huh” hedike must “be as-

sessed on a case-by-case basis, by reference to the lonahsiafjenvironment, and
by reference to the sequential and interactional issueshwdrnimate that environment”
(Schegloff 1982, p.92). Because those vocalizations canta used as meaning ‘yes’
after yes-or-no questions, in which case theymoebackchannels: “Do you think |

can do this?”, “uh huh”, “Right, ...".

Another use of backchannel feedback is in response to anaedegaze by the speaker
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which appears to solicit a sign of understanding (Sacks ahe@off 1979). Such in-
stances occur when the speaker refers to someone who he igrigiheertain whether
the listeners know, marking the name of the person with agisone to elicit a recog-
nition, what later Clark and Schaefer (1989) calladia marker (82.7).

2.3.2 Continuers

“Perhaps the most common use” of “uh huh” and the like is talgkan understanding
that anextended unit of talls under way, and that it is not yet, or may not yet be com-
plete (Schegloff 1982, p.81). It takes the stance that tkalsgr of that extended unit
should continue talking, and contintleat extended unit—as if saying ‘1 am following
you, do continue’. An ‘extended unit of talk’ can be a mulgpltterance discourse as
exemplified in the next section.

In this context, positive feedback acentinuers It is structurally relevant for parties
to display their understanding of the ongoing talk at thenfsowhere they could have
taken turns to talk instead. Continuers display an undedstg of the currenstate
of the talk, not an understanding tife talk itself A typical use of continuers is in
showing that an extended ‘unit of talk’ is in progress, asmfollowing example from
Schegloff (1982, p.82). There, the extended unit is propaséhe second line below
(probably still first utterance) by a preliminary to a preiirary, in a variant of ‘Can |
ask you a question?’ (Schegloff 1980):

B: [I've listen’to all the things that chu've said, an’ | agre&h you somuch.
B: Now I wanna ask you something,
B: lwrote a letter

((pause))
A:  Mhhm,
B: T’the governor,
A: Mhhm:,
B: —telling ’him what | thought about i(hh)m!
A: (Sh::l)
B: Willl get an answer d’you think,
A: Ye:s,

Here, some display of understanding is made relevant bypbaker withholding fur-
ther talk until one is produced, as shown by the intentioaalse after “| wrote a letter”.
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The ‘Ye:s’ at the end of the example is a full turn as the anseéhe last question,
rather than passing a turn as in the continuers “Mh hm” and:*Sh

Again according to Schegloff (1982), the usaldferentacknowledgements each time,
by reflecting a range of different reactions to the talk, mayalsignal of interest in it.

In contrast, the use of threamefeedback at four or five consecutive slots may hint at
an incipient disinterest. Because of the availability ofimas options—exclamations
of surprise, special interest, assessment—, their nonvaséd underscore that the lis-
tener is not finding anything interesting, newsworthy, aegsable in the talk. It should
be noted also that “uh huh” and the like can be spoken in a qufasite extendable
range of ways, variously conveying surprise, appreciai@sessment, etc.

2.4 Multi-utterance turns

The turn-taking systematics established that transitédevance places (TRPs) would
occur at the ‘possible completion’ of turn-constructiontafTCUs). But certainly not
all TCU completions correspond to equally acceptable glateurn-taking. When the
utterance so far projects (variously, as we will see) thateis to come, and thus that
the speaker is engaged in an extended multi-unit or muiramce turn, turn-taking
is likely to be discouraged. It remains for the listeners émdur this projection and
withhold talk at places at which it would otherwise be appiate (Schegloff 1982).

More-to-come can be indicated at various linguistic leveigtactic, semantic, prag-
matic, discourse, and dialogue level. An utterance carept@ possible completion
prosodically, but not be complete syntactically, or sentafiy, or pragmatically. For
example, it may be like the following coordinated senter(&dting 2000), the brace
indicating simultaneity:

Ida: ... either (0.7) live at home and work for a car
Nat: mhm.
Ida: or live here and work for a flat.

In this case there is no pause after “a car” (only a hesitaartier), so “mhm” comes

in the middle of a single utterance. But even if the speakarhdd paused after “a
car’, a sense of more-to-come would have made others wathéorest, in a second
utterance then. Similarly, a subordinated constructionlmabroken in two utterances
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separated by a pause, filled or not with listener responsas tais case):

A: Although | agree that the process should continue
B: yeah.
A: (0.5) Ithink that ...

Semantically and pragmatically there are many possidliaf formulating utterances
that are not (and cannot be) wholly understood without ththésr talk that will follow.
This usually makes listeners just ‘wait and see’ whetherethwll be more talk to
explain what was said, instead of (impatiently) initiatregair or beginning other talk.
But the speaker can also announce or propose explicitly $omeof extended talk by
devices such as ‘first of all,; (Schegloff 1982) or other-isitiating methods such as:

A: There are three things you have to know. (0.5)
B: mm.
A: Oneis...

There might otherwise be no particular need to say that theréa number of’ or ‘a
first’ thing to say,other thanto inform listeners exactly that ‘more is to come’, so that
they allow it to be realized.

Another form of multi-utterance turn that can be potenyiatiuch longer, and is held
together at a higher level of discourse or dialogue orgainizais the ‘story’ or ‘big
package’ of talk (Selting 2000). A whole utterance or turn ba devoted to proposing
and negotiating such an extended talk, like in story prefgdSacks 1974), such as:

A You won't believe what happened to me yesterday!
B:  What.

A | was walking in the park as always$.Then ...

B Tmm hm.

Or in ‘preliminaries to preliminaries’ of the form ‘Can | aglou a question?’ (Sche-
gloff 1980), such as in the example of the previous sectioeresthe speaker first asks
whether it can ask a question, then tells a whole story (te&rpinary) before finally
making the announced question. So the protocolar “Can | aglayquestion?” is not
intended to verify the obvious: whether a question can bedslkis intended to orient
listeners to the action therein announced, that is assumesjtiire, or in any case is
preceded by, a preface or explanatory multi-utterance dti+tuuin talk.
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One last practice of indicating the continuation of talk &aghefully prevent an inter-
ruption by potential turn-takers is what | noted frequemtiyan examined discussion:
avoiding TRP pauses in favor of hesitations. That is, fimghan utterance then im-
mediately tagging “and” or “but” or “like” or some other bewjiing that does not need
thinking, and thenstop, to formulate what more one is going to say. In a sense, it
is shifting from tidy pausindgetweerutterances to what appears to be hesitation in
the middleof one, by incipiently beginning it with some appropriatasiion word or
phrase: a conjunction, most frequently. Some examplegtstisimplified from a real
recorded discussion (commas indicate the end of tone uniitéanational phrases):

...some | don't like at all, so (2.0) if- | know if ...

This ah gives tha- university a bad name as well, becausgy@ah
...you were ina— a tutorial group, and (1.5) this one person .
... personal facts don’t matter, but (1.8) the other facts ..

Note that this is different from actually indicating mor@¢omein the utterance: the
TRP thereafter is still a free one, but the speaker managstoo(to ‘pause’) in a
non-grammatical place so as &appearto hesitate instead of strictly pausing. How
much this really makes a difference in preventing othermfgiarting still has to be
investigated, but it appears to leave those silences intamiediary position in terms
of restricting turn-taking, between a real pause (afteelyiéinishing an utterance) and
a more-to-come as in the examples earlier in this section.

It is likely that in some circumstances this may become agieat ormorethan mak-
ing tidy utterances followed by TRP pauses, which might ke diskingto be inter-
rupted, to be talked over, depending on the group’s talkatgs or interest in the topic
at the moment. It can be consideretlan-holdingtechnique that resorts to a device
similar to the appositional beginnings like “well...” deded by Sacks et al. (1974),
which do not require thinking and seem to mark a claim to then't As other sim-
ilar indications of holding the turn, Duncan (1972) founattiyesticulation was the
main cue of turn-holding in face-to-face conversation §32and Schegloff (2000) ob-
served a practice of ‘rush through’ a TRP, possibly changfiregntonational contour,
to prevent others from barging in (§2.5.3).
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2.5 Simultaneous talk: Schegloff’'s account

By its generality, there were underspecified points in thre-taking systematics of
Sacks et al. (1974). For example, rule 2 (82.1.4) providethi® possibility that more
than one self-selector start to speak at a TRP. Who gets théhien?

The characterization proposed wasegond-order orderingf practices in which, fore-
most, ‘first starter goes’. Not only this does not always hettiere are cases of
second-starters getting the turn—, but it does not expldiatvihappens when more
than one party starts to speak at the same time, more or less.

Another underspecification lies in rule 3, whereof a curisgrgaker only continues at
a TRP if no one else self-selects to speak. But instances ichwioth the current

speaker and a new one start in the pause (or one starting ainer continues to
talk) surely exist, even where they did not start simultarsg one of them started
earlier, but none subsequently quit talking.

Schegloff (2000) tried to cover these gaps in his accounirntisaneous (‘overlap-
ping’) talk, encompassing instances of interruption tdas Qiven as an organization
of practices and resources by which the parties involvedacewe at a resolution in
a fashion which “allows all parties to incorporate and dagpthe stance they mean to
take in view of that moment in the interaction—its contet#tjssues, its engaged par-
ticipants, its context, its priorities, etc.—and allowsnthto adjust that stance moment
by moment, beat by beat, as the other’s stance is revealeliis(w45)® This is
described in this section.

Just as the turn-taking system operates independentlyeatdhtext of conversation,
this organization is taken to be independent, insenstivéiemode of onsedf simul-
taneous talk. The account is based on this premise, althibigjacknowledged that
the terms of analysis that are its product may in turn be eyguldo reexamine the
premise.

2.5.1 Definition

Various instances of simultaneous talk are non-problemati that their producers
are not contesting or claiming the turn space. These incltlteecommon but brief

8Unadorned page numbers in this section shall refer to SofiggD00).
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overlaps in speaker transitions, most backchannel feéd@ab huh”, “huh?”) and
collaborative co-construction (e.g. another's complewd an utterance, word-search
suggestions), and also choral or convergent vocalizasamlaughter, collective greet-
ings and congratulations, leave-takings, and so forth.

However, there are other sorts of simultaneous talk in wipiatties do appear to be
claiming the turn space and clearly are intent on being heHneése represent ‘viola-
tions’ of the one-at-a-time normal practice of turn-takiegwhich the systematics is
not oriented to, yet it provides the possibility to occurelhost obvious way to resolve
such situations then is just stop talking. But who shoulg®tdo the organization it is
indifferent, though the individual parties may care muamat at all.

Simultaneous talk means, overwhelmingly, jugb talking at the same time. More
than two at a time is reduced to two even more effectively tinamis reduced to one.
The basic configurations of multiple talk orientation areréfore these three (p.8):

1)A—~B 2)A—B 3)A—B
T !
C C C

The first is the most common case, involving two people tglkmeach other, with
others listening. In the second case, where two partiesaiikimg to a third one (B),
the gaze of this third party is going to figure centrally as toom he or she is seen
to be listening, which may indicate who will continue talginin particular, B would
pay attention to one party (say, C) and subsequently resmmitdin which case the
orientation (assuming the other party’s simultaneity {#s$3$ changes to the third con-
figuration. This in turn can change back to the second cordtgur when the recipient
of the attention responds, and so on. In this light, 2 and 3ateral alternators.

As with the “grossly observable facts” that were the premisehe turn-taking system,
Schegloff starts up by laying out other grossly apparenenlagions that any account
of this topic should come to terms with, explain, and fospetQ—11):

e most occurrences of simultaneous talk are over very quigiyythe second or
third ‘beat’ whereat the parties involved recognize theudtaneity);

e some persist to considerable length, although no specifialation of a limit
can, or even should, be made;

e many such occurrences are the locus of hitches and peritumbat

¢ the management and resolution of simultaneous talk shaddnaodate other
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non-turn-taking interactional interests, such as the@pénts’ stances and rea-
sons for persisting to talk simultaneously;

e and it should be compatible and systematically related éoattganization of
turn-taking.

The organization of practices for resolving simultaneailis, tike the turn-taking sys-
tem, is described as composed of: a set of resources of tadugtion; a set of places,
or phases, at which those resources are ‘deployed’; andtaraativelogic by which
the application of those resources in those places cotestitwves of a describable
sort. The ‘logic’ amounts to the specification of the paftaternatives beat-by-beat
(moment-by-moment) in the course of the simultaneous tellese components will
be explained in the following subsections in turn (and notdtaneously).

2.5.2 Resources: hitches and perturbations

One of the observations above is that many occurrences afitsineous talk are the
locus of hitchesand perturbations Hitches are discontinuities in the course of the
talk’s production, and perturbations are marked depastén@m the normal prosodic
articulation of talk. Few of these (if any) are exclusive tmsltaneous talk. It is their
‘especially dense’ occurrence and ‘strategic import’ tat worth of note here.

The ongoing talk can get louder suddenly, higher in pitchd &aster or slower in
pace. It can also be self-interrupted (cut-off), the lastdaar syllable be repeated, or
some next phoneme may be prolonged or stretched out, antiessy tombined. Most
typical is a sequence of cut-offs and repetitions of thewast or syllable.

These hitches or perturbations reflect the speaker remigter responding to the fact
that another party is speaking simultaneously. Some maykentas strategic ma-
noeuvres in a competitive undertaking, in fight for the floor or as casualties of the
process when their participants eventually accept andemmcPhoneme stretchings
are common examples of the latter, that can be explainedgst@ interference of
the simultaneous talk in one’s own articulation. For exasr(pl13):

Deb: How|come you get thiz:: thi:g::::::ersion of jovial
Anne: W'd you please concentrate on driving the ca:r.
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So, these are some resources applied in managing the coursesalution of simulta-
neous talk. A simultaneous speaker may make use of themtéotrbis or her intended
utterancen the clearonce the other speaker arrives at a projected possible ebiompl
It is a strategy of ‘getting’ the conflict behind and overritie other’s talk.

In this context, the projected possible completion of toomstruction units are the
places towards which parties orient themselves to be thediesnerge in the clear and
have the advantage of precedence (‘first starter goes’kéotkee next turn. Hitches and
perturbations are deployed at thespectof imminent resolution of the simultaneous
talk to absorb the remaining overlap. And more than one partgll, may attempt to
do the same thing in the same episode, leading to interlgaaquences of false-starts
and restarts as they try to get over the other and come oug @hahe clear.

This is butonestrategy or practice of the occurrence of those hitches artdfpations.
Not much more is said about why and which of those resourdassgel in what cases,
except with general statements followed by examples su¢h. 24)':

Deb: |don’ rel member, itwz SUCH A MU::DDLE | w'z GRA:DUATING that—
Anne: | HAVE NO WAY OF PRO:VING IT, YOU GOTTA-

2.5.3 Phases of simultaneous talk

Responses or changes of stance due to simultaneous talkegan dven before its
onset, when the parties detect its potential, and can eXteticer after its resolution,
when they readjust themselves back to the normal (onetiated-talk. In this respect,
the places ophaseselevant to simultaneous talk are:

¢ the pre-onset phase;
¢ the post-onset phase;

e a possible post-post-onset phase, in cases of simultataibuthat extend to
substantial lengtin the middle of it becoming the arena of exchanges of move
and countermove in the dispute for the turn’s space (the)floor

¢ the pre-resolution phase;

’As in other Conversation Analysis examples, transcrigtiose a set of conventional symbols:
colons for phone stretching, punctuation for intonationl atight pauses, underlining for emphasis,
dashes for cut-offs, braces for the beginning of simultaisadalk, and capitals for relatively louder talk.
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e the post-resolution phase;

e and a possible post-post-resolution phase, in the turnsesuient to the one
following the resolution, where repairs of various sorte attempted to ‘heal’
possiblecasualtiesof the episode.

In the pre-onset phase, an already speaking party can deeepbssibility of an in-
cipient start by another, viaurn-claiming behaviourdike body posture displays or
common pre-turn-beginning practices such as audible atioal. The current speaker
can address the prospect of an imminent simultaneity antbtipterdict it before its
onset using the previously presented resources. The spealesuddenly raise the in-
tensity (loudness) or pitch, or change the rhythm or tempo€pspeed) of his ongoing
utterance, or all of these combined.

Another case is when a projected possible completion infgkalger’s utterance is the
event to which one other or more parties are orienting thérasdo start to speak. In

this situation, the speaker maysh throughit, barring prospecting self-selectors of
ever starting simultaneous talk. This practice of rushhmguiigh a potential utterance
completion (a TRP) is done by ‘deploying’ changes in the:taltcelerating its tempo

or rhythm, levelling the intonation and raising loudnes$ie3e actions are then real
turn-holding signalsor strategies for keeping the floor.

In the post-onset phase, after simultaneous talk has gltgaglin, hitches and pertur-
bations are used to register this fact, and can be reactotisetother simultaneous
talkers in the form of an upgrade, or ‘stepping-up’,cmmpetitive talk This process
is mentioned in the next subsection. Upgrades to more cotivpetialk can include
tempo changes (e.g. slowing down), sharp loudness ingneasaeme stretching, cut-
offs and repetitions, and restarts of utterance beginnidgsvever, no account of their
differential application (which resources are applied mhis attempted, nor is any
statistics available.

As was previously commented, the pre-resolution phase @arwon site of hitches
and perturbations because of the prospect of natural tesoloy the upcoming pos-
sible turn-unit completion. Speakers can theatrifice (interrupt) their utterances-
in-progress at that point in order to restart ‘in the cledrtt@e projected utterance
completion of the other’s talk.

In the post-resolution phase, adjustments may be needexhiing down the remain-
ing speaker’s talk to solo production, after it may have bgegraded to a competitive
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mode during the simultaneity. The practices that are wéaitda in such conflicts are
otherwise problematic in the normal one-at-a-time conditin the face of simultane-
ous talk, speakers may have raised the intensity or pitchesf talk up to the point of
almost shouting to one another. Hence they may find thensabauntable in quite a
different way once the simultaneous talk is over. It is irsghost-resolution phase that
the sole speaker has to bring his or her talk back to normakbdi@etime condition.

2.5.4 The interactive ‘logic’ of simultaneous talk

In the normal process of one-at-a-time talk, gusitiontowards which parties orient
themselves is always ‘next turn’. In simultaneous talks tannot supply the grounds
for interactivity, since it is exactly the turn space thattsssue, that is being contested.
The relevant level of granularity in which decisions aredihsthen, appears to be
the beat(‘'moment’), which Schegloff has assumed for the while to belistantially
equivalent” to the syllable (or foot, prosodically).

“l am using the term ‘beat’ not in the technical sense of ttexditure in linguistics, but
as a simpler, perhaps even vernacular, term for the syHa®encrements of produc-
tion by which talk-in-its-course (and its silences) is prodd” (p.51, note 22). This
seems to bear an association with the timing and rhythm kf &beit the connection
is not made explicit. Edelsky (1981, p.194) has emphasir@dg and rhythm as basic
interactional components in her observationsolaboratively-developetloors’ of
talk in a study of informal committee meetings.

With the onset of simultaneous talk, the parties involved ahecide at each beat in its
developmental course one of the following: whether to wiélng to continue, or up-

grade the talk to a more competitive mode. The specificatitimegparties’ alternatives
beat-by-beat (moment by moment) in the course of the simedtas talk constitutes
its “topography of sequential and interactive organizatig.20)2

e first beat: at the onset of simultaneous talk, parties arg posducing their
utterances; any reaction can only take place later;

e second beat: speakers have then heard the simultaneowmnthlin case they

8n the simulation of discussion described later in the thetsie ‘beat’ or moment can be conve-
niently equated to theycleof simulation to which the agents’ behaviours and decisemessynchro-
nized. Theresponse-timesf people in conversation still have to be determined: howgli takes for
one to recognize changes in the interaction and react to.them
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recognise it) have to decide whether to stop or continuepgrade to a ‘com-

petitive’ talk by applying some of the resources (hitched pearturbations) pre-

viously described: e.g. raise loudness, pitch (or bothetaih a phoneme, begin
a cut-off and restart cycle, etc;

e third beat: if the speakers continue by the third beat, tlemgmow heard initially
what stance the other or others have taken regarding thetisit,l and then face
the decision of how to respond to it: if one has upgraded talk (nore compet-
itive mode), the others must decide whether to withdraw,aistioue speaking
as if in solo talk (paying no attention to the simultaneity);take the challenge’
and raise the tone as well;

e fourth beat: if a second speaker has upgraded the tone ofo@/khe first one
faces the decision of whether to finally drop out, to contiimughe same ‘level’,
or to raise the ante even further: getting louder still, leigim pitch, or recycling
the turn-so-far (cutting-off and restarting).

It is by the third beat that the majority of episodes of siran#ous talk is resolved
(according to Schegloff), as was earlier observed: “mosésare over very quickly”.

By the fourth beat, if speakers proceed in the course ofradtety raising the ante, we
have the sort of extended simultaneous talk that grows lowggh to include a post-
post-onset phase in which the contending speakers movesantecmove trying at the
same time to evade the overlapping talk and to deliver thig@rances in a sequentially
implicative way, so they gdieard These cases are rare—at least in the sorts of data
the author has examined.

2.5.5 Resolutions

Many episodes of simultaneous talk are resolved after theld@at by the withdrawal
of one or both parties involved (leaving behind false-sttréen, if they had just started).
This is common in speaker transitions when two self-setscttart to speak simulta-
neously (or nearly so) but only one continues:

B: |Please—

A: | Wha' was that again ma’am?

Both speakers withdrawing is also usual, sometimes engieigdan alternating suc-
cession of overlaps and gaps of silence not unlike two padestwalking towards
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each other and resolving the potential encounter by chgdbie same bypass direc-
tion, facing each other again at a stand-off, then repedhiisguntil someone gives in
to the other. Having all the simultaneous starters stopusscaf each other is what |
will later call a ‘collective’ false-start (chapter 6).

Of the remaining cases of simultaneous talk, a great mamgacdved within one beat
of someone upgrading talk to a more competitive mode:

A: l|sayc d-
D: Her namds Kellerman, si:r.

These possibilities account for the “vast majority of cdsesolved to a single speaker
by the third or sometimes fourth beat.

Persistence in talking simultaneously makes relevantgbalers’ outward turn-taking
interests, in their need to produce the ongoing utteranoBstben, and just there. It
is the need ofhat turn in particular for a responsive action that requitiest turn in
that context, and cannot be delayed (‘now or never’). Thisoisimon in debates or
interviews with politicians where the ‘windows of opporttyi to talk about specific
topics are short and fast moving.

Or it may involve status issues for which any sort of defemal be consequential. For
example, a pun that would require that very turn-positiantrecognition as such, or
a credibility issue demanding immediate reaction, to wlaclommission would have
implicational consequences. The contenders’ persistienspeaking simultaneously
is thus one way of displaying that some interests are beingued, and that their
identification by the others is possible at the moment.

However, by no means the practices of simultaneous talkutso involve only con-
scious decisions driven by specific interests in the momeénhe interaction. The
identity of the parties in the process may weight signifibaimt the decisions to con-
tinue or withdraw at the prospect of simultaneous talk: emgployees talking to their
boss. Identities and relationships of the parties in casatérn (such as their acquain-
tance and liking, too) are thus significant variables in ttuatext. Conversants who
deal with each other on a routine basis may well have devdlogmurrent, if not rou-
tinized, trajectories of resolution of simultaneous talk.

But to ‘win’ the floor is not the only goal to which participanin simultaneous talk
orient themselves. Oftentimes a speaker just wants to ampls utterance, and then
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may pay no attention to simultaneous talk. Strangely, timslg/up being the strongest
stance that one can possibly display, precisely by the roagnition of the simul-
taneity itself. If completing an ongoing utterance is n@dle or otherwise desirable
anymore by the fact of the simultaneity, speakers at suctuatgin may persist just to
the point the utterancetbrustor upshothas been projected and is recognizable, so as
to make the effort worth it.

Finally, they may attempt to obtain some sequential imgireaess or consequential-
ity: i.e. by getting oneself’s talk, and not tla¢her’'stalk, to be addressed later. This
can be achieved by the usual strategy of withdrawing fromsihmultaneous talk to
restart the utterandenmediatelyafter the other’s talk has ended in order to get over it
and have one’swntalk subsequently addressed (‘losing the battle to win tag)w

A similar strategy is when the speaker senses another pemuing in to anticipa-
torily and collaboratively complete the turn he or she hagupe In such a case, the
ongoing speaker simply lets the other talk by withdrawirggrirthe simultaneity. That
participant then delays his or her own completion of therattee until after the in-
terloper’s contribution has finished: in a sense, just passever and overlooking (or
ignoring) the other’s attempt at collaboration.

2.5.6 The aftermath: degrees of taking notice

After the resolution of simultaneous talk, adjustmentsitedoe made, specially if the
remaining speaker’s talk was upgraded to a competitive domieg the episode. How
it may have been taken by the remaining speaker is shown brgetwions (hitches
and perturbations) after its resolution.

The remaining speaker may have taken notice of it or notsteggd it or not. If it
was registered, it can be taken as problematic or non-pmuddie, in which case it
may have passed simply as an unnoticed blip or a positiveigtsiaco-construction. It
may require a response at the level of turn-position occeypaor it may be attended
to for its bearing on larger units of interaction, such agusigthe immediately ensu-
ing direction of talk. Or alternatively it may be attended fis consequences on the
overlapped talk’s hearability or understandability, arefficacy.

The forms and degrees of taking notice and registering theeguences of the simul-
taneous talk are thus:
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1. no notice was taken;

2. just a post-resolution hitch in the aftermath (with notpdration been displayed
during the episode itself), which is possibly the subtleaywf registering the

occurrence;

3. recycling (the whole or part of) the overlapped talk byadpeg it again ‘in the
clear’;

4. addressing the other’s overlapped talk via negativelfaek, at times showing it
to have been robustly grasped, at others treating it as id okepair (“huh?”);

5. addressing the other’'s overlapped talk, showing it toeHagen grasped, then
immediately restarting (or restating) one’s own;

6. initiating repair on the overlapped talk of the other d@#avia a repeat or partial
repeat, or by “huh?” or “what” (or other initiators), whichdicates that nothing
was understood.

The last three are all negative feedback that vary from alesibgckchannel-length
utterance to a whole (longer) turn. In these cases, agare'tthe possibility of syn-

chronized alternation of gaps or overlaps wherein more @ contending speaker
tries to do the same thing. After one party’s overlapped isliepaired, the other’s

may be requested to be, too.

2.6 The psycholinguistic approach

Until the late 1980’s there have been two broad approachegdoribe turn-taking.
One was the ethnomethodology approach of Conversationy8isatéxamined in pre-
vious sections. The other was the psycholinguistic apgreduch tried to identify in
analytic studies the various cues and signals that wouilitée turn-taking. | will de-
scribe results of this line of research here for completsrseke, although it bears little
import on the simulation described in this thesis. Nevdess it shall demonstrate an
obvious road for its expansion that is outlined as futurelworchapter 7.
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2.6.1 Cues and signals of turn-taking

There are several cues in talking that can inform the listeas to whether the speaker
is finishing a turn-unit (an utterance) and whether he or shatending to continue
or may yield the floor. These range from the syntax and sewmofi the talk, the
intonation and a few other paralinguistic cues, and noralgpdsual) behaviours in
face-to-face conversations. Likewise, there are signiaksngoff by the listeners that
indicate whether they are accompanying the talk (contsjuarintending to talk.

One advantage in looking for such signals is that they awgively independent of
the contentsof the talk, and thus make it easier to identify beginningd ands of
turns without too much complex natural-language analy$ie evidence of their
importance for turn-taking is that, for example, synta@itd semantic completion
seem to be overruled by certain nonverbal behaviours (ReE81).

Duncan (1972) was one of the earliest to identify such cueggsing a turn-taking

mechanism mediated through a series of “signals composebttai-cut behavioural

cues, considered to be perceived as discrete” (p.283—-4)vidédtaped, transcribed
and analysed a pair of behaviour-intensive, 19-minute-tadace conversations be-
tween two people (dyads). One was a routine intake interata Counselling and
Psychotherapy Research center between a 20-year-olddamgililar applicant for

therapy and an experienced 40-year-old male therapistviateer, both previously

unacquainted. The second dyad was a relaxed and lively sati@n between two
40-year-old male therapists who were friends and had knaeh ether for about 10
years. Both conversations would have taken place regardfdbe recording.

Based on their analysis, Duncan hypothesized three tlingaignalswith associated
rules. The first was théurn-yielding signalwhich indicates to auditors (listeners)
that the speaker may yield the floor: “Under the proper opamadf the turn-taking
mechanism, if the auditor acts to take his turn in responseyielding signal by the
speaker, the speaker will immediately yield his turn” (828 The signal would be
indicated by one or more of six turn-yielding cues identifexd

1. syntax: completion of grammatical units (‘juncturestire talk);
2. intonation: rising or falling pitch at the juncture of gnanatical units;

3. body motion: termination of a hand gesture away from thaybor relaxation
of a tensed hand position such as a fist;
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4. drawl: lengthening in the final or stressed syllable ofrenteal clause;

5. paralanguage: any drop in pitch and/or loudness in catipmwith stereotyped
expressions; and

6. stereotyped expressions like (for American English)u"kmow”, “but uh”, “or
something”, often coupled with a marked paralinguistiiling-off effect.

Duncan found that the probability of (auditor) speakingupts appeared to increase
in a linear fashion as more of these cues were conjointlylayspul, to a total of 92%
of those speaking attempts (with one or more cues) resduiltirggnooth transitions.
However, probability to speak was less than 50% genératlyat means the auditor
still retained considerable discretion owshetherto talk or not. Furthermore, the
chance of occurring simultaneous talk (excluding backoke#s) was sharply decreased
after the display of turn-yielding signals. On the other thaeach time an auditor
attempted to speak in the absence of any cue, simultanelkursggteansued. Those
attempts could be straightforwardly interpreted as ‘intptions’ (unsmooth ones).

The second hypothesized signal was an attempt-suppressihgn-holding signal
displayed by the speaker. It consisted of one or both of tkealsgr’'s hands being en-
gaged in gesticulatidfl, suppressing any auditor attempts regardless of the nuafiber
turn-yielding cues concurrently being displayed. Suckmatits were practically zero
when the turn-holding signal was displayed together wite onmore cues of turn-
yielding. Curiously,more auditor attempts took place when the turn-holding signal
was displayed witmoneof the turn-yielding cues. It is difficult to conclude anyili
from this, except that such instances can also be consid®erduptions.

The third signal Duncan hypothesized was the backchanmalization. “[I]Jt appears
that, when a speaker is displaying a turn-yielding sigrfad, back channel is often
used by the auditor to avoid taking his speaking turn. In Hasse, taking a turn
and communicating in the back channel may be considered tmieasting tacks”
(p.288). He only identified the types of backchannels, asadly listed in a previous
section (82.3); he did not present any quantitative or tatale (contextual) analysis,
though Orestrom (1983) did (see 82.3.1).

9Frequency of auditor speaking attempts was 10% with oneytiglding cue (12 attempts), 17% in
the most frequent case, the display of two cues (25 attepgitd)33% with three cues (29 attempts). It
reached 50% only with all six cues: 1 attempt in 2 cases: fi@dbence of any pattern here.

10All hand and arm movements performed at some distance frenbédy (‘gesticulations’) are
linked with speaking, strongly with the content and rhythfrspeech. “They may punctuate, qualify,
illustrate or concretize what is being said” (Freedman anffrdan 1967).
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However, backchannels were investigated in more detaiwlater studies. Duncan
and Niederehe (1974) noted that “for some of the longer baekwels, particularly
the brief restatements, the boundary between back chaandlspeaking turns be-
came uncertain. On an intuitive basis, some of these loreggk thannels appeared to
take on the quality of a turn” (p.237). This suggested thatentban the description
of backchannel forms would be needed to differentiate threm fattempts to speak in
turn. They therefore decided to search for a signal that donlambiguously differ-
entiate speaking turns from the beginnings of backchannels

Analysing the same dyadic conversations of the previoudystilhey noticed some
behaviours occurring regularly near the beginning of speakurns. This led to the
identification of four cues characterizingspeaker-stateor auditorturn-claiming sig-
nal. These cues would be displayed typically at the vicinityushtbeginnings, but not
with backchannels, marking those points at which an auditarld shift to a speaking
state. The cues identified are: shifting head direction dwaay towards the other, ini-
tiating gesticulation, audible inhalation (sharp in-lihéag), and overloudness at the
beginning of the talk (which is supposedly not a backchgnnel

In the first conversation (the interview between unacqeddifferent-age and -sex
persons), one or more turn-claiming cues were displaye@%tat 61 turn beginnings
and at 9% of 32 backchannels. The body behaviours (heachtuaway and ges-
ticulation) were the most frequent, any or both occurring#% of turn beginnings,
whereas audible inhalation and overloudness occurred ion®5% of them. In the
second conversation (the informal talk between two makntts), one or more cues
appeared at 95% of 20 turn beginnings and 19% of 85 backclarinkalation and/or
overloudness occurred in 55% of the 20 turn beginnings. hieamore, 18 of 19 in-
stances of simultaneous talk in the data—though a small ruifiob the results to be
more than suggestive—could have had their resolution prediby the display of the
turn-claiming and turn-yielding cues: whoever displayearenof the former and less
of the latter retained the floor.

Beattie (1981) criticized these studies on the basis of tifyaof evidence and interob-
server reliability on identifying cues. He proceeded todvis study of 6 natural dyadic
conversations between university supervisors and sugees| involving 12 different
people and more than 3 hours in total. There were 214 smoethksp-switches and
16 non-smooth ones. He found that 13.5% of all smooth tiansitoccurredvithout
any of the hypothesized turn-yielding cues; Duncan did thseove any such cases—
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there were 5 transitions without cues that were considensdooth because they led
to simultaneous talking.

In Beattie's study, there were a lot more speaker transtioith a finishing speaker
displaying 3 turn-yielding cues, and none with 5 or all thai@xdescribed by Duncan.
Syntactic clause completion was the most frequent turttiyig cue, being observed
in 61% of transitions involving any cue. It tended to be md&tmaccompanied by a
change in pitch level (rising or falling intonation), ands$eoften by drawl on the final
syllable. In contrast, gesture relaxation occurred in dhl§% of smooth transitions
(80% of them after clause completion), with pronouncededéhces between speak-
ers. Like Orestrom (1983), Beattie then concluded thahtagtic and accompanying
paralinguistic cues play the dominant roles in the regafatf turn-taking in conver-
sation, and that visual and other nonverbal cues are mustsigsificant” (p.63). He
attributed the proportional differences in drawl and irgban to the different accent
(British) of his study.

2.6.2 Speaker-auditor interaction

Duncan (1974) also further analysed his same transcribedfdaevidence of inter-
action between the speaker and auditor during talk. He edtielationships between
auditor backchannel behaviours and the speaker’s verdal@mverbal behaviours dur-
ing his or her turn. This led to the hypothesis of a speak#rin-turn signalmarked by
the completion of grammatical clause and/or the turnindghefdpeaker’s head towards
the auditor. The former is a turn-yielding cue, but not theeld'because it failed to dif-
ferentiate smooth exchanges of speaking turns from inesaatsimultaneous turns”
(p.167)—more on this in the next subsection. These cuesi@ctat the ends of the
units of analysis: tone units or phonemic clauses, seememlating to the TCUs of
Sacks et al. (1974).

So, the within-turn signals occurred when the speaker gnaimnit’ of talk (a TCU)
turned his head toward the listener for uptake. Either cuew&ectly associated with
the subsequent displays of auditor backchannels, bottavara nonverbal (nods or
other head or face responses), angpgaker-continuatiogignals: the speaker turning
his head away from the auditor. This would mark the beginihigew ‘units’ of talk
much in the same way as speaker-state signals beginning tunewof talk. This is in
line with the observation that the turning away of the speakeead occurred not only
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at the beginning of turns, as Kendon (1967) had reportecalbatin their middle.

Duncan interpreted those findings as suggesting the egst#riunits’ segmenting the
talk—again much like the TCUs of Sacks et al. (1974). Regartheir relationship to
auditor backchannels, he noted tlearly backchannels (within a ‘unit’) significantly
increased the probability of the speaker displaying thdinaation signal (i.e. turn-
ing of the head away), whereas a ‘between-unit’ backchafueelat a TRP) did not.
Between-unit backchannels were also not followed by speadetinuation signals
whennot preceded by the speaker within-turn signals (not at the ehgseammatical

clauses or prompted by the turning of the speaker’s headrtbthe auditor). It then
appears that

“both the display of an auditor back channel, and its locatimay play
a part in speaker-auditor interaction. That is, an earl\kld@nnel may
not be merely misplaced, but rather it may carry significafbrimation
for the interaction. (...) an early auditor back channel nmalycate, not
only that the auditor is following the speaker’s messagé also that the
auditor is actually ahead of it. (...) In contrast, a betwaait auditor
back channel would indicate that the auditor is following $peaker’s
message as it is developing. (...) By the same logic, a latéawack
channel would indicate some auditor acknowledgement,lbatthat he is
not quite following the speaker's message.” (Duncan 19749

Finally, Duncan found out that speaker turn-holding sigr{gesticulation) do not ap-
pear to affect the display of backchannels, which were widétributed throughout
the turn. Visual backchannels (head nods or shakes) tewdacttir more frequently
than expected between units of talk, whereas vocal backetatess frequently. All
backchannels tended to follow the display of the speakdrimviiurn signal (syntactic
completion and/or turning away of the head): 89% of them dfh almost perfect
linear relationship was found between the number of speakes displayed and the
probability of an auditor back channel, either vocal or aisuSimilar relationships
were not found for the remaining speaker turn cues” (p.1A2)the while, none of
the findings with respect to speaker cue display suggestddvtital backchannels
should be considered distinct from visual backchannels.

2.6.3 The role of gaze

Apart from Duncan, a few other studies mention kinesic (baaywement) behaviours
at all in regards to regulating the flow of talk in face-todancounters. Kendon (1972)
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speculated that body movement would precede and thus tedica introduction of

any speech unit: the larger the unit, the more extensive thement. Wiemann and
Knapp (1975) indicated that certain body behaviours likstigalation and leaning

forward would be effective as turn-claiming signals, thbubey seemed to be the
only ones to study this. They also identified leaning backizwas a further indication
of turn-yielding by the speaker.

Kendon (1967) was the first to studyze—which Duncan identified only by ‘head
direction’—as having any function in regulating turn-tagi Analyzing 5 to 9-minute
samples from 7 dyadic conversations, he identified the syegdkze as an important
signal of both yielding and holding the turn. The speaker idypically gaze away
when beginning an utterance and gaze back at the auditor fimishing it, much
what Duncan (1974), Argyle and Cook (1976) later observed.nbticed that more
than 70% of the utterances terminating with speaker gaze feiowed immediately
by talk from the auditor, in contrast to only 29% terminatinghoutgaze. But 38%
of all smooth transitions occurred this way, without speajeze.

Beattie (1978), in contrast, did not find that gaze at the dnatterances influenced
either speaker transitions or their length, based on thpgstimns of immediate and
short-latency intervals in his data. Neither did it in longgterances of 30 seconds
or more (Beattie 1979). Instead, he found more immediatesitians when speakers
were not looking at auditors at the conclusion of a turn than otheswiReviewing
other studies, he concluded that speaker gaze is clearlgmessential cue (though
a prominent one) in regulating turn-taking. It may facii@aurn-taking in contexts
where overall gaze is low, such as between strangers as iddténdata, or in ‘diffi-
cult’ topics, such as intimate topics spoken to non-interrsons (Beattie 1981).

Rutter et al. (1978) were also unable to confirm Kendon’'sgpatbf gaze away at
the beginning of utterances, but found instead that speakene generally gazing at
auditors at the beginning of new utterances. Moreover, tucluded thaauditor
gaze was also not essential to turn-taking, since almost@38eaker-switches they
had examined occured without it. Kendon (1967) and Argy7¢) described the
auditor behaviour of customarily looking away and lookiraghk at the speaker.

Another non-speaker behaviour that was absent from dyamsga unmentioned by
any of the previous researchers) is the distraction, theoeary ‘withdrawal’ of at-
tention from a discussion, presumably to think away for a $&ewonds, which Kalma
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(1992) found in triads (3-person groups). In dyads a persadways an interlocu-
tor, a partner in the verbal interaction, whereas in biggeugs one or more of the
participants can afford to be inattentive from time to time.

The same conclusion reached Harrigan and Steffen (1982)atyzng a 5-person
group of acquainted mixed-sex young adults videotapedhduai heated discussion
of a local teachers’ strike. Unlike speakers in dyads, spesain this group tended
to gaze toward an auditor at the beginning of 79% of 250 spgakirns, more so
in interruptions, either successful (90%) or not (83%). fEwe 63% of overlapped
beginnings (with a mean length of 0.4s), new speakers weiiegaomeone.

“A dyadic speaker need only assess the listener’s interdfataking a turn and so
can afford to look away from the auditor when beginning omesithere are no turn
competitors. In a group interaction, however, one may baired to gaze at an auditor
in an attempt to win the auditor’s attention and thus haveckm@wledged speaking
turn” (Harrigan and Steffen 1982, p.168). Gazing an auditaves not only as a cue
for taking a turn, but also as a way of engaging someone’statte which is not as
essential in dyads as it is in group conversations: “a gr@gaker cannot assume an
auditor but must engage one” (p.168), which sums up thedaiasf most differences
between dyads and small groups.

On the other hand, gaze orientation at the conclusion ofképgéurns was consistent
with previous findings: 69% of speakers gazed toward an audihen finishing a
turn. And auditors were looking at the speaker when emitfisgp of 93 backchannel
responses.

Kalma (1992) further investigated gaze patterns in a sefidtgee experiments involv-
ing 3-person group discussions (triads), identifying ecsdaeyaze pattern at the end of
a speaker’s turn. The first experiment examining the noraldrbhaviour of 120 males
in triads revealed a distinctive pattern of extended ga#ieeand of turns, as if inviting
someone to speak. In 95% of cases, the person looked at wasxhi speak; when
this did not happen, the current speaker simply continuest afpause.

A second experiment confirmed the prolonged gazeyyointedleaders in a task-
oriented conversation, showing that the behaviour woutdegust an individual char-
acteristic. Prolonged gaze was defined more precisely gstbose cases where the
speaker began gazing at someone shortly before the end oftbrance and contin-
ued for at least one second afterwards while no one spoke3% & the cases in
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which this gaze was displayed, the person looked at tookeketarn. The situational

demands of the task, however (including the need to getnmdtion about the other
conversants to assign speaking turns), may have stimulatadse of these prolonged
gazes. The author’s interpretation was similar to Harrigad Steffen (1982): in 3-

person groups the problem of who will speak next is not aglras in dyads, so gazing
is one mechanism that indicates from whom the next contabus expected.

The third experiment registered a total of three hours @ fiiscussion in 23 same-sex
triad groups, 13 of females and 10 of males: there were noagafitferences, so the
results were combined. They showed that the person whaoagisgla prolonged gaze
would yield the floor, with the receiver of the gaze being thestrlikely to take the
floor. Prolonged gaze here occurred in only 2% of the totabkpeswitches, once
every 2.2 minutes. Only in one instance the person dispiatfie prolonged gaze
continued speaking, whereas the receiver of the gaze toek @326 of the time—
significantly more than expected by chance. They also fowrtdin relation to the
distinction between gaze and head direction, that few me&ts.of gaze shifts occurred
withouthead movement, excludirexpressive actim head nods or shakes, poising or
cocking of the head, and shrugs.

It can be concluded then that gaze is a prominent but not aantgakscomponent of
face-to-face verbal turn-taking. It was even argued (B24at®78) that, when gaze is
eliminated as in telephone conversations, verbal cuesrik@ation and grammatical
junctures would ‘take over’ the function of turn-yieldinigdicating reasonably well
when someone has finished speaking. Kalma (1992) arguethikahay be true in
dyads where there can be no mistake about the next speakempbin the triads
he studied, where gaze can be used as an additional sigmaditatie from whom a
response is expected. Contrary to Kendon (1967), he founthatiutterances ending
with an extended gaze of more than one second had significlmfjer transition
intervals (silent gaps) than utterances ending withouegaand not shorter, as in the
hypothesis attributing to gaze a floor-apportionment fiomct

2.7 The collaborative dialogue approach

From the 1980s onwards, various models of discourse andglialhave been devel-
oped, such as Kamp (1981), Polanyi and Scha (1985), Gros2idndr (1986), Litman
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and Allen (1987), Clark and Schaefer (1989), that providdesyatic elements amhat
to say, and how to reply to what the other says—dialogues alerays assumed to be
between two people only. In terms of turn-taking, these ttiesoshould provide the
means fomwhyspeaker transitions would occur as they do. From these reaael the-
ories, work until the present day has tried to extend thelgiéipas of dialogue systems
with richer discourse planning and linguistic resources tan interact more naturally
with people.

Models of discourse and dialogue, therefore, should helinénproduction of con-
versational turns by informingshy and therwhetherto talk at a given moment or to
a reply in a given context of the discourse, thus realizing-taking in the process.
But they say nothing about the management between listeamdgspeaking, when
to continue listening for more, and exacthhento begin a reply or a new contribu-
tion (except as: when the other has stopped speaking). Whaétmodels lack to
reproduce human conversation more naturally is (among thiregs) the moment-to-
moment behaviours that the simulation in this thesis tiweeproduce symbolically,
which allow parties to negotiate the floor, yield it to othexsd start to speak at appro-
priate junctures, as people do in group discussions—nassacily ever successfully
and smoothly. The way forward then is to couple those modéls wrn-taking be-
haviours like those simulated here to obtain more natunavesants (avatars).

One common suposition of the predominant theories of dissoand dialogue is the
accumulation of some form @bmmon groundthe mutual knowledge that participants
build as a result of the talk, knowledge held by them all. kslaot include the beliefs,
assumptions and other information they may have indivigiahich in general is one
cause for talking so that (some of) this information is cominated to others—turned
into common ground—when it is convenient for the partiesdsd.

To Clark and Schaefer (1987, 1989), conversants contribfemation to their com-
mon ground in an orderly way. They haveratual responsibilitfClark and Wilkes-
Gibbs 1986) to ensure that what is meant by a speaker eachgiomgerstood well
enough for the current purposes. Hence speakers make syrarh being attended
and heard (Goodwin 1981), and they suit the contributioméir tspecific listeners, or
addresseegSchober and Clark 1989). Listeners in turn give feedbactoaghether
the utterance was heard and understood, and how it was eecehhis feedback can
come in the backchannel of talk, or when the speaker pausasdio breath or monitor
the uptake of the utterance.
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So speaker and listeners engage collaboratively in a psarfgsresenting a contribu-
tion, accepting it, accepting the acceptance, and so orfegback and subsequent
contributions. Positive feedback such as “uh-huh”, “yeahd many other displays of
understanding and evaluation indicate acceptance. Negatdback such as “huh?”,
“sorry?” and various other queries inform that somethinghe contribution was
not successfully communicated, or requires confirmatiepgetition or amendment.
Speakers can exploit the precise timing of their utteramadés brief interruptions to
manage this process. And if a listener interrupts the speslsme point, it is gener-
ally because what is going to be said is relevarthat moment.

Clark and Schaefer (1987) calisirticipatory actsthe actions of presentation and co-
ordinated acceptance in this process, whereof speakeristeddrs are engaged in
building their common ground. It is very much like shakinghtla or singing in uni-
son: the collective result depends on the coordinate a¢ksegdarties. The process can
be seen in this simple exchange (Clark 1992, p.146—7) franb.tdmdon-Lund corpus
(Svartvik and Quirk 1980

A. isit. how much does Norman get off — —
B. pardon

A. how much does Norman get off

B. oh, only Friday and Monday

A.. m

Listener B indicated with negative feedback (“pardon”)ttbtze did not heard or under-
stand the question. The questioner (A) then repeats hisatte, with B now showing
understanding (“oh”) and proceeding to answer it, whichtbglf gives more evidence
of understanding. A might have rejected B’s answer (andrméa why) if it showed
the answerer did not understand the question, but he justisasysatisfactory (“m”),
and the dialogue proceeds.

The first B-A exchange above israpair side-sequence, begun by the listener. Re-
pairs can also be initiated by the speaker himself (Schieglol. 1977) as in As
self-correction in the first utterance (“is it . how much.)..’That is an instance of
what | circumscribe akesitationin the simulation of chapter 4. Usually the speaker
tries to correct his or her utterance as soon as he detectsbéepr. But he may also
change or expand the course of the talk in the middle of it beeaf a visual reaction

1n this notation, dots indicate short pauses of a light $jéigbetween 0.1 and 0.2 seconds), and
dashes, not-so-short ones of a stress unit or foot (up tor@%bseconds).
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from a listener: a puzzled look, a surprised or disdainfid,cetc.

In general, then, conversants try to minimize their effost¢rend Clark and Wilkes-
Gibbs (1986) called the principle tdast collaborative effortlt is assumed to underlie
the whole process of contribution and acceptance: peopte formulate the shortest
utterances enabling comprehension, with a minimum of regs to minimize effort
in understanding them. In general, the more effort put inftmeulation of a contri-
bution, the less is spent in accepting it (Clark and Sch&kdép).

The principle also underlies turn-taking: listeners ragfif@aom interrupting the speaker
every time they do not understand something, allowing faremainty to creep up in
the comprehension of the ongoing utterance, but trustinglitbe cleared up later
when the speaker finishes (Clark and Brennan 1991). Or in themam effort of
clarificational questions (negative feedback) like “wh&réwho?”, in which only the
relevant information is asked, and not repeated unnecdssHne overarching prior-
ity is always toget onwith the interaction and the topic talked about; effort isrth
directed to minimize clutter and ‘noise’ (disfluencies,)etincluding in the process
of contribution and acceptance that underpins the buildingommon ground.

In accepting a contribution, there are various degrees iolwdnlistener can show un-
derstanding with positive feedback. Thongestisplays are repetion or paraphras-
ing of all or part of a contribution (82.3), which shows ona{spropriate understanding
of what was said. Not as strong are acknowledgements likénliiti or “yeah”. Less
strong yet (more subtle display) are just initiation of a&xent next contribution (at as
high a level as the current one), or only a continued attentibhout speaking, which
is the weakest, least evident indication of understandifigrrything, indication of
theunawarenessf any problem (Clark and Schaefer 1987). Of course it maygsv
mean plain disinterest or distraction instead.

Any expected or appropriate degree of acceptance (thattalmaton was understood
as meant) depends in general on the purpose and importarice dialogues. Task-
oriented discussions, for example, seem to require strangdence of understanding
than casual conversations (Clark and Wilkes-Gibbs 1986¢uaintance and relation-
ship amongst the conversants may also influence this.

The acceptance process is recursive: each acceptanafia igentribution, so it must
be accepted as well. What prevents an endless cycle of reestedtances is a principle
stipulating that the next nested acceptance (the acceptdran acceptance) shall be
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weaker than the previous. Thus every acceptance cycle aralaéw contribution or
continued attention, the weakest displays. In this wayngon rarely goes beyond
two or three acceptances, such as the following (Clark 189%4), with two:

F . six two

A

B. Fsixtwo
A. yes

B

thanks very much

We can see that every subsequent acceptance is weaker ¢haretous: B’s repeti-
tion (“F six twao”) is followed by an acknowledgement (“yesWhich is followed by
the initiation of a new contribution (“thanks very much™n this case, B finished the
acceptance process of the first utterance, but it might ase happened that she did
not talk, just kept a continued attention, with A proceedimgpegin the next contribu-
tion instead (e.g. A. “yes . well, that’s what I've got anyway).

“Almost every time a speaker starts a new turn, he or shereffyeaccepts what the
last speaker has just said or (b) initiates a repair of thelpra they ran into accepting
it” (Clark 1992, p.156—7). So the utterance of a second pait-of an adjacency-pair
(Schegloff and Sacks 1973) such as a question-arnisvaarimplicit acceptance of the
first part, as well as fulfillment of the obligation thereby aearelevant. The second
part itself must then be accepted subsequently; the mostoonwvay this is done is

simply to begin the next contribution on the same level. la thse of a question-
answer, it is expectable that the questioner is going to nusleeof the information

conveyed in the answer.

This leads to an important generalization: “A new contribats initiated with every
cooperative change in turns” (Clark 1992, p.164). Therefteturn-taking process
itself (actually the parties’ contributions) bearstaucturing functiorto the discourse,
other than just alternate speakers.

But full-sentence utterances in a turn are not the only tyfjpeoatribution, and may

not even be the most common one. Utterances may containgiaesitences, usually
single words or phrases, contributing just a piece of infation. The reason may be:
the least-effort tendency to satisfy just what is needetatrioment, or the speaker is
uncertain and needs help from the others, or he is dividiegtiesentation in smaller
pieces (installments) that are easier to understand (@ladkSchaefer 1987). “Gener-
ally, the more difficult it is anticipated a unit will be to uestand well enough for the
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current purposes, the more contributions it will be dividet” (Clark 1992, p.175).
One example of this was reproduced in 82.3.2; a similar casden communicating
an address over the telephone (Clark 1992, p.167-8):

B. Banque Nationale de Liban — ——
A. yes

B. nine to thirteen.

A. sorry

B. nine. to. thirteen

A. yeah.

B. King Edward Street — —

A. yeah-

B. London.

A. ahyes

Speaker B breaks up a contribution in various small utteramttercalated with pauses
as in a list, placing a rising or fall-rise intonation (a ‘ci®n’ or ‘exclamation’ tone)
on all but the last item, which gets a falling intonation. Flgsiompels the listener
to give feedback by explicitly acknowledging or otherwisdicating any problem of
hearing or understanding in the installments as they a@eer instances in ordinary
conversation are just the telling of a ‘story’ (§82.4) in iaktnents (Clark 1992, p.169):

how how was the wedding —

oh it was it was really good, it was uh it was a lovely day
yes

and . it was a super place, . to have it . of course

w > o> w

yes

Another form of interaction is when the speaker requestdiconation with atrial
marker, conveyed typically by means of a rising intonati®agks and Schegloff 1979)
because of uncertainty on the information, or whether (sagference is expected to
be relatable or understandable. The speaker would prdsetroublesome part with a
rising intonation followed by a slight pause, so that theel®r can confirm or correct
it before the talk proceeds, such as (Clark 1992, p.170):

A. ...disappeared by this time, certainly, a man called Aymna@ —
B. yeah, Allegra
A. Allegra, uh replied, ...



Chapter 2. Turn taking 62

The question mark above indicates a rising intonation infits¢ utterance, where
speaker A is uncertain about the name of the man he is referiite then makes a
slight pause (*-') to check if the listener recognises thenaawhich she does, and
further corrects the reference. A then accepts the coaedty repeating it and going
on with the talk.

Lastly, utterances may be completed by a listener just acc@ui§1974) indicated
(82.3); for example (Clark 1992, p.171):

A. ...you've gotto get planning consent —
B. before you start —
A. before you start on that part, yes . ..

In this case, speaker A pauses after a syntactically-camgeit not discoursively-
complete) utterance, perhaps searching for a way to betterulate what she wants
to say next. Then B offers a completion, with A both repeatngl completing the
completion, further confirming she accepts it (“yes”). Ubuthe speaker presents a
sentence fragment and may indicate he or she is having goutil it. An interlocutor
may then offer a completion, often with a rising intonatianindicate it is atrial
one. The original speaker may reject, accept, or redisplaysome other way, and
the conversation continues (Clark and Wilkes-Gibbs 198@ther case is when the
conversants search for a name:

A. lwas talking to . uh . whats-his-name —

B. John.

A. Noit's. uh, Paul, I think.
B. Yeah, Paul

A. Welllwas...

Turn-taking can thus be viewed as emerging from the pagtoiy acts of the con-
versants to guarantee each contribution is added propediieir common ground.
Although it does not specifically inform on a minute, mombgtmoment turn-taking
process, this collaborative model may well explain the o@nce of typical conversa-
tional interchanges and subdialogues (side-sequences).
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The framework of simulation

To model the turn-taking systematics of small group disicussve first need to have a
simulation of such discussions that operates in the moiteenmtement basis required
by process. So the basic framework wherein turn-taking eambdelled in this simu-
lation has to be defined. And in orderto do it, | will look interee of the characteristics
of the process to reproduce: not just turn-taking, but tleeigrin discussion.

Although the modelling of turn-taking was restrictedsimall group discussion, since
the conversational behaviour of participants in groupgerghan seven ends up being
distinct, the requirements of this framework would not bigedlent with any limitation

in size. Hence, with an eye on generality and extensibllity]l examine some of the
characteristics of the general process now for the foundati the simulation, and take
the restriction on group size only for the modelling of tuaking. The characteristics
are examined in the following two sections. The frameworkhaf simulation proper
is described in section 3.3.

3.1 Group Discussion

What is group discussion then? What does it involve? Whatrerdasic aspects that
need to be reproduced by the framework of the simulation?

Group discussion consists of a group of people, more thanttvad are together (e.g.
sitting around a tablegngagedn more or less informal talk about one or more topics.
How informal is the talk or the interaction, and how engagedhe participants initis

63
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difficult to delimit. Compare a coffee-table talk among ffris with a group discussion
in a meeting or in a ‘laboratory’ recording with strangersomnirere told to talk about an
arbitrary subject. These can all be discussions but theljkaly to have very different
dynamics of interaction and participant engagement.

Fundamentally, however, talk must be the only activity. émstrast, more informal
or casual conversation may not have talk as the only or eveem#inactivity. People
in a coffee-room, or sitting around a bonfire in a camping, tos@&as in a lounge
drinking tea may enter in discussions. But they may occadlipor frequently drift

away from the talk to focus at nothing (i.e. just thinking dodking around) or on
other activities, such as flipping pencils and making artrmta, throwing wood into
the bonfire or filling and passing cups of tea around while hiatg television.

Therefore, let us take “group discussion” to be just the akmteraction itself, a sub-
genre of conversation, stripped off of other activitiesifacts and the various settings
in which it might occur that are secondary to the conversaitigelf. There should be
no change of participants and external events either, sushraeone coming in to talk
to the group then going out—albeit these would not pose dfigulty or require extra
provisions to be implementad the framework itself The simulation will thus only
concern itself with the static group and its verbal intei@ctnot leisurely conversation,
but engaged, focused discussion.

Another thing that will be overlooked here is the differepaal relationships of the

parties in discussion: whether they are to the side or intfobeach other, standing or
lying down, and so on. These distinctions may affect tukirig performance in the

discussion because of ‘lines of sight’ and other psychaclalgffects (Steinzor 1950,
Lobb 1982). Reproducing them would require first that theudated conversants
behave accordingly to the positions of the others; but tamé&work of the simulation

outwith the conversants would also havegpresentpatial information somehow, so
that this information should affect what the parties pere@rally and visually.

3.2 Multi-party interaction

Group discussion will therefore correspond here tmalti-party interactionexclu-
sively of conversation. Parties would act and react to theitalividually and inde-
pendently of each other. They do it by speaking or not spggakind (in the future)
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they could do other non-speech behaviours if these are tegresented: changes of
posture, gestures, gazing around and to others, taking rapgicig things, etc. They

speak in utterances ranging from short responses to long@nglex sentences; they
can pause, hesitate, and stop speaking in the middle of arante when interrupted.
Behaviours of each party can be simultaneous with thoseeobthers, for a short or

long time, since talk can be simultaneous in several way#) aserlapped speaker
transitions and in disputes for the floor.

The ensuing interaction should then range from situatiorghich everybody is silent,
others in which only one party is talking, to more ‘compliedtoccasions of several
participants speaking at the same time. This all means kieaattions of the par-
ticipants must be fragmented in small ‘bits’ of behaviougni one moment to the
next. Thecollectivebehaviours of the group would then emerge from these moment-
to-momentindividual ‘behaviours’ (acts) of the parties. Though individual, ytteze
frequently interrelated since they can be reactions torstthehaviours and talk.

The verbal interaction would be thus coordinated not in aredimed way or by any
external means as a mediator, but by the talk itselfdms&ributed party-administered
manner that is a characteristic of conversation (82.1).s the set of practices and
constraints of turn-taking followed (variably) by each tyathat should ensure some
sort of coordination to keep the interaction ‘intelligihleithin cognitive and attentive
limitations (supposedly).

One way to simulate this sort of organization of individuaheersants is with enulti-
agent systemn such a system, the agents representing the conversamsiaidually
modelled and are independently operating entities. Thelsshway this can be im-
plemented is with a synchronizing loop that wouldtivate (or call) every agent in
sequence collecting the behaviours they decide to do eawh tHence a complete
loop would represerdne momenof discussion. Talk is thus divided moment-sized
behaviours that can be simultaneous, and would form theauttes, silences and other
actions in the discussion. This most simple and intuitivg wesimulate parallelism is
the organization implemented in this simulation, desdtiime§3.3.
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3.2.1 The communication

The predominant configuration of a group discussion is nettmrone communication
butone-to-all and many-to-all some of the time. So we can generalize snudhaesthat
all talk is immediately accessible to all parties all thedinThis is a simplification that
leaves out the possibility of occasional one-to-one messsagch as someone speaking
in the ear of another person. In such a case, some spati@sexgation would be
needed to simulate parties that are closer to others andaxtbulsl be able (or not) to
hear talk that is whispered to them, for example.

But with such a close-by environment that is group discugsspecially in asmall
group, we can here assume that the behaviours of all pargesutomatically accessi-
ble to all the others. The open and transpaoiannelthat underlies this communica-
tion, and is its medium, will be called thevironmenbf the interaction. It is through
it that all the behaviours are realized at every momentmerdeivedoy the others. Any
destination(addressee) intended in the messages broadcast this waglisa matter
of individual interpretation of their contents. And whetligey are recognized by each
party and/or would invoke a reaction is another story.

This environment can be implemented in the multi-agent &aork as a simplbélack-
board architecture This blackboard gathers the behaviours each agent destidgsry
one moment and gives them to be read by all in the next momieaiisd provides the
resultsof the simulation: everything that happens is in the blagkd@t each moment.
These can be shown while the simulation runs. The other ttiagis relevant for
accompanying the whole process and is not there is the agaetsal states, such as
to whom they are paying attention (who they think is the spealetc.t.

3.2.2 Multiple modalities

As group discussion is a face-to-face activity, nonverledldviours such as gaze and
gesture might need to be represented as well (although ribeipresent modelling).
There might be various different nonverlrabdalities gaze, arm and head gestures,
facial expressions, body posture, and possibly otherssdhehaviours involve visual

1Some internal agent statage indicated in a subtle way in the simulation results (cf. eptsin
chapter 5): for example, slightly different ‘silences’ fabandoned talk, pausing between utterances
while the agent who has just talked still considers its¢lé‘speaker’, and other ordinary silence.
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constraints: not seeing someone means one cannot receneife) his or her non-
verbal behaviours as well. This would also require someaspatial representation
for the group.

Theoretically, it should be the domain of the environmeriiiter out visual behaviours
accessible to each party. However, it is more practicaleseéhwould be just ignored
by the conversant agentsemselveat the level of their program of operation. Visual
behaviours could bdisconsideredn certain conditions, when the gaze of the receptor
is not in their general direction.

So the environment can still be a simple all-to-all chanwéh individual agents hav-
ing various ‘filters’. For example, physicalvisual one on top of the presumedgni-
tivefilter (84.4.1): respectively, when not gazing at a party eten not paying atten-
tion to it. This arrangement has the advantage that the édsgwith which simulated
conversants are able to perceive others’ behaviours ceuhddre easily managed indi-
vidually: for example, either fully perceiving visual behaurs when looking directly
to them, or recognizing only barely but not in detail whente tcorner of the eye’.
This makes behavioyrerceptiorsimilar operationally to behavioumterpretation the
recognition of intention, that is, whether the behaviountended to a specific party
and to who.

3.2.3 The environment

This concept that | called thenvironmenti.e. the blackboard containing the be-
haviours of each moment, warrants some consideration. W itafor granted in
reality—hence what follows may seem stating the obviousutjths useful to spell
out in the clear some of its properties now.

First, as already described, it is a channel of one-to-allraany-to-all communication.
This doesnot make it appropriate to be implemented as a system that sewmdg e
behaviour individually to every participant, like a madjfist where each one receives
a separate copy of the same behaviour. Rather, alreadylisk& it seems more like
a news board that can be implemented with a blackboard ecthite: behaviours put
in the blackboard one moment are read by all the agents indke Therefore they
need to be tagged with origin information: which agent piatiwhich behaviour (or
‘packet’ of behaviours if there are various modalities).
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Second, the contents of the environmenttsa@sientand fast moving: they only re-
main there for one moment. Behaviours are produced by theepat every moment,
appearing in the environment and being read by the otA¢rsnthey disappear, mak-
ing room for new ones, or their absence, at the next momenamipies of discrete,
signal-like behaviours that could be one-moment shortiaterer responses such as
“uh-huh” and “I see”, or head nods and shakes.

But longercontinuousactions like speaking, being silent, gesturing and gazimay
also have to be represented. These extend themselves frerma@ment to the next,
subject to their producersustainedehaviour. In this transient frame they need to be
streamlined in a sequence of continuous moment-sized kmhrathat are maintained
actively from one moment to the next in order to be seen asifayma long act.

Talk is thus a sequence of ‘talk’ behaviours, deconstruateduch and reconstructed
by the receivers as a continuous act. tTbhatentan change but thgpeof behaviour
is the same. Indeed, this sort of ‘clocking’ (dividing timesmall equal ‘slices’) is
possibly the only way to emulate humanalogic behaviour and its cognition in a
digital device like a computer (or a robot).

As in human cognition, the agents then require an intermapteal model of the con-
tinuous acts to be able to deconstruct them for transmissligkewise, it takes the
same or a similar model to reconstruct the sequence to netdtpnto a longer act. In
summary, the environment witiot keep a history of the interaction for the agents to
consult; the agentthemselvesnust therefore keep their own records in their internal
(‘mental’) models.

Accordingly, inactionsthat are inertial—continue naturally without any effortich

as being silent as when listening, pausing or hesitatingingaat the same direction,
and remaining in an unchanged posture, for example—wouglal lahve to be broken
down into moment-sized behaviours, and generated by thesgeevery moment of
the simulation too. Théack of any action is therefore a behaviour too. Inactions in
each modality can be generated as dieéault(like being silent) when an agent does
not decide to do anything.
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3.3 The multi-agent framework

So the group in discussion is best implemented as a multitagystem. Conversants
areagents modelled and operated separately. Each agent has its t&nahmemory
and is modelled with individual parameters relevant to tineutation. They all ‘be-
have’ simultaneously, by getting input in the behaviourthefprevious moment (from
the environment), deciding what to do in accordance withr tn parameters and
internal states, then outputting the behaviour (or behagian multiple modalities)
chosen at that moment of simulation. Agent communicatiauonly through these
behaviours.

Of course, such multiple individual entities performingnsitaneous actions would
be best implemented in a parallel way: each agent as a sefafrating-system)
process, or a thread, running simultaneously with othehgs iE a common conception
of agents and, with a simple design, their operation would bentinuous iteration of
the mentioned steps—input, decision and output—syncheokrin some way with the
other agents. A more complex model could aim at reprodudorgnstance, cascading
cognitive processes such as the conceptualization ancufation of speech (Levelt
1989), in which agents would act as interconnected subessmss or sub-threads. More
on this possibility is discussed in chapter 7.

But for the current purposes—simulating simple group dsstan turn-taking—this is
not really necessary. A simpler framework is sufficient, eviéch does not require
parallel processing or multiple subprocesses, and can pkeinented in a sequential
manner: a ‘round-robin’ loop. As mentioned earlier, thighs intuitive way of sim-
ulating a parallel, distributed process: run a central lbgpcalling all the agents in
sequence, giving an equal share of execution to each onetdke all behaviours in
the full loop as being ‘simultaneous’. This is what we wilesgext.

3.3.1 Sequential simulation

In this multi-agent framework, agents are agtiveprocesses running simultaneously;
they arepassiveactivated by the simulation’s central loop each time. Tdig, acycle
of the simulation, corresponds to the ‘clocking’ iteratithrat the agents themselves
would have to maintain internally were they running in pkelal Instead, with the
sequential framework this is taken out of them, simplifyithgir operation a little.
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Figure 3.1: Procedures for one cycle of simulation.
for each agenA in the group, do:
slot A of environment  « execute agerm’s cycle( blackboard )
show (output) contents @hvironment  (the behaviours of the current cycle)
for the next cycle, makblackboard < environment
then cleatenvironment

However, because the agents will not be permanently active a parallel process,
they have to reconsult their internal stateseseryactivation to restore the various
contexts they may be in at each time.

Each cycle of the simulation will then correspond tmamenbf the discussion. How
much this moment would represent in terms of ‘simulated timay vary, as seen in
the next subsection. Agents aetivatedin sequence to execute just one iteration of
their program of operationThis program of operation can be the same for all agents,
which would then differ only in their internal states andithreodelling in the form of

a set of parameters that would characterize them differéirtin each other.

Behaviours collected in one cycle are considered to be samebus. Hence, the or-
der in which agents are activated does not matter, becaagalthnot depend on the
behaviours of the other agents already produced irstmecycle, only on the be-
haviours of thepreviouscycle. Therefore, there must be at least two blackboards: on
containing the behaviours of the previous cycle that thentsgare reading, and an-
other collecting the behaviours of tkarrentcycle, which will become the ‘previous’
behaviours of th@extcycle.

A blackboard can simply be an array of the behaviours (orkpt of behaviours)
with the length of the group size. One slot for each agenty ait indication ofvhose
agents are each behaviours. The framework’s blackboaed$han theenvironment
for collecting the behaviours of the current cycle, dtatkboard , for holding the
behaviours of the previous cycle. If the program of operatib each agent is called
cycle , receiving as argument one blackboard containing the betes/of a previuous
cycle, then the simulation of a group discussion would soad to an iteration of the
procedures of figure 3.1.

These procedures should be repeated for as long as the sonulans, which is de-
cided elsewhere. In the first iteratioblackboard is empty. In all the others, it is
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passed as input to the agents’ proceducgdq ) with the behaviours of the previous
cycle, copied fronenvironment  at the end of each one.

3.3.2 Cycles

In the framework, then, simulated time is divided in equadesd (the cycles) to which
all behaviours are adjusted, like e.g. a (pixelated) image computer screen. Obvi-
ously this is a discrete, limited reproduction of the contins flow of conversation.
Therefore it is relevant to define what each cycle represerteyms of time. | called
this cycle-timethroughout the thesis, which is a parameter of the simuliadiod can
be adjusted to different values. In the case of the presenitaking modelling, the
reasonable range it could vary is between 0.1s to 1s.

This cycle-time parameter thus determines the granularitgsolutionof the simu-
lation. If it is not small enough, it will not represent reé@ut phenomena adequately,
regarding their timing. For turn-taking this means it cahrepresent simultaneous
starts of talk, for example, if the cycles are, say, 1 seca@uhgbecause people take
decisions about whether to talk or stop talking in much lesthat length of time.
Likewise, decisions to continue or to stop when there is ipleltalk at speaker tran-
sitions may be down to tenths of a second. Hence, a valuerdlo$el of a second
would be more appropriate for this representation.

In terms of the modelling of turn-taking, a smaller or greatgcle-time is a tradeoff
between simplifying behaviours and simplifying procedur&he smaller the cycle
the finer and more precisely that interactions such as inkgpdeansitions can be
represented and simulated. However, the more complex ithb procedures, having
to keep more intermediary contextual states across cyclémt is because agents
operate imactivationsof their program of operation: so at the beginning of eachecyc
they must consult some or all of their internal states tooresthe contexts they were
in last time around.

The smaller the cycle-time the more states that probablg bawbe represented. For
example, if the cycle-time is small enough so that a typical or a feedback vocaliza-
tion like “uh-huh” now spans two or more cycles, then theragigent has to represent
whether it is in a state of ‘doing it’ or not. If they can be ineonycle only, then no
such states are needed.
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Another issue is that cognitivesponse-timelsave to be emulated too: humans take at
least a certain amount of time to perceive and react to evantssimply defining each
cycle as, say, 0.1 of a second shall produce simulated disnsswith conversants
behaving faster than would be humanly possible (‘robdialWith a greater cycle-
time value, on the other hand, the interaction would be mosely represented,
increasing the occurrence of behaviours that cannot bimgisshed in time, as in the
case of simultaneous starts of talk.

For example, the first participant to speak in a TRP typicghys the turn. With a

coarse granularity of simulation, simultaneous starts ld/dwave to be more finely

distinguished, for example requiring ‘start-of-talk’ ketours with a timestamp so that
the first to have actually started could be distinguishedi{(Ra and Carletta 2002). In

such a case, depending on the timing difference, the otheiineous starters might
be taken as (say) having had an ‘intention’ to speak that wesnppted. If the cycle-

time is small enough, however, none of this is necessary.

3.4 Focus of the simulation

The ostensive aim of this work, as pointed out in 81.3, wag¢ate a simple simu-
lation demonstrating some central issues of turn-takimgiifigs, speaker transitions,
simultaneous talk, hesitation, and others). ‘Simple’ mttimportant concepts, like the
practices and the states that are maintained in the mormentitnent verbal interac-
tion, could be easily apprehended and, thus, could be egpticclsewhere.

Another objective was to creatalsstributedsimulation of interaction, tackling a prob-
lem of pure coordination by independent entities that h&sndbeen only referred to
in game theory. The most direct way of creating these eafitiesently is with agents;
indeed turn-taking seems to be a representative case dfbgsed programming (Hul-
stijn and Vreeswijk 2003).

In that sense, this work is an improvement of previous cénéa simulations such as
Stasser and Taylor (1991), who also used probabilisticrpatrars, but only generated
the speaking turn order of participants in a group discussie®. A—-B—A-C—-A-D—
E-B-C, etc. They used stable probabilities like the ageanibates in the present
simulation (84.2), and transitory ones, such as how regesaineone has spoken, to
determine who would speak next, but without any more finérgadetail on how, for
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instance, transitions are realized.

Regarding this characteristiine-grained—perhaps better calledteractivity—, it is
relevant to note that most current dialogue and otherwisedpproduction systems
have little of it. Usually we can only interact with them (avide-versa) by pressing a
key or waiting for a length of silence (Ferrer et al. 2002)-¢-anly one interlocutor at a
time (Kirchhoff and Ostendorf 2003)—, as they operate immatoevents (‘utterances’
or ‘turns’) that cannot be interrupted.

They lack a level of interaction control over deciding whatto continue generating
speech or to stop, whether to continue recognising the ifmat emit signals of under-
standing or otherwise) or to barge in at an appropriate giaica smooth turn-taking.

This need for a moment-to-moment operation, instead oflyrturn or utterance-by-

utterance, led to the design of this simulation that opsratenits of time (the cycles)

smaller than utterances or changes of speaker (turnsealdy, intervals as small as
humans are capable of distinguishing and reacting in takmg, which seems to be
between 0.1-0.5s (Bull and Aylett 1998, Wennerstrom andebi2003).

Dabbs and Ruback (1987), who investigated the patterndlotal silence in small
groups with their ‘Grouptalk model’, defined a set of clagbes could be measured in
recordings of group discussion: individual talk, indivedyause (i.e. silence), group
talk, group pause and speaker-switching pauses (i.et gidgas). Classifying and com-
puting the total time of just talk distinguished from silenand whether either of these
was individual or from the group, could be done automatyclyl their hardware, and
was used in studies of group dynamics.

This pointed out that generating only the talk and silendesdiscussion, apart from
the turn-taking dynamics per se, could be useful by itseffarticular if coupled with
a way of calculating all the statistics of large simulati¢asis done in chapter 6). This
would not be just a simple reproduction of the surface of-tiaking phenomena, but
the modelling of a higher level control (though in an abdtway) of interactive con-
versant agents that would represent many of human conustsam-taking decisions
in talk.

2Providing these systems with more interactivity is the objgf much current ongoing work, e.g.
(Donaldson and Cohen 1996, Derriks and Willems 1998, Ball@uostafson 2000, Cassell et al. 2001,
Edlund and Nordstrand 2002).
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3.4.1 Restricting the focus

Although in reviewing the characteristics of group dis¢asd have mentioned non-
verbal behaviours and other actions of participants in ewation, the turn-taking
modelling developed in this thesis was narrowed down togamly on its structural
aspects. Initial work in my simulation (Padilha and Cad&02, 2003) have tended to
bundle things together without distinction, mixiegnceptuabehaviours like pTRP

to actual cues of turn-taking like gestures and raisingiatmn. But here | had to limit
the scope of the modelling only to the structural conceptenor less the scope of
the Conversation Analysis literature of Sacks et al. (194 others.

Nonverbal behaviours like gestures and gaze, together thghsyntax, semantics,
prosody and other paralinguistic features of the talk,cresthat identify transition-
relevance places (TRPs), and the participants’ intentiontsike, yield or keep the
floor. This is the focus of the Psycholinguistic literatufeDmncan (1972) and others
(82.6), which in the present has been abstracted away irgiespre-TRP’ behaviour.
Generating and interpreting all these cues, the syntaasgeas, intonation, and par-
alinguistic signals like loudness and gestures would recaimore sophisticated sim-
ulation, and were left to future work extending this one. slaiready the subject of
much research currently (Ward and Tsukahara 2000, Feradr 2002, 2003, Edlund
et al. 2005, Carlson et al. 2005).

What was also left to future work as well is how tbententsof talk and the goals of
the participants in conversation affect turn-taking: nolydo convey messages, but to
satisfy the obligations of the dialogue. Not only how theyghtiaffect the interaction
and dialogue, but how they might interfere with the normahttaking that would have
occurred had the contents of talk or participant goals bekéereint. Would there be
more interruption, or would intending speakers start eadr later, perhaps indicating
so with more backchannels, and so forth?

One underlying motivation (or justification) in using at fienly abstract behaviours
without contents was stated in an earlier paper: that “theerds [of the discussion]
do not directly affect the turn-taking behaviour” (Padibirad Carletta 2002). This may
not appear true when we note that what is being talked abotly datermines whether
a participant wants to speak at a given moment and take attaikaSo the contents
of the talk may activate turn-taking by informing the pos$sihttempts to talk, and
thus turnorder. But these ar@ot ultimately the focus of this simulation, in modelling
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participants by a set of probabilistic values.

The focus in this thesis is on the mechanics of turn-takimggh a simple simulation

of conversation; natvhethera participant attempts to talk, but what happens if he does.
Not the turn order or a specific turn order, but how speakimggwhatsoever) in real
discussions are achieved and coordinated. The contenisafssion does not affect
this dynamics directly. Not to mention thahatparticipants are talking is not the only
reason people may take turns to talk: they also do so simpigitdorce self-esteem
(theirs and others), and other emotional bonds.

So the abstract behaviours without contents of talk coupdigldl probabilistic param-
eters are a simple way of simulating the process of talk thatlavallow modelling
the turn-taking dynamics. These abstracted componentatarbe replaced (instan-
tiated) with a more and more realistic emulation of talk: ¢thies of turn-taking (82.6),
nonverbal behaviours, the practices of taking and holduegtoor, the contents of the
talk, changing and keeping the topic, phrasing, and theoresafor interchanges such
asin 82.7.

But in order to model turn-taking, we obviously need a cosaéon that provides its
opportunities. The idea of usingsamulationof group discussion, besides simplicity,
has the advantage obntrolling the conditions of the verbal interaction whereon turn-
taking would occur, yet entailing a simplification of the plenena that has to be dealt
with. So the turn-taking modelling of next chapter impligibhas two parts, though
they are interdependent: the turn-taking and the taakingsides of the simulation.
The latter is the simulation of group discussion, genegatitierances in a simplified
way: it is just a means to provide the model for the former.

So the important thing in this simulation is not its resullte& discussions it generates,
but theideasbehind it, the concepts underlying the procedures, intestiages and the
make-up of the agents that create the simulation. It is easge that the simple simu-
lation here is just a beginning. There are obvious roadsX¥taresion and improvement
in this symbolic system, even before one would consider jdaiing actual speech
production and recognition. One possible destination eé¢himprovements could be
a small group discussion simulation with conversant agestsally represented, gen-
erating real-time speech for their talk and animation f&irthrisual behaviours. More
immediate improvements are outlined in chapter 7.
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3.5 Summary

Summing up, the simulation of group discussion is thus icstt:

¢ only the interaction of a small group is considered; theirsgttevents, objects
and other activities are ignored,;

¢ no distinctions of spatial position and relation in the gr@aue represented; and

¢ the discussion is further simplified to talk in an interanticontrol level: no
contents of talk except for what is directly associated tm-taking, and no
nonverbal behaviours. So there must be explicit behavisigrsalling the TRPs
(in their different ‘sorts’ of turn-taking constraints).

The characteristics of group discussion relevant for taemfwork are these:

e multi-party interaction: more than two participants behgvindividually and
independently of each other in a moment-to-moment basis;

e engaged interaction, with exchanges ranging from shopioreses to long utter-
ances and sequences thereof, with pauses and hesitations;

e coordinated by a turn-taking systematics that relies onagypresent in the
contents of the interaction itself, in the conversatiord ant on outside means
like a mediator;

e nonverbal behaviours could be represented as well, in wamaodalities: gaze,
head and arm gestures, facial expression, body posturse theuld involve
restricted accessibility according to gaze;

e communication is all the time through a one-to-all chanriké environment;
hence, no one-to-one messages: intended ‘destinationses$ages, if any, are
a matter of interpretation of the contents by individualtjess:

The environment of interaction has the following charastes:

e it is more appropriately like a news board: behaviours reglithere are per-
ceived by all parties in the next moment; they must have wrigiormation:
who produced them;

e continuous talk and other actions are streamlined into eseaf congruent
moment-sized behaviours put in the environment that mustd@nstructed and
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interpreted by the receiving parties;

state-like inactions are also streamlined into the sameattmn’ behaviours
taken as the default when the party does not decide on agythin

behaviours are transient and fast moving: the environmees ahot keep a his-
tory of the interaction for the benefit of the participants;

therefore, they must have internal temporal models of thewa actions and
represent the various contexts they are in with their irtigwaal ‘mental’ states.

These basic aspects of group discussion and the enviromraka this sort of frame-

work as more appropriate and practical for the simulation:

the group can be a multi-agent system: each agent behavdegeéndently and
with its own set of internal states that form its temporaémttional model,

visual restrictions of nonverbal behaviours can be morgbiraperationalized
in the agents themselves as a kind of (involuntary) ‘intetgion’: in this case,
blocking their perception;

the environment is a simple blackboard architecture whmd$the behaviours
the agents decide at each moment to become accessible ¢eatbat the next
moment;

there need to be at least two blackboards then: one congaihenbehaviours
of the previous moment which the agents are reading, and olfectng the
behaviours of the current moment which will be ‘previous ééburs’ of the
next moment; lastly,

the contents of the blackboard at each moment corresporieteesults of the
simulation, which can be shown one way or another while thrikition runs.



Chapter 4

The modelling of turn-taking

In the previous chapter | described the framework for thisudation of group discus-
sion: a simple multi-agent system for the participants efdhoup and a blackboard
channel for their communication. It operatesciyclesthat synchronize agent action,
each cycle corresponding to a fixed time indicated by a paennearying between
0.1s and 1s. This is the (minimal) unit of simulated timeed®ining theresolutionof
the simulation. It also determines thesponse-timef the agents, because the model
described here has no ‘buffering’ of input to emulate vagyitelays of attention and
understanding: so agents react immediately (in the nex¢xy@each input.

In this chapter | will describe the turn-taking model thahgetes the coordination in
small group discussion. This is an abstract simulationy ogpresenting amterac-
tional level of conversation on top of which actual conversationlddake place in
various linguistic levels (syntax-semantics, speech atsogue moves, etc).

‘Behaviours’ are the units occurring in the cycles, and jasticate whether partici-
pants are talking or not and whether they come to the pointsaofition-relevance
that lead to turn-taking and other interaction like backuoted feedback (e.g. “uh huh”
or “huh?”). The content of talk is only minimally represedti the different pre-
TRPs indicating sorts of turn-taking constraints; and atsthe distinction between
backchannel feedback from discussion talk, (other) utiees.

In the simulation, agents make decisions (i.e. when to sgeadtop, or to give feed-
back) based on the input from the blackboard at each cyad, dkvn internal states
that provide them with basic interactional contexts, aredrtattributesthat give like-

lihoods of doing various actions in the discussion, thusvatig some modelling of

78
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different ‘types of conversants’. As no talk content is proed, agents take random
decisions, biased by these likelihoods. The point is notrtukatewhatthey decide
at each time, as that is context- and content-dependentvene all external to the
turn-taking system. The point is what happens when they cmrding to a system
that coordinates the interaction and demonstrates actuatéking patterns.

The turn-taking model is defined in four components in theseglient sections: be-
haviours, agent attributes, contextual states, and puvesdAfter them is a summary
of the assumptions made in the model, and conclusions.

4.1 Behaviours

Behavioursare what the agents do at each cycle, each moment of the siom,land
what they recognise the others are doing. They are one ayctednd represent one
cycle-time of discussion, for whatever value this parameteset. They form the ut-
terances, feedback and silences of the discussion, in @mmational level, of whether
there is silence or talk and other behaviours relevant to-taking.

The behaviours are named with mnemonic codes used in thiagisfthe simulation.
First is the one for silence; everything else is talk of soonr: s

e - :the agentis silent, either listening to others or makingses when speak-
ing. This is the default behaviour when not deciding anyghin

e talk : the agent is talking as part of the progression and unfgldinan utter-
ance. As one of the aims of the turn-taking system is to aehige-at-a-time
most of the time, agents are oriented to listen to those wétatking and resolve
simultaneous talk as soon as possible.

e ta- : a disfluency that breaks the flow of talk, such as a selfinption or

repetition of one or more words; also, a voiced hesitatiahsas “erm”, “umm”

or some other non-silent interruption of talk. The agensgeaking’ but is not
(momentarily) contributing towards the progression of denance. Together
with silence, this idesitationwhen occurring in the middle of an utterance, and

it can be a reaction to simultaneous talk.

e TALK: a step up into ‘competitive’ talk in case of simultaneouk,teorrespond-
ing to one or both of: sharp increase in loudness or changempo (either faster,
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or slower and clearer talk, stretching syllables). Onceuiameity is over, the
remaining speaker (if any) must soon readjust back to notatial

An utterance being constituted from the above talk behasiousequence is nonethe-
less as yet incomplete (in its syntax, semantics and/onaitton). As no contents or

speech information is conveyed (and so, no syntax, sensaauid intonation), utter-

ance uptake gpoossible completiohas to be indicated some other way.

Therefore one important assumption is made in this modat ttie points in the talk
recognised as at-the-moment possible completions of tieeanice are signalled by
the speaker as explicit behaviours. These should also b&idsad ‘talk’ behavi-
ous, but they further indicate a partial or final possible ptetion of the utterance, to
which listeners might want to react. From all they know thpsets project TRPs
(transition-relevance places), hence the symbolic belasiwill be calledpore-TRPs
The following pre-TRPs represent four sorts of turn-takaogistraints from the utter-
ance so far:

e pPTRP: projects afree TRP, in which anybody is free to start to speak and take
the floor. It means that the utterance so far does not poseestictions on
turn-taking, but it is also not clear (so far) whether thead@e is continuing to
talk or not. This is the most general and most common casgqtiiag what is
generally referred as ‘TRP’. The following pre-TRPs arecsfiecases.

e SELECT(X): rather than a free TRP, the utterance sosfalectsa specific party
to speak next, as in e.g. an addressed question. When thengtteends—which
may not benow, as we will see later—, the floor is transferred to that selgct
party, who is then obliged to speak. Any silent interval Lintspeaks is heard
as hesitation in his or her already-granted ‘turn’. Thisdngbur then is not so
much turn-taking, but turn-selecting.

e Any?: this is a variation of selecting-next in that not a specifetp is selected,
but in factanyone as in questions of the type “Anybody ...?". In reality, it is
actually more a variation ofpTRP additionally encouraginganyone to speak,
and further implying that its producer isot continuing after the utterance—
which may not necessarily b®w, too, as we will see later.

1Behaviour names are defined as 4-character ‘codes’ for ngaitgling in the simulation, as they
represent short pieces of time. In line with thBELECT(X) is actuallyshownin the simulation just
as the 4-character name of the agent being selected: sa,AgtB’, ‘Anna’, ‘Paul’, etc. Some
examples are in chapter 5 and §4.1.7.
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e More: the utterance so far conveys thabreis to come and that the speaker
Is continuing to speak to realize it. The (free) TRP is ‘postgd’ in what is to
become a multi-utterance turn, discouraging any intevadiut for backchannels
like “uh huh” (feedback or continuers). The notion of ‘incplateness’ thus can
come from the syntax, semantics and/or pragmatics of tieeauite so far.

These four behaviours is what characterises this modelroftaking: the assumption
of explicit signalsof possible utterance completion given off unambiguoumshthe
speaker As such, listeners do not identify the places of transtielevance (TRPS)
independently or variably in accordance with their own widiial interests, knowledge
and attention, which is a significant simplification fromlrga

Lastly there is backchannel feedback. These are shortottes givenn the back-
groundand in response to the main talk that generally function egldack, conveying
yes-or-no acknowledgement and possibly some measagreémentlf there is more
than that to the utterance, then it is probably agreemetaweld by talk in turn that
carries on the discussion. Backchannels, on the other llanaiot ‘carry on’ the dis-
cussion, relating only to the good of the communication.

The following two behaviours are feedback as such. Since the be of variable
length, one or more of theamebehaviour will form the whole vocalization. They can
be positive or negative, with the latter characterised bglaigation on the current or
recently finished speaker to address the problem raiseti§tht restart or interrupt
the current talk):

e uhuh: positive feedback, like “uh huh”, “mm?”, “I see”, “yeah”, Hat's right”,
and so forth, acknowledging at least understanding andilpgssgyreement to
some extent. In a multi-utterance turn, they can represaminuersignals that
encourage the speaker to proceed with his or her talk. Buablose listed re-
sponses are clearly not only or always used as feedback. arbeyot, for exam-
ple, when answering confirmatory or yes-or-no questionsn they are normal
turn talk that ‘carries on’ the discussion.

e huh?: negative feedback such as “huh?”, “sorry?”, “who!”, “rig&’, calling
upon the (recent) speaker to continue talking but to addhesgroblem of hear-
ing, understanding or non-agreement (doubt) that wasdaise a turn-taking
sense one could think of them as ‘selecting’ the currentlggrda continue talk-
ing. As such are also other reactions that feed back to thekepand potentially
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change his or her course of talk, such as exclamations likedad!” and “no
way!” that, yet apparently agreeing with the speaker, magoarage a further
confirmation or elaboration on what was said. But these uarmther sorts of
feedback will not be distinguished here.

The length of time each behaviour represents is determipadjiobal parameter of the
simulation. Thus, all lengths in the model are defined in sdspso that the change
in that parameter affects theumberof behaviours that would form each utterance,
backchannel and silence.

This global parameter (cycle-time) determines the graitylaf the simulation. The
smaller the value the lengthier the simulation, and vicesae A good default is a
setting of 0.2s, because the smallest response times tabkan measured in taking
turns and in perceiving interval significance are around kkagth. Smaller values
would provide even finer (albeit lengthier) simulations,esmas greater ones would
result in shorter but ‘coarser’ representations of disiurss

4.1.1 Mid-utterance talk

When an agent decides to speak, it begins an utterancetalith’; having determined
its length and the turn-takingort which will come as the pre-TRP at the end. In a
simulation without contents, this replaces the actual g’ or initial concept of
what a real conversant would have to say when beginning @naunite formulation.

If there is no other talk, the starting agent is taken as tlealsgr having the floor.
It continues outputtingtalk * for the length of the utterance, possibly leaving silent
hesitations (- ) or voiced hesitations and speech disfluendies () like self-repairs
midway through (Carletta et al. 1993). For example:

utterance
Agent A: talk talk ta- talk - - talk talk

An example of a hesitant utterance comes from Sacks et &4(197025:

J: Ohyou know, Mittie- Godon, eh- Godon, Mittie’s huwand died.

2Examples are reproduced here with the original transanipiin this case, from Sacks et al. (1974),
where: punctuation indicates intonation, not grammafigadtion (*,’ for partial falling tone, ‘.’ for final
falling tone, *?’ for rising tone, and ‘" for rising-fallig); underlining is emphasis in pitch or loudness;
colons prolong syllables; dashes are self-interruptidenses are indicated with lengths in parentheses;
and brackets mark simultaneous talk.
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Hesitations are relevant for turn-taking because they ead to listener interaction.
And in conversation where listeners may be distracted bgraat events, hesitations
can function to gather attention (Goodwin 1981). Backcletstike “uh huh” may
be reponded as well, as a sort of automatic ‘go on’ incenteafinuer). And if the
hesitation persists for too long, listeners may decide &aktointerrupt), such as in
Sacks et al. (1974, p.704):

Claire:  So then we were worse o- 'n she an’ she went down four,
(0.5) but uhm (1.5)

Claire: Uh-

Chloe: Well then it was hefault Claire,

Although one may think intuitively that silent hesitatiowsuld lead to interruption
more often than voiced hesitations or speech disfluencigsr @ll, the speaker is
silent), this model does not assume any such distinctionsjge main assumption
it makes is that the decision toterrupt at hesitations (silent or voiced) is taken dif-
ferently from the decision to talk at TRPs, at normal turkittg. The interruption is
made to be less likely to occur, and only after some repeagsitdtion.

4.1.2 Mid-utterance TRPs

The simulated utterance given above by agent A, howevers igedincomplete in

syntax, semantics, and intonation: it is stillamfoldingutterance. It is only complete
or partially complete when a pre-TRP representing a possitierace completion is
produced. Listener agents thus wait for this signal to mayedscision.

But a possible completion is no guarantee that it is indeecetid of the utterance. It
is apossiblecompletion: listeners cannot know yet for sure just at thahmant. For
all they know the speaker could be finishing there, so (in casewants to speak) one
can either decide to speak immediately in the hope of maksrg@oth turn transition,
or wait (politely) to see if the speaker is going to stop tatki Generally, participants
intending to speak attempt to take the turn as soon as pegdigbending on the level
of interest in the discussion) because ‘first-starter detsurn’ (Sacks et al. 1974). As
in this example from Sacks et al. (1974, p.721) in which Jaie to speak at possible
completions in Penny’s utterance:
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Penny: An’the factis I- is- | jus’ thought it was so kind of ptd
| didn’ even say anythingvhen | came ho:me.
Janet: |Y- Eh-

So this model assumes that utterances can have, or listeo@gnisejntermediary
points of possible completion besides completion at theitlse Hence pre-TRPs are
generated in the middle of the utterance as well, projecliRgs not only at the silent
interval when the speaker stops after an utterance, butreise middle of talk when he
or she isnot stopping. With the simple behaviours here, the only disimctherefore
comes from what happerasterwards intermediary TRPs are followed immediately
by ‘talk ’ whereas the last pre-TRP is followed by silence or ‘finighialk’ (84.1.4).

Listeners can then give feedback or attempt to take a turavaydhrough the utterance
if they do not wait for the speaker to finish. An example wittermediary feedback
(the more common case) is below. A listener response to amnmetdiary TRP may
represent reaction to a partial uptake auesof ‘where the speaker is going’ with it.
In starting to speak in the middle of an utterance (a midthetsand successfully over-
taking the speaker (another form of interruption), one maydipping redundancy’,

or wanting to ‘shut down’ the speaker (Orestrom 1983), dvasg plainly impatient

and impolite.

Agent A: talk talk ta- talk pTRP talk talk talk talk
AgentB: - - - - - uhuh uhuh - -

4.1.3 Simultaneous talk

If one or more participants start to speak simultaneouslgt an intermediary possible
completion in the ongoing utterace, there will be simultaretalk. It needs to be
resolved by those involved: either it is terminated quicklyone or more speakers
stopping soon after, or it goes longer resulting in whollgdapped utterances.

In the first case, either a starting speaker stopdais-startor the already established
speaker stops short of finishing the utterance: he or sheheasuit-off In the follow-
ing excerpt from a 5-person discussion (Fay 2000, p3,9Bgre are two episodes of
simultaneous talk:

3The original transcription here is very sparse, but dastiksreean self-interruption (cut-off), and
the asterisks«( ) are unrecognized syllables.
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5: What about the fact that other students probably plagpaand
don’t get caught though

Yeah it is quite important

Yeah that is quite, quite high up as well because | mean-

R W ho

He’s just been unluckyto * *x, he was unlucky that-
It was he just got unlucky there to get...

In the first, participants 3 and 4 start together, and 4 isrinpged without overlap

when 3 starts to speak at an intermediary point in her uteeraBoon after, 4 restarts
again at the first intermediary point in 3's utterance and twtr off, regaining the turn
by the same measure—a common pattern (Orestrom 1983, ISH2P0).

In the case of a more protracted simultaneity leading to nowexlapped utterances,
usually one or more contenders try to outspeak the other pp&ing a more compet-
itive tone, ‘stepping-up’ their talk: speaking louder amdiaster or slower, stretching
out syllables. This ‘step-up’ is represented in the follegviranscripted conversation
(Schegloff 2000, p.9) with capital letters:

James: Butdis [person thelDIT,

Vic: [If | see the person,

James: -1S GOT TUH BE:: hh taken care of. Yknow
what [| mean,

Vic: [Well Ja:mes, [if | see duh person=

James: [Yeh right. e(hh) !e(hh)!

In the simulation, this is represented wiffALK, that expresses no intention to give
up the turn, unless of course the other or others also ‘spepheir talk too. To keep
a simple set of behaviours, there is i@ ' equivalentto ta- . The latter is used
as well for all cases of hitches and disfluencies that occusimultaneous talk too
(such as cyclic self-interruption and repetition). A poésisimulation of extended
simultaneous talk could be:

Agent A: .. talk pTRP talk ta- TALK TALK ta- TALK talk
Agent B: - - talk talk talk TALK ta-

Apart from backchannel behaviours, there is no other diitn between ‘main’ talk
and ‘background’ talk such aasidesor other feedback that just repeats or rephrases
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part of what was said (Orestrom 1983). So these are not resed here. Any other
background talk is then considered simultaneous talk asdlved in the same way.
More examples are given in chapter 5.

4.1.4 End of utterance and speaker transitions

When completing an utterance, the agent outputs the preti&Hm has decided at the
beginning. It may then stop speaking, still talk for a short while before stopping.
This ‘tail’ of finishing talkrepresents the “addition of optional elements which can
specifically go after first possible completion, withoutentling continuation” (Sacks
etal. 1974, p.707), such as terms of address and etiquette oompletion of syntactic
requirements superfluous to utterance uptake. These areesoaf overlap at turn
transitions, for example (Sacks et al. 1974, slightly medifirom p.702):

Desk: What is your last nan’[@.orraine.

Caller: Dinnis.( )It's Dinnis.

Another case resulting from variation in the articulatidntloe projected end of the
utterance is exemplified by this almost smooth transitidmctvis in reality overlapped
by the stretching in “me” (Sacks et al. 1974, p.707):

B: Well it wasn't me|::
A:

No, but you know who it was.

Finishing talk is identifiable by the semantics, intonatsomd its reduced pitch and/or
loudness. It is evident that listeners most of the time ddaia it as ‘continuing talk’,
So it cannot be represented with the simple behaviours #wuddfined: having the
same talk ’to follow the last pre-TRP as finishing talk would make it istithguish-
able from continuing talk. Then a different representaismeéeded, lest a starting
agent take it as such and stop its utterance beginning justariapping a finishing
utterance.

So a different ‘talk’ (al _) represents the different sort of talk that is ‘finishingktal
preventing any confusion. Agents thus distinguish midalié finishing talk and re-
act appropriately: taking the former as simultaneous tatkignoring the latter. This
‘tail’ of finishing talk at the end of utterances, additionalk coming after last pro-
jected completion, is assumed to vary in length between 10d10e6 of a second. An
overlapped end-of-utterance transition would then loakesihing like this:



Chapter 4. The modelling of turn-taking 87

turn
Agent A: ... talk talk pTRP tal _ tal

Agent B: - - - talk talk talk talk
turn

But not all utterances have a ‘tail’ of finishing talk. Manyderght at the projectable
completion; in the simulation, at the pre-TRP. These wouwtatlow for turn-taking
overlap, but rather for smooth transitionattheg if an agent decides to speak imme-
diately after the pre-TRP, such as:
turn
Agent A: ... talk talk fglk pTRP - -

Agent B: - - - - talk talk
turn

On the other hand, if the agent wanting to talk waits for theeder to stop in order to
start, there will be a one-cycle silent da@vhether there is finishing talk or not):

wm gap
AgentA: ~.. tak talk pTRP tal _~—=—- -
Agent B: - - - - - talk talk

turn

A similar transition occurs when the agent decidesto talk just after the pre-TRP, but
later when the speaker has stopped (leaving a free TRP) dutlpdas yet started. In
this case the gap will be of two or more cycles of silence, nstpne. The assumption
is that such conversants would always skater necessarily than those who decide to
speakat the pre-TRP but wait for the speaker to stop. They have natddddo speak
on the uptake of the utterance, so they do not react as readilyend. Actually, they
do notreactto the end of talk, but to the ensuing silence (‘nobody isitaj after
coming up with something to say, so it is reasonable that timest be later if starting.

It is assumed that this can engender a temporary monitaaipsgl at the split-second
of thinking up what to say before actually saying it. So thede decide to start
because ‘nobody is talking’ may find themselves thereiseg®nd startersstarting to
speak one cycle after someone else has already started. HAiyens afterwards is
simultaneous talk, to be resolved accordingly; for example

4Note how the cycle-time then determines the agents’ resptimes directly.
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Agent A: .. .talk talk pTRP - - - - -
Agent B: - - - - talk talk ta-
Agent C: - - - - - talk TALK TALK

This is achieved in the simulation by making the internalestd ‘nobody is talking’ to
be updated with the latest (previous cycle’s) input caftgr the decision to talk in any
cycle. So the state reflects the reality not of the last cymléthe previous one, prior
to the last. And that is precisely how such starting agenlisalviays be at least one
cycle late than those waiting for the speaker to stop (algtuahiting for any silence),
and would only speak at least two cycles after the speakpsstbhis will be clearer
in the first detailed procedures (84.4.2).

In contrast, agents that decided to speak but are waitindpéospeaker to stop will not

start if somebody else takes the turn first. They are waitimgfy silence in order to

start, so they monitor the latest input before acting. Sappgly, they have a concept
of what to say already, and are just looking to start ‘in theacl

4.1.5 TRP pauses

When finishing an utterance, the speaker decides whethaniisAo continue talking if
thesortof utterance is the genergTRP. If it was ‘More’, of course ones continuing;
and if it is SELECT(X) or ‘Any?’, one is not. If continuing, the agent starts another
utterance after a variable short pause, provided nobodystdsts first.

This is atransition-relevant pauseor simply a pause. It is assumed that the mean
length of such pauses between utterances of the same speakeharacteristic of
each one: so some conversants may pause longer than othgemdral. Each agent
has an attribute (84.2.2) indicating this mean length.

Procedurally, agents make a pause after each utteranspentve of whether they
decide to continue or not. As they are one-cycle reactiveraata, if they did not
pause whemot continuing to talk they might decide to speak again dumblyhia
nextcycle just after having relinquished speakership. Thislddefeat the purpose of
deciding whether to continue talking at the end of each aittee. The obligatory pause
when not continuing is thus a sort of ‘time off’ interval toast immediate restarting.
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Having decided to continue and while nobody has startedealsph the mean time,
the agent starts another utterance after the pause, hetarelang its turn at talk. This
represents the situation of one finishing an utterance acididg one has more things
to say, which the just-finished utterance was just a part. gdwese is then to catch
one’s breath and monitor uptake.

A different situation altogether (in the simulation and eality) is when the speaker
doesnotintend to continue, then stops, but nobody speaks theredftier the ‘time
off’ pause, if still nobody is speaking, that agent (actyalferybody) can start to talk.
If the same speaker restarts, it is be because nobody spbiah sometimes signify,
like negative feedback, that the utterance was not well istded or that listeners are
waiting for more to clarify. Whether or not this happens, thsulting silence is then
what Sacks et al. (1974) calledapse not a pause or a silent gap.

4.1.6 Definition of utterance

Now is a good time to summarise what | am calluiterance It is theunit of talk of
the speakers in this simulation, and of the modtli:m-makingcomponent. Various
utterance definitions were discussed by Traum and Heemd&6)1Mine was also
proposed or used by Nakajima and Allen (1993), Takagi antaihi (1996), Ferrer
et al. (2002).

A speaker agent starts setting itself to produce one uttera@efore pausing and de-
ciding whether to continue. Midway through it, hesitatid¢agent or voiced) and in-
termediary points of possible completigpilfRP) can occur. The utterance ends with
a completion point signalled by one of the pre-TRPs and aiooait short ‘tail’ of
clearly finishing talk fal _). It is then followed by silent behaviours representing a
TRP pause. If the agent has decided to continue and nobo#g fperetofore, it starts
another utterance after the pause.

So, an utterance is a burst of uninterrupted talk, or if wesaer hesitations, uninter-
ruptedengagement in talkinglt represents anything from a mumble to one or more
words, phrases, clauses and even sentences without pbaeteaen. As it may have
intermediary points of possible completion, one utteraza®actually contain several
TRPs, and thus be formed up of several TCUs, turn-constnuctnits (Sacks et al.
1974). In summary:
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...falk ta- talk pTRP  talk ta- - talk talk pTRP
. TCU TCU )
utterance

And as a speaker may continue producing utterances whiledyoélse speaks,tarn
can thus be formed up of several utterances, or possibly avémcomplete one if the
speaker is interrupted and cut-off midway through. An exknop the first:

.--talk talk talk pTRP tal - - tak talk talk
utterance TRP pause utterance
turn

In a sense, the whole thing only gets complicated when dilesitations are included.
As they ‘break up’ talk, one could argue that, actually, esetuence of talk bounded
by silence (even though incomplete) would be an ‘utteraifcehe would only dis-
tinguish talk from silence. So the point here is that | takenaince to incorporate the
concept of azompleted messadellowed by pause, whichanbe interspersed with si-
lence that is, then, hesitation. And none of these sileringgé middle’ of talk—and
other hesitation as weltg- )—is a normal turn-taking locus, a TRP. Although they
canlead to speaker transition, that is a different turn-taldiegision, with a different
probability, to which | am referring to as (a type afterruption

utterance
..talk pTRP talk talk - _ - talk talk pTRP - _ -
—
hesitation TRP pause

4.1.7 Pre-TRPs

The four pre-TRP behaviours signal (project) the possiblagletion of four sorts of
utterancewith regards to turn-taking That is, in consequence of the contents of the
utterance so far, four constraints emerge to subsequentakmg—to the overall in-
teraction actually—as shown in table 4.1. How the agentsentiaé different decisions
to talk in these cases is described later (84.4.5). Here aneynly outlined. In re-
ality, a wider and finer range of obligations from the infifyteariable contents and
contexts of talk may probably exist, but hopefully theserftypes are representative
generalizations.
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Table 4.1: The four pre-TRPs: constraints to turn-taking.

pTRP: allow turn-taking SELECT(X) : disallow turn-taking

More: discourage turn-taking Any?: encourage turn-taking

The first type PTRP) is the normal, free turn-taking. Most of the intermedianirgs
of possible completion in the utterances are of this type(vath exception for what
is described in the next subsection). It projects TRPs witltonstraint as to who is
allowed to speak. The only constraint then is who actualintsto speak and whether
it is appropriate or polite to do so at that point. That somgsgade completions would
actually be stronger points of turn-taking than others—aose of subtle differences in
semantics, intonation and paralanguistic features ofatke-tcannot represented with
the simple behaviours here.

The second typeSELECT(X) ) represents the completion of utterances constructed with
a ‘select-next’ technique as described in chapter 2. Thasdnvolve for example a
guestion whose addressee is indicated by gaze, or exgitieasing such as in Sacks
et al. (1974, slightly modified from p.717):

Sharon: Oscar did you work for somebody before?
Oscar:  (0.5) Yeh, many many. (3.0) Canned Heat for a year.

Here the selected party responds after a brief pause, asépauen more before a sec-
ond utterance. The turn-taking would be like this in the datian (without matching
lengths precisely):

turm hesitation
AgentA: ".. talk tak AgtC T —
Agent C: - - - - - tak talk
turn

Although a party is selected and so in theory that party isvgdully constrained’ to
speak, it actually may not end up speaking at all after bestecsed. If it hesitates for
too long, others can start to speak and take the turn ins@aidl am assuming here
thatat the first momenafter the completion of the utterance, the floor and ‘oblayat
to speak are with that selected party. Only if he or she so@s ahwt start talking

SExcept for the party thus selected.
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coherently (without hesitation) is that others may barge-athough they may do it
anyway if for some reason they want to speak before the othes.d

This might seem the same kind of interruption as when thekgpes hesitating mid-
way through an utterance—atfter all, in both cases the spaskesitating—, but in
fact it is not. One is not in the ‘middle of talk’ here, in theddie of an incomplete
utterance. Instead, a party was selected but has not acttiatted speaking: it is hes-
itating. So the selecting-of-next is quite alright a TRP s#ionmediateurn-taking is
not free. As it turns out that the selected party hesitatésenbecomes lika TRP in
which the speaker is pausing between utterances, as he basmot yet started.

The decision to speak in such a case is then the same as irsfisigeen utterances,
once it is recognizethe selected party is hesitating. This is covered in theguares
for hesitation and interruption (84.4.6). Of course, nefested participants in reality
may not have anything to say, as it might be something that @ selected party
would know or would be able to answer adequately anyway,Haitis not something
the present simple simulation without contents of talk camrise.

The third type Any?) is similar to selection-of-next, except that no specifictypas
targeted, like in questions-to-all of the type “Has anybsdgn that movie?”. This
type of utterance can only occur in multi-party talk (with reghan two participants)
wherein a distinction is possible betweameother and ‘the others’. It can elicit a flood
of simultaneous talk, or what Edelsky (1981) described ampgurarently collaborative
free-for-alltype of floor, such as (p.386):

Rafe: OK, let’s talk about Tuesday.

Len: Well-

Carole: OK, Tuesday-

Sally: As long as we're out by four. ..

In the simulation, it would be something like this:

Agent A: .. talk tak Any? - - -
Agent B: - - - talk talk pTRP
Agent C: - - - talk talk TALK

As with selection-of-next, it does not necessarily entzltteveryone will always start
to speak forthwith; in the simulation, it is moli&ely that someone (anyone) will. So
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the decision to talk has to be different than the normal taking pTRP). But as de-
cisions are based on probabilities, it may still happen tiobiody speaks immediately
though, resulting in gapseof silence in the discussion.

Note finally that TRPs of the sort oAhy?” and SELECT(X) cannot be followed in nor-
mal circumstances by positive feedback. As the speakerpikcély relinquishingthe
floor, continuer signals would not make sense then (thougisa®w of understanding
or agreement they eventually might).

4.1.8 Not stopping when yielding the floor

The two turn-yielding pre-TRPSSELECT(X) and ‘Any?’) entail that the speaker is
going to stop speaking at some point. But it may not perfoecedw, at that pre-TRP.
Rather, the speaker may continue to talk for a while with@utge, usually to justify or
clarify the request (82.2.2). Examples, the first from Poared Martello (1986, p.34):

Have you seen Mike, Jane? | want him to help me move the piano.
Anybody seen my hat? | couldn’t find it anywhere.

The second sentences in each of these utterances if spokehtbeir contexts would
not probably be turn-yielding. But they come after a turalging possible completion
of the utteranc®in which the speaker did not stop and allow the selected party
anybody, to talk. It is as if the turn-yielding TRP is herdwitostponednwards, until
the speaker finally stops to allow the turn transition to tpleee.

But this only occurs if the subsequent turn-unit or units &L in the utterance are
‘neutral’ in that regard, so that they get overriden by thetponed turn-yielding. Be-
cause, although unusually, they could further change tieeatce’s intention and turn-
taking constraints completely, as in these (admitedlyred) examples:

Have you seen Mike, Jane? Ignore him because blah blah blah ..
Anybody seen my hat? | don’t want it anymore, and blah blah ...

In any case of course, the affected agents can still decidpdak right at that TRP

without waiting to see if the speaker will stop. What happtrenceforth is simulta-

neous talk to be resolved as usual. But if they decide to waiead, they could face a
different prospect later on (if the turn-yielding mode iseesed).

6Note there are no pauses between the sentences, so thegrferrtierance.
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Long utterances such as those above may actually be catestrucmultiple units,
each one formulated on its own. But when and while the spdakemore things to
say from the ‘initial concept’ of the utterance, he or she rgayover to the next unit
immediately without pausing to discourage any potentiartaking.

In this model, the turn-yielding sort is determined ‘for thiéerance’ at its beginning,
and output at its end. Intermediary pre-TRPs springing ugnénmiddle, if any, are
meant to represent unintentional possible completiontpdirat listeners may recog-
nize, and are normallypTRP. At any of these points, however, the agent may decide
to revealthe turn-yielding sort in advance, to emulate the exampdese This would
not preclude it from being output at the end too as normalefweasent the neutral
last completion point that is then overriden, to represbatfirst example pair in this
subsection. It would be like this:
mid-point turn-yielding utterance
Agent A: .. talk talk talk AgtB talk talk tak tak AgtB

And whenever the turn-yielding pre-TRP is output in advaitoean be changed (in a

fixed low probability) to reflect the kinds of ‘changes of heaf the second example
pair above. In the simulation:

mid-point turn-yielding unit only

Agent A: .. talk talk talk AgtB talk talk tak tak PTRP

These cases in this simple model, as with the TRPs themsalkeesignalled unam-
biguously by the speaker and as such are not subject todispegriable) interpretation.

419 More-to-come

The last type of pre-TRPMore) represents a variety of cases of which those shown
here are but a part. It signals TRPs where turn-taking isotdisged because the
utterance so far indicates thareis to come. So the speaker is continuing to talk to
convey it. One possibility involves grammatically incorag@ utterances, lacking for
example the direct object or the main part of a subordinatadse. Selting (2000)
gives examples af-then, when-therand other constructions such as this (p.506):

Ida: ... either (0.7) live at home and work for a car
Nat: mhm.
Ida: or live here and work for a flat.
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Another subordinated construction broken up in two utteegrcould be:

A: Although | agree that the process should continue
B: yeah.
A: (0.5) Ithink that ...

Which in the simulation would be represented somethingthis

Agent A: .. .talk talk More - - talk talk
Agent B: - - - uhuh - - -

Again, it does not follow necessarily that no one would evartso speak and interrupt
more talk to come by the speaker. Merely that such utterangalying more-to-come
would discouragedurn-taking, as it is evident the speaker is continuing bo. t80 it is

a matter of politeness versus one’s eagerness to talk. Tdiga®whether to speak is
then one ofnterruptionin the same way as in hesitation; in both cases it is clear the
speaker has the floor andeagagedn talking. Therefore, the two are determined the
same way in the simulation.

Another possibility is when the speaker is explicitly pidjag or proposing some form
of extended talk in a multi-unit turn by devices such as ‘fosall, (Schegloff 1982)
or other list-initiating methods:

A: There are three things you have to know. (0.5)
B: mm.
A: Oneis...

Or story prefaces (Sacks 1974) in which the whole utterasdevoted on doing the
projecting of more-to-come, of multiple utterances in ateexled turn:

A You won't believe what happened to me yesterday!
B What.

A: | was walking in the park as always.Then ...

B: Tmm hm.

This model aims to represent only the local immediate mamage of turn-taking:
only what happensextat each possible completion point. The latter examples; how
ever, evidence the existence of higher levels of turn-ation (actually, discourse)
obligations characterized by specific types of dialogudarges and conventionalized
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sequences. These involve not only tlextturn, but further turns as being projected or
‘appointed’ afterwards as well, in a higher-level struatgrof the discourse.

Cases like story prefaces or preliminaries such as ‘Can yasla question’ (Schegloff
1980), instead of projecting a single (possibly multi-tdatece) turn, entail a multi-
turn sequence in which a listener or listeners are allowed tuwractept or reject the
‘proposal’ with the understanding that the floor will comeckdo the requester for
continuation or other replying. Coming from other systemsale the turn-taking
system (i.e. discourse and dialogue moves or exchanges)ettpand the local turn-
order bias of A-B-A unto A-[any or all of the others takingmgrto reply]-A in groups.
Though it affects speaking order, this is out of the scopéigfrnodel to systematize.

4.1.10 Backchannel feedback

A listening agent only decides to give backchannel feedbdwnnot wanting to talk
at a pre-TRP, or when deciding to wait for the speaker to findsid then only if it is
appropriate: positive feedback after turn-yielding pfePs SELECT(X) or Any?), as
argued earlier, is not. Giving feedback is thus a strong #ighone does not want to
talk, since the best opportunity for it is being skipped. Uiglo one could still start at
the next cycle after the feedback, if there is silence, askesriosing the opportunity to
whoever may decide to speak immediately at the TRP.

If giving feedback, the agent makes two further decisionbetier todelayits vo-
calization, and whether it will be positive or negative. Themer is decided on the
inverse likelihood of giving feedback in the first placaly if the agent does not want
to talk. The assumption is that the more likely someone iswihg feedback, the more
likely it will be prompt and not delayed. And if the agent waut talk and is waiting
for the speaker to stop, a possible feedback there must Inegbrd he latter decision
is (randomly) biased by a fixed probability: for example, aidge feedback on 10% of
the time (the default). This is taken from a global parametéhe simulation, as it is
not something relevant and characteristic enough to betaréganattribute, of each
participant (see next section).

‘Delaying’ feedback means actually starting to output duard an assumed range of
0.2s to 0.8s later (maybe too narrow a range). This simulaked, it is also assumed,
happens in reality: that feedback does not always come &gttie point of uptake
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that triggers it, but lags depending on the listener’s raspetime of attention, interest,
understanding of the utterance, and so forth—otherwisdéeatiback would be unis-

sonous. So, without ‘buffering’ input to carry the TRP stater to subsequent agent
activations (cycles) in order to represent the participadiffering response-times, a
variable delay is simulated instead. For example:

Agent A: talk talk pTRP talk talk talk talk pTRP -
AgentB: - - - - uhuh uhuh -
AgentC: - - - uhuh - - -

Moreover, the backchannel is assumed to vary in length tWe2s and 0.6s, so it is
one or more ofuhuh’ or *huh?’ in sequence that forms the whole vocalization.

Regarding theiresults positive feedback is for now generated only for the sake of
simulating it, because the agents do not ‘interpret’ theamiynway. Negative feedback,
on the other hand, has to be responded to by the approprieéesp This feedback is
much like a short select-next utterance that happens totsbkevery speaker to whom

it is obviously a reaction, as Sacks et al. (1974) pointed ®2it1.2).

But therein lies a difficulty for a representation of talk tlt@es not involve meaning
and visual clues (such as gaze) to identdywhoma “huh?” is ‘obviously’ intended,
aggravated by the possibility that it may be delayed. Moentbne agent may be
speaking at the same time: there is no way then to identifynorwit is intended. The
speaker may or may not continue to talk after that pre-TRRef@tmay have started to
speak then. And finally it is only at trend of the vocalization, some cycles later, that
the speaker of that earlier pre-TRP has to react to it.

Most of these problems are dealt with in the model by everyledistering who is
the speaker at every pre-TRP. This is later remembered wigebackchannel is com-
pleted (84.4.3). Of course, a problem still remains thattiple speakers will mark
themselves as speaking and would later all react to the inegaedback. But this
cannot be solved without contents of talk and agents capdtderring intention, to
whom it was intended. Lastly, in case the identified agentéady speaking (i.e. con-
tinuing), it hesitates briefly before starting a new utteeim response to the feedback
(so we can recognise it as well):

Agent A: .. talk pTRP talk talk talk talk - talk talk
AgentB: - - - huh? huh? - -
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Example from Sacks et al. (1974, p.708):

Roger: Are you just agreeing because you fegbu wanna uh-
Jim: Hm?

Roger: You just agreeing?

4.2 Attributes

Decisions in conversation such as whether to talk at a cep@int, continue talking
or to give feedback are external to the system of turn-takimpey depend on the
contents of the conversation and personal reasons of thigipants at the various
points in the interaction. As such, they are associated thigthigher-level ‘cognitive
systems’ such as the language and dialogue processingjmigaf goals and agendas,
emotional states, and so forth. These systems make use wwHevel turn-taking
systematics as a means to coordinate the interaction, teege of talk.

For example, agreeing or disagreeing with what was saidawaniy more to say about
the topic, are clear reasons for deciding to talk, or to carditalking at a certain point.
Psychologically, decisions also involve other variabkdatedto whomone is talking:
acquaintanceship, liking and empathy, status, genderagadf the interactants and
so forth (Dabbs and Ruback 1987). Although it is arguablettiese do have an effect
on turn-taking (e.g. on the A&ERNESSparameter)—and | do not deny them, indeed
| am acknowledging their interdependency—, they noneisedee way outside of the
scope of the turn-taking system.

As such, they fall out of the scope of this model as well. It waended to gener-

alize the turn-taking systematics and issues closelye@l#d it so as not to depend
on specific contents of talk and real participants. The &visection has precisely
described the behaviours that represent this interadt{tura-taking) level.

In the same vein, conversants in the form of agents of thelation are modelled in
a simpler interactional profile. The agents are defined byt afsattributesthat give
parameters individual to each agent. These parametersaraljlities of their making
the various interactional (turn-taking related) decisiam the simulation. Decisions
are thus random, but biased by the probability containebderappropriate attribute of
each agent, which can then be different from the others.

This concept has two advantages in a strictly analytical ehodFirst, it simulates
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interactants’ decisions in a variable way. Even if agentgelithe same probability in
an attribute, they are not going to make the same decisidrieaatime. They will
have atendencyfor the same decision on average in the long run, but it wotillcog
reasonably variable. Second, the attributes provide a Waytining theinteractive
profile of participants and groups in discussion, which might béul$er investigators
of group process and their dynamics.

For example, one attribute ALKATIVENESS, gives the probability of an agent wanting
to talk at each TRP. With it one can model a participant thdtighly talkative (a
‘leader’) or less talkative, perhaps less involved or iested in the discussion. The
whole group can be made more or less participative, withviddals standing out as
either. Individual and group profiles can be simulated iis thay, and probabilities
could be taken from the statistics of a real discussion toogiyce its dynamics.

Probabilities are real numbers in the range [0,1]: for exiamna value of 0.3 for an
agent’s RLKATIVENESS means that it would want to talk 30% of the time at each
TRP. The greater the value the more likely that the agentmalke the decision each
time and the more frequently that it will be made overall. Yohe attribute does not
hold probabilities, but a time length in seconds: BRBING, the mean length of TRP
pauses (between utterances).

Some attributes relate to listener decisions, or decisams®ciated withurn-taking
Others relate to speaking characteristics, thereforegtuttm-makingsimulation. Ta-
ble 4.2 summarizes the attributes of the model.

4.2.1 Turn-taking attributes

Attributes associated with listening decisions that shthpdgurn-taking process:

e TALKATIVENESS: likelihood of wanting to talk at a free TRPTRP). In the case
of ‘Any?’, * More’ or at hesitations, this is modified byAEERNESS

e EAGERNESS a general measure dfow muchone wants to talk at any given
moment (when decided to talk). It is the likelihood of stagtto speak forthwith
after the pre-TRP, instead of ‘politely’ waiting for the sier to stop. It is also
part of the decision to talk when interrupting at hesitasion after More’, and
used as amcentiveto talk after Any?’.
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Table 4.2: Turn-taking and turn-making attributes.

TALKATIVENESS likelihood of wanting to talk

EAGERNESS likelihood of interrupting and speaking immediately
FEEDBACK likelihood of giving feedback (positive or negative)
CONFIDENCE likelihood of persisting to speak in simultaneous talk
VERBOSITY likelihood of continuing to talk (and having/ore)
TRPAUSING the mean length of pauses between utterances

INTERACTIVITY likelihood of making intermediary pre-TRPs

HESITATION likelihood of hesitating ta- 'or‘ - )

SELECTIVITY likelihood of making select-next utterances

e FEEDBACK: likelihood of giving backchannel feedback, either positor neg-
ative, and the likelihood that, if giving feedback, it wilelprompt rather than
delayed (so that the more one is inclined in giving feedbdek mhore likely
it will be prompt). In previous work (Padilha and CarlettaD20 2003), the at-
tribute was called ‘Transparency’—changed to make its pseghopefully more,
err, transparent. The likelihood of everyone deciding i@giegative instead of
positive feedback comes from a global parametep (DNNDERSTAND) as men-
tioned previously: it is not something in general intriradlg ‘characteristic’ of
each participant but contingent on a discussion, | suppose.

e CONFIDENCE likelihood of persisting to speak when simultaneouslyhwath-
ers, directed to restore one-at-a-time talk by the indiglcagent decisions of
stopping or continuing to speak individually. It represelmdth a measure of con-
fidence in one’s own talk and (conversely) attention to tiherst while speaking,
whether recognising or ignoring that others are speaking Adso, it is both a
turn-taking decisionwho ends up with the turn) and a turn-making one (how
the utterance goes thereupon). Lastly, the various praesdiescribed in 84.4.4
make use of this attribute in related decisions: whethestigp-up’ talk TALK)
or to hesitatet@- ) in simultaneous talk.
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Let us take a brief look at how these are used. At normal, flREBS—i.e. aftergTRP
and silent intervals that follow it: pauses, not hesitagien listeners decide whether
they want to talk. Each agent'ssTKATIVENESS gives the likelihood of doing so: if
greater than a generated random number between [0,1), tisateis ‘yes’’

If wanting to talk, the agent then decides whether it wantsfloso badly that it will
not wait for the speaker to stop: the likelihood of doing smes from EAGERNESS

If deciding not to speak immediately, the still intendirgspeak agent waits for an
upcoming silence in case the pre-TRP is really the last oleeofitterance—possibly
after a ‘tail’ of finishing talk as previously described (84).

However, those waiting for the speaker to stop may face tissipiity that that pre-
TRP was not the end of the talk after all, but an intermedid®PTIf such is the case,
the agent has then missed its opportunity to speak becawdk‘ibrget’ the previous
intention at the next pre-TRP, deciding anew whether it waattalk. Decisions to
maintain an intention-to-speak across pre-TRPs—the ¢anstruction units (TCUS)
that constitute an utterance—is not taken here. It wouldiredpalancing the impor-
tance to the listener of each of these TCUs—its contents-hdachanging focus of
attention during listening (keep intending to point thahghout, or move on?).

After ‘More’ or when the speaker hesitates continuously for some tingegiecision to
talk (to interrupt) is given by thproductof the agent’s ALKATIVENESS and EAGER-
NESS This is a way to represent decision to talk at ‘less ratifigoints of possible
turn-taking: as probabilities are numbers smaller than treeresult is then a fraction
of the agent’s normal ALKATIVENESS according to its BGERNESS If deciding to
talk at an hesitation, an agent will start immediately ofrseu In the case oMore’,
which only occurs at the end of utterances, the agent deeaslesrmal whether to
speak immediately or wait for the upcoming silence.

If the pre-TRP is Any?’, agents should be more willing to talk than normal, so the
likelihood of the decision is theumof the agent’s ALKATIVENESS and EAGER-
NESS This is a generic representation of how utterances of the #nybody...?’
would increase everyone’s likelihood of talking. It may set®o generic to reflect any
fundamental underlying relationship, but the point of thdgferentsortsof pre-TRPs
(which is the model’s only incursion into the contents okjas to recognize théact

"Decisions involving likelihoods, which are most of the dgens in this simulation, are made in
this manner. | will refer to it as ‘testing’ an attribute (orcambination thereof), particularly in the
procedures: e.g. ‘teStALKATIVENESS to decide to talk’.
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that there are different sorts of turn-taking constraimd that they affect turn-taking
differently. Having decided to speak, the agent also decoteEAGERNESSwWhether
to start immediately or wait for the speaker to stop,Asy/?’ can come in the middle
of the utterance as well, if ‘anticipated’ (84.1.8).

Finally, if one agent is selecte@ELECT(X)), initially only that agent will ‘want’ to
talk. No TALKATIVENESS decision is made. The agent just decides on KsER-
NESS whether to start immediately or wait for the selecting-@eao stop—again
remembering thaBELECT(X) can come in the middle of the utterance if ‘anticipated’.
But when starting to speak, the selected agent further dseithether to pause or hes-
itate instead: since it was granted the floor, it does not ba\guarantee by way of

immediate talk. If it then hesitate too much without contna talk ’, others may

then interrupt by starting to speak.

So, speaking goes in a two-step process here: first it is ddeudhether an agemtants
to talk, then whether istartsimmediately or waits for silence. If its &SERNESSIs

1, itis as if the decision was the simple one-step testaafKRTIVENESS because the
agent will always start promptly. With&ERNESSas 0, the agent would always wait
for the speaker to stop; it would then take less turns at tedk intended because it is
always in disadvantage in the ‘competition to talk’ agamste eager others.

If, however, the agent doe®t want to talk at a pre-TRP, it decides whether to give
backchannel feedback through ite EDBACK attribute. If the pre-TRP isAny?’ or
SELECT(X), only negative feedback is appropriate.

4.2.2 Turn-making attributes

Attributes associated with speaking decisions that affexinaking of the turns:

e VERBOSITY: likelihood of wanting to continue to talk at the end of uéteces of
the pTRP sort. When the speaker decides to continue, it will thenseasup-
posedly) to take breath and monitor reaction before stadimother utterance.
If deciding to continue and nobody has started to speak duha intervening
pause, the agent begins a new utterance. As the floor is glestdblished
there, it may also hesitate before starting: exactly theessitnation (and conse-
guences) as when one is selected to speak. This attribotdetisrmines whether
an utterance will be of theMore’ sort when starting one; if so, the agewill be
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wanting to continue at its end.

e TRPaUSING: not a likelihood, but the mean length of pauses betweeramites
(TRP pauses), allowing ‘characteristic’ pausing by dgfer speakers. Even
when the speaker has decidsatto continue talking it pauses as sort of a ‘time-
off from talking’ to prevent the agent deciding to speak fsér having decided
not to, when out of the speakership state (84.1.5). Actuases should vary
in length around that mean, from at least one cycle (of ctiohe-length) up to
possibly the double of it.

e INTERACTIVITY: likelihood of having intermediary pre-TRPs roughly at leac
two seconds of talk (an assumed interval). Also, the liladithof having a ‘tail’
of finishing talk at the ends of the utterances. So this is asomeesof the ‘oppor-
tunities for interaction’ given off while one is speakinghdmore interactive the
agent, the more likely that at roughly each 2 seconds of talky(ng in each ut-
terance) intermediary pre-TRPs will occur. This means titi@rances are more
(or less) frequently formed up of recognisable turn-carton units (TCUS)
without pause inbetween, rather than longer units.

e HEsSITATION: likelihood of hesitating in the middle of the utterance aeid
TRPs when having the floor already: either when selected @akspr after a
TRP pause when at the point of beginning another utteranbe. décision of
whether to hesitate with - ’ (silence) instead ofta- ' (voiced hesitation or
self-interruption) is made with another ‘test’ on the sartiglaute: the assump-
tion here is that the more likely one is of hesitating, the enltkely it will be
silently (and longer). Note that, in a sense, hesitatiordditeonal ‘interactiv-
ity’, so this is related to the previous attribute.

e SELECTIVITY: likelihood of making a select-next utterance, which medes
ciding aSELECT(X) pre-TRP; the agent to be selected is chosen at random. This
is a less relevant parameter for simulating group discuassiot least because it
can change thgenreof the verbal interaction being created if the likelihoods o
one or more agents are high. If so, the resulting interactionld resemble less
free group discussion (which usually has little or no séhgchext utterances)
and more like a meeting with participants delegating tuonsthers.

When starting to speak, the agent first determines if theafdtte utterance will be
SELECT(X), based on its &LECTIVITY attribute. If not, then it decides foAhy?'—
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only if the group has more than two participants—based onikkieéhood given by a
global parameter (namedsXANYBODY). As with choosing negative over positive
feedback, the frequency of utterances of type ‘Anybody.sems hardly something
intrinsic to each participant, and rather contingent ondregussion. This is what
justifies it being a global parameter instead of an attrilefiteach agent.

When not choosingAny?’, then the agent decides fovlore’ based on half the like-
lihood of VERBOSITY. Otherwise, the sort of the utterance will g@RP. The as-
sumption made here is that the more verbose one is, decidimg aften to continue
to speak, the more likely one’s utterances will be of there’ sort, but in half the
extent of other neutral utterances, which are certainlyenammmon than it. So, for
example, if an agent’s MRBOSITY is 0.6, its More’ utterances will occur 30% of time
and pTRP 70% of time (excluding the portion of turn-yielding utterees). If its &-
LECTIVITY is 0.1 and the global likelihood oAhy?’ also 0.1, thenMore’ utterances
will occur 24% of the whole time, anggTRP 56% of time (also see figure 6.30 in the
evaluation chapter, §6.4).

When starting to speak, thengthof the utterance is also determined. Two possibilities
were considered: a normal distribution with a mean lengthefich agent, or simple
random lengths up to a certain maximum. The first method regueach agent to
have another attribute with the mean length of the uttemitggoduces (say, U'ER-
ANCES?). But it has the advantage of modelling their utterancetleniin a statistically
meaningful way. One can then take the average utterancéhken§participants in a
real discussion as input parameters. And a normal distabwith a high standard
deviation could ensure reasonably ‘realistic’ variation.

If this is not required, however, the second method of jugirgglengths randomly up
to a maximum may be equally valid. It is simpler in that it wouéquire only a global
parameter (say, MX UTTERANCES with the maximum length of everybody’s utter-
ances as a characteristitthe discussianWhat justifies it is that utterance lengths in
a group discussion really cannot seem to be characteribgbdenormal distribution,
even with high standard deviation. They vary so much depgndn the contents of
talk and the various moments and topics of the conversatidependently of partic-
ipants, that it does not seem meaningful to model them on disés lof these partic-
ipants alone, without considering what they are talkinguatamd why: the context,
their knowledge and choice of what to say, syntax used, amhso

8In previous work (Padilha and Carletta 2002, 2003), this th@NTERACTIVITY attribute.
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Table 4.3: Global parameters of the simulation.

CYCLETIME the simulated time of each cycle, in seconds

NOTUNDERSTAND likelihood of choosing negative feedback

ASKANYBODY likelihood of making Any?’ utteraces

MAXUTTERANCES maximum possible length of all utterance

A

(if generating random utterance lenghts)

Moreover, does utterance length matter as far as a turngadystem is concerned?
The answer seems to be only insofar as longer utterancesageithe possibility of
more ‘points of interaction’: more intermediary pre-TRR&ldesitation. Speaking of
which, note that the utterance’s length set at the beginsiogly the ‘intended’ talk, as
the actual utterance may well be extended or cut short by @htors. Hesitations and,
possibly, episodes of simultaneous talk can extend it meagiomd that initial length;
and the speaker can be cut-off short of completing the utterdy others starting to
speak at intermediary TRPs.

4.2.3 Global parameters

For the sake of completeness, the global parameters of tdelrtttat have been men-
tioned in passing throughout the last subsections arelllstee in table 4.3. They are
parameters of theimulationand of the discussion, as opposed to the attributes which
model individual agents.

A few other mean lengths and probabilities which assumedby this model are incor-
porated directly into the procedures (84.4.2 onwards)tlegmean interval of possible
intermediary pre-TRPs, the mean lengths of finishing tadickshannel feedback and
its delays, the mean length of hesitation when having the #iod starting to speak,
and how long to wait before interrupt someone hesitatind,@hers . These are sup-
posed to reflect general speaker characteristics of (alguate culture, not individual
participants or discussions.
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Table 4.4: Agent variables and interactional states.

speaker  the agent is speaking; listening to no one; listening to X

feedback itis the middle of delaying or giving feedback; or not

huhfor the speaker at each pre-TRP: to whdmwh?’ is intended?

wannaTalk (when listening) waiting for silence to start to speak

(when speaking: pausing) decided to continue to talk

hesitate (when listening) count continuous hesitation to interrup

—

(when starting) count hesitation when having the floor

sort (when listening and speaking) teert of pre-TRP

length starting to speak; middle of utterance; finishing; pausing

midTRPs interval of possible intermediary pre-TRPs in this utterac

tail length of the ‘tail’ of finishing talk (between 0.1-0.6s)

pause length of the pause after an utterance (from BEREING)

4.3 Interactional states

There are a number ofiteractional stateghat participants in any talk-in-interaction
go through. These are associated with the various contagtsahes acted out during

the interaction: whether one is talking, listening, giviegdback, pausing, hesitating,
etc. Procedurally, agents in the simulation record theggestin their own internal

variables which are retained (and ‘recovered’) across activatioesary cycle. These

variables, and the interactional states they record, arerarized in table 4.4.

Notwithstanding their strong procedural bias (prefacihg procedures of next sec-
tion), the relevance of (most) the interactional statesukhaot be underrated. No
matter how a system is implemented they will be present inveaye or another—or
at least those related to listening and turn-taking; theseeated with speaking (the
lower half of the table) relate to specific assumptions of thiodel: its structure of
the utterance separated by pauses, the ‘tail’ of finishillg &c. In more complex
conversational systems that would actually have speea®psing and understanding,
these states would be, not explicitly, but implicitly unigierg the high-level control or
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decision modules of the system. The present model only blaees out here.

4.3.1 Listening states

The primary state (or role) in any verbal interaction is ofitsee speakership. A partic-
ipant at any moment is eitherspeakeror alistener. The latter has also been variously
called ‘hearer’ or ‘auditor’ (Duncan 1974). | use ‘listehbecause it more clearly en-
tails that one is involved in the equal-status discussiad, r@ot just auditing what is
being said or overhearing it while doing something else. rEwben nobody speaks,
participants are still actively ‘listening’ (monitoringpr signs of the possible next
speaker or to be able to speak without clashing with anotfaetes. At least in the
restricted scope of this simulation (83.4), there are nalwarers, so agents are all
equal participants, either a speaker or listener at any mome

A listener agent further registers internallywdom if anyone, it is paying attention.
It is plausible that a participant has this internalizedestand gives more focus to that
one speaker than others, as opposed to monitoring all irquélly at every moment
to determine anew to whom to pay attention. Listeners doathysvay, but it is likely
the case that attention already directed to one speakethmritgensory input in second
place. In this model, inpus scanned every cycle, but to check if anybody tdlksides
the currently focused speaker (or itself if speaking). $peakewnariable just registers
this speaker, or a null value (0, as it is an integer) indiatio one. If it is set to the
agent itself, then that agent is speaking.

This concept of directed attention leads to the concepawing the floor Collectively,

a speaker has the floor when having the attention of the ottiexsnore listeners, the
more clearly and surely that one has the floor. Speakerskap iadividual state, but

the floor is a collective, emergent state. When more than geatastarts speaking, it
is possible that some listeners pay attention to one and soeueother. In this case,
there is not one clearly defined floor anymore until a sole lspre@amerges again and
listeners put their attention on that one, which will thewdnghe floor. Note that the

state of ‘no one speaking’ allows to distinguish it from a nemtary silence (a pause or
hesitation) in one’s talk, who may still have the floor, stiinsidered as ‘the speaker’.

When listening, an agent may also decide to give backchdeedback. As it can
be longer than one cycle, a variable is required here to ctimtength, and thereby
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record whether the agent is giving feedback or not. Tdexlbackvariable is set to
the length of the feedback and decremented every cycle; gmwhs 0O, the listener
is not giving feedback. Delayed feedback (84.1.10) is realizexlslame way: first
delay, then when it reaches 0, start the backchannel pritjpesrsimulating the parties’
varying response-times. Another variatit@hfor, registers who is the speaker at every
pre-TRP so everyone identifies to whom a possible negatadbfeck is intended when
it finishes several cycles later (and it can indeedriehlater, since feedback may be
delayed).

A listener’s boolean variablannaTalkrecords if it has decided to talk; if notimmedi-
ately, then the agent is waiting for the speaker to stop,tigrsience. When speaking,
wannaTalkmarks whether the agent has decided to continue talkingothan utter-
ance after the pause. Notice then that the decision whaiteamtinue is takebefore
the speaker pauses, at the last pre-TRP. Why not after tteepau

The TRP pauses are meant to be pauses between utterancesafrtd speaker, and
very short in general (less than a second), just the timeke baeath and monitor
reaction. If one does not have something planned to say whishifig an utterance,
he or she will take longer than that to speak again. Moreosgeakers intending
to continue do employ technigques to retain the floor (as id 8&d 8§2.6) from the

finishing talk onwards to discourage potential turn-claisneSo it is reasonable to
think the decision to continue in such cases is takefiorepausing, when finishing an
utterance.

Listener agents use another varialtiesitate to count the amount of continuous hes-
itation so they know when to decide whether to interrupt i abcertain threshold,
assumed to be 0.8s. The same counter is used when a staggikes@lready having
the floor—when it was selected to speak or is pausing betwierances—decides to
hesitate before talking. The agent then counts a short dgrapdmount of hesitation,

silent or voiced, before actually dointatk

With silent hesitation in the picture, listeners must beeabl contextually distinguish

it from TRP pauses. Thesort variables record the sort of pre-TRP the speaker just
output, but not only for guiding the subsequent turn-talkdegisions. Until someone
starts to talk ' again (not tal "), listeners must know they are in a TRP with the
specific constrains of the indicated sort. For example, heone was selected to
speak, silence thereafter should be taken as part of thiatipant’s turn, not that ‘no
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one is speaking’ so anyone could start. If it Mote’, then listeners are discouraged
to speak until the current speaker resumes talk. Hencesidasifor all the following
cycles after the pre-TRP are restraineddoyt And when someone finally goes on
with ‘talk ’, sort must be cleared so that any subsequent silence #tier * is taken
as hesitation, not a TRP pause.

4.3.2 Speaking states

A speaker in this simulation is in one of the following stasany time: starting an
utterance, middle of the utterance, final pre-TRP, tail akfimg talk, or pausing in

a TRP. Thelengthvariable indicates this; it is set to the utterance lengtlenvh is
started and decremented at evegk' ' and intermediary pre-TRP. When it reaches
0 the speaker outputs the last pre-TRP—also defined at thertyeg and kept in the
sortvariable. Thedengthkeeps indicating that the (bulk of the) utterance has ended
while tail andpauseare respectively set to the (possible) tail of finishing tatkl the
subsequent pause. Thence until the decredsiihgeaches 0 the speaker is finishing
talk; then untilpausereaches 0 the speaker is pausing.

When starting an utterance the agent decides its lesgth,and, if already having the
floor, whether to hesitate. It also defines in another vagidilidTRP$ the interval
with which potential intermediary TRPs will appear in théewaince: a random value
around two seconds. It is at these intervals throughoutttieeaunce that the agent will
‘test’ its INTERACTIVITY attribute in order to have intermediary pre-TRPs.

In the next cycle just after starting, the agent will first ckef it is speaking simul-
taneously with others. A phase of ‘starting talk’ could bsttiguished from ‘middle
of talk’ if starting speakers are to have less confidence iminaing to talk simulta-
neously than those who are already in the middle of talk (s@sctvith a reduction in
their CONFIDENCE), since they would be then second starters or interruptersf a
speaker is continuing with another utterance after a parskfinds itself simultane-
ously with others, it should likely be less ‘confident’ to pist talking simultaneously,
and instead yield the turn to the new speaker(s). Thesessalitkave to be indicated
by other variables described in §4.4.4.
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Figure 4.1: Basic agent procedures.
If | am speaking (internal state):
Talk for the length of an utterance with possible intermediBRPs,
but if someone talks too, decide whether to stop: if so,Histethat one.
At the end of the utterance, signal a TRP and decide whettarttnue,
then ‘tail’ any finishing talk, then pause for a certain time:
if anyone starts to speak then, switch into listening to tmeg.
When finished pausing, if | decided to continue: start a néeramnce;
else, set no one as speaking and switch into listening.
Else, | am listening:
If anyone is talking or starts to talk, listen to that one;
else if | decided to talk earlier: start a new utterance;
else, set no one as speaking then decide whether to talkem.lis
When the speaker reaches a TRP (indicated by a pre-TRP behnjgvi
decide whether to talk: if so, decide to start immediatelyait.

Starting an utterance: determine the utterance length
and the interval of possible intermediary TRPs,
then set myself as the speaker, and talk.

4.4 Procedures

All the agents follow the same procedures at each cycle.thtes attributes and state
variables (detailed in the previous two sections) whicregithem different interac-

tional profiles and transient states. Figure 4.1 presengégargl description of the basic
procedures. A more detailed pseudo-code specifying V@sadnd attributes appears
in 84.4.2, followed by extensions to backchannel feedba@di4.3, simultaneous talk
resolution in 84.4.4, sorts of TRPs in 84.4.5, and hesitatio §84.4.6.

The basic procedures of figure 4.1 describe what is to be guicsimed through several
activations in subsequent cycles, not just in one go: readttien’ therein thus. The
process is serialized across the cycles via the intermesiates held in the variables.
These are consulted at each activation so that agents makextually appropriate
decisions (with their attributes). The procedures are teny much like a decision
tree where the variables, the input from the previous cyotthe attributes drive the
agent to ever more specific branches (contexts) down to tae'lieaf’ wherefrom the
behaviour for the cycle is determined. There is no iteratmme path only on the tree
is traversed every time.
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The procedures are naturally divided in two parts: when tpenaiis speaking and
when it is not. The speaking patu(n-making goes according to the speaking unit
being modelled: an utterance formed @k ’ with occasional intermediary pre-TRPs
ending in a final one, followed by a possible ‘tail’ of finisigitalk and a pause; in the
latter, input is monitored and the speaking state is exiettié case of any talk. The
listening part {urn-taking involves ‘listening’ to a speaker, if any, changing attent
to another one, deciding whether to talk at TRPs or when nplsatalking, and setting
the utterance up when starting one.

In that part, when an agent decides to talk when nobody isglkhe decision is taken
in one cycle but the agent will actualtart in the next one—again, only if nobody
then start$. This means that agents who have already decided to talkquslyi—for
example, at a TRP but are waiting for the speaker to stop—havadvantage over
those who decide to speak because nobody is. The latter wakédh further cycle of
monitoring before actually starting to speak. It simulagsarticipant who decides to
talk in a moment, but has to forgo it in the next because sometse has then started
(which is sometimes visible in a mouth opening and audiltaliation).

It should be noted that the procedures above can be simpdifigek end of the speak-

ing part: the last three lines of pausing-monitoring regu; and thus can be merged
with, the three beginning lines of the listening procedutes possible this is more a

descriptive redundancy than a reflection of any real idgofitognitive states between

pausing-monitoring and just listening, but here it goes.

If anyone starts talking when the speaker is pausing, thekgpean immediately ‘fall
through’ to the listening part and follow the proceduresr¢havhich are the same.
Likewise, when the speaker is not continuing to talk it cast fall through to the lis-
tening part because, again, the procedure is the same. Agdmequate the decision
to continue to talk at the end of an utterance with, whenrisig, the decision to talk
but first wait for the speaker to stop, both held and triggérgthewannaTalkvariable
(84.3.1). It only remains that the speaker should contioygalise so long as no one
talks. Otherwise, or when the pause ends, execution just thoeugh to the listening
procedures, which eliminates the last three lines of thalgpg part. This simplifica-
tion is incorporated in the detailed procedures that folliovg4.4.2, after a description
of the input processing, next.

9The ‘decide whether to talk or listen’ in the listening paffigure 4.1 does not really implgtart
to talk, which only happens in ‘start a new utterance’.
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4.4.1 Input processing: a ‘cognitive filter’

The first thing agents need to do at the beginning of each ¢ytteidentify if anyone
is talking in the array of input from the previous cycle. Tlgsassumed to be an
‘automatic’ process that takes place whether the agentaakspg or listening. It
represents our monitoring ‘sort-out’ mechanism (a ‘cogeiffilter’) that occurs in
parallel and irrespective of the interactional statesipi@dnts are in, supposedly.

In regard to it, this model does not simulate any variatioattégntion or in the cognitive
capacity of agents. In reality, it may be that attention femlielsewhere or a cognitive
‘load’ (when initially formulating an utterance, for instee) would prevent or hinder
this sort-out of sensory input, affecting one’s awarenéssdleers talking, for example.

At the beginning of each cycle the agent scans the array afsfpom theotherpartic-
ipants (excluding itself) for non-feedback talk behaviowe. ‘talk ’, ‘ta- ’, * TALK,

‘tal _’ and pre-TRPs. If more than one party is found to be talkib@jéks one ran-
domly that is not the currergpeakey the one being paid attention to. This assumes
that agents always recognise whathersstart to talk while listening to a speaker—
which may not be the case all the time in reality, as atterftiariuates. The end result
is a single internal variabledlkedin the subsequent procedures) indicating a now-
speaking participant that may be the same current speédkebhody else besides it is
talking, or another participant beyond it (including whée tagenttself is the current
speaker).

A couple of considerations about this. First, backchaneetlback isautomatically
sorted out from talk behaviour by virtue of being represdrdéferently. This is of
course a simplification that comes along with the discrébmeof behaviours in this
model, since in reality any vocalization is a continuousuastic signal interpreted at
various linguistic levels until it is finally recognised @sbly only when it ends) as
one thing or another. But this mechanism of cognitive redammis not aimed in the
model here, which justifies this ‘automatic’ distinctioreasabstraction of that process.
Recognition and reaction to negative feedback (positigdli@ck is only generated) is
included at this stage of input processing (see §84.4.3).

Second, the scanning for possible talkers excludes thet dgeif and whoever the

agent is paying attention to. If the agent is speaking, tingoi@e else can be identified
as talkers too, so that the agent can decide whether to stapbe of the simultaneity.
If, however, the agent is listening to a then-current speaken anyonelsewho talks
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must be singled out so the agent can decide whether to switettian to that one.

As seen in the following procedures, attention is alwaysdveid toany new speaker
without other consideration—which is a simplification odli¢y, as already mentioned,
since listeners may be more or less ‘immersed’ in the cutadkto do it or not.

4.4.2 Detailed basic procedures

Pseudo-code detailing the basic procedures is in figure B2y show how the in-
put, state variables (iitalics) and attributes (in @PITALS) determine the resulting
behaviours at each cycle. These procedures are the remdtesfsive testing with the
implemented model (appendix 1) that evolved from previooskwPadilha and Car-
letta 2002). This is the source and justification for all te¢ailed decisions taken in
this and most of the next subsections, that have been dedaiiht from the begin-
ning of this chapter. In the whole, the try to represent thitgpas and possibilities
alluded in all the reviewed work on turn-taking (chapter&§ynthesis of most of it.

Read all “sayxxxx ” as ‘return behaviourxxx and exit this activation’, and all “test
ATTRIBUTE” as a test of whether a randomly-generated number betweenl A as
smaller than the attribute’s likelihood (is random-numkeATTRIBUTE?). Ifitis, the
test is successful; else it fails. Finally, “around Xs” megenerating a value within a
random normal distribution around the mean X in seconds;ighof course translated
to a number of cycles according to the @ ETIME parameter.

As just described, the array of possible input is scannetheatbeginning of every
activation, resulting in a single ‘summary’ pointing out &her anyonéalkedin the
previous cycle, and who. This variable in turn will affecepeakeyrunless the current
speaker chooses to ignore simultaneous talk or a listeréteketo talk (becoming the
speaker itself).

When speaking, anyone else haviatkedtriggers the agent into deciding whether to
persist speaking simultaneously or not. This excludessfiimg talk’ tal _) in order

to prevent that an otherwise valid overlapping turn-takimgtopped by the finish-
ing speaker being recognised as ‘talking’, as if it were i@ thiddle of the utterance
(84.1.4). In reality, it is cues like pitch and loudness df thlk plus its contents (and
visual behaviours in face-to-face) that distinguish attee finishing from its middle;
here, simply abstracted in different behaviours.
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Figure 4.2: Basic procedures detailing state variables and attributes.

Search input for anyone except me who had any ‘talk’ or a fR€Th the last cycle:
settalkedto that agent; if there is more than one, choose nosfieaker

If | am speaker

while (decreasing) utteran¢éength> O:

if anyonetalked(except for tal "), test CONFIDENCE,
then stop if failing it: sespeakerto talkedand say ‘- ' (cut-off)

atmidTRPdntervals, testNTERACTIVITY to say pTRP
otherwise, saytalk ’

whenlength= 0: (only once)
setwannaTalkio a test of \ERBOSITY in deciding whether to continue
settail (finishing talk) to around 0.4s, or O if failedNTERACTIVITY
setpauseg(length) to around TRAUSING
say pTRP

while (decreasingjail > 0, say tal

while (decreasingpause> 0 and nobodyalked say ‘ - ' (pause)

(else, I am listening:)
if nobodytalkedand IwannaTalk StartTalk
if nobody isspeakertest TALKATIVENESS to StartTalk
setspeaketto talked
if speaker(if any) reached a TRP (signalled for now only IpfRP):
setwannaTalkio a test of RLKATIVENESS
if | wannaTalktest EAGERNESSto start now: if so, StartTalk
otherwise, say ‘- ’ (silence).

StartTalk: setengthto a random number of cycles up to a maximum or a mean
setmidTRPqinterval of middle pre-TRPs) around 2 seconds
setspeakerto myself, then saytalk ’
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While speakinglength midTRPstail andpauseregulate the ongoing utterance. The
first two are defined at the start of it; the last two at its endhe Bim in grouping
these definitions together, with lengths set in advance invpBcity. In reality, actual
utterance length comes about from within the process oftsdkf, not in a pre-planned
way, with hesitations possibly extending it further. Anatlsimplification is that the
length of the upcoming pause is set together with the ‘fimighiail of talk, if any.

Setting the utterance length right at its outset is a conme$s the clarity of the model.

If we were to generate actual language as in reality, thetageuald instead have at
the outset just a mental proposition of what it wants to say topic or concept to

be elaborated that is coherent with what has just been s#iid. pfoposition or topic

or concept would then be developed to more specific compsratt translated into
syntactic structures and then words in the course of thegyekes, like in a series of
parallel cascading processes (Levelt 1989). Failure ty carthis process smoothly in
the given slices of time would yield the various hesitatidiied pauses, self-repairs,
or otherwise fragmentation that is common in talk.

As mentioned elsewhere (84.1.5), the speaker ‘pauses’ when not continuing to
talk. That is a ‘time off’ from talking, or else the agent cdudecide to speak again
immediately afterwards, which would defeat the purposenot tontinuing'—an op-
erational way to emulate the short-term fact of having tdlkest recently. Because of
the condition in the last line of the speaking part in figurd-4that the speaker con-
tinues pausing only if nobodyalked—, execution should ‘fall through’ directly to the
listening part if otherwise (so these two parts are not niiytexclusive, it should be
clear). There, the agent would sgteaketo the ‘other at talk’ to effectively disengage
from speakership.

The boolean statwannaTalkis set to true when the speaker decides to continue to talk
after a pause, or when a listener decides to talk either wioeone is (so it starts at
the next cycle if the situation persists) or at a TRP but it &ting for the next silent
opportunity. In any of these cases, the agent will only starbbody is speaking. A
pausing ‘speaker’ who has decided to continue will go thiotlng listening part when
the pause ends in much the same way as if somebody else dtagpdak. On the
other hand, a listener who wants to talk at the next silenbdppity may never get

to it if the current speaker does not finish talking but reaclieother TRP instead. In
this case, listeners just makewdecisions and ‘forget’ the previous ones—they are
assumed to have short ‘memories’.
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Note that deciding to talk when no one is speaking alreadyase orspeakey not
talked andspeakeris updated only after this decision. This means that ageats m
begin to speak even if someone has already started in theylelst The decision is
based on a state of ‘nobody is talking’ that existed in thdecpcior to the last one
Therefore, second-starts by one cycle are posfbiehis gives agents who already
decided to talk at a TRP an advantage over those who decidéktmtthe following
silence: the first are quicker to speak.

Finally, it is useful to concentrate the procedures fortstgrtalk in one sub-routine,
called StartTalk. Not only because it is needed in threeaidns (more than three,
later), but because it is where speaking practices such sitatien and pre-starter
other beginnings like “well,” (Sacks et al. 1974) could beled. The utterance length
is then determined by a random normal distribution from mieaugths held in agent
attributes, or—if one considers that utterance length ialit@urposes arbitrary, as |
implemented in appendix 1 and evaluated in chapter 6—raridogths up to a certain
maximum taken from a global parameter.

4.4.3 Feedback

Procedures for positive and negative feedback atoid face in figure 4.3 to distin-
guish them from the previous ones. Besides the more reldgadbackand huhfor
variables described in 84.3.1, one other stateo@urringHul) is needed to mark
whether negative feedback is occurring, so that the apja@pagent tfuhfor) reacts
to it when it ends. This is activated in the first bold line of ffrocedures, dealing with
feedback recognition.

When the negative feedback ends, the agent who identifed$ ats its target will re-
spond to it by starting to talk. If it is already (or still) ahg, it first makes a silent
break of one cycle before beginning a new utterance, whittteiself-interruption that
characterises a response to the feedback (as describedlLid @4

Next, everybody'fwuhforis updated to the currespeakemwhen it outputs a pre-TRP:
thenceforth the supposed target of any negative feedbat¢tlenWuch a backchannel
occurs and some cycles later ends, the agent who iden#fy itshuhforwill respond
to it. It is possible as a result that more than one, or the hgione, would do as

1Owhich again connects the length of each cycle to the agesgponse-time that is being simulated
here, a dependency that can make their reaction to be ‘sag@iffthat length is too short.
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Figure 4.3: Procedures with backchannel feedback.

Search input for anyone (except me) who had any ‘talk’ or aliR€® in the last cycle:
settalkedto that agent; if there is more than one, choose nosfeaker
Mark if anyone except me gave negative feedbackh(h?).
When the marked feedback is over (i.e. noHuh?’ anymore):
if huhfor = me (last one to ‘emit’ a pre-TRP), the feedback is for me:
StartTalk (interrupt talk with* - " if | am talking now).
If speakehad a pre-TRP: sethuhfor with speaker

If | am speaker
while (decreasing) utteranéength> O:

whenlength= 0: (only once)

while (decreasingjail > 0, say tal
while (decreasingpause> 0 and nobodyalked say ‘ - ' (pause)

While (decreasing)feedback> O:
continue the backchannel or its delay: repeat the last behagur | made
When feedback= 0 and | was delaying it (with silence): GiveFeedback.

(else, I am listening:)
if nobodytalkedand IwannaTalk StartTalk
if nobody isspeakertest TALKATIVENESS to StartTalk
setspeaketto talked
if speaker(if any) reached a TRP (here only signalled pyRP):
setwannaTalkio a test of RLKATIVENESS
if | wannaTalktest EAGERNESSto start now: if so, StartTalk
test FEEDBACK to give feedback:
if so, test again (or ifwannaTalK) to start now: GiveFeedback,
or else delay it for around 0.5s (just set infeedback
otherwise, say ‘- ’ (silence).

StartTalk: setengthto a random number of cycles up to a maximum or a mean
setmidTRPqinterval of middle pre-TRPs) around 2 seconds
setspeakerto myself, then saytalk ’

GiveFeedback: sefeedbackaround 0.4s, then sayuhuh’ or * huh?’

(according to NOTUNDERSTAND).
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such. As backchannels can last for some cycles and on topabtém be delayed,
other agents might speak in the mean time, and output oteeFRPs. So this simple
mechanism is not entirely failsafe—but none will be unlegsrdas are able to infer
intention or recognize visual clues as who someone is asidiges

Agents always try to answer negative feedback in this maaeproblems of hearing

or understanding are given a higher priority over other thlkt carries on the discus-
sion (Sacks et al. 1974, p.720), at least from the party theysapposedly) directed.
Whether the involved speaker continues afterwards in tbe & any simultaneous
talk is left to their normal decisions of @VFIDENCE It is possible therefore that the
speaker responding to a negative feedback give up talkiog sothe face of simulta-

neous talk, or continue and cut-off the othéts.

From the listeners’ side, deciding to give feedback (pesitir negative) only occurs if
the agent doesot start at a TRP, whether wanting to talk or not. The actual blaak-
nel can be started immediately at this TRP in a second test®bBACK, or it can be
delayed by around half a second (from 0.2s to 0.8s)—onlydfagent does not want
to talk. The assumption here is that backchannels are natyalpwrompt, but bear on
the varying delays of understanding and attention of thensrs. And that the more
likely someone is of giving feedback the more likely it wik [prompt.

The actual realization of feedback goes in the middle of 8guB between speaking
and listening. The sanfeedbaclkcounts down the states of ‘backchannelling’ or ‘de-
laying’ while the behaviour of the previous cycle is copietgen feedback (huh’,
‘huh?’) or silence (* - ’). The ‘copying’ of the behaviour is just an operational sim
plification to do away with another internal variable: foetktates of ‘delaying’ or
‘vocalizing’ each type of backchannel.

When delayingfeedbacks set to the length of the delay and the agent returns silence
as normal: it is then copied throughout the delay, and théldaek proper starts after

it. To realize it, the counter is set to a length (around O@bads, or varying between
0.2 and 0.6 seconds) and the type is decided: positive, @ativegaccording to the
parameter MTUNDERSTAND. The behaviour is output and again copied throughout
the count offeedback

A marker identifying the recent (possibly second-) stagsra respondent of negative feedback
could be added to the balance of simultaneous talk resalptiocedures (next subsection) to weigh one
down prioritarily, since these procedures normally faviinst-starters.
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Figure 4.4: Two-step simultaneous talk resolution.

If | am speaker
while (decreasing) utteran¢éength> O:

if anyonetalked(except for tal _"), test CONFIDENCE,
if failed but | last “ t al k’ed: justsay ‘t a-
if failed but | last hesitated (t a- ), stop talking:

setspeaketto talkedand say ‘- ’
atmidTRPdntervals, testNTERACTIVITY to say pTRP
otherwise, saytalk ’

4.4.4 Simultaneous talk

Resolution of simultaneous talk in the previous procedigegry simple: just decide
whether to stop or continue every time someone else talkgs rBEisults much too
frequently and much too soon in both speakers quitting tagetnd no one continuing
afterwards (see also the evaluation results in §86.3).

But speakers in simultaneous talk in fact do more than jusbrng the other(s) for
a while and quit. Various ‘resources’ are employed, bothscayusly and uncon-
sciously, to deal with non-backchannel simultaneous t&éhégloff 2000). Although
seemingly arbitrary behaviour like both speakers quit@igonce cannot be wholly
eliminated in this simulation with random probabilisticoi@ons, the incorporation of
such resources shall furnish agents with bolder and moadistec’ behaviour.

In particular, agents could take longer when deciding wietith stop in order to figure

out if the other talk is not just a short aside or complememte ®equent consequence
or ‘resource’ to deal with a simultaneity are ‘hitches’ irettalk, as reviewed in §2.5:

e.g. hesitation, self-interruption, and repeated staaréstop. Another is to step-up
to ‘competitive’ talk to mark a stronger stance of wantingkeep the turn: speaking

louder, changing tempo, speaking syllables more cleaxy, e

Initially, simultaneous talk could be resolved in a twopspgocess as shown in figure
4.4: first hesitate if failing a test of @\FIDENCE, then if failing again and the agent is
already hesitating, quit talking. If succeeding any tdst,dpeaker continues as normal.
Agents would thereby respond to simultaneous talk mostlly &few hitches—though

not repeatedly. Yet this still yields poor results (in tegtthe implemented version) as
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more often than not both agents decide on the same thingitdb thien quit, or the
same cycle of hitch-restart-hitch-restart and so on.

So here are seven procedures that can be incorporated ¢indeptly or together) in
the resolution of simultaneous talk, as outlined in figuge(# bold):

1. It is reasonable to assume tlscond-starters-i.e. those who start to speak
slightly after someone already has—, and also those whdrasdy the speaker
continuing after a pause, would have less ‘confidence’ isipeng talking than
the others (82.1.4), who started first or are trying to takera from the current
speaker. Or at least, they would have a ‘penalty’ to theimmarCONFIDENCE
The first two and the last two bold lines in figure 4.5 encods With the states
firstStarterand continuing At StartTalk, a second-starter would hataked
when different tharspeakey indicating that someone has already started (the
speakemwould be finishing talk). If continuing, the agent woldd the speaker
already. But second-starters ought not to be penalizedatber made more
confident instead, if it is a response to negative feedbatikctwwould require
different StartTalk ‘modes’): this is one situation citey 8acks et al. (1974)
where second-starters can get the ttfrn.

2. Only worry about the simultaneous talk if what the spedias (remaining) to
say is relatively ‘long’: e.g. longer than 1 secondldihgthis equal or less than
this, the agent needs not bother about being simultaneduat iwis saying is
perhaps an aside, a complement or accompaniment to thetatkemtended
or unconcerned with the simultaneity; it was a longer utterance that is now
nearing completion whereat the agent will just not quit now.

Admittedly, the justification for this is mine own, from olygation in a real
group discussion (though a ‘laboratory’ one, not casual) sihort utterances or
when at the end of one, are simply not left abandoned becdusmoltaneous
talk: it seems like in a ‘final stage’ of utterance productiamen it is fully for-
mulated, speakers would justishit. This then partly determines the evaluation
in 6.3, such as the reduction in the number of incompletearntes and false-
starts (figure 6.29). Itis also in line with criticisms to thigpposed one-at-a-time

2plternatively, first- or non-continuing starters could ledheir confidences boosted instead:; or start-
ing speakers could have varying ‘confidences’ individutdlyeach attempt to talk, according to the cir-
cumstances: interest, now or never, etc. Inthe end | didnplament this procedure in the programmed
version (appendix 1, model 2) because it is .
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Figure 4.5: More procedures for simultaneous talk resolution.

If | am speaker
while (decreasing) utteran¢éength> O:
if anyonetalked(except for tal _"):
if there was afirstStarter, decreaseCONFIDENCE (e.g. by 20%)
or if  am continuing after a pause, decrease it too (by 20%)
count the extent of simultaneous talk so far §imultalk)
if lengthis ‘long’ (i.e. what is left to say >1s):
test CONFIDENCE to continue: if fail, say ‘t a- ’ (a hitch)
else, test again to continue: if fail, sayTALK (step-up talk)
(or else continue as normal down below withik * or a pre-TRP)
BUT if | already hesitated (t a- ), testCONFIDENCE to stop,
or stop immediately if the other said ‘TALK:
setwannaTalkto a test of TALKATIVENESS (retake at the next opp.)
setspeaketto talkedand say ‘- ’
OR if I said ‘ TALK already: continue with * TALK, but
if the other said ‘TALK too, test CONFIDENCEto say ‘t a- '’
when no onetalked (=0) and simultalk was ‘long’ (>1s):
repeat overlapped talk: increasdengthand say t a-
when no onetalked (=0):
clear both simultalk and firstStarter (set to 0)
atmidTRPdntervals, testNTERACTIVITY to say pTRP
otherwise, saytalk ’

StartTalk:savetalkedin firstStarterif # speaker(not with negative feedback)
mark continuing if | am speakeralready
setlengthto a random number of cycles up to a maximum or a mean
setmidTRPqinterval of middle pre-TRPs) around 2 seconds
setspeakerto myself, then saytalk .
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‘perscription’ of talk, as discussed in 82.2 and §2.2.1 (Bkle1981, O’Connell
et al. 1990).

3. If failing a first CONFIDENCE test, the agent hesitates-( )—and does not
count the hitch as part of the utterance: i.e. do not decréfeagth or actually
re-increment it (not shown in figure 4.5). If succeedingt @GSNFIDENCE again
to ignore the simultaneity and continue talking as norraédk (), or, if failing, to
‘step-up’ talk TALK). Ignoring the simultaneity is the strongest stance (Skdfieg
2000), after succeeding two tests (see §2.5.4). StepprtgHy, by succeeding
first and failing second, means that one is confident enougtor® affected by
the other talk (no ‘hitch’), but not just to ignore it. Anyhpthe aim is to get
three outcomes from a decision test that gives only two.

4. BUT (and this is a capital BUT because it should actualbcpde the previous
procedure in real code) if already hesitating, the agentlshquit talking if
failing a first test—the previous two-step process incoaped here—pr quit
immediately if the other saidlALK (has already stepped-up talk). If not failing
this test, the agent follows the other procedures as northak it can hesitate
repeatedly as in the actual patterns of hitch-restartibacby failing in one cycle
then succeeding in the next (or next few ones). Or the agegtirhesitate, then
step-up to competitive talk or resume the normal talk (seb.82

5. If quitting, test RLKATIVENESS to decide whether to ‘retake’ the turn at the
next opportunity (next TRP), by settimgannaTalkaccordingly. This is a com-
mon strategy (Orestrom 1983, Schegloff 2000); see §2.5.5.

6. But after stepping-up toTALK, the agent continues until the other speaker(s)
quit or step-up talk too: in the latter case, they hesitafailing a further test
of CONFIDENCE Once others quit talking and leave alone just one speaker wh
has stepped-up talk, this one will naturally readjust ftsatk to normal talk (by
the normal non-simultaneous procedure); see 82.5.6.

7. Finally, when getting out of the simultaneity this wayl] setaining speakership,
if the whole episode was relatively ‘long’ (say, using thenggthreshold as in the
second procedure above: longer than 1 second), the agantshpoto ‘recycle’
part of the talk obscured by the simultaneity, as seen in.§2l6 the simulation,
the agent will then just increadength by the length of the simultaneity and
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interrupt itself with ta- ’ to indicate this!®> The extent of the simultaneity
needs to be counted in order to determine whether it was g"lome, which is
done with the variablsimultalk

Several other practices, ‘resources’ or courses of acti@and after simultaneous talk
were described by Schegloff (2000) and Orestrom (1983)dhanot be represented
or do not make sense in this simple simulation without casten talk. Just to cite
two: addressing the other overlapped talk just afterwargidp ‘shut someone down’
or clip redundancy.

4.45 Sorts of utterance

Procedures for the specifsortsof utterance are shown in figure 4.6. The extensions
are again irbold over the basic code of figure 4.2. The previous extensiorssafifack
and simultaneous talk resolution could all be added cunvelstwith these—and in
the implementation of appendix 1, model 3, they are—, buewet included here for
simplicity.

At StartTalk, the beginning speaker determines dbe of its utterance. It chooses
SELECT(X) based onits SLECTIVITY likelihood with a target agent chosen at random.
Else, it choosesAny?’ based on a global-parameter likelihoodSRANYBODY), or
then More’ based on half its ¥RBOSITY likelihood. Otherwise, the variabkort is
set to the generapTRP. This is in the last four bold lines of figure 4.6.

How much participants select others to talk next in a disomss assumed to be char-
acterizable of each conversant and relevant enough of atataction to be made into
individual agent attributes. It enables a simulation otiparwith more or less frequent
(apparent) roles of delegating talk to others, as if ‘clmagtithe discussion. The fre-
quency of Any?’ utterances, on the other hand, does not seem to be chazatieror
even useful in this general way. Hence a global parameteimgaéika characteristic of
the discussion, not of individuals.

Choosing More’ through the \ERBOSITY attribute comes from it being a decision to
continuetalking—and in this case to indicate it somehow. But it is eisien maden

B3In the implemented program (appendix 1, model 2), the behaveturned ista/ ’ just for our
visual recognition of this. Likewise, quitting talk becausf simultaneity was changedta.! ', justa
visually different silence—although used by the evaluaticogram too (appendix 2), to facilitate some
contextual identifications.
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Figure 4.6: Procedures for the various sorts of TRPs.

If | am speaker

while (decreasing) utteranéength> O:

if anyonetalked(except for tal "), test CONFIDENCE,
then stop if failing it: sespeaketto talkedand say ‘-

atmidTRPdntervals, testNTERACTIVITY to say pTRP
(in e.g. 20% of cases iortis SELECT(X) or * Any?’, say it;
in e.g. 20% of doing this, ‘change heart’: sesortto ‘pTRP)
otherwise, saytalk ’

whenlength=0: (only once)
setwannaTalkio a test of \ERBOSITY if sort="pTRP,
because ifsort=‘Mor e’ set wannaTalktrue,
else, ifsort= SELECT(X) or * Any?’, set it false
settail (finishing talk) to around 0.4s, or O if failedNTERACTIVITY
setpausg(length) to around TRAUSING
say (chosen pre-TRP from)sort

while (decreasingjail > 0, say tal

while (decreasingpause> 0 and nobodyalked say * - ’ (pause)

(else, I am listening:)
if nobodytalkedand IwannaTalk StartTalk
if nobody isspeakertest TALKATIVENESS to StartTalk
setspeaketto talked(if ‘no one’, set only if sort="pTRP or * Any?’)
if speaker(if any) reached a TRBsetsortto the pre-TRP):
if sort="‘pTRP, test TALKATIVENESS
if sort="‘Mor e’, test TALKATIVENESS*EAGERNESS
if sort="Any?’, test TALKATIVENESS+EAGERNESS
if sort= SELECT(X), | wannaTalkonly if X =me
setwannaTalkto the result of any of the tests above
if | wannaTalktest EAGERNESSto start now: if so, StartTalk
otherwise, say ‘- ’ (silence).

StartTalk:test SELECTIVITY to SELECT(X): set sort (random X),
else, decidesort="Any ?’ by testing ASKANYBODY,
else, decidesort="Mbr e’ by testing VERBOSITY/2
or else, decide forsort="pTRP
setlengthto a random number of cycles up to a maximum or a mean
setmidTRPqinterval of middle pre-TRPs) around 2 seconds
setspeakerto myself, then saytalk ’
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advanceof realizing the utterance, in its conceptualization as pha multi-utterance
message or discourse. The overt result is of course thabt@dged against turn-taking
in one way or another (synctatically, semantically, pragicadly, etc). But the covert
consequence is that no decision to continue needs to be nhdlde and, since the
speakeis continuing to talk!*

So a portion of the agent'sBRBOSITY likelihood choosesMore’ under the assump-
tion that the more one is verbose, wants to keep talking, theerikely to indicate it
explicitly. How much, it would depend on the rate we can assapeakers make these
hedged utterances in discussion, rather than not: | usédheahttribute’s likelihood.
This double use of ¥rRBOSITY is much like the double use ofdBIFIDENCE, where
two tests are made to select between three possibilitiethieitase of ¥RBOSITY:
‘More’ in advance, or else, when it ends, continue or not a norpT®P utterance.

So when the utterance ends, the speaker signals the agieopre-TRP stored in the
sortvariable. It only decides whether to continwgapinaTall when the sort isgTRP,
because its continuing with More’ and not continuing with the turn-yielding types
SELECT(X) or ‘Any?".

Before that, at intermediary TRPs, the speaker may decidanticipate’ a turn-
yielding sort, as described in 84.1.8. It means simply sendut that pre-TRP instead
of the usual middlepTRP.1® Then, in a small likelihood of anticipating, the speaker
may ‘change heart’: that is, reverse the turn-yielding s¢elbeing revealed in the mid-
dle the utterance to a free one, changinggbeto ‘pTRP. This is encoded in the first
two bold lines of figure 4.6, but in the end | did not includestin the implemented
version (appendix 1, model 3).

When listening agents ‘hear’ a pre-TRP, it is first savedont. If it is SELECT(X),
only the agent identified iX will be wanting to talk. Else, the decision to talk uses
appropriate likelihoods: the agent’s norma’KATIVENESS for ‘pTRP, or reduced
by EAGERNESSIN the case ofMore’ (a possible interruption), or amplified by it in the
case of Any?’ (an encouragement to talk).

MIndeed one might argue that in some real talk, even when nigation of continuity is made
explicitly in an utterance (naMore’), the speaker may have already decided to continue talkaigre
its end, depending on his or her planned discourse or iresti

15This description may appear misleading with relation to wheepresents in reality: it is not that
a real speaker chooses to ‘anticipate’ a turn-yielding mgssbut simply formulates one and follows
it closely, without pause, with explanatory or justifyinglk in a single utterance with different TCU
‘sorts’.
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The decision whether one wants to talk in reaction to that TRRen stored irwan-
naTalk Not only for the immediately next decision to talk, but foetnext moments
until someone takes the turn. If the sorSELECT(X) or ‘More’, thenthe floor is not
freein the subsequent TRP, while the selected or the currenkepéaes not (re)start
to talk. As a consequence, the silence afterwards cannakie by the other listeners
as ‘no one is talking so | can start’; they could do it only itaing to interrupt. This is
ensured by preventing trepeakerstate to be set back to ‘no one’ in the silent interval
unlesssort is of the ‘free floor’ type: pTRP or *Any?’. Hence thespeakervariable
keeps indicating the agent who has the floor even if it is neakmg (yet).

Lastly, one point regarding feedback: positive feedbaadukhbe constrained in turn-
yielding TRPs §ELECT(X) and ‘Any?’). The speaker is explicitly yielding the floor,
so continuers like “hm-hmm” do not make sense—althoughratfgns of approval

or endorsement for the utterance might be possible, likehfi) what are the items
today?”, “Yeah, let’s see them!”.

4.4.6 Hesitation and interruption

Procedures for hesitation and its interruption are, agaimold in figure 4.7. This
time they extend those of the previous subsection becaesed#pend orsort for
recognizing when a silence is hesitation (mid-utteranceg ®RP pause. One more
variable is required herehésitatg for counting the length of hesitation at TRPs and
for listeners to decide when they can interrupt it.

The assumptions embodied here are reasonable ones, | hilgahed observation that
hesitations may be interrupted after some minimal time.e@tfare mentioned in the
literature, such as hesitating when being selected to sfpealsing). The operational
details, like the states and constraints distinguishirgitégon from pausing, surfaced
as necessary during the testing of the simulation (appeb)dix

So, a speaker may hesitate in the middle of an utterancegwdiiing) or at a TRP
when starting to speak having the floor already: i.e. haviegnbselected to speak or
after a pause before beginning another utterance. Theidedttshesitate comes from
the likelihood in HESITATION.

At StartTalk, the agent checks if it has the floorsdrtis SELECT(me) , or the agent
is the speakeralready. This is done before choosing the sort of the newarite,
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Figure 4.7: Hesitating in mid-utterance, or at TRPs when having the floor.

If | am speaker
while (decreasing) utteranéength> O:
if anyonetalked(except for tal "), test CONFIDENCE,
then stop if failing it: sespeaketto talkedand sayta-
atmidTRPdntervals, testNTERACTIVITY to say pTRP
(in e.g. 20% of cases dortis SELECT(X) or Any?’, anticipate;
in e.g. 20% of anticipating, ‘change heart’: sertto ‘pTRP)
If (decreasing) hesitate> 0 OR testHESITATION succeeds:
increaselength (hesitation not part of the utterance)
say either ‘ta- ’or ' (test HESITATION to choose)
otherwise, saytalk ’
whenlength= 0: (only once)

(else, I am listening:)
if nobodytalked and IwannaTalk and sort # ‘talk’ : StartTalk
if nobody isspeakertest TALKATIVENESS to StartTalk
setspeaketto talked(if ‘no one’, only if sort="‘pTRP or * Any?")
if sort= SELECT( X) setspeakerto X
if speakedast ‘t al k’ed, setsortto ‘talk’
if speakeresitates for at least e.g. 0.8s (count inesitatg:

test TALKATIVENESS* EAGERNESSto StartTalk

if speaker(if any) reached a TRP (sebrtto the pre-TRP):

StartTalk:1 have_the_floor if sort= SELECT(me)
OR when | am speakeralready (continuing),
test ELECTIVITY to SELECT(X): sesort(random X),

setspeakeito myself,
if | have_the_floor, test HESITATION:

if success, sehesitatearound 0.5s and sayt a- ' (“well...”)
else, saytalk ’
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becauseortwill be changed then; actually, the important distincti@néis that there
are two (or more)modesof ‘starting to speak’: one that affords hesitation and othe
that does not (in normal turn-taking). If at the end of StalkTthe agent decides to
hesitate hesitateis set to a length around 0.5 of a second: roughly betweenah@s
0.8s (again, maybe too short a variation). In the subsequetés the hesitation is
realized while this is counted down.

In the middle of the utterance, the speaker hesitates byaime procedure, but its
HESITATION is tested at each cycle of talk now. It is then generated ashatpal,
one-cycle event in the middle of talk, representing disftues that mostly reflect dif-
ficulties in formulation. Whatever wayength must always be incremented so the
hesitation is not counted as part of the utterance lengthaeof talk. And the choice
between voiced or silent hesitation is made by a second téise same attribute, the
assumption being that the more hesitant someone is, the tm@reesitation will be
voiced: filler pauses (“erm”, “umm”, “you know”), self-inteuptions, etc:®

While listening, it is assumed that the agents would onlyidkeevhether to interrupt
after a certain extent of continuous hesitation: a thresfwlinterrupting, here taken to
be 0.8s. They count this amount of continuous hesitatioh@rsamedesitatevariable.

But there is a problem there. How do listeners distinguistease ( - ) thatis hesita-
tion from a TRP pause? The former comes aftak * * and the latter after a pre-TRP,
being recorded isort by the procedures of the last subsection (intended as phg-of
ure 4.7). Just as the floor is not free with certain TRP s@ELECT(X) and More’),

the it is not as well when the speaker begins an utterancedtstsjent before com-
pleting it. The distinction is made by registering in the sssort that a speaker has
started talkingtélk ), thus ending the TRP and marking that any subsequent silenc
must be hesitatiof’

Thus, the occurrences of silence wisamt = ‘talk’ (and of ‘ta- ’too) is cumulated in
hesitateand cleared with any talk. If it reaches 0.8s or more of cartirs hesitation,
the listener tests whether to interrupt using the same tiondof the other previous

160ne might think the opposite could as well be true too. Thenisetly intuitive) reasoning for
assuming the reverse here is that silent hesitations seeleritee more from difficulties or temporary
‘blocks’ in formulation (searching for a word), independgrof the talker being ‘characteristically’
hesitant or not, which is sort of whatg$1TATION represents. So the more one would be hesitant (here),
the more it would show through voiced hesitation.

170f course, real listeners make this crucial distinctionvaay when (in a state of) ‘understanding
talk’. It is just that the simulation having no contents dktao far did not need it, as talk was just
checked, automaton-like, for its presence or not.
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type of interruption: the product of ALKATIVENESS and EAGERNESS In reality,
there may be several other ‘appropriateness’ gradationsterrupting, based on the
contents of talk, the listener’s interest in it, and the @egwith which the utterance has
been developed: e.g. it is probably ‘easier’ to interrupewlthe speaker has not said
much of the planned utterance so far (“I think that it's, yowWw, | mean, err”) than
when one has already realized a substantial part of it.

The indication of ‘middle of talk’ insortthen prevents listeners from thinking that the
silent hesitation is the next TRP (when they have decidedlkoand are waiting for
any silence to starfyr that it means ‘no one is talking’, so anyone could start. Ttieae
condition ofsort # ‘talk’ when wannaTalkis true guarantees the first case. The second
is ensured by keepingpeakermunchanged while in hesitation, wheort = ‘talk’, just

as when it isMore .

And when someone is selected to speak as indicatezsblty= SELECT(X), speaker
is changed to that X immediately, as if it is already speakiogrevent others from
starting because ‘no one is talking’ (lik&ore’). Hesitation at a select-next TRP,
therefore, is considered as from that selected ‘speaked ,adter the same threshold
the agent would decide whether to interrupt it in the same asyn mid-utterance
hesitations. However the speaker hesitating after a usuyalRP pause and before
beginning another utterance continues to be a free-floor l[ik@Pno one is talking’,
so listeners will test their normalALKATIVENESS then, even after voiced hesitations,

until any ‘talk

One last note: in real discussions listeners sometimesppedive feedback (“hm-
hum”) when the speaker hesitates—and of course they @didits like “you know”
(82.3), represented here big- ’* as well. This seems either an automatic response
to the interruption of the talk or an encouragement for theaker to go on (a contin-
uer). It may even be more common than thought at first, but wasncluded in the
implementation here, for simplicity.

4.5 Summary of assumptions

1. Talk goes irutteranceseparated by (silenpausesf varying lengths. Each ut-
terance is a complete unit of talk grammatically and prosaitli; that is, it ends
in a TRP (transition-relevance place) and may have dtitermediaryTRPs in
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the middle that correspond to what listeners may recogrézgoasible comple-
tion places of the utterance. This means that utterancebeformed of one or
more of the turn-construction units (TCUs) of Sacks et &@7d). And turns can
contain one or more utterances.

2. Utterances may end in a ‘tail’ of finishing talk of varyirgnigth (around 0.4 of a
second), that goes after the last TRP. This is the talk theatagdapped in speaker
transitions when a turn taker decides to speak immediateythe TRP without
waiting for the speaker to stop. In general, it correspondsishing talk spoken
in a lower pitch and loudness.

3. Possible utterance completions, or TRPs, are indicatpticély by pre-TRP
behaviours, rather than being a listener interpretatiai@fcues in speech such
as syntax and intonation, and nonverbal behaviours like.gaz

4. The speaker determines whether it wants to continueiglkia new utterance at
the end of each one. Then it makes a pause whose averageikedggnacteristic
of each conversant. Then, if no one has started to speak iméam time, it
would start another utterance if it has decided so, or extspeakership state.
Hence, agents stay in the ‘pause’ even when deciding notribnee talking,
as a time-off interval to prevent them from starting to speakediately after
having decidedhot to continue talking.

5. Whois talking is verified at each cycle by the agents in a sort ofjfdtive
filter'. The cycle-time (how long each cycle representshisréfore more than
the minimal unit of time: it represents thesponse-timef conversants, as there
is no ‘buffering’ of input to emulate delays in recognitiorafying attentions).
If it is more than one, only one is considered for any reactigneach agent
(excluding itself, of course); preferably not the currepeakeyso that the agent
can change focus to a new one if it wants. In the procedurdsahbdel, agents
always promptly change focus to new speakers. If there i€ni@n one talking
apart from the current focused speaker, one is chosen abmand

6. Feedback can be delayed depending on the inverse of gliddtikd to give feed-
back itself. That is, the more one is wont to give feedback,rttore it will be
prompt, immediately after the pre-TRP; else, it is variatbhfayed around half
second of time. Feedback itself has a length varying arouhdfla second.

7. Negative feedback causes the agent that was the lasttta pret TRP to respond
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10.

11.

12.

13.

to it and start to speak, whether someone else is alreadkisgear not. If the
agent itself is speaking (continuing to), it first makes arshibent pause before
starting a new utterance, marking the interruption of thergalk.

Starting to speak occurs in a two-step process: first #terler agent decides
whether it wants to talk, then whether it should start imragaly after the pre-
TRP (at the possible utterance completion) or wait for theakpr to stop. If
speaking immediately, it may overlap finishing talk or tatktihe middle of the
utterance (if it is not its end after all): if the current sReagives up and stops
speaking, the new taker has interrupted it (him or her); louhe contrary, if the
new speaker gives up, it was just a false-start.

. Deciding to talk because no one is talking already onlyuccafter a moment

of silence when nobody speaks. Such starters are assumednot las quick

as those who have decided to speak earlier and are just wédtirthe current

speaker to stop: these will start immediately at the first sifjsilence, whereas
the others shall wait a little longer to see whether ‘no ortaligng’.

The various assumptions of simultaneous talk are in.&4.4

Utterances may change the nature of subsequent TRPgagiinds to turn-
taking liberties. There are various sorts: a particulatyp#s selected to talk
next, or anyone is encouraged to talk, or the utterance atecthat there is
‘more to come’ and so turn-taking is discouraged, or the TRRn ordinary
one. Starting to speak after a more-to-come utterance onwbmeone else is
selected to speak next, for example, should be taken aseaatiffdecision than
that of free TRPs.

Hesitation can occur in the middle of talk: both silentvorce hesitation (dis-
continuities, repetition, fillers: “erm”). Silent hesitan is distinguished from
pauses by the context: whether the immediately prior talkednin a TRP or
not. Listeners may decide to interrupt a hesitation (wheis ppast a certain
minimum), in a similar ‘kind’ of decision as after a more-tome utterance.

Speakers may also ‘hesitate’ (or take longer to stargnmimey already have
or are granted the floor: when they are selected to speak neftey pausing
before starting a new utterance. Listeners would interttugrte too: hence, when
an agent is selected to speak next and does not start immlgdiatmay be
interrupted.
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4.6 Conclusion

This chapter presented a model of turn-taking intended asrdalic, simulational
representation of the process and its associated issussnétde of four components:
behaviours, agent attributes, interactive states andepiges. The ‘behaviours’ only
represent whether interactants are talking or not, and wdid$ of contraints to turn-
taking are involved in the TRPs occurring in the talk. They laroken up in moment-
sized units as the smallest unit of simulation aadponse timef the participants,
forming up the TCUs, utterances, hesitations, pauses #irdately, turns at talk.

Conversants are modelled by agents with a set of attribatesming the probabilistic

parameters of their turn-taking behaviour (broadly spegkin the discussion: how
much they want to talk, to give feedback, and so forth. Theg hhve a set of ‘internal’

variables recording their various interactive states uhfmut the discussion, which
are relevant (some of them, at least) for any system thatsteenake the distinctions
made here: speakership, pauses and hesitations, normahiing or interruption, etc.

Procedures that determine the agents’ behaviour (in thedosense) include: giving
and recognizing backchannel feedback, practices to dehlsimultaneous talk, the
constraints posed by various sorts of TRPs, hesitationygrebtof ‘interruption’.

In this model, TRPs are signalled explicitly. A possibleufigtwork would be to extend
it with representations of the various actealesof possible utterance completion ac-
cording to the listeners’ individual, possibly varyingternpretation (misspotted TRPs,
etc), and not as explicit signals emitted by the speaker.u#latues (82.6) would
be syntactic completion, intonation, prosody (rhythm agwipo), visual behaviours,
loudness, and others.

Another possible extension, or use of this framework of epsant multi-agents, is by
adding contents of talk and the reasons for interaction aallogue systems, follow-
ing theories such as in 82.7. This would mean systematicafilacing the various
probabilistic attributes by more principled reasons forywdgents decide to talk at
each moment, such as obligations from thevegin a dialogue and discourse sense)
contained in the utterances.
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Examples

The simulation was implemented in Java: its code is listeappendix 1. The basic
model,model.java , includes a simple front-end that shows the results cygleyle
vertically: one cycle (or ‘round’ of simulation) per line drvarious columns for the
agents in the group. This form of output is useful for goinge @ycle at a time to
understand what is happening in the simulation, but it pcedwery long printouts.

Therefore, the examples shown here were created with thé-éod ofhmodel.java
listed at the end of appendix 1. It runs the same simulationvfiatever extension it
is compiled) showing the resulterizontally, in 80-character-width ‘blocks’, with one
line per agent of the group. Thus, the behaviours on eactkldontinue unbroken
on the next block coming down below: the last behaviours ia @ast column) are
followed by the first behaviours (second column) in the next.

The first column in all blocks lists the agent names—only intgoat when a hame is
used for selecting the next speaker at the end of an uttefan&®.3). The first line

in each block identifies the cycle separation with marks aryegecond. There can
be more or less cycles per second according to a global pssathat determines the
resolution of the simulation, what time each cycle represeBy default, it is 0.2s,

which gives 5 cycles per second.

For the benefit of those who may have come here directly witteading the previous
chapters, a quick description of the behaviours is usefdlitively, ‘talk ’ means that
an agent is talking at a given moment (cycle), talk that iscootplete yet;tal _’is the
extended or redundant finishing talk that can be overlapyealew speaker without
much import or even any notice of it; anth- ' is a disfluency in the talk, like a

133
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voiced interruption (“uh”), the beginning of a self-repair a filler’ hesitation such as
“erm” or “you know”. This ‘ta- ’will only appear in the examples in 85.2 and 85.4.

Empty slotsof ‘- "or‘ . "andalso ‘.. ’ are all silence. The first is the general
listening silence; the second is thausingsilence after an utterance, while the agent
still has not disengaged from speakership, maybe even mgatttiresume talk; and the
third is the ‘cut-off’, abandoning-talk silence, when qing from a started utterance
due to simultaneous talk. They are distinguished just tiiti@ae our identification of
different states and state changes in the agents, but arecaljnised as (and can
be made) the same. The cut-off silence is particularly el distinguish from
hesitations, when silence after talk does not necessaghmthe speaker is quitting.

Talk occurs inutterancesvariable-length sequences tflk "and ‘ta- ’and silences
that represent hesitations in their middle (as in 85.4)er®i¢ also occurs in between
utterances, when the agent is pausing (as speaker) oranifigt In the first model,
utterances always end in g'RP behaviour, which is talk indicating the projection of
their completion (a transition-relevance place, TRP)sTdan be followed by a short
but variable-lengthail of additional or redundant finishing taltal _), which goes out
typically in a lower(ing) pitch and/or loudness.

Backchannels occur in sequencesufuh’ (positive feedback such as “uh huh” and
the like) and huh?’ (negative feedback such as “huh?” and the like). It is natéach
of these behaviours represents one separate utteranci,ivubhe whole sequence
of the same behaviour that forms one “uh huh” or “huh?” vaglion, just as with
‘talk .

5.1 Basic simulation with backchannel feedback

The basic simulation imodel.java corresponds to the procedures of figure 4.3 ex-
plained in sections 4.4.2 and 4.4.3: feedback generatiihawery simple resolution
of simultaneous talk and no other sorts of TRPs or hesitation

5.1.1 A 3-party example

The first example is a 3-party discussion with agents havimg<ATIVENESS of 0.1,
0.2 and 0.4 respectively,HEDBACK of 0.2, 0.3 and 0.1, and everyone witA&ER-
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NESsof 0.4, CONFIDENCE of 0.6 and \ERBOSITY or 0.3. These are the meanings of
the parameter digits in the java command-line below.

$ java hmodel 3 t124 231 e4 c6 v3

Turn-taking model in a simulation of small group discussion v.22/07/04

Os_ ||| | |is_| I || s ||
AgtA| - - - - - - -

AgtB| -  talk talk talk talk talk talk talk talk talk taIk talk p TRP tal_
AgtC| - talk - - - -

Bs_ || || J4s_ ||| | ;s ]
AgtAluhuh uhuh uhuh - - - - - - - - - -
AgtB| . - - - - - - - - - - - -

AgtC| - - talk talk talk talk talk talk talk talk pTRP tal_ tal_ tal_
6s_|__ | || |7s I I || _8s_ | |
AgtA| - - - - - - -
AgtBJtalk talk talk talk talk talk pTRP talk talk talk talk ta lk talk talk talk
AgtC| . - - - - uhuh uhuh - - - -

Os_ | | || J1os ||| | s
AgtA| - talk talk talk talk pTRP . . - - - - - - uhuh
AgtB|pTRP . - - - - - uhuh uhuh - - - huh? huh?

AgtC| - - - - - - - talk talk talk talk pTRP talk talk talk

M2s | | || J1&s ||| | s |
AgtAluhuh - - - - - - - - - - - - - tak
AgtB| - - - - - - - - - - - - -
AgtC| - talk talk talk talk talk pTRP tal_ tal

[15s_ | | || Jw6s || | | S Y I I N
AgtAltalk talk talk talk talk talk talk talk talk talk pTRP .ot alk
AgtB| - - - - - - talk talk talk
AgtC| - - - - - - - - - - - - - tak

[18s_|___ | || I19s I _f20s || |||
AgtA| - - - - - - - -
AgtB|pTRP tal_ . . . talk talk talk talk talk pTRP . - -

AgtC| - - - - - - - talk talk talk talk

21s | | || Jees || || I23S [ N N
AgtA| - - - - - - - -

AgtB| - - - - - talk talk talk talk talk pTRP .
AgtCltalk talk talk talk talk pTRP tal_ tal tal - - - - uhuh

The attributes in @PITALS are the probabilistic parameters that model each agent
(table 4.2): BLKATIVENESS is how often an agent wants to talk at the appropriate
turn-taking points (at silences and at TRPs: that is, afféRP); FEEDBACK is how
much one gives backchannel feedback when not talking,réitheh’ or * huh?’ (cho-
sen in a fixed proportion); AGERNESSiS how eager one wants to speak when deciding
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so, either right away in a TRP, or (politely) after waitingethpeaker to stop; @\FI-
DENCE is the likelihood of persisting to talk simultaneously withers, which may
determine who ‘wins’ the simultaneity; ande®BosITY is how much one wants to
continue making new utterances while as speaker.

In the example, right at the second cycle (at 0.2s) two ag#stgle to start simulta-
neously; oneAgtC, gives up immediately at the next cycle (marked by * ’) while

the other,AgtB, continues to produce a full utteranc&gtA gives positive feedback
at 3s (uhuh’ for 0.6s), just a little after the end of that utterance, l8l#igtC starts to
speak at 3.2s. After it finishes, at @gtB starts another, longer utterance containing
an intermediary TRP signalled byTRP at 7.2s.

This indicates a possible completion of the utterance-esists cannot know precisely
yet, at that moment—, or a place of some uptake (the recogrofian idea or message,
end of a clause), so they can decide either to speak or tord$pdt in some other way.
Only AgtC responds with a short positive feedback of 0.4s at 7.6s. #gant decided
to speak there, its &sERNESswould give the likelihood of starting immediately or
waiting to see if the speaker was really finishing.

Two turns later (after two speaker changes), an intermedi&P is responded with
two sorts of feedback: negative feedback at 11hd87) then positive feedback a little
later at 11.8s (that is, delayed by 0.4s from thERP). Negative feedback requires the
speaker to respond, #@tC stops its utterance midway (at 12s) and restarts—the short
break then indicates the start of a new utterance addressengroblem of hearing or
understanding that was raised.

After this utterance ends, nobody talks for one second (at $yose actually), until
AgtA begins at 14.8s. It finishes its utterance then makesyashort pause of 0.2s—
like, maybe, a quick inhalation—before resuming at 17.4ke Pproblem is that the
other two agents also take cue of the TRP signalled at 17seaksas well, almost
simultaneously. In this casé&gtB is the only one who continues whilst the others
immediately withdraw. We can see that talkers have verypsheaactions here; it is
possible that in real life people would sometimes speakla ore (perhaps 0.6s or
more) until realizing the simultaneity and reacting to it.

AgtB talks in two short utterances separated by a medium pausebsf(Qoted by

" silences). ThergtC latches orperfectly to the second one at 20.2s by starting
a new utterance right when the prior one finishes, at the atidio of its (possible)



Chapter 5. Examples 137

completion which did not have any extra finishing talk (amotlatch occurred earlier
at 9.2s). The new utterance is later overlapped whggB also starts forthwith at the
utterance’s first possible completion (22.2s). That wasquitie its completion yet:
there was still 0.6s of finishing talk which is then overlagy the new start.

5.1.2 A 4-party example

With more participants, the chances that someone will warnalk at each TRP or
silence increases, even with lowaOKATIVENESS. In this example, agents have rea-
sonably low RLKATIVENESS and FEEDBACK, but low CONFIDENCE as well (0.4 for
all), which makes them more likely to stop if talking simul&ously with others.

$ java hmodel 4 t1234 {2121 e4623 c4 V5

Turn-taking model in a simulation of small group discussion v.22/07/04

Os_ | ||| s ||| | s ||
AgtA| - talk - - - - - - - - - -

AgtB| - - talk talk talk talk talk talk talk talk pTRP tal_ tal_ tal_
AgtC| - - - - - - - - - - - - - -
AgtD] - tak .. - - - - - - - - - uhuh

Bs_| | || J4s_|___ ||| SN 1 N I I
AgtA| - - - - - - - - - - - - -

AgtB| . . - - - talk talk - - - - -
AgtC| - tak .. - - - - - - - - talk talk talk talk
AgtD|] - talk .. - talk talk talk - - - - -

s | || rs_ || || I8S [ N IR
AgtA| - - - - - - - tak - - -

AgtB| - - - - - - talk talk talk pTRP taI tal_
AgtCltalk talk talk pTRP tal_ tal_ . . - - talk talk talk talk
AgtD| - - - - - - - - -

Os_ | ||| IlOSI [ _Ms ]
AgtA| - - - - - - - - - - - - uhuh
AgtB| - - - - talk .- - - tak
AgtCltalk talk pTRP : . talk talk talk talk talk talk pTRP talk
AgtD| - - - - -

M2s | | || J1&s ||| | s | ||
AgtAluhuh - - - - - - talk talk talk talk talk pTRP talk talk
AgtB| - - - - - - - - tak

AgtC""'---------tam
AgtD| -  talk talk talk talk pTRP - - - . . .

In the beginning three agents start to speak more or lesdtaime@usly. The model
allows just one cycle before agents starting at sileneesgnisdhere are others speak-
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ing; so starts of talk can be one cycle apart at most. It is birtiyat they check the
previous cycle, not the current, when deciding to speakemixt one—which sort of
simulates they are busy thinking up what to say then. Howerere they start they
recognise immediately if there are others speaking.

In this initial case, only the late startekgtB ) continues; the others stop at the first
hearing of the simultaneity, because of each other—whaemext chapter | will call a
‘collective’ false-start. The simple resolution of muligalk here does not provide for
any preference of the type ‘first to start takes the turn’s ithe agents’ GNFIDENCE
that determine whether they insist to talk. As both firsttstarstopped right away, the
second oneAgtB ) could continue without actually being in any simultaneity

Then at 2.4s there is a very short backchannel feedback ¢lése “m”: a closed-mouth
vocalization) at the utterance’s finishing talk, followed two groups of collective
false-starts at 3.2—-3.4s and 4-4.4s. In the second instdrecagents persist for one
or two cycles before stopping together: if only one had seahphe other would have
continued speaking to a full utterance.

Further on, two agents start at 7.4s, just 0.2s &Atg€ stopped speaking. This can
only mean they have decided to talk at the TRP of the previti@samnce (one cycle
after, at 6.8s) and were waiting for it to finish: because amagtarting from silence
(when nobody is talking) would wait one cycle more. So, h&tes already intending-
to-speak are quicker in starting after someone stops tHasrotvho will only decide
to speak when there is silence. At 7.6s, one of the two stagiees up immediately
recognizing the simultaneity, while the other continuesdoicing a short utterance that
is overlapped bygtC at 8.2s.

At 10s another agent tries to speak together with the cuseedker AgtC ) restarting
after a pause, but gives up. The simple resolution of matiplk here also does not
provide for any preference of the type ‘current speakerioomisunlessanother self-
selects’ from rule 3 of the turn-taking systematics (82.1if4t would meaneven when
current and another self-selecting speaker start motessrsimultaneously. Here, it
is much like any other simultaneous start: anyone might stopontinue speaking
depending on their GNFIDENCE

Finally, at 11.4s, another agent starts to speak forthwighldr P, causing both speakers
to stop just afterwards. In this case the speaker was cuindéfirupted by a start of
talk in the middle of its utterance. Of course, it is a randoacigion based on the
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agents’ @NFIDENCE attributes, but it illustrates the bluntness that a simgé®lution
of simultaneous talk generates. This is much improved imtbeel that is extended
with a more elaborate resolution of simultaneous talk, tgdmn next.

5.2 Elaborated simultaneous talk

The model with more simultaneous talk procedures corredptmthose of figure 4.5
described in section 4.4.4, and implementedhadel2.java of appendix 1.

$ javac model2.java
$ java hmodel 4 12345 2341 c3475 e3642 v6

Turn-taking model in a simulation of small group discussion v.22/07/04

Os_ | ||| s ||| | s ||
AgtA| - - - - - - - - - - - - -

AgtB| -
AgtC| - talk talk talk talk pTRP tal taI - -
AgiD| - talk talk ta- TALK TALK TALK talk talk talk talk talk ta lk pTRP

Bs_ || || J4s_ ||| | _es_ ]
AgtA| - - - - - - - - - uhuh uhuh - -
AgtBltalk talk pTRP
AgtC| - - - - - talk taIk pTRP TALK TALK TALK talk talk talk talk
AgtD| - - - - - - talk talk talk pTRP tal_ tal

s | || rs_ || || _8s_ ||
AgtA| - - - - - - - - - - talk TALK TALK ta-

AgtB| - - - - uhuh uhuh uhuh -  talk talk talk talk talk pTRP
AgtCltalk talk talk pTRP tal_ tal_ tal_ . . tak ta- ta- TALK TA LK TALK
AgtD| - - - - - - - - - - - - -

Os_ | | || J1os ||| | s
AgtA| - - uhuh uhuh - - - - - - - - -
AgtBltal_ tal_ .
AgtC|TALK talk talk ta/ talk talk talk talk talk talk talk tal k talk talk talk
AgtD| - - - - - - - - - - - - -

M2s | | || J1&s ||| | s |
AgtA| - - - - - talk talk pTRP tal_ -

AgiB| - talk talk talk talk talk talk pTRP talk talk TALK TALK t alk talk talk
AgtC|pTRP - - - - -
AgtD| - - uhuh uhuh uhuh - - - talk ta- ta-

In this example, two agents start to speak at 0.2s and botiincensimultaneously,
first ignoring each other then one of theAg(D ) hesitating briefly (ta- ") and up-
grading or ‘stepping-up’ talk to a more competitive starnsech as louder), which is
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represented byTALK'. But since the other speaker’s intended utterance is gadittle
over 1s when completed), its producer is not going to stop.

That is one of the assumptions embedded in these practisgnoltaneous talk: if the
speaker is at 1 second or less of finishing its utterance—eotting an additional tail
of ‘tal _'—, it could just as well complete it. Short utterances uugb simultane-
ously with other talk without disturbing it too much; geniiydt seems their producers
just do not mind or ever consider stopping in the middle bseaf its simultaneity.
Similarly, when a longer utterance is in its final stages arbls or less of comple-
tion), and there is other talk for whatever reason, it woudtimake sense to stop then,
after most of the utterance has been realized already.

In the present case, both speakers continue and Wgi@nfinally emerges from the
simultaneity alone, it readjusts its talk back to normalisThappens at 1.4s yet still
when the other was finishing talk, as the agents do not take " as conflictive (so
that they do not stop when overlapping a finishing speaker).

Another similar simultaneous episode with competitivk taggins at 4.2s, but the one
more worth looking begins at 7.8—8s: three agents compédirtge floor. Two of them
step-up their talk and the othekdtB ) goes on to ignore the first two; its utterance is
also within the threshold of a short utterance so it is nohgao stop anymore. Soon,
one of the other twoAQtA ) gives up at 8.8s as it recognized that another speAg#Tr,
also stepped-up its talk.

This one, the remaining speaker after the simultaneouségjsiecides to repeat part
(or all) of its talk that was obscured by the simultaneity.afts another assumption
included in the procedures here. It happens in the simulatioen there is a ‘long’
simultaneity of more than 1s (the same threshold again). agent then breaks its
talk with ‘ta/ ' at 9.6s and restarts talking (supposedly to repeat it) s Tehaviour
is intended to be just d&- ', a self-interruption, made different in the implemented
program so that we know it corresponds to a decision to recyuért of) the talk
obscured by the simultaneity: a distinction transparenth® agents just like with

There is another simultaneity later at 13.6s, this time mnddle of an utterance.
Two listeners decide to speak at a TRP in the talk (perhapgitig the speaker was
finishing): one makes a short utterance while the otherdtesibefore quitting, leaving
a false-start behind.
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5.2.1 A 5-party example

In the following 5-party simulation, agents are given medhto-high parameters of
TALKATIVENESS that could create a busy discussion (0.2 to 0.6) and somesihigh
CoNFIDENCE values for the more talkative agents this time (respegtiOe?, 0.4, 0.7,
0.5, 0.8) for more simultaneous talk conflicts. Other atti@s not included in the
command-line are left at default likelihoods of 0.5.

$ java hmodel 5 123456 e46273 c24758

Turn-taking model in a simulation of small group discussion v.22/07/04
Os_ | ||| ||| | s ||
AgtA| - - - - - - - - - - - - - -
AgiB| - talk ta-
AgtC| - - - - - - - - - - - -
AgtD| - tak tak ta- .. - - - - - - - - talk talk
AgtEftalk talk talk ta- ta- talk talk talk talk talk talk talk pTRP
Bs_ || || J4s_ ||| | _es_ ]
AgtA| - - - - - - - - - - - - - -
AgtB| -
AgtC| -
AgtD|talk talk pTRP talk talk talk talk pTRP - - - - -
AgtE| - - - talk talk ta- talk ta- talk talk talk talk talk talk t alk
6s_ | | || rs_ || || _8s_ | |
AgtA| - - uhuh uhuh uhuh - - - - - - -
AgtB| - - - - - - - - - - - - -
AgtC| -  huh? huh? - - - - - - - - - uhuh
AgiD] - talk talk talk talk talk talk ta- - -
AgtE|pTRP tal_ tal_ - talk talk TALK TALK TALK talk talk talk t alk pTRP
Os_ | | || J1os ||| | s
AgtA| - - - - - - - - - talk talk talk talk talk pTRP
AgtBtalk talk ta- .. - - - - -
AgtCluhuh talk talk pTRP tal_ tal_ - - - huh’) huh’)
AgtD| - talk ta- - - - - - - - -
AgtE|talk talk talk talk ta- talk talk talk pTRP . - - talk talk talk
12s | || I [13s | | | | _As |
AgtAltal_ tal_ . . - - - - - - - - - uhuh
AgtB| - - - talk ta- - - - - - -
AgtC| - - - talk talk pTRP talk TALK ta- -
AgtD| - - - - tak TALK TALK TALK TALK talk talk pTRP tal_ taI .
AgtE|pTRP - - - - - uhuh uhuh uhuh

Right at the beginning in this example, three agents staspak more or less si-
multaneously, with only one continuingddtE ); the other two make false-starts. The
persisting agent just hesitates briefly at 0.6—0.8s beasfitke other talk. We can take
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repeatedta- ' as acontinuoudhesitation just like withtalk ’or *uhuh’ (say, a long
“ummm”), not necessarily multiple discrete breaks.

A decision to stop is now taken in two steps: first the agermitédyt to hesitate with low
confidence, then stop afterwards in a second adverse decBid it is also possible
that an agent hesitate then talk then hesitate then talk agali so on, simulating what
is sometimes observed in real simultaneities: a cycle qi-stgtart-stop-repeat caused
by other talk, while one supposedly attempts to speak ‘irctear’. That is observed
in the next simultaneous talk episode, at 4s and 4Adt hesitates twice before the
other speaker completes its utterance. We know thaAgti2’'s ‘pTRP at 4.4s is the

end of its utterance and not simply an intermediary TRP,esthere isno ‘.. ' or

‘tal _’ thereafter and the agent did not hesitate first.

The next conflictive simultaneity (from 6.8s onwards) isnaisting because it is the
only case here that an agent may start to speak not in a TRBgbatise of negative
feedback. Here it happens that another agent started ab#sghte completion of the
recent utterance, when a little later its producer also lspeasponding to thentih?’
vocalization (when it ended). The same thing also happeh%.4s.

Finally, the last interesting simultaneity begins at 12:68 another multiple start.
This time both agents eventually step-up their talk to a cetitipe mode, but one of
them immediately hesitateddtC at 13.6s). This means it will stop next, because
when one simultaneous speaker upgrades talk, the othét{s) step-up too or end
up quitting—unless they ignore the simultaneity as whersfiimg or just producing a
short utterance, 1s or less to end. Thus when an agent upgtadalk it has a slight
edge over the others in that it will not quit as easily therdeas the other(s) ignore or
upgrade their talk too.

Note how, in relation to the previous model, speakers do ndttglking as easily as

before now. Simultaneous or partly simultaneous uttersace common in many real
discussions: people do not give up as promptly as in frast@fra second. In many
circumstances there are practices and hitches they ussisb &amd get their message
across anyhow.
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5.3 Sorts of TRPs

The third model or extension to the basic om®del3.java in appendix 1), corre-
sponds to the procedures of figure 4.6 described in sectib.4lt incorporates the
above elaborated simultaneous talk and adds other ‘sdrpgeeTRP behaviours that
signal TRPs with different turn-taking restrictions.

Hitherto, TRPs were indicated only bgTRP; now there is alsoMore’, which is when
the utterance entails there is more the speaker is goinytoA®/?’, when the speaker
encourages anyone to speak such as in questions like “Hasdwyy. . ”; and, when an
agent’s name ends the utterance, it indicates that that agexiselected’ to talk next,
as when one asks a question addressed to someone specifically

$ javac model3.java
$ java hmodel 5 t12345 c2 5 e5 v75864 s64753

Os_| | | | s || | | s

AgtA| - talk ta- .. - - - - - - talk talk talk AgtB tal_
AgtBJtalk talk pTRP tal_ - - tak ta- - - - - - -
AgtC| - - - - - - - - -

AgtD| - - - - - tak ta- .. talk tak ta-
AgtE|talk talk talk talk talk Any? . - - - tak ta- ta-

Bs_ | | || s || | | ;s ]

AgtAltal_ - - - - - - - - - - - -
AgtB| - - talk talk talk talk talk AgtC . - - - - -
AgtC| - - - - - - - - - talk talk talk talk talk talk
AgtD| - - - - - - - - - - - -

AgtE| -

6s_ | | || frs_ ||| | _Bs_ |||
AgtA| - - talk talk talk talk talk More . . talk talk talk - talk
AgtB| - - - - - - - - - uhuh uhuh uhuh
AgtCltalk AgtA tal_ - - - -

AgtD| - - - - - - - - - - huh’) huh’?
AgtE| - - - - - - - - uhuh uhuh

Os_ | | | | J10s|__ | | | s
AgtAjtalk talk talk talk talk Any? tal_ tal_ - - - - -

AgtB| - - - - - - - - - -
AgtC| - - - - - - tak tak ta- ta- .. - - - -
AgtD| - - - - - - - - - - - talk talk talk talk
AgtE| - - - - - - tak ta- talk ta- .. talk ta-

M2s | | | | J13s || | | s |
AgtA| - - - - - - - uhuh uhuh - - - - - -
AgtB| - - - - - -

AgtC| - - - - - - - - uhuh uhuh
AgtD|talk More tal_ tal tal . . uhuh uhuh

AgtE| - - - - - - talk talk talk talk pTRP talk talk talk pTRP
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The agents in this example are given highRBOsSITY and ELECTIVITY likelihoods,

so as to show examples of the three specific turn-taking sbrtéterances. ¥R-
BOSITY is the parameter modelling how much a speaker wants to agntialking

in new utterances, and therefore how often it indicatesieitlyl with * More’: repre-
senting for instance an utterance that is a subordinatedelacking the subordinant,

or a beginning like “I want so say some things”EL&CTIVITY is another attribute
modelling how often agents select others to speak in theuslsson. Also, the fixed
likelihood with which ‘Any?’ utterances are chosen was changed here (in the com-
piled program, for there is no command-line input for it) td.0

Immediately, in the example, we have two simultaneous shtatances, one ending in
the normal pTRP and another ending imAny?’. This entails aurn-yieldingTRP: we
know its speaker is giving up the floor and, more than thasghcouraginganybody to
talk. Two agents then start right away but give up just afeeds. Then another agent
speaks, persists through the other false-starts, and raakeatserance that seledgtB

to talk next, with a pre-TRP that is the name of the selectexhiag

AgtB then waits the speaker to finish in order to start in the sulseigturn-yielding
TRP and selectagtC with its utterance, who also waits for silence before spegki

in turn selectingAgtA to speak next. This one starts right away without waiting for
silence, and makes a short utterance explicitly indicatiitg ‘More’ that it is continu-

ing to talk—supposedly to complete the message, idea oasamnounced or opened
up in that utterance.

‘More’ discouragesnyone to speak in the following restricted TRP, making tieo
agents to wait and see: to continue listening to what thekgpreés going to say. Here
they only respond with feedback, including a negative onlwimakes the next utter-
ance to be interrupted at 8.6s so as to address the problsedrai

The next utterance is again one that encourages anyone a&.sféis makes two
agents start right away without waiting for the utterana@@spletion; subsequently,
they both stop because of each other. Then another afgtbt)(makes an utterance
indicating explicitly more-to-say, but this time someotiee(more talkative agent) de-
cides to interrupt it at 13.2s in a smooth interruption.

So turn-taking is only restricted, not eliminated, Bibfe’ TRPs. With hesitations,
TRPs selecting the next to speak can also be ‘interruptedbioye non-selected other
if the selected agent does not start to speak immediatdiypsiead hesitates.



Chapter 5. Examples 145

5.4 Hesitations

The fourth model or extension to the basic omedel4.java in appendix 1) corre-
sponds to the procedures of figure 4.7 described in sectibf.4it includes on top of
the previous procedures the generation of hesitationsamtiudle of utterances and
when already having the floor—when pausing before spealgagneor when one is
selected to speak—, together with the corresponding colyrthe listeners of when
to interrupt or keep listening. Hesitation may be silenthwi - * after ‘talk ’, or with
‘ta- ', which represents voiced disfluencies or hesitation ligar”.

The example below shows various instances of hesitatiohanrtiddle of talk. We
know that agents do not give up speakership at 0.4s becaesebdhaviours there

are' - ’, not ', which means they are hesitating in mid-utterance. Oné&eifrt

finally gives up a second later at 1.4s while the ottty ) makes short hesitations
intercalated with talk until quitting its speakership a6S3. More hesitation is in the
long utterance starting at 11.8s and going all the way tosl@mich is made much

longer because of hesitation).

Listenerscan interrupt a hesitating speaker, when it hesitates conlijné@r 0.8s or
more. Such an extent of hesitation only occurs in this examjth AgtA at 10s (hes-
itating from 9.2s), and also witAgtE at 7.6s (hesitating from 6.8s because it was se-
lected to speak). But the decision to interrupt has to be nesshlikely than a normal
turn-taking: it is assumed to be just as when interruptingeone after a more-to-say
utterance, only if the agent is talkative and/or eager ehoug

There are three instances in this example of an agent hegibeforestarting to speak,
when that agent already has the floor. Two instances occun Wii€ is selected to
speak at 6.8s and 16.8s: in both cases it hesitates befdiagta speak (what others
have called ‘pausé). The agent is granted the floor then, so it does not usuatg ne
to hurry up speaking before others do, as is the case in ndaumataking. The third
such instance, finally, is whekgtE pauses and hesitates before starting to speak in a
new utterance, at 19s. That is a place a little riskier toydedgauming to talk because
anyone could start there (less hesitantly) and take thenstead.

LA distinction that could be made is whether it isiatentionalpause or an (apparenthintentional
hesitation whilst thinking and formulating what to say.
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$ javac model4 java

$ java hmodel 5 t24132 h45276 f1 e6 v6 c6 s3

[0s_|

AgtAl - -
AgtBltalk ta-
AgtC| - -
AgtD|talk ta-
AgtE| - -

[3s__|

|___[1s_|

tak ta- ta- ta-

talk ta- TALK TALK talk

|___[4s_|

AgtAl - -

AgtBluhuh talk talk talk talk talk More

AgtC| - -
AgtD| -
AgtE| - -

|6s__|

talk ta-

AgtAltalk talk talk AgtE

AgtBltal_ -
AgtC| - -
AgtD| - -

AgtE|uhuh uhuh

[9s_ |

|___[7s_|

|__[10s_|

ta- ta- ftalk talk ta-

AgtAltalk -
AgtB| - -

ta-

ta- talk -

AgtCltalk talk talk More tal tal

AgtD| - -
AgtE| - -

|12s |

|___[113s_|

talk talk talk pTRP tal_ tal .

AgtA| - -
AgtBJtalk ta-
AgtC| - -
AgtD| - -
AgtE|talk ta-

|15s |

ta-

talk ta-

AgtA| - -
AgtB|ta-
AgtC| - -
AgtD| -
AgtE| - -

|18s |

uhuh uhuh

| [16s_|

AgtA| - -
AgtB| - -
AgtC| -
AgtD| -
AgtE|talk -

talk

uhuh uhuh -

pTRP tal_ tal_

talk talk ta- ta- ta- talk -

- tak talk - ta- talk talk AgtE tal_ tal -

- uhuh uhuh uhuh

ta-

s |

- - - uhuh

tak - talk pTRP talk

S 1< I I

- - - talk talk

talk talk talk pTRP tal_

tal_

_8s |

pTRP tal_

s |

'
—
=
=

_ s | |

_es ||

- ta- talk talk
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5.5 Areal example

Several interesting segments of recorded conversationstine ICSI corpus of group
meetings (Janin et al. 2003) were selected and examineddaalktative evaluation
that ended up not being included in the thesis. By ‘intengsti mean segments in
which there was multiple interaction by several particiggan short succession (like
the discussions simulated here), instead of the usual ersap-talking-for-a-long-
time that was prevalent in that corpus. One segment from tsediscussion in the
corpus (named ‘Bdb001’) had its timings measured in dedail, serves as an example
of the kind of timings, lengths of utterances and silent gapscan occur in real small
group discussions.

This segment is presented below, with labels indicatinglémgths, in seconds, of
blocks of silence and talk of three conversants, named A, .BSiént intervals are
indicated in parentheses, both between talk of the sam&ep@euses or hesitations),
and as gaps of speaker transitions. The transcript is bro&em in ‘blocks’ to fit the
width of the page. Each block may group together simultas@oiguasi-simultaneous
talk from more than one conversant put more closely togetBeme indentation is
used to show roughly when talk begins and overlaps other talk

Clearly, lengths of silence in parentheses at the beginufitdpcks are relative to the
longest talk of the previous one. When it is not obvious toclhblock they refer
or when it is relevant to indicate to which speaker the skeisaelative, it is marked
with it. For example, (S: XX.YY) means this silence is relatto the previous talk of
speaker S. Also, when the intervahsgativeto some previous talk (overlapping talk),
but has been wrapped down to the next block because of sp&cspeéaker to whose
talk it refers is indicated too.

When talk appears indented on the line without any indicatiowhom it refers, it is
to the simultaneous talk of another speaker in the same pirierally just above. At
other places, a length of silence is left at the end of oneitideeating an amount of
pause or hesitation to the next talk of tteemespeaker on the next line.

Lastly, the transcription of this segment has some (int@jtconventions: words in cap-
itals are emphasized talk (louder) and the dash (-) is s&dfHiuption. Extended vowels
(lengthening) were represented by doubling the letter®atsof the usual colons (:).
Utterances betweer’ had lower intensity and/or pitch. There is one very longitte
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ance that was broken up in different blocks: an equal siga{#)e end of the first was
used to indicate that it continues unbroken on the next oheghwcontains the length
of whole utterance.

1.0s 0.23s 151s
C: the transcript$0.4s) that (0.13s)may or may not change and then the

0.53s
—T—
C: (0.7s)UTTERANCE

2.6s
C: (0.21s) which were these tiny boundaries that may or may not change
A: (0.15s)0h that's-
—_——
0.56s
2.38
A: (C:-0.249) that's actually very nicely handled here because you could
C: (1.08s) ermm
——
0.29
2.14s 0.47s

A: (0.31s)you could- all you'd have to change is th@6s) €rmm

1.94s
A: (0.44s) TIMESTAMPS in the TIMELINE

0.4s 1.665
/_/H 7 -\~ N

A: (0.38s)without(0.41s)without errr changing the idea
B: (A:—0.31s) right
~—~
0.24s

C: (0.51s) andyou'd be able to propagate all of tf59s)

181s
0.79%

——
C: the information
B: (A:0.28s)that’s ho- that's WHY you do that extra level of indirection
2.2(43
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@]

@]

w

1.5s
(2.42s) so that you can just change the timeline

1.50s
(1.34s) ‘cept the timeline is gonna be HUGE

2.8s
(0.26s) If you say- suppose you have a phone level alignnientss)
(0.34s) yeah(A:0.73s) yeah specially at the PHONE levgl.4s)
~~ < _

0.2% 1.665
(0.23s)yees
~~
0.35s
2.0s

(A: —0.24s) thewe- we have phone level backtres&k82s)
Xou'd have- you'd havJe-
0.95s
(A:0.68s)yeah this- | don't think | would do this for phone level
229

(continues on the next block)

—
o

.2s)1 think for phone level you want to use some sort of=

Q
&
3

o
)
&

4525
binary representation because it'll be too dense otherwise

(B: —0.73s) ok, sooow
———
0.7%

2.38s
(0.66s) If you were doing that and you had a sort of companion

0.38s 1.555
(0.28s) aaaah(0.15s) thing that gets called up for phone level
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1.21s
C: (0.33s)°ah what would that look lik&(0.2s)

0.4s

C: "how would you?
B: (0.34s) | WOULD use just an existing
13%
A: (0.6%) ‘what-
——
0.28s

1.12s

B: (1.47s)"an existing way of doing it
A: (1.51s) but but why not use it for follow- it’s just a matter of
21,35

A: (0.27s)it just a matter 0f0.26s) uh being bigger
0.76s 0.73
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Evaluation

In order to evaluate the models quantitatively, a procedvas attached to the agent
framework to inspect the behaviours in the blackboard attine of every cycle. Its
function was to count a number of relevaneasuresf the resulting discussions, such
as the total time of single talk and simultaneous talk, totahber of utterances, and
so on. This modified version of the simulation would then rangé numbers of group
discussions, at various parameters and attribute settaugsimulating the results of
each iteration to compute their averages at the end.

A total of 150 discussions of 5 minutes each was chosen fere¥sluation. 150 is
a sufficiently large number and indeed the results showegmimimal variation—of
tenths of seconds or of a few number of occurrences—from waleiation to another,
demonstrating that they are reasonably ‘stable’ averafyed.since agents cannot get
tired or the simulation change with the time of the discussion, Butas is a sufficient
length too: as the results proved stable, increasing thgtheof discussions would
hardly change them significantly.

Because the simulation uses random numbers of a pseudoranature (as it is the
case in any computer program), the 150 iterations were @dvid three groups of 50
discussions intercalated by two prompts for a key press fileenperson running the
program. As the random number generator is seeded with thgpater clock-time
at each ‘run’, key presses should infuse a little more oetsashdomness in the chain
of pseudo-random numbers for each group of 50 simulatiohg. rindomness is the
(variable) micro-second interval up to the actual key pressen from the CPU clock
each time to seed the random number generator.

151
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This chapter will first describe in the next section theasureshat were counted. Sub-

sequent sections will discuss the results of the variousatsad a range of parameters

and attribute settings. In addition, appendix 3 lists tHedet of charts—containing

measures omitted here—in a different arrangement for abeparisons.

6.1

Measures

The measures counted in the evaluation comprise two broauapgr total time and

number of occurrences. The first group consists of the fatigw

average amount adingle talk in 5 minutes of discussion (from the 150 runs);

average amount afimultaneous talk both with and without overlapping tran-
sitions (overlaps), plus thmean length, theshortest and longestlengths of
non-overlap episodes of simultaneous talk (such as frontipheistarts of talk,
middle starts and long simultaneous talks);

average amount alilencesbetween non-continued utterances, generally speaker
transitions (gaps and lapses), and thean length, theshortest and longest
lengths of these intervais

average amount afo talk, which includes the time of silent gaps above, but also
the time ofpauseshetween (same-speaker) continuing utterances—excluding
however, silenhesitationsn the middle of utterances, which are not counted as
talk either (though non-silent hesitations like “erm” are)

average amount adbsolute silence that is, the previous total of ‘no talk’ not
having any feedback vocalizations either; and

average amount of tote#edbackand of just backchannels: i.e. only the feed-
back that came simultaneous with talk, in the backgrountl dtie difference of
these two, thus, gives the amount of feedback occurringdrsilences between
utterances (‘no talk’), which has to be the same differerecbeween the total
time of no talk and absolute silence.

It should be noted that the most interesting measures avalbligthe first three: the

time of single talk, of simultaneous talk without overlapad of silent speaker tran-

1Theshortestengths of these and simultaneous talks always ended ug treminimum resolution
of the simulation, its clock-cycle: by default, 0.2s.
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sitions. The others, though providing interesting infotima of the make-up of the
discussions, are predictable from the design and structutlee simulation and from
the parameters (of the attributes) given to the agents:

e the amount of overlaps in speaker transitions is a lineaugh complex) func-
tion of the INTERACTIVITY and EAGERNESSattributes of the current and the
new starting speakers, respectively, modulated by the@ralv TALKATIVE -
NESS the higher they are, the more overlaps shall occur (andsiéesst gaps);

¢ the amount of pauses between same-speaker utterances gedictable from
the VERBOSITY and TRRUSING attributes—which determine the probability
an agent wants to continue speaking and the mean time oflisepdefore start-
ing new utterances—again, modulated (strongly) by KIATIVENESS: speak-
ing agents can only pause and continue talking as long adlteesdet it by not
deciding to talk;

e and the amount of feedback is a direct function of trEEBBACK attributes
of the agents, modulated by thelndKATIVENESS: the less an agent wants to
talk, the more it may give feedback. From the amount of feekllakerives the
amount of non-backchannel feedback (not overlapped bydalt, thus, the total
of absolute silence in the discussions.

These are all measures not straightforwardly determinaplene single parameter or
the structure of the simulation, hence providing relevafdrimation about the result-
ing discussions. Other possible measures such as, for éxathp length of pauses
and overlaps or the shortest and longest sequences ofédialg! are either directly
determined by a single parameter or randomly created—likddéngth of utterances,
varying randomly from the minimal possible (two cycles ahsiation: a talk ’and

a ‘pTRP) to a given maximum which can be changed—and will be, in §6.2

The second group (number of occurrences) comprises theiold):

e average number of totaltterancesin the 5-minute discussions (averaged from
150 runs), plus the average distribution of utterances @siaine agents in the
group, when different ALKATIVENESS parameters are given to each;

e average number afontinuing utterances of the same speaker after pausing,
plus their distribution amongst the agents in the groupsghsumbers are part
of the previous number of total utterances);
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average distribution of the special ‘sorts’ of pre-TRMsrg, Any?, SELECT(X))
in the extended model with these (86.4);

e average number @llent gaps overlapsandlatchesin speaker transitions (com-
plementary values for this total);

e average number dfingle-speaker startsof utterances, and ohultiple starts
plus themeannumber of speakers thétre

e average number ohiddle starts: when someone started to speak in the middle
of another’s talk prompted by a middIgTRP;

e average number ddfimultaneous talks which is roughly the sum of multiple-
and middle-start episodes, and a few others—though notinear way because
one simultaneous talk can be composed of various multiptaiddle starts in
succession, without intervening silences;

¢ the average number ¢&dng simultaneous talks(included in the previous total):
when thesamesimultaneous speakers persist for a full second or mors, thle
meannumber of speakers there; note that kvegestfound lengths of simulta-
neous talks (listed in the ‘time’ measures) may not necégdas one of these
(and often were not), but rather a series of several ageptskgmy and stopping
in succession without intervening silences;

e average number of individufdlse-starts when agents start to speak but give up
shortly afterwards (in less than a full second) becauseharsttalking—again,
there may be many more false-starts than the total numbémodtaneous talks
because more than one false-start (from different agenss) lmve been (and
were) counted per each episode of simultaneity;

e average number dtollective’ false-starts when two or more agents start si-
multaneously (or off by a cycle) but they all stop shortly @s$ than a second
because of each other—with the individual false-startsichsases counted as
justonecollective false-start, so these two totals are disjoiomplementary;

¢ and the average numberiocomplete utterances when someone was already
speaking for one second or more and stopped because of aimaalis talk, usu-

2Multiple starts were identified as being not only startingtbe same simulation-cycle, but also
one cycle off: agents who may have started to speak withatiting that others already have, in the
immediately previous cycle.
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ally from a persisting other initial starter or a middle $éar

So, the threshold obne secondised to identify the last four measures is then just
a simple (though arbitrary) way of distinguishing incontpl@tterances from false-
starts, and ‘long’ simultaneous talks from the other (shairhultaneous talks. These
measures are further clarified hereinafter with examples.

6.1.1 Output of the results

The evaluation procedure inspected the agent behavioting &nd of every cycle of
simulation to identify specific changes such as in the speakd events like overlaps,
latches or silences, thereby counting totals as the nexestion will show. The pro-

cedure maintains along the cycles its own internal stag¢ative as to who is speaking,
who spoke in the last few cycles, and others. This prograisted in appendix B.

There follows below an example of the evaluation result@fgroup of 5 agents: each
with TALKATIVENESS of 0.3, 0.2, 0.4, 0.3 and 0.1 respectively, anslGERNESS of
0.5 for all. The other parameters are left at defaults: elictee of 0.2s (5 cycles per
second), maximum utterance length of 4 seconds (varyingdmst 0.4s and 4s), 10%
of negative feedback(h?), and all other attributes at 0.5 for everybody.

$ java mtest 5 t32431 e5

Press ENTER, or SPACE+ENTER for nonstop evaluation.
(press ENTER for the randomic seeding)

(press ENTER for the randomic seeding)

Totals: amount of single talk (223.7s), of no-talk/total si lence (30.0s/15.8s)
simult.talk with overlaps (38.9s), feedback/backchannel s (71.1s/56.5s)
silent gaps (80): total (25.5s), mean (0.3s), shortest (0.2 s), longest (1.6s)
simult.talks (93): total (30.4s), mean (0.3s), shortest (0 .2s), longest (1.8s)
simult.starts(63), mean #speakers(2.4); long sim.talks( 4), mean #speakers(2.1)
middle starts(17), false-starts/incompletes(94+24/14) , overlaps/latches(24/26)
single starts(21), utterances (107:25+17+30+23+9), cont inueds (10:2+1+3+2+0).

Remember again that these resultsareragegrom the generation of 150 simulations
of 5 minutes (300 seconds) each, except for the longest ammtiesh lengths of gaps
and simultaneous talks, which are the longest and shodeastdfinall 150 simula-
tions. The mean lengths of gaps and simultaneous talks, mgaber of simultane-
ous starting speakers and speakers in long simultanedssaid also averaged from
all the episodes found in the 150 runs. The two numbers oéfsiarts are fomdi-
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vidual andcollectivefalse-starts. And the various numbers summing up to théstota
of utterances  andcontinueds  (continuing utterances) are of course those counted
for each agent. They are different in this case because sig@re given different
TALKATIVENESS likelihoods.

The Totals (times of single talk, silence, etc.) correspond to the ayed amounts

of time in the 300-second discussions, andrtbhenbergof silent gaps, simultaneous
talks, etc.), to the average number of occurrences in thigtteof simulation. Times

are presented with one fractional digit, but the numbersramecated to integers for
displaying so they lose some decimal precision. That is vamyessums do not match
up exactly, like the sums of individual agent utterancesototal of utterances, and
the total of ‘continued’ utterances from the individual atge(in the last line of results).

Another run of the evaluation with the same parameters shmwmslittle the results
change, which demonstrates they are sufficiently stablages:

$ java mtest 5 t32431 e5

Press ENTER, or SPACE+ENTER for nonstop evaluation.
(press ENTER for the randomic seeding)

(press ENTER for the randomic seeding)

Totals: amount of single talk (223.0s), of no-talk/total si lence (30.2s/16.1s)
simult.talk with overlaps (39.1s), feedback/backchannel s (70.8s/56.3s)
silent gaps (80): total (25.7s), mean (0.3s), shortest (0.2 s), longest (1.6s)
simult.talks (92): total (30.5s), mean (0.3s), shortest (0 .2s), longest (2.0s)
simult.starts(64), mean #speakers(2.4); long sim.talks( 4), mean #speakers(2.1)
middle starts(17), false-starts/incompletes(94+24/14) , overlaps/latches(24/25)
single starts(21), utterances (107:24+17+30+24+9), cont inueds (10:2+1+3+2+0).

6.1.2 Counting the measures

Next, let me exemplify how some of the measures are identi¥ieda ‘verbose’ mode
of the evaluation used originally for debugging. This moeépgarts when theumber
measures are counted in a cycle-by-cycle basis. The cauofinotal times is not
shown because they were trivial and posed no debugginggras-moreover, listing
them every time would clutter the output too much. It was tbmher measures that
required a more thorough check since they involved comptexext identification,
sometimes along a span of two or more cycles.

Here is a sample of the cycle-by-cycle evaluation indigatime measure count (it is
slightly edited to fit in a shorter width):
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$ java mtest 5 +2 2
Press ENTER, or SPACE+ENTER for nonstop evaluation.

Time AgtA|AgtB|AgtC|AgtD|AGtE|
------------------------- identified measures

0.0

0.2 - - -

0.4 - - - - talk gap_shortest gap_longest gap_sum+=2 singles tart
0.6 - - - - tak

After an initial silence and when someone starts to speakcfwénds that silence),
some measures are counted: the shortest and longest sifen¢sp far), the number of
silent gaps (implicitly in thegap _sum increasing) and that of single starts of utterance
(singlestart ). Further onwards:

52 talk

54 pTRP - -

56 tal_ - uhuh - - utterance

5.8 - - uhuh

6.0 - tak - tak - gap_shortest gap_sum+=1 simstart_many+= 2
6.2 - .- tak talk false-start

6.4 - - - talk talk simstart_many+=1

6.6 - - - talk .. false-start simtalk longest simtalk sum+= 3
6.8 - - - talk

7.0 - - - pTRP

7.2 - tak - tal_ - utterance overlap

7.4 - tak - tal_

7.6 - tak -

7.8  uhuh pTRP - -

80 uhuh tal_ - uhuh - utterance

8.2 - tal_ - uhuh

8.4 - - -

Now after an utterance is identified by pTRP behaviour not followed bytalk ’
(which would indicate aniddleTRP), there is a short gap of 0.2s until someone starts
to speak again (never mind tlhieuh’s, which make it a case of ‘no talk’ but not ab-
solute silence). The gap is identified as the shortest yetdqgap shortest ) and its
number and time countedgp _sum). The same cycle sees two agents starting: a case
of multiple starts (counted and) indicated by the number oltiple starters accumu-
lated for the means(mstart _many).

Right in the next cycle another agent starts, oblivious efdkhers. One of the first

to start then stops immediately with the simultaneous thking recognized as a
false-start . Then the third starter who began a little later is next recoed in

the additionakimstart _many. When the simultaneous talk ends with a second false-
start, itis recorded as the longest so famfalk _longest ) and its length is cumulated
in simtalk _sum. Later, anoverlap is identified besides a finishing utterance.
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104 - tak

106 - pTRP -

108 - ta_ - - uhuh utterance

110 - ta_ - - uhuh

112 - . - - -

11.4 . -

116 - tak - - - continued singlestarts
118 - tak - - talk nosingle simstart many+=2
120 - tak - - talk

122 - tak - - talk

124 - tak - - tak

126 - tak - - tak

128 . tak - - .. incomplete longsimtalks_many+=2

This time, a continuing utteranceofitinued ) is identified after a pause and taken as a
single startginglestarts ). But that is corrected—decremented from the counter—in
the next cyclerfosingle ) when someone else begins an utterance too, as yet unaware
of the other speaker. A case of multiple start is then idettifis noted by the number of
speakers accumulated for the mesim§tart _many). The pause between utterances,
earlier, was not counted as silent gap but as ‘no talk’. Furthfter some cycles,

the second speaker gives up, recognized am@mplete utterance rather than a
false-start because it lasted for a second or more. It islggegognized as a ‘long’
simultaneous talk—whose number of speakers is counbagsimtalks _many)—

and also as general simultaneous talk (not indicated butenijp

$ java mtest 5 t6 c3 +2
Press ENTER, or SPACE+ENTER for nonstop evaluation.

Time AgtA|AgtB|AgtC|AgtD|AGtE|
------------------------- identified measures

174 - tak

176 - tak

178 - pTRP -

180 - . - - - utterance+=1

182 - . - - -

184 - . - tak - singlestart

18.6 talk - talk talk talk nosingle simstart many+=4

188 talkk - pTRP .. .. false-start false-start

19.0 talk - talk talk talk middlestart middlestart simstart _many+=4
192 . - .. talk talk false-start false-start

194 - - - . . false-st.. false-st.. botched(-4) simtalk_s um+=5
19.6 - -

In this last, jumbled-up segment, four agents start almostilsaneously after an ut-
terance and a short gap, then two of them stop but restart thatedy after an early
middle pTRP, which identifies the new starts as being middle starts. yTdlesoon
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end up stopping because of each other’s simultaneity, thergtified as a ‘collective’
false-start, which appears amwtched ’ in the last line of output (slightly abbreviated
to fit on the page). The negative count (-4) is the number af/iddal false-starts of
which the episode comprises, subtracted from that coulRteally, a total of one sec-
ond is counted isimtalk _sum at the end of the simultaneous talk. It is not identified
as along simultaneous talk because it was not one continuous episodeather a
compound of short ones—though its length might have beesrded as the longest
found (not in this case).

This example demonstrates the non-trivial relationshigvben the number of simul-
taneous talks in general and other related ‘numbers’. Orsatfiought, the total of
simultaneous talks counted by the evaluation would seere jadi the sum of simul-
taneous starts and middle starts. That is not necessaeilgabe as this last example
shows. There, onlpne episode of simultaneous talk occurs, being formedohg
simultaneous start artd/o (agents performing) middle starts.

One other case of simultaneous talk that is not a multiplg staa middle start of
utterance is when an agent responds to negative feedbadik’ {J by (re)starting
to speak, when there are other(s) already speaking. Thisrggncauses another
occurrence of simultaneous talk.

6.2 The basic model

The basic model (84.4.2) was evaluated in four small groegssifrom 3 to 6 agents,
in a range of parameters fOIALKATIVENESS as the primary attribute and in a few
settings of RGERNESS The effects of two other secondary attribute®{(EIDENCE
and NTERACTIVITY) as well as the maximum utterance length were also verified, b
focusing only in one or two group sizes (3's and 5’s).

In all the charts of this chapter (and those of appendix & htbrizontal axis indicates
the range of ALKATIVENESS parameters given to the agents: the same in all evalu-
ations of this and the next section, but reduced in sectiohs6d 6.5. The vertical
axis, clearly, gives the scale of the measures being disdlagither amounts of time in
seconds, or number of occurrences. The variation in a secpmrdtribute is indicated

by a number of shaded bars (instead of just one) for eacimge&ttiTALKATIVENESS,

as indicated by the legends beside the charts.
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The range of ALKATIVENESS parameters consists of two sets. In one,damdike-
lihood was given to all agents in the group, from 0.1 to 0.8jdated by single.1’
to .8 ' labels on the horizontal axis of all the charts. These atergalated by sets
of differentlikelihoods given to each agent in the group, indicated byica series
of dot-digit labels in the horizontal axis. The lower oneghe charts for 4 or more
agents are truncated, so the full sets of differemtKIATIVENESS parameters used in
the evaluations of this and the next section are listed beléw the sake of clarity
only by their decimals (e.g. ‘112’ meaning agents set to@.1and 0.2):

e for 3-agent groups: 112, 223, 324, 435, 546, 657, 768, 879;
e for 4-agent groups: 1122, 2312, 3243, 4354, 5465, 6576, , 75698;
e for 5-agent groups: 11213, 23123, 32431, 43542, 54653,856875, 87989;

o for 6-agent groups: 112132, 223231, 324341, 435421, 54&@35H47, 768759,
879896.

My intention with these sets of different likelihoods wasatternate RLKATIVENESS
gradually, not abruptly, like people in real groups wouldlpbly measure up to: e.g.
from 0.4 t0 0.3 t0 0.5 t0 0.6, instead of 0.4 to 0.2 to 0.8 to 6td,

It is possible that high ALKATIVENESS likelihoods of 0.7 or up could be deemed
unrealistic, unrepresentative of real conversant behavidfter all, people in small
group discussions in general do not want to talk 70% or mortheftime at every
possible opportunity. Nevertheless, those high valuesldharovide a fuller idea of
the model’s behaviour in a wide range of probabilities.

6.2.1 Eagerness variation in the small group sizes

The basic model was first evaluated in four small group sizesia five settings of
EAGERNESsfor everybody, in the range of ALKATIVENESS parameters described
above. The other attributes were given a middle likelihob@.b6 for all agents, and a
maximum utterance length at the default of 4 seconds.

Figure 6.1 presents the averaged amounts of single tallkh®B4, 4-, 5- and 6-agent
groups. They peak at about 225s in the 300-second simusatwamch corresponds
to 75% of the total discussion time that the basic model ggadras ‘proper’ one-at-
a-time talk. These totals decrease gradually &s<KRTIVENESS increases and at the
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Figure 6.1: Total time of single talk in the small group sizes
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extremities of RGERNESS with the trend being more pronounced in bigger groups.
They drop most by 42s, down to 183s in the last twa.HATIVENESS settings for

6 agents. The one thing that could change these levels ofesiall significantly

is the overall maximum length of utterances generated irdibeussion, as the next
subsection will show (with a change in the maximum utterdangth parameter).

The different AGERNESSVvalues yield an interesting point. This attribute ranging
from low to high characterizes agent turn-taking behaviomom polite to eager-to-
talk: i.e. whether someone wanting to talk at each TRP eitherswaitthe current
speaker to stop, or starts immediately regardless. Thespefkingle talk time at
middle values of this attribute and on the higher rangeafKIATIVENESS and group
size, though small, demonstrate that when turn-takingst@ts (vhento start, in this
case) ardlifferenteach time the chances of one speaker going fiasid taking the
next turn at talk increase, consequently keeping the lesfedéngle talk from falling.
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Because middle likelihoods for all agents mean their deaswill vary the mostso
they tend to be different each time. FoA&RNESS this reduces multiple starting
clashes and increases the chances of one agent startingrioistlone, each time.

That is exactly what transpires in the charts of figure 6.2ctvipresent the total time
and number of occurrences of simultaneous talk other thamlapping transitions.
Time and number are both smaller in the middle valuesat ERNESS and the trend
is more pronounced at higheATKATIVENESS and group sizes. Although the biggest
drop in simultaneous talks (between 0 and OAGERNESS is of only 4s and 11 oc-
currences with 3 agents, it can be of 14s and 20 occurrench$wigents.

Particularly in the larger groups, indeed, simultaneolsjtanps high with zero B-
GERNESS When all agents always wait for the speaker to finish tallsaghey can
speak, they all start at the same time afterwards, causimdhmeore simultaneous
starts (figure 6.7) and, thus, simultaneous talkaGERNESShas then an important
role in the simulation: to enable different turn-taking iimgs—though they are just
two here—, which significantly reduces simultaneous stamtsimproves the flow of
the interaction. This comes in line with general obsenratisom the empirical liter-
ature, such as ‘the first to start gets the turn’ (Sacks et9al41L

Total amounts of simultaneous talk were between 8—35s {2.7% of the total) with

3 agents, 13-49s (4.3-16.3%) with 4, 18—61s (6—20%) witm&,22-70s (7.3—-23%)
with 6 agents, along theALKATIVENESS range. Together with number of occurrences
they indicate that their mean length remained very shor8s @Gor 3-agent groups,
between 0.3s and 0.4s in 4-agent groups, and up to 0.5s im&'€’a. It increases
in bigger groups because more people wanting to talk at three same create more
simultaneities composed in succession of smaller clastsas the end of the previous
section), pushing the averages up a little. Actually, themlength of simultaneous
talks is directly affected by the @VFIDENCE of speakers: increase this attribute and
the overall length of simultaneous talks should increasdas in §6.2.3).

The longest episodes of simultaneous talk found in 150titera ranged between
1.4-2.2s with 3 agents, 1.4-2.8s in 4’s, 1.6-3.6s in 5's, 20d3.8s in 6’s, again,
along the RLKATIVENESS parameters. These can (and probably were) compounds
of shorter simultaneities in succession. The shortestroecoes were always at the
minimum possible: 0.2s. Hence, there was a majority of vhortssimultaneous talks
with longer ones in a decreasing proportion (probably expbially).
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Time of simult. talk in 3's

Number of sim. talks in 3's
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Figure 6.2: Time and number of simultaneous talks in the small group sizes
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It is also noticeable how groups that were givéifferent TALKATIVENESS likeli-
hoods generated smaller totals than those whose agentsallegwen the nearest
same value—one of many such cases to come. The slightlyidgf@ALKATIVE -
NEsSslikelihoods appear tdrag downthe results of many measures we will see, more
visibly in the middle range between 0.3 and 0.6. This is dudmabt to the decreas-
ing bias in the values chosen, yet observing how a group WMtKATIVENESS of
(say) 0.4-0.3—-0.5-0.4 generated meager totals (of vanmasures, not only simulta-
neous talk) than one with all 0.4 likelihoods, the conclugmthat beindesstalkative
has a greater (negative) effect in the net results than kegjogllymoretalkative. Less
talkative people increase the possibilities of singletstand single talks, whereas more
talkative ones just add to the group of already simultanspeskers.

The total time and number of silent gaps (also lapses) asepted in figure 6.3. As
expected, increasingASERNESSprogressively reduced the number and therefore the
total time of silent gaps, since they were replaced by latadreoverlapped transitions
(figure 6.4). What is new is that this reduction diminishe@m#icantly to the point of
becoming minimal past middleAGERNESSvalues, more and more a\dKATIVE -
NESsand group size increase. The reason is that silent gap ecmais only indirectly
affected by RGERNESS higher likelihoods may increase the frequency of latchek a
overlaps (turn-takings leaving no gaps), but this in tueréases simultaneous clashes
which will cause false-starts and, before and after thel@nsgaps.

Their resulting profile is then very similar in all group si&zereaching equilibrium
limits on both extremities of EGERNESSas TALKATIVENESS increases. With zero
EAGERNESS the number of silent gaps actuailycreaseto a maximum above 120
occurrences: as agents always wait for silence before spgake number of (mini-
mal) gaps is then much greater. In other likelihoods, theyraplaced by overlaps or
latches, decreasing gradually to below 8®EERNESSat 0.2) or 50 occurrences (at
0.5 or more) along the ALKATIVENESS range.

Total time varied from about 35s to below 15s, comprisingvaein 11.5% and 5% of
the total time of the discussions, and the number of occaegmaried from 130 to less
than 50 at high BGERNESsfor all group sizes. The mean length of silent gaps was
thus between 0.4-0.2s; 0.2s only at the highest valuesicf ATIVENESS with 4 and

5 agents, and at the middle to high range with 6 agents. Trgekiroccurrences of
silent gaps were between 4.2—0.8s along the range of pagsneith 3 agents, down
to 3.2—0.6s with 4 agents, and 2.6-0.4s with 5 and 6 agents.
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Figure 6.3: Time and number of silent gaps in the small group sizes
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Figure 6.4: Number of overlaps in the small group sizes
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Figure 6.4 shows the increase in the number of overlappeskepéransitions as A&
GERNESSlikelihoods of all agents are greater than zero. Besidedap® roughly the
same number of latches also occur as the attribute incre@kege is no need to chart
them since they would be pretty much the same, sinceNmERACTIVITY attribute
of all agents was set at 0.5: meaning that in half the time dhatgent produced an
utterance, it would leave a trail of finishing talk—which fetsimple way that over-
laps can happen in this simulation—and in the other halfjdtrebt. Changing this
attribute, evenly or unevenly for the agents, would chamgeproportions of latches
and overlaps equivalently whemBEERNESSIs greater than zero (as in figure 6.24).

The more overlaps and latches the less silent gaps, but treade is not directly
proportional as figure 6.3 shows: silent gaps tend to stabdn a minimum of 45-40
occurrences at the higher end of the parameter range, whreamumber of overlaps
(and latches) soar to 100 and more in the larger groups. $tiedausenore than one
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latch and overlap can be counted in simultaneous talk eawod @t the higher values
of TALKATIVENESS, when one or more (simultaneous) utterances are overlapped
latched by one or more other starting ones. On the other haindny time there
can only beonesilent gap until one or more agents start to speak—no suoly ths
‘simultaneous gaps’. No matter how high areLKATIVENESS and group size, there
will always be a minimum number of silent gaps at the minimemgth possible.

The charts of figure 6.5 present the total numbers of all (detaputterances, includ-
ing there simultaneous and continued ones, besides tHs totgust the latter in the
right column. Number of utterances in 5 minutes of discussicreases from a mini-
mum of 91-97, when all agents haveL'KATIVENESS of 0.1, to 125-159 at the high
side. These results are for a maximum utterance length ahdsease this and number
of utterances should drop (figure 6.12 in the next subsection

Higher EAGERNESS for all agents affects the totals (not of continuing uttees)

in a small proportion on the lower side, but gradually moretba higher side of
TALKATIVENESS and in larger groups (more about why in figure 6.6). The bigges
increases are between 0.5-0.ZdERNESS more visibly in high BLKATIVENESS
values, indicating these likelihoods generate slightlyeriproductive’ discussions—
not necessarily always like real ones though.

Continuing utterances may occur when nobody speaks afteeaoe finishes an utter-
ance, so that the same speaker is able to start anotherdfidgsio. With VERBOSITY
at 0.5 for all agents (which means that half the time speakérsvant to continue),
the results show an increasingly tinier proportion of coniing utterances in relation to
the total, disappearing or becoming minimal in highLKATIVENESS and group size.
Their share of the total is 44% on the lower side of 3-agentigspfalling to 30%, then
20%, 13% and below. In larger groups, the initial proporsi¢ett 0.1 RLKATIVENESS)
are 33% in 4's, 25% in 5’s and 20% in 6’s.

These diminishing shares of continuing utterances fromdted are that much strong
because (besides the random nature of speaking decisiahg) basic model speakers
have no way of securing the floor through what they say in otdeontinue talking,
other than hoping others would not start. This is remedi@desghat in the third model
which incorporatesMore’ utterances representing those whose contents make it clea
the speaker has more to say (86.4).

Different TALKATIVENESS likelihoods for the agents in the group mean they end up
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Figure 6.5: Number of utterances and continuing ones in the small group sizes
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Figure 6.6: Utterance distribution amongst the agents in the small group sizes
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producing different numbers of utterances, as detailedjuré 6.6. The charts on the
left display the shares in number of utterances for eachtagéme group, and those on
the right the same shares in percentages of their totalsy dteeall aligned vertically
with the respective ALKATIVENESS parameters arrayed in the horizontal axis. With
4 or more agents, the order goes down vertically one colundotfigit values then
in a second one: e.g. the first set for 5 agents is ordered 102, 0.1, 0.3, aligned
from top to bottom to the chart bafs.

The increases in the individual and total number of utteganzan be seen not only
in the rising TALKATIVENESS but in three RGERNESSvalues: the three bars at each
setting in the charts of figure 6.6, that correspond to 0, b9 EAGERNESSTor all
agents, respectively. They demonstrate the effectivesfedtarting first in the ‘compe-
tition’ for the floor (Sacks et al. 1974): the higher this likeod the more utterances
that agents were able to produce, indicating more sucddssfuitakings.

Not only in absolute numbers, as can be seen easily in theHafts, but also in the
proportions of each agent in the right ones. They increatdezligh minimally) on
those with highest ALKATIVENESS and decreased on those with lowest. So the more
talkative (and eager) agentsok more of the share of the less talkative gresen
those with high BGERNESSsas well. This occurs more with less agents (e.g. with 3
and 4) and the more is theaIKATIVENESS difference between them. For example,
the share increases and reductions (aSERNESSrises) are more accentuated in the
first TALKATIVENESS values for 3 agents (0.1, 0.1, 0.2), though only by a few pgrce
points, because one likelihood is the double of the rest.y Hme less visible in the
others and in larger groups.

Figure 6.7 charts the number of simultaneous starts (imefuquastsimultaneous
ones: off by one cycle) and single starts of utterances. A®eed, zero EGER-
NESsproduces a lot of simultaneity, though more single staxis owever, the latter
measure diminishes steadily to become just a fraction ofdhmer (or disappear) as
TALKATIVENESS and group size increase. Only with 3 and 4 agents is that thbau

of single starts is greater than multiple starts at the lasigk, but they soon get smaller
at middle to high ALKATIVENESS. With 5 agents, the two measures begin level (at
the low side) but grow in opposite directions from there.

A shortcoming of the basic model is therefore clear hereedigally, it enables too

3Unfortunately, the order of differentALKATIVENESS values | have chosen did not result in nicely
aligned percentage distributions in the case of 5 and 6 agant did for 3's and 4's.
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Figure 6.7: Number of multiple and single starts in the small group sizes
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many simultaneous starts and, thus, too few single stamgtefances—even though
something like this should be expected in more talkativeigso Notwithstanding the
same structural limitations that favour this (no conterfttatk, mindless conversants
governed by probabilities), the extended models are abéelteve a more balanced
distribution (next sections, figures 6.28 and 6.33).

Simultaneous starts fall sharply with any non-zereGERNESS specially in higher
TALKATIVENESS and group sizes because of the greater competition for tloe. flo
If anything, these falls make it clear again that any vawiatin turn-taking timings
substantially reduces starting clashes. In this case, vewé is only to a certain
minimum, in part because there are jisb timings: speak at a TRP or wait for si-
lence? Hence BRGERNESSlikelihoods greater than 0.5 seem to impact no further on
the multiple starts; on the contrary, they tend to increhseta little.

This measure indicates the numberegisodesof multiple starts (such as of single
starts), independently dfow manyagents actually started each time. The mean num-
ber of speakers in multiple starts goes from 2.0 in 3-agemtigs to 2.1 with BGER-
NEss at 0.7 and 0.9, then gradually to 2.2, 2.3 and up to 2.7, alvaayke higher
values of this attribute along theATKATIVENESS range. For the larger groups, the
mean number of starters was between 2.1-3.3 along the pamarawege with 4 agents,
2.2-4.1 with 5, and 2.2—-4.8 with 6: the raises were increggigreater with more
agents. The highest mean of 4.8, for example, correspondsattd even 5 agents
starting simultaneously most of the time.

Lastly, twofailure measures appear in the charts of figure 6.8: the averags titial-
dividual false-starts (short, abandoned starts of talkl)‘aallective’ false-starts (when
the starters all stop because of each other). With groopRIDENCE at 0.5, the num-
bers of individual false-starts soar above 100 in 3-agemigs, 200 in 4’s, 300 in 5's,
and 400 in 6’s with high ALKATIVENESS and at the extremeties ofAEERNESS(O,
0.7, 0.9), peaking at 477 with 6 agents. Besides a ‘lo0@NEIDENCE, the very high
totals result from the simple way of resolving simultanetalk in the basic model,
which is substantially improved with more elaborate praged such as those of the
second model (next sections, figures 6.29 and 6.34).

The numbers of collective false-starts converged aroun@ifi rises as much quicker
in bigger groups. They peaked occasionally around 30 at BigbERNESS—Wwhich

4Yet there is a third one: starts of talk off by one cycle, butshiwereassumeds indistinguishable
in determining precedence, thus turn-taking, becausesofitfarness of just one cycle.
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Figure 6.8: Number of individual and of ‘collective’ false-starts in the small group sizes
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Figure 6.9: Total time of single talk in different maximum utterance lengths
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means one each 10-11s in average. MidddsERNESSIikelihoods also generated
fewer totals: both measures then confirming again that wigemta vary their turn-
taking timings, less starting clashes (and thus, falses$taould occur.

6.2.2 Longer utterances in 3- and 5-agent groups

Regarding the totals of single talk and a few other measuheshastabilized’ on cer-

tain limits, it is useful to see how much an increase in therall/@tterance lengths
would affect those averages. The charts in this subsectiompare the results for
3- and 5-agent groups with the simulation’s maximum utteedength parameter in-
creased to 12s from the more ‘realistic’ limit of 4. 4 secorglalready a long talking
span for anyone to sustain in informal situations withowt pause for breathing (and
without hesitation and fragmentation); 12s then seemslgwing, although it is the
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maximunpossible: lengths would then vary randomly between 0.4slasd

First, figure 6.9 compares the amounts of single talk for lsettings of this parameter,
referred to as+4’ and ‘+12’ in the chatrt titles (their command-line arguments). The
charts to the right show that the average amounts of sinfijéiareased some 20-45s,
less homogeneously than before, surpassing and aroundb@senark (83% of the
total), peaking at 270s at lowerAEERNESSfor 3's and lower RLKATIVENESS for
5’s. With 3 agents, totals remained between 270-250s, drgggelow 250s in a few
high values of BGERNESSand TALKATIVENESS. With 5 agents, they only remained
between 260-250s with lower parameters, but soon fallimgyéden 250-225s.

The effect of increasing AGERNESSwith longer utterances is now different: single
talk time just falls, to a low of 225s in 5-agent groups. Witttevances potentially
three times as longer, having thus more intermediary TRREsimihem, agents more
eager-to-talk at more TRPs would cause a progressive iseiaahe number ahiddle
starts of talk (and more incomplete utterances, see figd/®) 6This in turn generates
relatively more simultaneous talk, as figure 6.10 shows—entban the reduction in
the opportunitiebetweerutterances would warrant (the effect of the shorter sefting

The charts on the right of this figure (6.10) give the totalgiend number of simul-
taneous talks (overlaps excluded) in the longer maximumgtteparameter. Charts on
the left show the previous totals for comparison. Althoughudtaneous talks are al-
ways less with longer utterances, they grow very close ts#me totals (particularly

in numbers) as EGERNESSrises. They now just increase with this attribute because
of the increase in middle starts coupled with the sheer fgaluan the number of ut-
terances (figure 6.12), and consequently, on the oppokaridr turn-taking which is
the main locus of the simultaneous talks.

The mean lengths if simultaneous talks continued to be shetiveen 0.3—-0.5s. They
were only 0.3s in 3-agent groups, increasing to 0.4s midwegugh 5-agent groups,
and reaching 0.5s at a few higher values af RATIVENESS and EAGERNESS This
increase is actually visible in the charts on the higher sidEALKATIVENESS for 5
agents: though theumberof simultaneous talks seems to reach an upper limit, their
total timeskeep increasing along the same range, which means the megthdeise

a notch there, too. Lastly, the longest simultaneous tél&swere found now ranged
between 1.2-2.1s for 3 agents and 1.4-2.6s for 5: only ther st smaller than the
previous results (it was 1.6—3.6s for 5 agents in the maxirtength of 4s).
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Figure 6.10: Time and number of multiple talks in different maximum ut. lengths
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Figure 6.11: Time and number of silent gaps in different maximum utterance lengths
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The comparisons for total time and number of silent gaps apipefigure 6.11. The
overall increase in utterance lengths reduced these axévéas only to a certain min-
imum, around 12—-10s and 35 occurrences, which means thaega/eEmgth was about
0.3s. The mean length calculated by the evaluation prograsiimdeed 0.3s most
of the time, with occasional hikes to 0.4s at higher valueEatERNESSand lower
TALKATIVENESS (between 0.1-0.3) for both 3- and 5-agent groups. With 5 sgen
however, mean length of silent gaps went down to 0.2s at Iduegaof EAGERNESS

(0 and 0.2) and high ALKATIVENESS. The longest silent gaps (and lapses) varied
between 3.8-0.6s along the parameter range for 3 agentagith2—0.8s before), and
between 2.6-0.4s for 5’s (same as before).

With regards to the comparative results of time and numbaileht gaps, the previ-
ous soaring totals at lowAGERNESSIikelihoods (on the left) are now conspicuously
absent with longer utterances. That is because there arb fewer utterances now,
therefore much less intervals between them. Only the nusnbfesilent gaps resem-
ble the previous profile of EGERNESSvariation, in a smaller proportion. Their times
show at the highest&ERNESSsan increasing trend that was barely discernible before.

Figure 6.12 shows that the three-time increase in the maxinemgth of utterances
generated by the simulation had as much as three times therge) effect on the
number of utterances produced. Itis not as much, howevsrngarly three times less
utterances with 5 agents, to around 38-50 utterances watkspaf 58. But it is only
two-and-a-half times less for 3 agents, around 40 occue(whereas in the previous
setting the totals were 90 to 110-125). Now, it is only withgemts that the greater
‘effectiveness’ of high BGERNESSIikelihoods at high RLKATIVENESS can be seen
modestly, increasing the totals about 20% (at most), byratdl0 new utterances.
Middle EAGERNESSvalues, that yielded good results previously, now prodligatty
fewer utterances. The reduced total number of utterancasttoer, of opportunities
for turn-taking is also reflected in the minimized numbereéwaps for 5-agent groups
(in figure 6.24, gathered together with overlaps of varioteations in §6.2.4).

Next we see in figure 6.13 why simultaneous talk now growsdsealmost to previ-

ous highs as EGERNESSincreases. The figure shows the comparative totals of middle
starts of talk and incomplete utterances (abandoned talksetond or more). Longer
utterances now have more TRPs in their middle, which meaausthie possibilities

of eager agents starting to speak forthwith after any TR®,aeate ‘middle’ simul-
taneous talks, are greater. This in turn increases the éremyuwith which speakers
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Figure 6.12: Number of utterances in different maximum utterance lengths
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abandon their utterances because of those middle starts.

The charts on the right of this figure show that the three-imsezase in the maximum
utterance length causes nearly twice as much middle statakoand, to a lesser
extent, incomplete utterances. There are of course nolgessiiddle starts when
EAGERNESSIs 0, but they grow steadily with each higher setting, alntaste as
much with the longer utterances. The increase ratio is rgitdribecause middle pre-
TRPs are generated at substantial intervals along theanttes (around 2s); and then
only 50% of the time, following theNTERACTIVITY setting of 0.5 for all agents. A
higher likelihood there would mean they are generatexte oftenalong these fixed
intervals. The number of incomplete utterances, on therdtaed, remains level with
zero EAGERNESS almost the same as previously, but as this attribute isee#he
numbers grow relatively more with longer utterances.
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Figure 6.13: Middle starts and incomplete utterances in different max. lengths
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Figure 6.14: Number of individual and ‘collective’ false-starts in different max. lengths
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Finally, figure 6.14 presents the totals of individual antlemive false-starts for the
two group sizes in the two maximum utterance length settifygh measures show
overall reductions with longer utterances, to roughly dvaif the previous totals, ex-
cept that reductions are greater for lower values aGERNESS While, previously,
variation in this attribute would not cause appreciabléedénces in the number of
false-starts but for slight falls in the low-middle ranger(both measures), because of
the lesser number of starting clashes that are achievedriibwswith longer utterances
there are increases for each higher value 86ERNESS

However, number of individual false-starts grow little atito-middle values of E-
GERNESS and only more significantly at higher values along thi@. RATIVENESS
range. Really, the effect of A& ERNESSWith longer utterances is now more onddle
talk, in the middle of utterances, than liretweerthem (which is the locus of false-
starts). The reduction at middleaAEERNESSlikelihoods from more variation in turn-
taking timings that was prevalent with shorter utterancesy only barely begins to
appear with 5 agents in 0.2AEERNESS

As for collective false-starts, again they reach equilibripoints as ALKATIVENESS
rises, quite visibly in group size 5, less so in 3's. With lengitterances, the vari-
ous EAGERNESSsettings create good increases in their number most of itine, the
biggest from 0.2 to 0.5. Whereas with shorter utterancestinbute’s influence was
minimal: collective false-starts tended to be level aldmgparameter range.

6.2.3 Confidence variation in 5-agent groups

The next step in the evaluation was to see the effect of anstrendary attribute:
CONFIDENCE Leaving EAGERNESSfixed at 0.5 for all agents, evaluations were made
along the same range oRTKATIVENESS parameters and in five settings obEFiI-
DENCE for all (as with EAGERNESSpreviously), but just for 5-agent groups now.

The same caveat on the range of ‘appropriate’ value\oKATIVENESS can be made

for CONFIDENCE To emulate or at least come closer to real conversant betnavi
likelihoods for this attribute cannot be too high: a value sdy, 0.9 for one agent
means that it will almost never abandon its utterance in kanaous talk, which for

all agents is certainly pushing the boundaries of any ‘realdy’far. They nonetheless
should give a profile of the attribute’s range of effects iegé results.
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Figure 6.15: Times of single talk, gaps and multiple talk with varying Confidence
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First, figure 6.15 compares the total amounts of single tgilknt gaps and simulta-
neous talk varying in two secondary attributes. The chamtshe left give the (pre-
vious) results of BGERNESSvariation with group @NFIDENCE fixed at 0.5. Those
on the right show the new totals ofdBIFIDENCE variation with EAGERNESSfixed

at 0.5 (as the legend and chart titles indicate). Clearlyn,tiee middle bars at ev-
ery TALKATIVENESS setting should be the same on the charts of both sides (fbr bot
EAGERNESSand CONFIDENCE at 0.5, originally yellow in colour but blank in print).

The totals of single talk varying in @\FIDENCE (right) actually show the same pro-
files of the AGERNESSvariation (left), except for more pronounced drops at the ex
tremities, 0 and 0.9. The other measures in this figure (Gddggther show where the
lost amounts of single talk time went (mind the differentrtisaales of each measure).
When GNFIDENCE s O for all agents, they will always stop immediately on sitau
neous talk, generating lots of collective false-starts@sd right chart of figure 6.18),
subsequent simultaneous starts (second right chart oefd7) and, thus, silent gaps
inbetween attempts to talk (second right chart of figure 6.18ence the time that
would be single talk goes to silent gaps (and a little to stemdous talks too).

On the other side with GNFIDENCE at 0.9, agents would almost never stop in the
face of simultaneous talk, clearly producing a lot of it asufeg6.15 shows. This
greater amount comes from some simultaneous starts (figlii@, Gut mostly from
long simultaneous episodes (bottom right chart of figur&%.1

With regards to simultaneous talks, we can see tleat KEDENCE likelihoods resulting
in lesser amounts are between 0.2 and 0.5—maybe a wider ifaanggnts would have
different values. That is again because middle likelihdodall agents meathey vary
the mosin their decisions, increasing the chances of behavingwdifftly each time so
that just one end up continuing, and reducing the time of kanaous talks without
too much false-starts.

The charts of figure 6.16 show the average number of uttesarsdent gaps and si-
multaneous talks for 5 agents in the same variationats ERNESS(left) and GONFI-
DENCE (right). In the number of utterances, the latter attribués reater influence,
with TALKATIVENESS increases becoming more irregular. The explanation is that
agents with low @NFIDENCE too easily stop in the face of simultaneous talk, leaving
many (individual) false-starts, whereas more confidensayet to finishmanymore
utterances.
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Figure 6.16: Number of utterances, gaps and multiple talks with varying Confidence
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The numbers of silent gaps in figure 6.16 tell more or less #messtory as for the
times of silent gaps in figure 6.15. But the numbers of sinm@taus talk tell a different
story altogether. While GNFIDENCE for all agents is low, simultaneous talks will
tend to be short and their numbers grow with the HATIVENESS of agents. As
CoNFIDENCE goes around middle likelihoods, the totahesof simultaneous talk
(figure 6.15) decrease a little—because of the ‘differeitaveour’ effect mentioned
previously—, then explode as likelihoodball agentsgo beyond middle likelihoods.

However, thenumbersof simultaneous talks only decrease as everybodysiKl-
DENCE increases, because agents are less and less prone to stibp ahaimulta-
neous talk, giving way to other speakers. While numbersedesa, each simultaneous
conflict becomes longer and longer as reflected in the soatinbers ofong simulta-
neous talks of figure 6.18 (bottom right chart). Number oh@al) simultaneous talks
plummets at first, at initial values of @NFIDENCE, then less and less until reaching a
minimum of about 66 occurrences.

Accordingly, the mean length of simultaneous talks growrfr.2s at lower ©N-
FIDENCE to 0.3-0.4s, 0.5-0.6s and 1-1.6s along theKATIVENESS range as the
group GONFIDENCE is set at 0.5, 0.7 and 0.9, respectively. Notice the greater i
crease on the 0.7-0.9 change, and bear in mind that thesaemmlengths. The
longest episodes of simultaneous talks varied along #eATIVENESS scale be-
tween 1.0-1.6s, 1.2-1.8s, 1.6-2.6s, 3.4-4.2s and 5.G-hl five settings of GN-
FIDENCE, respectively—11.2s was surely a compound of successiualtsineities
(stops, restarts and middle starts, without intervenitgnses), since the maximum
utterance length was set back at 4s.

Next, figure 6.17 comparesA6ERNESSand CONFIDENCE variation on the average
totals of single starts, multiple and middle starts of @ttexes for 5 agents. As previ-
ously, charts on the left showAEERNESSVvariation, and those on the right the new
CONFIDENCE one. There is not much change or improvement in the case glesin
starts (one of the weaknesses of the basic model): they &reslaghtly higher in zero
CONFIDENCEthan in EAGERNESS and decrease more or less similarly.

Simultaneous starts, by their turn, tell a similar story battof number of silent
gaps and simultaneous talks in general (figure 6.16). WithC@ONFIDENCE, agents

will frequently stop forthwith in simultaneous talk (cotléve false-starts in figure
6.18), creating a series of multiple starts, silences aniipleirestarts, increasingly as
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Figure 6.17: Number of single, multiple and middle starts with varying Confidence
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TALKATIVENESS gets higher. Then hardly anyone gets the floor while more ¢tmemn
agent is deciding to speak each time. The result: frequéntda in anyone actually
getting a clear shot at talking. Hence the much smaller nuw@mplete utterances
(figure 6.16). Then as @\FIDENCE increases the number of simultaneous starts (like
that of simultaneous talks in figure 6.16) grows less and déwsg the BLKATIVE -
NESSrange until finally beginning to diminish in higher settingsevisibly. And the
mean number of multiple starters goes from 2.1 to 3.6 aloagptdrameter range.

As for middle starts, it is BGERNESStheir main influence, clearly, as the charts show.
The peaks at middle values ofo®FIDENCE (0.5, 0.7) derive from the ‘different be-
haviour’ effect of middle likelihoods, and from a breakdowfithe normal single talk
that follows turn-taking at the extremities of the attribuas already described. At zero
CONFIDENCE, more false-starts than properly single talk occurs in HighKATIVE -
NESS At 0.9, most or all agents end up talking at the same timediegér periods, so
middle starts of utterances should also decrease a little.

Lastly, figure 6.18 presents the average numbers of indatidnd collective false-
starts, incomplete utterances (of one second or more), @mgl $imultaneous talks
(idem). The left charts again show the variation WKdERNESS and the right in ©N-
FIDENCE.

The totals of individual and collective false-starts novaepe differently through the
CONFIDENCE settings than throughAGERNESS Except for individual false-starts at
low TALKATIVENESS, both measures tend to fall in proportional rates asi@DENCE
increases, because obviously more confident agents paigistin simultaneities, pro-
ducing less false-stars.

As for collective false-starts, note that while the numbiandividual false-starts con-
tinually grow along the ALKATIVENESS range in both variations, those of collective
false-starts tend to reach level upper limits in both casesdt every setting of the sec-
ond attribute. This different ‘profile’ derives exactly frotheir collective as opposed
to individual, nature. And why their numbers swell at lowo8FIDENCE was previ-
ously explained: non-confident agents going into cyclesag@ng to talk, restarting,
then stopping again and so on, more so the higher theik ATIVENESS. It turns out
that the profile of collective false-starts is associatédemadirectly to that of simulta-
neous starts (thus simultaneous talks) and that of silgpg.ga

5The charts are in different scales, so the decreases irctioidalse-starts are actually very similar
to those of individual false-starts (though totals are $enjl
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Figure 6.18: Number of false-starts, incompletes & long sim.talks with var. Confidence
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On the other side, the number of incomplete utterances gsbovgy in low-middle
CONFIDENCE, only rising exponentially at higher settings, as agentobe increas-
ingly persistent in talking—though not enough for all of ttéo continue indefinitely
(that would be the case with a 1.0 likelihood)—, causing ariote abandoned utter-
ances. One or more agents are always going to stop after swneshort) length of
simultaneous talk, turning what would otherwise be falsets into incomplete utter-
ances. That is why the latter grows inversely (reciprogatithe former.

Finally, it is no surprise that the number of long simultanedalks explodes at the
highest @NFIDENCE The interesting thing here is that, with the simulatiorystem
of checking and re-checking the agents’ decisions of wheihe&ontinue atevery
cycle of simultaneous talk, long episodes (although 1s tseractlylong) only end
up occurring at middle to high likelihoods in fact. And stll 0.5 GONFIDENCE the
number is very small (between 5-27).

In reality, however, even people that would normally corectiee floor promptly most
of the time, may persist once in a while in occasions whetegy really want to get
their message across. Of course this is one of the modeliscsimaings, that stems
from the lack of contents of talk that could make agents belaad decide differently
each time (differently than their ‘normal’, normalized la@four), but therein also lies
a problem in how simultaneous talk is dealt with.

The decision to stop or persist talking in simultaneity ischecked every (minimal)
cycle of the simulation, in a clockwork fashion. However,ilhalk is underway it

is much the case that, as speakers get less attentive t@ atémore in formulating
their ongoing talk (Levelt 1989), they would take longer ézagnize the others’ and
decide whether to stop. Unlike the ‘clockwork’ behaviourdyéout more according to
some other variable (in a psychological sense) indepermddéme simulation’s minimal
cycles: some cognitiveesponse-timedependent on the interest and attention one is
giving to his or her present talk. WENTION' was one other attribute that would
represent this, and was considered early in the model dewvedat but later discarded
(still appearing in the code of appendix 1).
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6.2.4 Interactivity variation in 5-agent groups

Another evaluation was conducted, this time varying tReERACTIVITY attribute
while keeping all the others at 0.5. The next four figures caragheir results in the
charts to the right with the previousAEERNESSvariation to the left. TheNTER-
ACTIVITY attribute just changes the make-up of the generic uttesabgencreasing
or decreasing the frequency (thus number) of intermedi&g within them and the
‘finishing talks’ that allow overlapped transitions. It lsetrefore of turn-taking interest
to observe what happens when utterances allow more or lggstopities for talk (or
interruption).

In figure 6.19, the falling time of single talk asiTERACTIVITY (and TALKATIVE -
NESS gets higher comes from the increasing time taken not onlgibyltaneous
talks but also by more frequent overlaps in speaker tramst(shown in appendix 3).
INTERACTIVITY contributes directly to both. In the case of simultaneolisstahe
increase in intermediary TRPs creates more middle star@lobut then (as ONFiI-
DENCE is now back at 0.5) more incomplete utterances (figure 6.2@)samultaneous
starts too (figure 6.21).

But the bulk of the timestolenfrom single talk comes in fact from overlapping transi-
tions, which although not ‘single talk’ proper are not exaconflictivesimultaneous
talk either. Each individual overlap has a (variable) skemgth of up to 1s correspond-
ing to the tail of ‘finishing talk’ at the end of utterances; as the number of overlaps
can soar (figure 6.24) to a hundred or more, the total time ‘tlien’ from single talk
can be significative, 20s or more.

One other measure directly determined By ERACTIVITY appears for the first time

in figure 6.19 (more are in appendix 3): the amount of backoebhrocalizations,
that is, feedback in the background of talk. The bottom chiartthis figure present
the total time they occupy in the two attribute variationsaGERNESS affects their
occurrence only indirectly: in allowing agents to speak iethately when they decide
so without waiting for silence, reduces their chance of eyeing any feedback in
high TALKATIVENESS, since it only occurs when an agent decidesto talk. On the
other hand, NTERACTIVITY affects the amount of backchannels directly: more TRPs
in the middle of utterances cause not only more middle stdrtalk, but also more
overlapped feedback in response, when agents deoide talk there.

The profiles of time and number of silent gaps in this variageems to be a reflection
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Figure 6.19: Times of single talk, gaps and multiple talk with varying Interactivity
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Figure 6.20: Number of utterances, gaps and multiple talks with varying Interactivity
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of the resulting number of utterances in figure 6.20, evenghdhey do not appear to
match up exactly. As ALKATIVENESS increases, the rising number of intermediary
TRPs inverts the initial descending trend in number of attees, that results from
more incomplete (figure 6.22) than complete utterances mibhe middle starts. In
higher TALKATIVENESS, howevermoreagents attempt to start at middle TRPs, creat-
ing more completandincomplete utterances, hence more intervening silent.gaps

In figure 6.21, the charts that should get our attention aeebtittom ones for middle
starts, which appear to be the same. They are not, actuallyydsy similar. The
reason is that varying &GERNESSOr INTERACTIVITY are different, yet related, ways
of creating more or less middle starts of utterances. Efttmeugh less middle TRPs
but with more eager-to-talk agents, or through more midd®®3 but with agents less
likely to talk forthwith without waiting for silence.

Finally, figure 6.22 presents the totals of the various tal measures and long si-
multaneous talks, in the previous\&GERNESS(left) and the NTERACTIVITY varia-
tion (right). While the effect of BGERNESson individual and collective false-starts
hinged on different or similar turn-taking behaviours frestively, in middle likeli-
hoods or not), now the effect oNTFTERACTIVITY comes from the varying number of
potential middle starts of talk, which, a\0DKATIVENESS rises, result in more indi-
vidual false-starts, incomplete utterances or both (agtbep’s GONFIDENCE s 0.5).

In addition, the number of collective false-starts alsongiaitially with rising INTER-
ACTIVITY (bearing in mind their smaller scale) up to the familiar lective’ limit
between 27-30 at highALKATIVENESS. What happens now is that there are more
occurrences oall middle starters stopping together with the current spedkesum,

the influence of NTERACTIVITY on false-starts with the current parameters turns out
to be indirect: more middle-starts induce more simultaisesiarts, hence more oppor-
tunities for both sorts of false-start to occur.

To complete this section, two figures gather together a @uaplother measures in
the several evaluations seen so far, for comparison. Fig@& presents the utterance
distributions of individual agents with differenaTKATIVENESS likelihoods in groups
of 5, from the previous evaluations: with longer maximunetdance lengths (second
charts from top), varying in GNFIDENCE (third charts from top), INNTERACTIVITY
(bottom charts), as well as in the initial variation cAA&RNESS(top charts) in three
settings for all agents: 0, 0.5 and 0.9. As before, chartedddft give the distribution
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Figure 6.21: Number of single, multiple and middle starts with varying Interactivity
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Figure 6.22: Number of false-starts, incompletes & long sim.talks with var. Interactivity
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Figure 6.23: Utterance distribution amongst the agents in several variations
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Figure 6.24: Number of overlaps (and latches) in several variations
Number of overlaps in 5's (+4) Number of overlaps in 5's (+12)

200
175
150
125 o <o
N 0.2
BN 100 Jeo0s
[Je0.7
R BN g W <09
B =i = 50
LU 25 ; ﬂ ﬂ M
ﬁlﬂﬂ’l—ﬁlﬂﬂi rr 1T 1T 1T T TT 0 ﬂ‘ﬂ‘ﬂ‘ﬂ‘ﬂ‘ﬂ‘ﬂ‘ﬂ‘ﬂ‘m‘J‘ T T ﬂ
1.1, .2 .2 3.3 44515 6.6 .7.7 8.8 1.1, 2.2 3.3 4.4.5.5 6.6 .7.7 8.8
1, .3, .2, .3, 4, .5, .6, 7, 1, .3, .2, .3, 4, .5, .6, 7,
.2, 1, 4, .5, .6, 7, .8, .9, .2, 1, 4, .5, .6, 7, .8, .9,
Number of overlaps in 5's (model 1)  Number of overlaps in 5's (model 2)
200
175
150
125 Do
W c0.2
100 [Jcos
[ co.
75 .cO.;
50
il g 1)1
m\m]\ﬂm]\ T 1T 1T 1T 1T 1T 1T 1T T1 0 m]\m]\m\‘m\ T 1T T T 1 I I
1.1 2 .2 33 4.4 5.5 6.6 7.7 8.8 1.1, 2.2 3.3 4.4.5.5 6.6 .7.7 .8.8
1, .3, .2, .3, 4, .5, .6, 7, 1, .3, .2, .3, 4, .5, .6, 7,
.2, 1, 4, .5, .6, 7, .8, .9, .2, 1, 4, .5, .6, 7, .8, .9,
Number of overlaps in 5's (e/c0.5) Number of latches in 5's (e/c0.5)
200
180 —i—
160 —i—
140 {1k
120 I mio
Wio.2
ol W0 |Oios
- . 80 —— Di0.7
[ 60 - Tl || L Wioo
B BiW 40
gy 1 v o 1 Y !
Oﬂ\\\\\\\\\\\\\\\ O T
8 .8

oo~
© N



Chapter 6. Evaluation 199

in absolute numbers and those to the right the percentaghs tdtal.

While rising EAGERNESSVvalues for all agents increased utterance numbers both in-
dividually for all and the proportions of only the most talik@ ones (top charts), the
CONFIDENCE variation did not. Increasing this attribute for all agefttsrd charts)
seems to give slightly more percentage shares of the totdterfances ttesstalkative
agents at the expense of the more talkative ones. Thoughuo$ed absolute num-
bers, increases were much higher than in any other varigtiote the different scales).

As for INTERACTIVITY, there does not seem to be much significant change in utter-
ance shares, logically as this attribute is not a turn-gkime; only in absolute numbers

is that utterances increased a little.

Lastly, figure 6.24 gathers together the overlap totals@pifevious EGERNESSvari-
ation in the two maximum utterance length parameters (tapts)y CONFIDENCE vari-
ation in the basic and the second model that is evaluateceime¢ht section (middle
charts), and the presemTERACTIVITY variation also showing the number of latches
that is conversely proportional to that of overlaps (bottmarts).

The last two measures are the interesting ones here to sluihemeffect of NTERAC-
TIVITY in the resulting turn-taking of this simulation. The risipgrameter sequence
given to this attribute is not symmetric, otherwise oveslamd latches would show
perfect inversely proportional numbers. But the paranseéee not 0, 0.2, 0.5, 0.8,
1.0, but slightly lower on the last two values (0.7, 0.9): ttkawhy the number of
overlaps is smaller therewith than the number of latcheb loiv likelihoods along the
TALKATIVENESS range. Nonetheless, overlaps and latches should pair up ontess
consistently at 0.5.

6.3 Model 2: procedures of simultaneous talk

The second model (84.4.4) was evaluated for 5-agent groufisea CONFIDENCE
values for all agents, just as in subsection 6.2.3 above,hose results it will be
compared. This attribute is the one relevant here becauskeln2oonly differs from
the first in more elaborate procedures for the resolutiorirmtifaneous talk, wherein
CONFIDENCE is used. The new procedures make agents less fickle in thasioles
to continue speaking, specially when they are near the ettteofutterances or these
are short, with a second or less to end. This reduces the recwer of false-starts and
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increases the frequency of long simultaneous talks (figL2®)6

So the charts of the following figures vary irORFIDENCE as the lateral legends indi-
cate, as well as the in sameaKATIVENESS distribution of the previous section.A=
GERNESsand other attributes remain fixed at 0.5 and the maximumautter length
at 4s. The charts on the right give the new totals in the seawodkl, while those on
the left the previous ones from the first model for comparisi2.3).

Single talk times in figure 6.25 show that model 2 results imparatively more of it

at low CONFIDENCE values, and less otherwise. Middle likelihoods still cesatore
single talk, but lower values now generate more: like in @vBjch equalizes and
surpasses 0.5 in highlATKATIVENESS. As the other charts show, these changes come
from more simultaneous talk and less silences being gestenatall settings, with the
latter diminishing much more with low @\FIDENCE as it is taken over by more single
talk (which seems to indicate a more effective use of timetals of single talk go
from about 215s at the low side to below 185s in low-to-mid@e0.5) CONFIDENCE
values on the high side, and just over 150s with 0.7. Thisasgnts between 72—-61%
(50% with 0.7) of the total time of the discussions.

In a glance then, the new procedures give this attribute @ lalancedeffect, away
from its ‘explosive’, exponential influence in the basic rebdThey seem to make
the interaction more productive in terms of agents gettivayrtutterances across more
often, with lesdailures (figure 6.29) and consequently less intervening silencgs (fi
ures 6.25 and 6.26) being replaced by more single talk, aithevith more simultane-
ous talk too.

The new procedures improve the resolution of simultanealksin the initial model
by addressing the ‘clockwork’ way with which it works (askedl about at the end
of subsection 6.2.3): realizing it in multiple steps (cyw)lef CONFIDENCE decisions,
instead of just one and the same at each cycle. This proviglmsts@awith a bolder
overall behaviour according to the value of this attribute.

The new procedures clearly increase the amount of simuta&lk, by around 15—
35s along ©ONFIDENCE and TALKATIVENESS parameters: a little in low likelihoods
and more in higher. Simultaneous talk now represents ab@+23% of the discus-
sions in up to middle GNFIDENCE likelihoods (and 13-33% with 0.7), whereas they
were 5-20% before. More simultaneous talk (with correspuglg less single talk) is
not necessarily a bad thing though: it means that peopleasesping more with their
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Figure 6.25: Times of single talk, silent gaps and multiple talk in models 1 & 2
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talk, producing more of it in simultaneity with others. Ofwse, beyond a certain
length and frequency the discussions would just becometelhgible to everybody,
like drunkards’ talk (or perhaps some family discussiors)setting of 0.9 ©NFI-
DENCE for everybody, maybe even 0.7, seem to be past this point.

Judging by how theumberof simultaneous talks (figure 6.26) is now smaller and more
level as BRLKATIVENESS increases, theimeanlengths must increase significantly.
Indeed they were calculated as ranging between 0.5-06<) 8s, 0.8-1.2s, 1.1-1.7s,
and 1.8-3.3s respectively for eacloFIDENCE setting along the ALKATIVENESS
range. Thdongestcases of simultaneous talk were between 2.0-5.4s, 3.0-4@®s
8.4s, 5.8-13.6s and impressive 8.2—22.4s for the five gsttih CONFIDENCE along

the TALKATIVENESS range. The shortest lengths remained 0.2s in all cases.

Total time of silent gaps with zero @\NFIDENCE is 2—10s and 45s less, respectively
at the lowest and highest sides ofLKATIVENESS, as compared to the totals in the
basic model. At least in low settings olOBIFIDENCE, the ‘lost’ time must have gone
into single talk, since simultaneous talk is always more nfentioned already, this is
then an indication that the new procedures resolve confbatsie clear ‘winner’ more
often (hence the additional single talk) by reducing thevimes recurrent pattern of
false-starts and silent gaps.

The resulting numbers of silent gaps and simultaneous itafigure 6.26 show agents
really less fickle in talking simultaneously: even at zeroNEIDENCE they produce
similar or smaller numbers than previously at a setting @& Ol’he mean lengths of
silent gaps remained between 0.4-0.2s along the paramatg,rand theongestmea-
sured gaps were between 2.8—0.8s more homogeneously inghGENCE values.

The number of utterances (figure 6.26) increases by 20—6uteh®2, which means
there must be more completely simultaneous utterances single talk does not in-
crease in the same proportion, even decreasing in highFMENCE Also there is

a familiar profile in high BLKATIVENESS: the ‘different behaviour’ effect of middle
likelihoods that results in smaller totals than those ahbgj or lowest ONFIDENCE

That s, the more frequenthjifferentdecisions of simultaneous speakers about whether
to continue talking (or not) makes fewer ones to persistdager (in the best case, just
one), which reduces the number of simultaneous utteraaoelsthus the totals of ut-
terances (see the corresponding number of incompleteanttes in figure 6.29).

Figure 6.27 charts the distribution of utterances to irdlnal agents with different
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Figure 6.26: Number of utterances, silent gaps and multiple talks in models 1 & 2
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Figure 6.27: Utterance distribution amongst the agents in models 1 & 2
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TALKATIVENESS likelihoods in the basic and extended models (left and rapairts).
The new model generates more utterances in absolute nunmystrthe percentage
shares remain very similar to those of the basic model: &&stive agents tend to
increase theirs with higher @iFIDENCE by a tinier fraction this time, and more ho-
mogeneously, without the ‘bumps’ visible at highLKATIVENESS in the basic model.
In absolute numbers, the difference is in the charactereov#tious @NFIDENCE set-
tings, as was mentioned just previously for the number @fratices.

Next, the totals of single, multiple and middle starts ok talr the two models appear
in figure 6.28. While single starts did not change much in rh@dghough slightly
less throughout), the number of episodes of simultane@utssit low ®NFIDENCE
likelihoods have dropped significantly, while middle stdmave fallen only by a third
overall. Though there are less simultaneous starts, thégetm to remain high in
comparison with the dwindling numbers of single starts @nihe different scales).
The mean numbeof starters in simultaneous starts grows along the parametge



Chapter 6. Evaluation

205

Figure 6.28: Number of single, multiple and middle starts in models 1 & 2
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Figure 6.29: Number of false-starts, incompletes and long simult.talks in models 1 & 2
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from 2.3 (2.2 at 0.9 ONFIDENCE), t0 4.1, 3.8, 3.5, 3.3 and 3.3, respectively for each
setting of this attribute at the highesAOKATIVENESS parameters. Higher @\FI-
DENCE settings drag down the mean number of starters becauseallygimore per-
sisting speakers mean less subsequent simultaneoussstarte

Finally, the average totals of false-starts, incompleterahces and long simultaneous
talks for the two models appear in figure 6.29. These chaxs ¢he more reveal-
ing comparisons between the models. With the new procegdimdisidual false-starts
drop down to the levels for 3 or 4-agent groups in the basicehakcept that they
decrease significantimoreas GONFIDENCE increases. Collective false-starts also di-
minish by a factor of 3, more or less. And the number of incatgltterances partly
explains why there are more utterances now, many of themlsineous: because
much fewer utterances end up being abandoned in the new pmawi if they are
wholly simultaneous with others.

As for long simultaneous talks (the same speakers pergi&iirone second or more),
it is only now that this measure becomes any relevant, simtlee basic model there
were significant numbers only at high values ocbXMFIDENCE With a more com-
plex resolution of simultaneous talk, long episodes tenbdappen in possibly more
realistic numbers—speaking intuitively, since they digaccur in discussions with a
certain frequency, depending on how talkative are the @pents. Thaneannumber
of speakers persisting simultaneously for a second or nmomeoidel 2 varied between
2.0-2.2 atthe low side, t0 2.1, 2.2, 2.3, 2.4 and 2.6, res@dygtfor each @NFIDENCE
setting at the high ALKATIVENESS side.

6.4 Model 3: different sorts of TRPs

The third model (84.4.5) adds turn-taking restrictions tfedent ‘sorts’ of TRPs in
addition to the basic free-for-all type, giving speakersiedeeway in controlling on-
coming turn-takings. They are thus, in general, able tsBaitnmediate interactional
goals while talking: whether they have more to say or wantedwody else, or anybody,
to speak next. With this greater control in turn-takingslegnultaneous starts are ex-
pected (which means less simultaneous talks) and, thensidsequent false-starts.
In sum, less unnecessary or unratified attempts at talkipgrting on the possible
‘sorts’ of the prior utterances. This extended model wasuatad for the same group
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size of 5 but now in a reduced set cAKATIVENESS parameters with just theame
likelihoods for all agents, as the horizontal axis in thddwing charts indicate (one
number only meaning it is the same for everybody).

Two attributes are relevant with the new procedureERBOSITY and SELECTIVITY,
which define respectively how often a speaking agent woubdiyece utterances sig-
nalling that the speaker itself has more things to say (argbisg to say it)or is
selecting others to speak next. The model was evaluatediimikelihoods of the first
attribute plus two settings of the second for all agentsndgated by the legends in
the right-hand charts of this sectionERBOSITY varies with SLECTIVITY at zero in
order to show just the effect olore’ (more-to-say) utterances in comparison to the
samaeattribute variation from the second model (left-hand clamvhich does not have
them. Save for one setting of 0.7 there, all results are withi@DENCE of 0.5 for all

in both models (as all other unmentioned attributes).

The two non-zero values ofERECTIVITY for all agents in the evaluation of the new
model change the nature of threeinteraction to a more controlled one where speakers
direct the talk to specific others from time to time (as in exdividual questions). The
model was programmed so that this confiest when the agent decides the ‘sort’ of
utterance it will produce: a 0.5 likelihood then really medinwill choose select-next
utterances 50% of the time. Itiis the rest of the timéhat the agent would then decide
between free turn-taking utterances (that enghiirP) or * More’ utterances according

to its VERBOSITY likelihood; so, continuing to talk is conditional on the é&v of (the
absence of) next-selectién.

VERBOSITY also determines whether speakers want to continue talkitigput ex-
plicitly indicating so. Because of this double functiohlote’ is chosen only inhalf
the attribute’s likelihood: the idea was to emulate thatgees not always (not often,
in fact) produce utterances indicatiegplicitly through their contents that they have
more to say, even if they may often want to continue talkingheider this is actu-
ally so or not is an empirical question; and it is one issuevthgthat these sorts of
utterances are chosen according to a set of parametersh@viprbbabilities or some
other method); another ighat effecttheir resulting proportions have for the various
measures characterizing the discussion. thisthe main focus of the section.

60f course it could be that the opposite might make more safsmly deciding whether selecting
someone, or not caring about it, when the speakeapisontinuing to talk. But that would still leave
a problem of deciding between explicitly indicating mooeelome or not: it would separate these more
closely related options.
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Figure 6.30: Distribution of the generic utterance sorts of model 3
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In addition to the two sorts of utterances that restrict #iztking, a third oneAny?)
actually stimulates it, encouraging any listener, in factrgbody, to speak next. It
should create some extra simultaneous talk, but not muchusecits frequency was
fixed to a default small likelihood for everyone: 10% (of tlvé no one is selected
to speak). The idea again was just to simulate that this typdterance occurs in
a small proportion in many (or some) types of discussionsekample when one or
more participants act as informal moderators inviting theug from time to time to
talk about one thing or another.

Figure 6.30 charts the model’s distribution of the four tdtece sorts with the param-
eters of this evaluation indicated on the horizontal axi four VERBOSITY likeli-
hoods at zero &_LECTIVITY (increasing the proportions offore’), plus the two non-
zero ELECTIVITY settings (addingELECT(X) utterances). These six parameters are
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in the usual ALKATIVENESS variation as well, although we see that the differences
are only in absolute numbers: the percentage shares renam on less the same
along the range of this attribute.

Figure 6.31 compares the amounts of single talk, silent gayossimultaneous talk
in the two models. The new model generates more single takkboyt 2s, 5-7s, 9—
11s and 13s in eachBRBOSITY likelihood respectively (0, 0.2, 0.5, 0.H)p matter
how talkative are the agents. The previous model, in corapariallows only at low
TALKATIVENESS (0.1, 0.2) that higher ¥RBOSITY settings influence (minimally) the
amount of single talk, through speakers more oft wantingdotioue talking. As
TALKATIVENESS increases, however, this is nulled because, there, agantsmdy
succeed in continuing to speak if none other wants to, wheth tp happen less and
less (soon, never) with a more talkative group. In the newehuwdth ‘More’ force-
fully restricting turn-taking, \ERBOSITY now makes a small difference throughout the
TALKATIVENESS range.

SELECTIVITY gives higher totals, of about 9s more single talk with 0.2) 80—28s
more with 0.5 for all agents, in comparison to the same medebults without next-
selecting utterances. The increase from the previous mtdsi, without select-next
utterances and the same 0.ERB0OSITY is around 17-20s and 28-37s, respectively
for 0.2 and 0.5 SLECTIVITY.

The greater amount of single talk comes from the decreasimguats of simultaneous
talk that can be seen in the bottom right chart of figure 6.3thuBaneous talk levels
are only similar to those of the previous model at ze®R¥OSITY, dropping with
each higher setting of this attribute that increases theroence of More’ utterances.
This happens because (and when) listener agents complg tedtrictions and avoid
speaking, therefore generating more single starts ingitanultaneous ones (figure
6.33), and consequently less simultaneous talk. Howekiey, bnly comply up to
a certain point: when they are talkative and confident enptigky may decide to
interrupt even when the speaker signals more-to-say.

Simultaneous talk is less in the new model by around 2-1@gjlady along the
TALKATIVENESS range and more asBRBOSITY rises. Likewise, the presence of
select-next utterances in non-zemLECTIVITY controls turn-taking even more to in-
duce less simultaneous starts and simultaneous talks etlnetrons in these cases are
between 11-17s and 17-28s, respectively for 0.2 and 0.Bhidagls, in comparison
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Figure 6.31: Times of single talk, silent gaps and multiple talk for models 2 & 3
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to the second model’s results in the samerRgosITY of 0.5 (and, of course, zero
SELECTIVITY).

What distinguishes the time of silent gaps in the new modaghfthe previous is that
it falls more at low RLKATIVENESS for each higher ¥RBOSITY setting. That is the
(increasing) time that turns infrause®f continuing utterances with the help dfore’
(see the time of ‘no talk’ for model 3 in appendix 3). But asLKATIVENESS for
everybody increases, those utterances get to be intedrbygtémore talkative) agents
that decide to speak there nonetheless, causing new spatagnd matching the same
previous levels at highALKATIVENESS.

Non-zero &LECTIVITY also results in a little more silent gap time by forcing clean
speaker transitions through the next-selecting uttegneich (without hesitations
that would allow interruption) forces the selected ageanhalto take a turn in the usual
way designed here: half the time speaking forthwith and lapping or latching the
selecting utterance, or waiting for a minimal silence (opele, 0.2s) before starting,
in the other half of the time, sinceA&ERNESSiIs at 0.5.

Next, figure 6.32 compares the occurrences of all utterafieelsiding continuing and
simultaneous), just continuing utterances, silent gagssamultaneous talks, in the
two models. As regularly as single talk time increases, tmaler of utterances now
decreasewith rising VERBOSITY and SLECTIVITY parameters. This is more pro-
nounced as ALKATIVENESS is higher because the new turn-taking restrictions then
prevent an ever increasing number of utterances that wawd been produced simul-
taneously by more talkative agents. Part of these would prieting long simultaneous
talks, and figure 6.34 indeed shows a regular (and similatgagon of their number
in the new model too. ¥RBOSITY at zero results in 1-oreutterances in the new
model, but the totals drop as this attribute rises, to somattelancesessthan the
previous model with 0.7 ¥RBOSITY and around 20 less with 0.5E8ECTIVITY.

With *‘More’, continuing utterances occur even in high'’KATIVENESS now, yet still
in low numbers. Their increase is small both because of thdrequency with which
the new utterance sort has been programmed to appear (fi@p-6that is, sparsely:
in half VERBOSITY and in the leftover of SBLECTIVITY—, but also by the fact that
listeners may still interrupt the speaker if thekKATIVENESS and GONFIDENCEare
high. Because of this, the number of continuing utterantftdadls as TALKATIVE -
NESSsincreases.
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Figure 6.32: Number of utterances, silent gaps and multiple talks for models 2 & 3
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The number of silent gaps in the new model follows the previdescending profile
only in low TALKATIVENESS. As itrises, silent gaps get more frequent than in the pre-
vious model by up to 10 occurrences more, and even more WHhiyYy®ELECTIVITY.
Mean length of silent gaps is 0.5-0.4s only initially in tbevest RLKATIVENESS and
VERBOSITY likelihoods, but soon it is 0.3—0.2s and then just 0.2s WherKATIVE -
NESSis 0.5 and up. The longest silent gaps created in z&ne8TIVITY were be-
tween 2.2-0.8s along the parameter range, and 2.8-0.8pwsitive SLECTIVITY.
Except for the latter's longer results, mean and longesitlewere more or less the
same as the previous model.

Lastly, the number of simultaneous talks in figure 6.32 fallth higher settings of
VERBOSITY and SLECTIVITY, but less and less asATKATIVENESS rises (more
interruption). Themeanlength of simultaneous talks increases slowly along these p
rameters, between 0.8—1.1s. And ibvegestfound lengths of continuous simultaneous
talks were between 4.2—-8.8s, and less with posit&ee€ TIVITY: up to 6.6s.

In figure 6.33 we can see the biggest improvement of the neeepaes: the increase
in the number of single starts with more-to-say and selegt-ntterances. What is
clear, too, is that the effectiveness of more-to-say griyldacreases asALKATIVE -
NESsincreases: single starts in the fouERBOSITY settings fall more and more in
comparison to the twoE.ECTIVITY settings.

Nevertheless, the rise in single starts is the most cleaeene of an improvement in
the flow of the interaction, through less turn-taking comsliclt is the fulcrum of all
the other improvements measured in this model: in singktitale, simultaneous talk,
false-starts, etc. The simulation now starts to take inbmant some of the mechanisms
to restrict turn-taking that are built into the utterancestheir contents, and allow
participants to accomplish some immediate interactionalgin talking and in taking
turns of talk.

Multiple starts seem to fall (less and less) along the patamnange in converse rate as
single starts diminish, since these are complementary unesisThey level up at the
high TALKATIVENESS side around 23-30 occurrences. The mean number of starters
in these simultaneous starts varied between 2.3—-3.2 at@ngarameter range.

As for false-starts, incomplete utterances and long semelous talks in figure 6.34,
there are improvements too, with numbers falling to levetsaror less what one could
expect of real discussions. As middle starts remained moiless the same (fig-
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Figure 6.33: Number of single, multiple and middle starts for models 2 & 3
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Figure 6.34: Number of false-starts, incompletes and long simult.talks for models 2 & 3
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ure 6.33), the reduction of incomplete utterances must &w@ fthe smaller numbers

of simultaneous starts (relative to the growing singletsjarausing less simultaneous
talks. Thus, less individual false-starts and long simmdtaus talks. The mean number
of speakers in long simultaneous talks remained betweer22hlong the parameter
range: so, the vast majority of long simultaneous talks ve®veen two speakers,

which matches observations from the literature (Sche@o@0, see §2.5.1).

6.5 Model 4: hesitations and interruption

The last extension to the basic model (84.4.6) adds theatiesis and speech disconti-
nuities that are ubiquitous in real talk. Hesitations dffesdy increase the total length
of the utterances, but also introduce the possibility oéintption. This can happen
when the speaker is hesitating continuously for a certane tidefined as 0.8s here):
then a more talkative and confident listener may (just mag)dgeto interrupt it by
starting to speak (just like aftekore’).

Interrupting in the middle of a hesitating speaker’s utbemhas the same effects of
a middle-start, either resulting in an incomplete utteeaacsimultaneous talk that is
subsequently resolved as usual by whoever persists longrrgh their @ NFIDENCE
likelihoods. In many cases, however, the hesitating agemlg does not speak any-
more and yields the floor, having been thus interrupted byéve starter.

Silent hesitations in the middle of utterances weog counted as talk or any type of
silence in the evaluation, though non-silent hesitatigas () were counted as talk
(perhaps incoherently). A small reduction in the amounttgaty, singletalk at least,
is therefore expected in the results (figure 6.35) withoytianrease in silence times.
Then the amounts of talk and silence now do not add up to thé tegcause a portion
(silent hesitations) is not counted as anything. Anywayeality clearlylessmean-
ingful talk gets to be produced in the same period of time siknt hesitations then.

Hesitating (both silently or not) can also ocdcgforesomeone starts to speak, when
the floor is granted to that one by virtue of having been setétd spealor when the
speaker (already) goes on to begin a new utterance aftersepdn these cases the
silent interval just becomes longer with hesitation. Stkethenis counted as ‘no talk'.
As this model was evaluated without next-selectioBLECTIVITY zero) for compar-
ison to the previous results in the same folBRBOSITY settings, only the hesitation
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while pausing will be relevant here. Its effect should be jhat: some increase in the
time of pausing, or ‘no talk’ (appendix 3s long asTALKATIVENESS is low. Be-

cause, otherwise, the hesitating agent is simply preeniptedhers starting to speak
as normal. In any case, there shall not be many visible clsingbe aggregate results.

As indicated by the legends in the charts to follow, the madas$ evaluated in two
settings of HSITATION for all agents: 0.2 and 0.5. These are the likelihoods that
they hesitatger cycleof simulation, combined with the four BRBOSITY settings of

the prior section and along the sameLKATIVENESS range. It is as if the previous
model’s results correspond to zer@BITATION. As always, other attributes were fixed
at 0.5,exceptSELECTIVITY at 0—so, when comparing the results with those of the
previous model, ignore their two non-zer@lECTIVITY settings.

Figure 6.35 presents the times of single talk, silent gapissimultaneous talk in the
new model (right) in comparison to the previous one (lefthgge talk is indeed a little
less, falling by 11-16s in 0.2 EBITATION (more as \ERBOSITY rises) and 17-27s
with 0.5. The reductions are more or less the same acrossMheATIVENESS range.

Amount of silent gap time is just a tad less on the low side \Qith HESITATION,

but it grows along the ALKATIVENESS range amounting to a couple of seconds more
than the previous model on the high side. This seems to ba, the small effect

of interruptions causing subsequent false-starts, imetud couple more collective
ones (figure 6.38), and in turn a few more short intervals (&gu36) before someone
speaks again.

Similar is the difference in simultaneous talks to the poergimodel. Total times are
slightly smaller on the low side but grow more along thre KATIVENESS range, and
even more with higher ESITATION, to end up being about 5-15s more at the high side.
Again the increase comes from simultaneous talk causedéyuption attempts while
the speaker hesitates, as the higher numbers of individisd-starts and incomplete
utterances attest (figure 6.38).

Number of utterances in the right-hand charts of figure 613@sa similar profile
of less occurrences at loOWALKATIVENESS rising to nearly the same levels of the
previous model at the high side. This is even more visibl&éaihigher HESITATION

of 0.5. As utterances become longer with more hesitatiorh@ir tmiddle, clearly
fewer ones get to be realized in the same time, but the inergagterruptions as
TALKATIVENESS rises means that more and more utterances are cut short@adaé
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Figure 6.35: Times of single talk, silent gaps and multiple talk for models 3 & 4
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Figure 6.36: Number of utterances, silent gaps and multiple talks for models 3 & 4
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Figure 6.37: Number of single, multiple and middle starts for models 3 & 4
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by new ones, reducing their lengths by force—what impatspetakers achieve when
they interrupt others, and in a certain sense what was irgtg in the literature as
‘clipping redundancy’ (Orestrom 1983).

The number of silent gaps increases uniformly in the new rhiogl&—18 occurrences.
Their mean lengths got significantly shorter then: mostBsponly 0.3s at the lower
likelihoods of VERBOSITY (0, 0.2) and RLKATIVENESS (0.1-0.3). Thdongestsilent
gaps that were found ranged more or less in the same intesgdeeviously: 2.4—-0.8s
along the RLKATIVENESS range.

The number of simultaneous talks increased just like thepivalent total times, but
much more in high ALKATIVENESS; in fact a lot more at 0.5 HSITATION. Mean
lengths are smaller than before: 0.7—1s in OESHATION and 0.6-0.9s in 0.5 along
the parameter range, while being 0.8-1.1s before. The Birgimultaneous talks
found were measured as more or less the same: between 38-8.4

Totals of single starts charted in figure 6.37 also followshene pattern: pretty much
the same numbers at lIowATKATIVENESS but falling slightly lessas the attribute
increases in the new model with hesitations, so that theglaoat 5 occurrences more
at the high side for the sameE®BOSITY settings. Simultaneous starts also increase
by as much now in high ALKATIVENESS, while middle starts of utterances actually
decreased: that is because what is counted as middle sattoae immediately after
pre-TRPs followed by talk (i.e. not at the end of utterances)

Starts of talk duringsilent hesitations are not counted as middle starts bigiagle
starts. This means that the numberctual (non-interrupting) single starts is smaller
than shown: which makes sense since utterances now are lwihydnesitations.

Finally, we see in figure 6.38 that hesitations make the nuwfiadividual false-starts

to increase again, but not to the high levels of model 1. Tlesgmse in incomplete
utterances (a drop with 0.2 and a hike with 0.84TATION) is perfectly reasonable:
the more hesitations the more chances that the utteranceng tp be abandoned by
someone interrupting any of them.

Lastly, long simultaneous talks amount to a little less thefore because two (or more)
speakers will only continue talking simultaneously as lasgione of them hesitates:
whoever happens to do it first will abandon speakership tather(s) who have not

hesitated. Thenceforth, when just one agent remains tpikaould hesitate as normal
without losing the floor then, unless of course someone @sdialinterrupt.
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Figure 6.38: Number of false-starts, incompletes and long sim.talks for models 3 & 4

Number of false-starts in 5's (model 3)

Number of false-starts in 5's (model 4)

130 130
120 120 -
110 110 —
100 100 |-
S % W Vo ho2
[vo so Wvo2 «
80 = W2 * 80 — m [Jvos
70 ju— OJvos * 70 H vo7 =«
Vo7 ¢ V0 ho.5
60 Evo.s s0.2 60 1 E vo.2 *
50 = V05505 50 I Wvos
40 40 H gvor
30 = 30 H
20 — 20 — H
10 7 m 10 !
0 ‘ 0
7

1 2 .3 4 5 .6 .8

‘Collective’ false-starts in 5's (model 3)

60
55
50
45
40 Evo so
35 W2 “
[Jvos
30 Ovo.7 =
25 W v0.55s0.2
[ v0.5 s0.5
20
15
10
5
0 ,J:-m]J]]mTEI]mTEI]]:TEI]]:TEIII]TEI]]:TElﬂl

1 2 .3 4 .5 .6 7 .8

Incomplete utterances in 5's (model 3)

1 2 3 4 5 .6 7 .8

'Collective’ false-starts in 5's (model 4)

60
55
50
45 [ vo ho.2
40 mvoz2 *
Jvos «
35 Jvo.7 *
30 WMo hos5
25 Evo.2 «
Wvos *
20 vo7 ©
15
10
5
o Lttt i s ) o ] i)

a1 2 3 4 .5 .6 7 .8

Incomplete utterances in 5's (model 4)

60 60
55 55
50 50
45 45 mvo ho.2
40 Ovo so 40 Wvo2
35 W2 * | Jvos *
[Jvos * 35 [Jvo.7 *
30 vo7 « 30 W hos
25 W v05s0.2 25 dvo2
[ vo0.5s0.5 Wvos
20 20 vo.7 «
15 15
10 10 —f
a [ ]
0 \ \ \ \ \ I I 0 \ \ T T I I I
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
Long simult.talks in 5's (model 3) Long simult.talks in 5's (model 4)
80 80
70 70
60 60 [vo ho.2
N Evo so Wvo2
50 — —f~— (W2 50 —— |[Jv05 *
| vos © vor *
40 | |[Ovo7 40 W0 hos5
W v0.55s0.2 Evo.2 «
30 [ v0.5s0.5 30 Wvos ©
Jvo7 ©
20 20
0 0




Chapter 6. Evaluation 224

6.6 Summary and discussion

The evaluation of the basic model in some of its parameteatians showed that:

First, as simultaneous talk is concentrated at speakesitiams, the total amount of
single talk in a discussion shall depend more directly orotrezall lengths of the utter-
ances produced therein—or their maximum length, in the oa$lge random lengths
of this simulation (cf. figure 6.9). So, given a judgement of the maximum length
people are expected to talk at a time, the averages restitong these simulations
could provide a rough estimate about the amount of singleitah discussion, no
matter people’s actual levels of participatiom(KATIVENESS)—because, as we saw
given a reasonable@\FIDENCE in persisting on simultaneous talk, the resulting total
averages remained surprisingly similar throughout (clurigg6.1).

Of course, single talk timés reduced by the amount of simultaneous talk in a dis-
cussion, mainly in bigger groups and with higher levels af HATIVENESS. In these
cases it occurs more because of the partiesS ERNESSand GCONFIDENCE behaviours
being moresimilar than different: in the case of this simulation, with non-diallike-
lihoods (cf. figures 6.1 and 6.15). This gives agents lespgnsity to vary their
turn-taking timings (either speak immediately or wait fdesce) and simultaneous
talk behaviour (in the basic model, either continue spegkimuit). So the more vari-
antly people behave in a discussion the more single talk ¢éimelyup producing, and
the ‘better’ for the interchange of talk.

Indeed variation in the timing of turn-takings and in resotytalk conflicts diminished
the occurrences of simultaneous starts especially at g ATIVENESS levels (cf.
figures 6.7 and 6.17), thus reducing simultaneous talksrégy6.2 and 6.15). In these
high levels, lower BGERNESsand GONFIDENCE likelihoods (between 0.2-0.5) for
all agents was best, as it increased the chances of alwaysrjasstanding out (cf.
figures 6.1 and 6.15). But conversely, in lower levels af KATIVENESS, middle-to-
high likelihoods for all (between 0.5-0.7) was better, gatieg less simultaneous talk
and a little more single talk as it increased the chances @fstending out every time.

Moreover, the evaluation of differentALKATIVENESS parameters for the agents in
a group demonstrated thaffering trend again: groups with various likelihoods to
talk generated somewhksssimultaneous starts (thus, talks), less overlapped transi

’Since utterance lengths are random here, the relationshiptias trivial as if they were, say, in a
normal distribution with a mean and standard deviationntie totals would be derivable directly.
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tions and less false-starts—hence a little more singlésstsitent gaps and single talk
time—than groups that were given the same nearaskATIVENESS for all agents
(i.e. comparing a group with [0.4, 0.3, 0.5, 0.4] to one willh0a4 parameters). This
was more salient in the middle range of likelihoods betwed&+@.6 and in bigger
groups. So thenoredifferent are the parties’ decisions and their frequenoy,kietter
is for the flow of the interaction, quantitatively at leastdividual utterance totals also
showed that the higher the difference iInLKATIVENESS values, the (slightly) more
that more talkative agents would take from the share of gipgtion of less talkative
ones, even those with highAEERNESS(cf. figure 6.6).

The average amounts of simultaneous talk were measurecéet@7—7.3% of the
total discussion time at the lowesADKATIVENESS levels, and between 11.7-23% at
the highest, in any EGERNESSand in middle @NFIDENCE likelihoods. The mean
length of simultaneous talks was around 0.3-0.5s, and tigeki simultaneities were
found between 1.4-3.8s along the range mEKATIVENESS parameters. This would
conform with observations by Schegloff (2000) (82.5.1)t st occurrences of si-
multaneous talk are over very quickly, by the second or ttheht’ that the parties
recognise the simultaneity (though this could amount thsly more than 0.3-0.5s),
while some other episodes of simultaneous talk may persstrisiderable length.

The mean lengths of silent gaps (i.e. the intervals of takiAg excluding latched
and overlapped transitions) were between 0.4-0.2s: 0.#s laiv-to-middle levels

of TALKATIVENESS, and 0.3-0.2s at the higher levels and group sizes (0.2sis th
minimum from the simulation’s granularity, not necessatile real minimum). These
averages are smaller than the 0.5s of the mean timing oftakings observed by Bull
and Aylett (1998), but conform to the observation of Wentrera and Siegel (2003)
that the probability of turn-taking is highest on averagdiluhe first 0.5s after the
end of an utterance (whereas afterwards, in silences Iadhger0.5s in their data, the
probability was higher that theamespeaker would continue).

The results of model 2, with more elaborate procedures foukaneous talk, pointed
out to an improvement in the smaller average number of sanehus starts and false-
starts (cf. figures 6.28 and 6.29), resulting from bolderavaburs especially in low
CoNFIDENCEIlikelihoods. This would contribute to a higher number obutinces (fig-
ure 6.26), although less single talk and more simultanealdsas well (figure 6.25):
that is, more complete, short simultaneous utterancesupest It was interesting
(and unpredicted), in particular, that the more confideh&veur of the second model
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would contribute to a smaller number of simultaneous stand middle starts (fig-
ure 6.28) along the range of the\IKATIVENESS levels, as well as less false-starts
(individual and collective, in figure 6.29). This did remedye of the unsatisfactory
profiles of the basic model: the inordinate amount of faksets created by the high
occurrence of simultaneous starts that would come fromIgiisgcisions and a ‘fickle’
behaviour in the presence of simultaneous talk.

The results of model 3, with different sorts of TRPs deriviexhf a few discrete ‘types’

of utterances, showed how the addition of even a minimal foficontents of the talk

would improve nearly all measures of effectiveness of tiseusion: more single and
less simultaneous talk (figure 6.31) from more single and fesltiple starts (6.33),

together with a smaller number of individual false-stamg&omplete utterances and
‘long’ simultaneous utterances (6.34) throughout—at thmes time, with a smaller

number of utterances in total (6.32). The explicit diregtof talk to a specific other

party (by select-next utterances) caused the greater ingmathe aggregate results;
and talk explicitly indicating that the current speakerasng to continue (from more-

to-say utterances) also had some improvement in the nunfilseicoessful continuing

utterances (figure 6.32). No doubt the addition of more tygg€er actual) contents of

talk and more visual and other nonverbal information abbatagents’ intentions in

the turn-taking would improve the interactional profilegewmore.

Lastly, the introduction in model 4 of low and middle likedibds of speaking hesita-
tions for all agents in the group (and their respective migtion, though in somewhat
extreme cases of continuous hesitation), by its turn, ptedly ‘worsened’ some of
the average measures of the interaction, causing a littke sicmultaneous starts and,
thus, simultaneous talks (cf. figures 6.37 and 6.35) and nmoligidual false-starts,
though slightly less incomplete utterances and long samelbus ones (figure 6.38).
However, these increases occurred in middle-to-high $e@€lTALKATIVENESS; in
low levels, they were either minimal or reversed: actuadlgiucingthe average mea-
sures. And a change from agldITATION of 0.2 to 0.5 for all (meaning that agents
would then hesitate half the time they speak) affected thelt®only minimally.

The conclusion then is that hesitations, while variabl\spre in real talk, interfere very
little in the average flow of the interaction. What seems tderihe big difference in
real conversations is the interpretation of contents apdgyf contents of talk (not to
mention the context and other information) that is much ohtvhakes parties continue
to listen or start to speak, in a complex inter-relationsifigdecisions.
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Conclusion and future possibilities

This is basic research. The simulation is, in a nutshell, &ing demonstration of
someissuegegarding turn-taking in a free verbal interaction (smatigp discussion).
To my knowledge, it is the first distributed-agent simulataf group discussion, and
the first implementation of a synthesis of the overall dgdiu@ outline of turn-taking
that the empirical literature has produced so far. The ma@af this work may then
be experimental: in discovering turn-taking mechanics igjpproximative represen-
tration of its operation, and by manipulating and adjusitsgfundamental aspects:
simultaneous talk, constraints to turn-taking, hesitatiad interruption, etc.

So the major contribution of this work, I think, will be in thdeascontained in it:
the design of the simulation which could be used for similagrdtive models, and
the control procedures for speaking or listening with theotss ‘sorts’ of utterances
and hesitation. Of course, the configuration of abstracabielrs here would need
some adapting to more concrete developments involvingahspeech and language
generation. Nevertheless, other investigators could asgeopthese procedures to the
control module of conversational agents and talking he@dey would then comprise
part of the central control of the talking agent, determgnivhen to start the processes
of talk and planning dialogue, and when to interpret spokd#aih listening.

Also, the models and their associated evaluation programddoe usable as a sim-
ulational ‘test-suite’ of general conditions of small gpodiscussions or other types
of interaction. Maximum utterance lengths, likelihoodgatk and how eager people
speak in a real conversation or discussion could be measyreshd calculated, and
then fed to the simulation to estimate their probable avetatpls in a large number
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of interactions. And the procedures could be further modiéiad/or extended to suit
other similar genres of verbal interaction or complexitidsmall group discussions
unforeseen here. And by modifying the associated evalugtiogram one would have
the framework for quantitative evaluation of the resultmgdified interaction too.

As for the current models, the quantitative evaluation Hasved a few interesting
results. First, utterance lengths are indeed the majorméters of total amount of
single talk, with levels of participation ALKATIVENESS) having a smaller effect.
Notwithstanding, simultaneous clashes do decrease tals witsingle talk, in bigger
groups and higher ALKATIVENESS, and as parties behave more similarly than dif-
ferently throughout. Bolder behaviours in simultaneodk {enodel 2) reduced the
amount of false-starts and increased the number of (partiylsaneous) utterances,
so that agents talked more simultaneously—not necessabifd thing, as sometimes
people care more to externalize their thoughts than engtingy are actually being lis-
tened. The addition of even a few discrete ‘contents’ of yadkding different ‘sorts’ of
TRPs (model 3), substantially improved the flow of the int&omn by directing talk to
appropriate listeners, reducing simultaneous starts@kd overall. And, lastly, hesi-
tations that are variably present in most instances of asaten did not depreciated
that improvement significantly.

The evaluation also uncovered average totals of single satkultaneous talk and of
turn-taking timings (silent gaps) that approach the charatics of conversational
interaction described in the literature: overwhelminglgmmasingle talk than multiple
talk, with simultaneous clashes being resolved quickly $mgle speaker most of the
time, but also resulting in false-starts and incompleteratices. This first attempt to
emulate a complex verbal interaction through a multi-agprababilistic simulation

with abstract behaviours without contents of talk showe@asonable similarity to
the profile of actual (in this case) small group discussialesnonstrating that it is a
feasible approach to investigate the minutiae of the takiry process quantitatively,
through comparisons to real data measurements.

But the models in this thesis are a long way from being satisfg, of course. They

are but a first step. As the evaluation demonstrated, albdied@aviours without ac-

tual talk and probabilistic decisions create a lot of mudigtarts in detriment to single
starts; agents appear to behave too ‘swiftly’, generatihgtveould be viewed as un-
realistic behaviours. The agents would then be considanadturally sharp speakers,
‘mindless’ non-pensive parties (as indeed they are).
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They do not have any attention variation or interest vasigtinor any provision for
longer response-times, except what is simulated for fegddbesponses. Agents’
response-times are always one-cycle long, so itis equatde tength of the cycle, the
resolution of the simulation. Agents also do not changer tite2lihoods throughout
the discussion, varying for example th@erestthey might have in the talk; or their
turn-taking strategies facing repeated situations whewg #re not able to talk. Also,
the symbolic behaviours with explicit pre-TRP indicaticare a long way from the
reality of the complex combination of linguistic and pro&odues and visual nonver-
bal behaviours that together indicate the transitionvaalee places, and encourage or
discourage turn-taking.

Finally, these textual behaviours were designed for vigwasults on-screen, not for
connecting the simulation to a speech and language genévateal testing of what
the discussion would look like. These various obvious katigns of this initial model
show us obvious continuing extensions as future work.

7.1 Assynchronous framework: other response-times

The central loop of the simulation generatesyachronousimulation: each ‘moment’
has its behaviours synchronized outwith the agents. Thisiimed with behaviours
having a certain length that is assumed of each moment, seqtiag the minimal
simulated unit of time: the cycle. It is the simplest desigul grobably the most
feasible for other similar cognitive models and applicatof this model.

But another possible configuration that could representtgx&ow talk occurs in
groups of people is an assynchronous simulation. An assgoas multi-agent con-
figuration would be a much more complex one: agents wouldds/endependent pro-
cesses (or threads), but they would still have to have a @hairtommunication, the
‘environment’ (now assynchronous). The environment, h@tewvould have to have
a broadcasting architecture forwarding each ‘messaggigoket of behaviours) to all
the agents assynchronously. This channel distributionawyork in a higher priority
than the agents themselves, so they receive the messaleanaother perceptual
behaviours) more or less at the same time.

Agents in such a system would have to have a fundamentalrégdhat the present
model does not havdauffering of the inputAs the communication is assynchronous,
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they would have to decide whether to ignore or ‘processefmtet) the various mes-
sages they receive and react to them assynchronously,ajjgreymetime later (em-
ulating the response-times humans have in responding &r atttions). This in all
likelihood would have to mean various cascading procesdss threads?) of interpre-
tation and reaction, as in some cognitive psychologicalesdf speech and language
interpretation, e.g. Levelt (1989).

Another aspect such a system would have to represent, wiegbrésent simple model
also does not do, is a certain (or variable) response-tintedoehaviours. In the
present model, response-times are mostly one-cycle,g@igdbecause agents do not
have any input buffering. They are simple automata thattreamediately to the
behaviours of each cycle since these will disappear in tiktmement. Consequently,
agents behave ‘fast’ and sharply like the automata theysaeded to the resolution of
the simulation defined by theycle-timeparameter.

In sum, what such a system should incorporate for a betteodeyetion of human cog-
nitive processes is a simulation of response-times: m@a¢tmes that would be more
than ‘one cycle’ of simulation. They should fluctuate witle tittention and interest of
the conversants in the talk and with aognflict of simultaneous talk and behaviours:
which cause, for example, the hitches that generally indittae recognition of a con-
flict in simultaneous talk.

7.2 Variable attribute values

Another limitation of this simulation regarding the varikly of patterns of group dis-
cussions is that the agent attributes remain constant ghat the talk. In actual
talk, the likelihoods of making the various decisions diésem in 84.2 would vary a
lot, depending on several factors: so the likelihoods ointgithe various turn-taking
decisions in the simulation shoulldictuatethroughout the discussidn.

For example, ALKATIVENESS could vary based on aspects of the talk and other par-
ticipants involved, if these things are modelled too: as tioeed earlier, the topic
being talked about and the participant’s knowledge or an@ated relevant informa-

1Of course, this assumes no contents of talk are being genkaat interpreted; if they are, then, de-
cisions to talk would naturally relate to them. But this dnesmean other parameters of this simulation
could not be used anymore. gradualinclusion of contents of talk replacing probabilistic d@ons
like TALKATIVENESS first, is probably the best course of a future developmertiisfdort.
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tion about it, his or her interest, attention, emotionategaacquaintanceship, gender
and age of the interlocutors at each interaction, and sb.fértould as well fluctuate
in the group as a whole (say, in ‘collective’ patterns likelotks) in the course of a
discussion to simulate how ‘heated’ it becomes, or how mwehy®ne is (perceived
to be) willing to talk.

This in turn would influence everyone’sAEERNESSand CONFIDENCE according to

this perception of the ‘competition to talk’. If overall kadtiveness is low, if there
are long pauses and hesitations with no interruption, ang gmps without talk, then
both parameters would remain on a ‘careful’ or ‘polite’ logwel. If more participants
appear to be wanting to talk every time, or they talk moreroéted give more feedback,
not giving in to others—in sum, they participate more—, eagses and confidence
would have to increase to what is needed if one wants to gehafualk, eventually.

People in general would start to speak earlier and louderaaridvnot give up eas-

ily (and thus create more simultaneous talk) when a disonggets accalorated. This
change may also be directed towards specific others: for plearwvhen someone
seems always to speak earlier and interrupt others, or alivags’ the turns, prevent-

ing others from talking.

Participants, thereforan order to suit their various purposes in conversatioeed
to change and adapt their strategies of turn-taking aloagctimversation in view of
other participants, the talk, and théstory of the interaction so far—like when they
repeatedly fail to get a turn at talk. These various outcornetd feed back to the turn-
taking parameters, which in turn would change the naturéefrteraction, then feed
back again and so on. It would be good if agents are lgble turn-taking parameters
(like EAGERNESSand GONFIDENCE) in their interactional situation and group, taking
into account the others’ apparent needs to talk as well.

CONFIDENCE could also vary with the perceived appropriateness to talgestain
moments: if someone was eager to speak in the middle of arstierance, he or she
should be less likely to continue than the established gyealnless it is something
important, more than what the speaker was so far saying. ame svould apply for
the speaker, who should have varying degrees of confidermanitmuing to talk.

On a purely statistical view of the patterns of interactidnlLKATIVENESS could seem
to depend on how recently one has last talked: the more dgcéme more likely to
talk again soon (Stasser and Taylor 1991). The same seenofttfon feedback, and
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interchangeably; that is, recent feedback would seem &z@likelihood to talk and
vice-versa. If someone has been quiet for a while then sgarisg feedback, it is a
sign of more interested in the current discussion, so it sdéaly he or she may want
to speak in the short run.

Lastly, it is evident when analysing the amount of talk anedfgack statistically in
small group discussions that less talkative participaivts gore feedback, and vice-
versa. As if they would feel compelled to signal periodigdhat they are paying
attention, even though (or because) they are not speakirmp.nithe present model
partly incorporates such a disposition in the order of dens only decide about
feedback whemot wanting to talk; so the more one talks, the less feedbacké@sgi
But on the other handeEDBACK would still have to vary to support this need to ‘show
attentivity’, to avoid ‘awkward silences’.

Thus we begin to see how all these parameters are intercathend how this whole
‘systematics’ of their fluctuation would be complex. Theigas outcomes of the
interaction, including what participants are talking abawuld feed back to change
the attributes. This fluctuation would be a sort of ‘secondied model on top of the
current one. It would bear less on modelling of turn-taking anore on thelynamics
of the interaction in small group discussions, on the sitnoteof the group discussion
per se which is outside the scope of the thesis. The agent moddi@tomes more
complex when turn-taking decisions (or in this model, tHielihoods) have to be
changed and adapted as a consequence of what is being talet] bow the other
participants behave and are perceived to behave, and tiogyhis the interaction.

7.3 Cues of turn-taking and nonverbal behaviours

As discussed in chapter 4, the pre-TRPs represent a sigrificaplification of reality.
They are explicit indications of possible completion of th#erance, given by the
speaker, rather than coming from the listeners’ interpi@teof the various auditory,
linguistic and visual cues: syntax-semantics, pragmatissourse, prosody, loudness
and rhythm (tempo, etc), and nonverbal behaviours (gestgeze, etc). Furthermore,
the pre-TRPs have alhe same forcén the simulation, indistinguishably—precisely
because there is no representation of talk and its contents.

When | introduced the ‘sorts’ of pre-TRPs in 84.1.7, | saidtttihere may be a wider
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and finer range of TRPs with regards to their restrictionsito-taking, but that the four
sorts would represent reasonabliscretegeneralizations. And indeed, with actual talk,
each of the four ‘sorts’ of TRP probably have a continuouslyying degree with which
they restrict, encourage or discourage turn-taking. Theag be varying degrees with
which utterances indicate select-next, more-to-say obady-to-talk next, inducing
varying likelihoods with which agents (or specific ones) wbdecide to talk then—
inducing their varying ALKATIVENESS, to use parameters of this simulation.

So an obvious possible expansion of the present model wauld lzhange the be-
haviours to incorporate representative (yet still symtjyatues of possible completion

of the utterances, and also turn-yielding cues. For exanttpepTRP behaviour could

be replaced by various degrees of ‘coming’ to a possible detiopm, as in Padilha and
Carletta (2003)1al3 tal2 tall tal0 . These various degrees could be a continu-
ous repetition to different certainties: etglk tal2 tall talk tal3 tal2 tal2

tall tal2 tall tal0 ; the smaller the number, the more certain an utterance com-
pletion would seem to be. Agents with differerdi&RNESSparameters could decide

to speak at various of these points.

A better way to represent the various levels of speech cugs$henvarious modalities
of nonverbal behaviours would be with agents returning ntlea@ one behaviour each
time: one for each modality forming a ‘packet’ of behaviaufsr example, talk could
be replaced (or complemented) §;n2 synl syn0 for the various levels of syntactic
completeness; theint2 intl int0 for the various degrees with which intonation
indicates possible utterance completion; tisem2 seml semO for various levels of
semantic or pragmatic completeness (which relateBloce”).

Nonverbal behaviours such as gaze, posture shifts and adnhead gestures could
all be represented by additional behaviours in differendalities, as simulated in
Padilha and Carletta (2002). For exampB>AgtA POST GESTcould be a ‘packet’

of nonverbal behaviours indicating gazing at agent A, civapbody posture and arm
gesture, which could indicate that the agent is continuirgfarting to speak.

Among other things, this would eliminate the need for therlayping tal ' be-
haviour. Now the specific pre-TRPs—which actually embodumamary of thecon-
tentsof each ending utterance with regards to turn-taking restnms—would not have
to be ‘pre-TRPs’ anymore, because turn-yielding or holdnaications would be given
off by actual linguistic and paralinguistic cues. They @babme at any point in the
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utterance then, representing that that kind of informat@inturn-taking restriction,
or encouragement, etc) could come at any point within theldifg utterance, even
near the beginning: e.g. “John, what do you...”, “Anybodyngato. . . ”, “First of all,
etc...”. Listeners would thus be able to predict what onedisgto say and perhaps
interrupt it in the middle.

7.4 Plugging speech

As the simulation is symbolic, it is difficult to assess hoaligtic are the patterns and
general behaviours it generates. One possibility to etaltreem qualitatively would
be to connect the simulation to a speech-generation ouglong as an agent’s action
is ‘talk ’, the output could be a (repetitive) “blah blah” recordimgth different voices
for the various agents. Other short clips that could be mldyack for the various sim-
ple behaviours of this simulation would be “uhuh”, “huh?hda“bla-" (interrupted)
for ‘ta- ’, and so on. Of course, this would result in very strangefiaidil discus-
sions. But it would provide a more direct way to assess nhityian the implemented
practices of turn-taking, in a ‘cheap’ way. A sort of ‘windnioel’ for tweaking and
improving the interactional control of conversational atge

Other more elaborated schemes could be thought, maybe ewerworthwhile at the
end than this one. Instead of simple short ‘blah’s for edak *’, there could be a
pool of pre-recorded utterances with various voices fordifferent agents. Each time
an agent would start a new utterance it would choose (rangdndne pre-recorded
utterance and play it seamlessly through as long as the agsrihe speakership and
is sendingtalk ' behaviours. Hesitations could be the same short pre-decbtbla-”

or a “erm” recording. The point in the pre-recorded uttemtitat the speaker agent is
playing back could be saved in thengthvariable (84.4.2), to be played thenceforth at
the nexttalk ’ of the subsequent cycle.

One problem with this approach is that the resulting disomswith the conjunction
of various arbitrary pre-recorded utterances would notenakich sense. This would
make it difficult for lay subjects to judge: they would havedte timings of turn-taking
having to overlook theenseof what is being said in a highly artificial discussion. But
if we ignore what the agents are saying and focus only on tloeoatével decisions, it
could provide a decent way to assess and adjust new modeisetiaking.
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Code listings

The simulation in its various models and extended procedwere implemented in
simple Java programs. The first filepdel.java , constains the classes:

e Talker , defining the agent, its attributes and ‘program of operatiith the
procedures of the basic model of figure 4.3, section 4.4.2;

e Group, implementing the multi-agent group and the blackboarhé&aork;
e andmodel , the main class with the execution and output cycle-byeycl

The other files just contain different versions of ffedker class with extended pro-
cedures of agent operation corresponding to the same edanddels described in
chapter 4. Filenodel2.java  has the simultaneous talk practices of figure 4.5, 84.4.4;
file model3.java the sorts of turn-taking constraints of figure 4.6, 84.4.5¢ dile
modeld.java has the procedures for hesitation of figure 4.7, 84.4.6. &legtended
procedures must be compiled aftevdel.java  since only this one has the framework
and the front-end classes of the simulation.

The listings here are for convenient browsing. If you woukeIto obtain the files
instead of typing it all, you will probably be able to downtbdoem from my site about
this work, wherever it may be in the future (undefined at theetof writing).
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[model.java]

/************************************************** *% *kk *kkkkkkkkkkkk

Turn-taking model for a simulation of small group discussio n

by Emiliano G. Padilha previous versions 21/Mar/02, May/03 , Feb/04

4th version: begun Jul/04
Behaviours: - , talk, TALK, ta- , pTRP, More, AgtX, Any?, uhuh , huh?
Basic model: no AgtX/Any?/More(only pTRP), no hesitation, nonverbal behaviours
(hence, attributes SELECTIVITY, HESITATION, NONVERBAL ai n't used yet)

Compile with: $ javac model.java
Run with; $ java model (@ page with instructions will appear)
kkkkkkkkkkkkkkkkkkkkkkkkhkkhkkkkkhkkhkhkkhhkkhkkixk *% *kk *kkkkkkkkkkkk /

import java.io.*;

class Talker Ilthe agents representing conversants in the d iscussion
{
final int myself; 11,2,3,.... simple identification of se If
double TALKATIVENESS, /llikelihood of wanting to talk (wit h no one or someone)
EAGERNESS, INikelihood to speak forthwith or wait for a pau se
FEEDBACK, INikelihood to give feedback (either uhuh or huh ?)
CONFIDENCE, INikelihood to persist in talking simultaneo usly
ATTENTION, l(unused) mean time to perceive that others are talking
VERBOSITY, INikelihood to continue to talk starting new ut terances
TRPAUSING, //Imean length of TRP pauses (after utterances) i n secs.
INTERACTIVITY, /llikelihood of mid-utterance TRPs (pTRP, More) and tal_
HESITATION, INikelihood of hesitations or disfluencies i n mid-talk
SELECTIVITY,  /llikelihood of selecting a next speaker at a T RP
NONVERBAL,; /l(unused) likelihood of GESTures, POSTure shi fts, NODS

Talker(int id) //initialize the agents with default values

myself = id; FEEDBACK = 0.3; VERBOSITY = 0.5; INTERACTIVITY= 0.5
TALKATIVENESS= 0.2; CONFIDENCE= 0.6; TRPAUSING = 0.5; HESI TATION = 0.3;
EAGERNESS = 0.4; ATTENTION = 0.3; SELECTIVITY= 0.1; NONVERB AL = 0.3;

}

void attribute(char code, double value)

{ llcommand-line setting of the attributes
switch(code)
{
case't. TALKATIVENESS= value; break; case'v: VERBOSITY = value; break;
case'e. EAGERNESS = value; break; case’p TRPAUSING = val ue; break;
case'f: FEEDBACK = value; break; case'i; INTERACTIVITY= value; break;
case’c: CONFIDENCE = value; break; case’h: HESITATION =v alue; break;
case’'a’. ATTENTION = value; break; case’'s: SELECTIVITY =v alue; break;

case’n. NONVERBAL = value; break;

default: System.out.printin("*** Wrong attribute code: " +code+"\n");
}
return;

}

/lagent names, for printing and SELECT(X)
static String Names[]={"????","AgtA","AgtB","AgtC","A gtD","AgtE","AgtF","AgtG"};
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Ilparameters global to the simulation, instead of individu al to each agent
static double cycleTime = 0.2; Ilclock-cycle is 0.2s (5 cycl es per second)
static double MaxUtterances = 4; /Imaximum length of any utt erance (4 seconds)
static double NotUnderstand = 0.1;//frequency of negative feedback 'huh?’ (10%)
Ilagents’ memory: states/timers (make the model 'almost’ f inite-state?)
int speaker, length, tail, pause, midTRPs, feedback, huhed , huhfor;
boolean wannaTalk;
String  cycle(String was[]) /fcycle activation: the agents ' program of operation
{
int talked=0; /lcheck input at every cycle to see who's talki ng (besides me)
for (int i=1; i< was.length ;i++) if (i'= myself) //preferab ly any NEW speakers
if (isTalk(wasl[i]) && (talked==0 || talked==speaker ||
i'=speaker && Test(0.5))) talked= i
if (was[i]=="huh?") huhed= i; /lany negative feedback?
if (huhed> 0 && was[huhed]'="huh?") /lrespond when the 'huh ?" vocalization ends
if (huhfor==myself)
return was[myself].startsWith("tal")? " - ":StartTalk() ; else huhed= 0;
if (was[speaker]=="pTRP") huhfor= speaker; //to whom exac tly is the 'huh?' for

if (speaker==myself) //’'m the speaker
{
if (--length> 0) /lutterance: talk talk talk...

if (talked> 0 && was[talked]'="tal_" && !Test(CONFIDENCE) )
{ speaker= talked; return " .. "} Ilsimultaneous talk
if (length% midTRPs==0 && Test(INTERACTIVITY)) return "pT RP";
return "talk"; /Imid-utterance pTRPs
if (length==0) //utterance ending: decide on continuing, s ignal pre-TRP
fland add a 'tail' of trailing-off talk between 0.2-0.6s
wannaTalk= Test(VERBOSITY); tail= -1-(Test(INTERACTIVI TY)?around(0.4):0);
pause=tail-around(TRPAUSING); return "pTRP";
if (length> tail) return "tal "; /ffinish the utterance, th en pause
if (length> pause && talked==0) return " . *; /['different" s ilence: a pause
}
if (--feedback> 0) return was[myself|; //say the rest of the feedback vocaliz.
if (feedback==0 && was[myself].startsWith(" "))return Gi veFeedback(); //delay'd
if (talked==0 && wannaTalk || speaker==0 && Test(TALKATIVE NESS))
return StartTalk(); Ilanyone who wannaTalk goes first, the n 2nd starters
speaker=talked; llupdate speaker
if (was[speaker]=="pTRP")
{
wannaTalk= Test(TALKATIVENESS); //decide whether to talk (forget previous), &
if (wannaTalk && Test(EAGERNESS)) return StartTalk(); /A hether to start now

if (Test(FEEDBACK)) if (wannaTalk || Test(FEEDBACK))
return GiveFeedback(); else feedback= around(0.5);
} /ldelay feedback ™ 0.2-0.8s
return "

}
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Iffor a real normal distribution: Math.nextGaussian()

int around(double mean){ return (int)Math.round(

(mean*Group.random()+mean/2.0) /cycleTime); }

boolean Test(double attr){ return Group.random()< attr; }
boolean isTalk(String did){ return did.startsWith("ta")

String StartTalk() //start utterance immediately, set len

{
length=1+(int) Math.round(Group.random()*MaxUtteranc

midTRPs=around(2.0); Ilpossible mid-utterance pre-TRPs

speaker= myself; wannaTalk=false; huhed= 0;
return "talk";

}

String GiveFeedback() { feedback= around(0.4); llfeedbac

Ilproblst. decisions
| did=="pTRP"; }

gth, midTRP intervals

es/cycleTime); /frandom#

roughly at each 2s

k length ™ 0.2-0.6s

return Test(NotUnderstand)? "huh?":"uhuh"; }

class Group

{

static int size; /I group size

Talker participant[]; // the participants of the group disc

String environment[], // the behaviours of the current cycl
blackboard[];  // and behaviours of the previous one

Group( int groupsize)
{
size = groupsize;
participant= new Talker[size+1];
environment= new String[size+1];
blackboard = new String[size+1]; /finitialize the blackbo
for (int i=1; i<= size ;i++) participant[]l= new Talker(i);
for (int i=0; i<= size ;i++) environment[i]= blackboard]i]
}
String[] cycle() //run one cycle of the simulated discussio
{
for(int i=1; i<= size ;i++) environment[i]= participant]i
String[] t=environment; environment= blackboard; //swap
return blackboard=t; Ilreturned behaviours are next cycle
}
static double rand;
static double random() { if (rand<0.00000001) return rand=

Ilindexing is [1..size]

rand= rand*10.0 - Math.floor(rand*10.0);

}

}

¥ Group.random() above replaces Math.random() in an attem
"wasted randomicity”, but it probably doesnt make any diff
After much testing it appears that Math.random() is anythin
resulting in all-or-nothing decisions like either nobody w
give feedback or everybody deciding to talk or give feedback
The problem may lie in the fact that each random call generate
(0.xxxxx..), and the simulation only uses the first 1 or 2 dig
So Group.random() encapsulates Math.random() to use all of
Alternative: (new Random()).nextDouble(); (include java
This seeds the randomizer each time of use: good when waiting

luses 8 digits of a generated random num

ussion
e (next blackboard)

, not [0..size-1]

ards
n
]-cycle(blackboard);
arrays

's blackboard

ber
Math.random();

return rand;

pt to mitigate some

erence.

g but random, often

anting to talk or to
at the same time.
s a real number
its each time.

its random digits.

.util. Random;)

for keypress. */
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public class model  //vertical output (one cycle per line): w
static Group group;
static final int maxSize= 7; //[maximum size of 'small’ group

static public void main(String[] args)

{

System.out.printin(
"\nTurn-taking model in a simulation of small group discuss

int size; /ffirst argument is the group size

if (args.length < 1 || (size= Integer.parselnt(args[0]))<

{
group= new Group(l); /lgetting the default attribute value
System.out.printin(
"\nProvide the group size as the first argument (max. "+ maxS
“Then optionally in any order, the cycle-time defining the s
“resolution or granularity (-X), the maximum length of any u
“in the discussion (+X), the frequency of negative feedback
"\nattributes (cXYZ..), where X (Y,Z,..) in all these param
"it\ncorresponding to their one-tenth probabilities (0.X
"conds\nfor the maximum utterance length (+X), and ¢ is the a
“\nt - Talkativeness: want to talk at TRPs or when no one is tal
"e - Eagerness: start immediately or wait for the speaker to s
"f - Feedback: give feedback (uhuh or huh?) when NOT wanting t
"c - Confidence: persist in talking simultaneously with oth
"a - Attention: time in secs. of perceiving others talking (u
"v - Verbosity: continue to talk (by starting new utterances

"p - Pausing: mean length of pauses before starting new utter
"I - Interactivity: pre-TRPs in mid-utterance and trailing
"h - Hesitation: pausing or disfluencies in mid-utterance\

"s - Selectivity: select the next speaker to talk?\n"+

“n - Nonverbal: frequency of non-verbal behaviour.\n\n"+

"If there is more than one digit (cXYZ..), one is for each agen
“group; if there is only one instead (cX), the same value is fo
"\nFor example:\titiava model 4 -5 ?0 t3456 v5 e6\n"+
"starts a 4-group discussion with a cycle-time of 0.5s, no ne
"feedback, agents with talkativeness 0.3, 0.4, 0.5, 0.6 res
"and all with verbosity 0.5 and eagerness 0.6.\n\n"+
"Defaults (when no parameter is provided):\n"+

"- cycle time (-X): "+Talker.cycleTime+"s\n"+

"- maximum length of utterances (+X): "+Talker.MaxUtteran

" frequency of negative feedback (?X): "+Talker.NotUnder
"Attribute defaults (same value for all participants):\n"

"- Talkativeness (IXXXX): "+group.participant[1]. TALKA

"- Eagerness (eXXXX): "tgroup.participant[1]. EAGERNESS

"- Feedback (fXXXX): "+group.participant[1]. FEEDBACK+"

"- Confidence (cXXXX): "+group.participant[1]. CONFIDEN

"- Attention (aXXXX): "+group.participant[1]. ATTENTION

"- Verbosity (vXXXX): "+group.participant[1]. VERBOSITY

"- Pausing (pXXXX): "+group.participant[1]. TRPAUSING+"

" Interactivity (iXXXX): "+group.participant[1].INTER

"- Hesitation (hXXXX): "+group.participant[1].HESITATI

"- Selectivity (sXXXX): "+group.participant[1].SELECTI

"- Nonverbal (nXXXX): "+group.participant[1].NONVERBAL
return;
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ith ENTER pressing
{ IISPACE+ENTER for continuous output timed by the cycleTim

S

ion v.22/07/04");

2 || size> maxSize)

S

ize +").\n"+
imulation’s\n"+
tterances \n'+
(?X), and the"+
eters is a dig"+
, 0.Y, 0.2) or se"+
ttribute:\n"+
king?\n"+

top?\n"+

o talk?\n"+

ers?\n"+
nused)\n"+
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ances\n"+
-off talk\n"+
n"+

t in the\n"+
r all\n"+

gative\n"+
pectively,\n"+
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\n"+
CE+"\n"+
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+"\n"+
s\n"+
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VITY+"\n"+
+1\n");

e
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group= new Group( size ); /lcreate the group

for (int i=1; i< args.length ;i++)
if (args[i].charAt(0)=="-") Talker.cycleTime= (args]i]
else if (argsfi].charAt(0)=="+)

Talker.MaxUtterances=Integer.parselnt(args|i].subst

else if (args[i].charAt(0)=="?")

240

.charAt(1)-'0")/10.0;

ring(1));

Talker.NotUnderstand=(args]i].charAt(1)-'0")/10.0;

else if (argsfil.length()==2) for (int k=1; k<= Group.size
group.participant[k].attribute( args[i].charAt(0),

k++)

(argsi].charAt(1)-'0’)/10.0 );

else for (int k=1; k<= Group.size && k< args[i].length() ;k+
group.participant[K].attribute( args[i].charAt(0),

*)

(argsi].charAt(k)-'0")/10.0 );

System.out.print("Press ENTER for next or SPACE+ENTER for
"simulation.\n\nTime ");

for (int i=1; i<= size ;i++) System.out.print(Talker.Name

System.out.print("\n ");

for (int i=1; i<= size ;i++) System.out.print("-----");

int time= 0; flcount the time in the discussion
boolean timed= false;  /I/simulation starts with pressing EN
long timing= (long)Math.round(Talker.cycleTime* 1000.0
Thread main= Thread.currentThread();

while (true)

if (timed) try{ main.sleep(timing); } catch(InterruptedE
else try { InputStreamReader x= new InputStreamReader(Sys
int key; if ((key= x.read())=="") timed=true;
else if (key!=\n") return;
}Jcatch (IOException _) {return;}

String[] blackboard=group.cycle(); Ilrun each cycle of th

System.out.print(time/10 +"."+ time%10);
System.out.print(time<100? " "time<1000? " A &

for (int i=1; i<= size ;i++) System.out.print(blackboard]

if (timed) System.out.print(\n");  time+= (int)10*Talke

} llclock up the time

);

nonstop "+

SII+T;

TER for each cycle
[ltiming-> cycleTime

xception _){return;}

tem.in);
e simulation
i]+ n II);
r.cycleTime;
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[model2.java]

/************************************************** *% *kk *kkkkkkkkkkkk
Turn-taking model for a simulation of small group discussio n
by Emiliano G. Padilha previous versions 21/Mar/02, May/03 , Feb/04
4th version: begun Jul/04
Behaviours: - , talk, TALK, ta- , pTRP, More, AgtX, Any?, uhuh , huh?
Basic model extended with simultaneous talk resolution pra ctices, but;
no Agtx/Any?/More(only pTRP), no hesitation, nonverbal be haviours
(hence, attributes SELECTIVITY, HESITATION, NONVERBAL ai n't used yet)
Compile with: $ javac model2.java (this file only overrides class Talker)
(model.java must be compiled first)
Run with: $ java model (a page with instructions will appear)

* *kkkk * *kkkk * *kkkk * Kx/

import java.io.*;

class Talker Ilthe agents representing conversants in the d iscussion
{
final int myself; I11,2..: simple identification of self
double TALKATIVENESS, /llikelihood of wanting to talk (wit h no one or someone)
EAGERNESS, INikelihood to speak forthwith or wait for a pau se
FEEDBACK, INikelihood to give feedback (either uhuh or huh ?)
CONFIDENCE, INikelihood to persist in talking simultaneo usly
ATTENTION, l(unused) mean time to perceive that others are talking
VERBOSITY, INikelihood to continue to talk starting new ut terances
TRPAUSING, //Imean length of TRP pauses (after utterances) i n secs.
INTERACTIVITY, /llikelihood of mid-utterance TRPs (pTRP, More) and tal_
HESITATION, INikelihood of hesitations or disfluencies i n mid-talk
SELECTIVITY,  /llikelihood of selecting a next speaker at a T RP
NONVERBAL; /l(unused) likelihood of GESTures, POSTure shi fts, NODS
Talker(int id) /finitialize the agents with default values
{
myself = id; FEEDBACK = 0.3; VERBOSITY = 0.5; INTERACTIVITY= 0.5;
TALKATIVENESS= 0.2; CONFIDENCE= 0.6; TRPAUSING = 0.5; HESI TATION = 0.3;
EAGERNESS = 0.4; ATTENTION = 0.3; SELECTIVITY= 0.1; NONVERB AL =03
}
void attribute(char code, double value)
{ llcommand-line setting of the attributes
switch(code)
{
case't: TALKATIVENESS= value; break; case'v: VERBOSITY = value; break;
case'e’. EAGERNESS = value; break; case’p’; TRPAUSING = val ue; break;
case'f: FEEDBACK = value; break; case'i: INTERACTIVITY= value; break;
case’c. CONFIDENCE = value; break; case’h: HESITATION = alue; break;
case’'a” ATTENTION = value; break; case's: SELECTIVITY =v alue; break;
case’n. NONVERBAL = value; break;
default: System.out.printin("*** Wrong attribute code: " +code+"\n");
}
return;
}

/lagent names, for printing and SELECT(X)
static String Names[]={"????","AgtA","AgtB","AgtC","A gtD","AgtE","AgtF","AgtG"};
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Ilparameters global to the simulation, instead of individu al to each agent
static double cycleTime = 0.2; Ilclock-cycle is 0.2s (5 cycl es per second)
static double MaxUtterances = 4; /Imaximum length of any utt erance (4 seconds)
static double NotUnderstand = 0.1;//frequency of negative feedback 'huh?’ (10%)
Ilagents’ memory: states/timers (make the model 'almost’ f inite-state?)
int speaker, length, tail, pause, midTRPs, feedback, huhed , huhfor, simultalk;
boolean wannaTalk;
String  cycle(String was[]) /lcycle activation: the agents ' program of operation
{
int talked=0; /lcheck input at every cycle to see who's talki ng (besides me)
for (int i=1; i< was.length ;i++) if (i'= myself) //preferab ly any NEW speakers
if (isTalk(was[i]) && (talked==0 || talked==speaker ||
i'=speaker && Test(0.5))) talked= i
if (was[i]=="huh?") huhed= i; /lany negative feedback?
if (huhed> 0 && wasf[huhed]!="huh?") //respond when the ’'huh ?" vocalization ends
if (huhfor==myself)
return was[myself].startsWith("tal")? " - ":StartTalk() ; else huhed= 0;
if (was[speaker]=="pTRP") huhfor= speaker; //to whom exac tly is the 'huh?' for
if (speaker==myself) //'m the speaker
{
if (-length> 0) /lutterance: talk talk talk...
{
int ShortLength="(int) Math.round(1.0/cycleTime); //'sh ort’ utterances: <1s
if (talked> 0 && wasltalked]!="tal_") //simultaneous talk
{
++simultalk; //count simultaneous talk /l(below) if | hesi tated
if (was[myself|=="ta- " && (was[talked]=="TALK" || !Test( CONFIDENCEY)))
{ wannaTalk= Test(TALKATIVENESS);  speaker= talked; retur n".n"}
if (was[myself]=="TALK")
return  was[talked]'="TALK" || Test(CONFIDENCE)? "TALK": “ta- ",
if (length> ShortLength)
if (ITest(CONFIDENCE)) { length++; return "ta- "; } //do a hi tch
else if (ITest(CONFIDENCE)) return "TALK"; flor step-up ta Ik
} flor else continue as normal (the strongest stance)
if (talked==0)
{ if (simultalk> ShortLength) //repeat talk if simultaneit y was long (>1s)
{ simultalk= 0; length+= ShortLength; return "ta/ "; }
simultalk= 0;
}
if (length% midTRPs==0 && Test(INTERACTIVITY)) return "pT RP";
return "talk"; /Imid-utterance pTRPs
if (length==0) //utterance ending: decide on continuing, s ignal pre-TRP
fland add a 'tail' of trailing-off talk between 0.2-0.6s
wannaTalk= Test(VERBOSITY); tail= -1-(Test(INTERACTIVI TY)?around(0.4):0);
pause=tail-around(TRPAUSING); return "pTRP";
if (length> tail) return "tal "; /ffinish the utterance, th en pause
if (length> pause && talked==0) return " . *; //'different" s ilence: a pause
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if (--feedback> 0) return was[myself|; //say the rest of the feedback vocaliz.
if (feedback==0 && was[myself].startsWith(" "))return Gi veFeedback(); //delay'd
if (talked==0 && wannaTalk || speaker==0 && Test(TALKATIVE NESS))
return StartTalk(); /lanyone who wannaTalk goes first, the n 2nd starters

speaker=talked; llupdate speaker
if (was[speaker]=="pTRP")

wannaTalk= Test(TALKATIVENESS); //decide whether to talk (forget previous), &

if (wannaTalk && Test(EAGERNESS)) return StartTalk(); /A hether to start now

if (Test(FEEDBACK)) if (wannaTalk || Test(FEEDBACK))
return GiveFeedback(); else feedback= around(0.5);
} /ldelay feedback ™ 0.2-0.8s

return " - "

}
Iffor a real normal distribution: Math.nextGaussian()

int around(double mean){ return (int)Math.round(
(mean*Group.random()+mean/2.0) /cycleTime); }

boolean Test(double attr){ return Group.random()< attr; } Ilproblst. decisions
boolean isTalk(String did){ return did.startsWith("ta") || did=="pTRP"
|| did=="TALK"; }
String StartTalk() //start utterance immediately, set len gth, midTRP intervals
{
length=1+(int) Math.round(Group.random()*MaxUtteranc es/cycleTime); /frandom#
midTRPs=around(2.0); Ilpossible mid-utterance pre-TRPs roughly at each 2s
speaker= myself; wannaTalk=false; huhed=simultalk=0;
return "talk";
}
String GiveFeedback() { feedback= around(0.4); Ilfeedbac k length ™ 0.2-0.6s

return Test(NotUnderstand)? "huh?":"uhuh"; }
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[model3.java]

/************************************************** *% *kk *kkkkkkkkkkkk
Turn-taking model for a simulation of small group discussio n
by Emiliano G. Padilha previous versions 21/Mar/02, May/03 , Feb/04
4th version: begun Jul/04
Behaviours: - , talk, TALK, ta- , pTRP, More, AgtX, Any?, uhuh , huh?
Model extended with simultaneous talk practices and sorts o f utterances
(AgtX/Any?/More besides pTRP), but no hesitation, nonverb al behaviours

(hence, attributes HESITATION, NONVERBAL ain't used yet)

Compile with: $ javac model3.java (this file only overrides class Talker)
(model.java must be compiled first)
Run with: $ java model (a page with instructions will appear)

*kkkk *kkkk * *kkkk * *kkkk * Kx/

import java.io.*;

class Talker Ilthe agents representing conversants in the d iscussion
{
final int myself; I11,2..: simple identification of self
double TALKATIVENESS, /llikelihood of wanting to talk (wit h no one or someone)
EAGERNESS, INikelihood to speak forthwith or wait for a pau se
FEEDBACK, INikelihood to give feedback (either uhuh or huh ?)
CONFIDENCE, INikelihood to persist in talking simultaneo usly
ATTENTION, l(unused) mean time to perceive that others are talking
VERBOSITY, INikelihood to continue to talk starting new ut terances
TRPAUSING, //Imean length of TRP pauses (after utterances) i n secs.
INTERACTIVITY, /llikelihood of mid-utterance TRPs (pTRP, More) and tal_
HESITATION, INikelihood of hesitations or disfluencies i n mid-talk
SELECTIVITY,  /llikelihood of selecting a next speaker at a T RP
NONVERBAL; /l(unused) likelihood of GESTures, POSTure shi fts, NODS
Talker(int id) /finitialize the agents with default values
{
myself = id; FEEDBACK = 0.3; VERBOSITY = 0.5; INTERACTIVITY= 0.5;
TALKATIVENESS= 0.2; CONFIDENCE= 0.6; TRPAUSING = 0.5; HESI TATION = 0.3;
EAGERNESS = 0.4; ATTENTION = 0.3; SELECTIVITY= 0.1; NONVERB AL =03
}
void attribute(char code, double value)
{ llcommand-line setting of the attributes
switch(code)
{
case't: TALKATIVENESS= value; break; case'v: VERBOSITY = value; break;
case'e’. EAGERNESS = value; break; case’p’; TRPAUSING = val ue; break;
case'f: FEEDBACK = value; break; case'i: INTERACTIVITY= value; break;
case’c. CONFIDENCE = value; break; case’h: HESITATION = alue; break;
case’'a” ATTENTION = value; break; case's: SELECTIVITY =v alue; break;
case'n. NONVERBAL = value; break;
default: System.out.printin("*** Wrong attribute code: " +code+"\n");
}
return;
}

/lagent names, for printing and SELECT(X)
static String Names[]={"????","AgtA","AgtB","AgtC","A gtD","AgtE","AgtF","AgtG"};
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Ilparameters global to the simulation, instead of individu al to each agent
static double cycleTime = 0.2; Ilclock-cycle is 0.2s (5 cycl es per second)
static double MaxUtterances = 4; /Imaximum length of any utt erance (4 seconds)
static double NotUnderstand = 0.1;//frequency of negative feedback 'huh?’ (10%)
static double AskAnybody = 0.1; //frequency of Any? utteran ces (Has anybody..)
Ilagents’ memory: states/timers (make the model 'almost’ f inite-state?)

int speaker, length, tail, pause, midTRPs, feedback, huhed , huhfor, simultalk;

boolean wannaTalk; String Sort;

String  cycle(String was[]) //cycle activation: the agents ' program of operation
int talked=0; /lcheck input at every cycle to see who's talki ng (besides me)
for (int i=1; i< was.length ;i++) if (i'= myself) //preferab ly any NEW speakers
{

if (isTalk(was[i]) && (talked==0 || talked==speaker ||
i'=speaker && Test(0.5))) talked= i
if (was[i]=="huh?") huhed= i; /lany negative feedback?

if (huhed> 0 && was[huhed]'="huh?") /lrespond when the 'huh ?" vocalization ends
if (huhfor==myself)
return was[myself].startsWith("tal")? " - ":StartTalk() ; else huhed= 0;
if (preTRP(was[speaker])) huhfor= speaker; /fto whom exac tly is the 'huh?' for

if (speaker==myself) //’'m the speaker

if (--length> 0) //utterance: talk talk talk...

{
int ShortLength="(int) Math.round(1.0/cycleTime); //'sh ort’ utterances: <1s
if (talked> 0 && was[talked]'="tal ") //simultaneous talk
{
++simultalk; //count simultaneous talk /l(below) if | hesi tated
if (was[myself|=="ta- " && (was[talked]=="TALK" || !Test( CONFIDENCEY)))
{ wannaTalk= Test(TALKATIVENESS);  speaker= talked; retur n".n"}
if (was[myself]=="TALK")
return  was[talked]!="TALK" || Test(CONFIDENCE)? "TALK": “ta- "
if (length> ShortLength)
if (ITest(CONFIDENCE)) { length++; return "ta- "; } //do a hi tch
else if (ITest(CONFIDENCE)) return "TALK"; flor step-up ta Ik
} llor else continue as normal (the strongest stance)
if (talked==0)
{ if (simultalk> ShortLength) //repeat talk if simultaneit y was long (>1s)
{ simultalk= 0; length+= ShortLength; return "ta/ ; }
simultalk= 0;

}
if (length% midTRPs==0 && Test(INTERACTIVITY))
if (Sortl="pTRP" && Sort!="More" && Test(0.2)) return Sort

else return "pTRP"; /Imid-utterance pTRPs or AgtX|Any?
return "talk";
}
if (length==0) //utterance ending: decide on continuing, s ignal pre-TRP

/land add a 'tail' of trailing-off talk between 0.2-0.6s
tail= -1-( Test(INTERACTIVITY)? around(0.4):0 );
pause=tail-around(TRPAUSING);
wannaTalk= Sort=="pTRP"? Test(VERBOSITY): Sort=="More" ? true: false;
return Sort; //AgtX,Any? More,pTRP
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}
if (length> tail) return "tal "; /ffinish the utterance, th en pause
if (length> pause && talked==0) return " . ", //"different" s ilence: a pause
}
if (--feedback> 0) return was[myself|; //say the rest of the feedback vocaliz.
if (feedback==0 && was[myself].startsWith(" "))return Gi veFeedback(); //delay'd
if (talked==0 && wannaTalk || speaker==0 && Test(TALKATIVE NESS))
return StartTalk(); llanyone who wannaTalk goes first, the n 2nd starters
if (talked!=0 || Sort=="pTRP" || Sort=="Any?") speaker= ta lked;
if (preTRP(was[speaker])) IMnot when the turn is not free
Sort=" was[speaker]; //keep last pre-TRP (is turn free for tt aking: pTRP|Any?)
if (Sort=="pTRP") wannaTalk= Test(TALKATIVENESS); else / [forget prior pre-TRP
if (Sort=="More") wannaTalk= Test(TALKATIVENESS*EAGERN ESS); else //discourage
if (Sort=="Any?") wannaTalk= Test(TALKATIVENESS+EAGERN ESS); else /lencourage
wannaTalk= Sort==Names[myself]; IInext-speaker selecte d
if (wannaTalk && Test(EAGERNESS)) return StartTalk(); /A hether to start now
if (Sort=="pTRP" || Sort=="More") llfeedback, but not afte r AgtX or Any?
if (Test(FEEDBACK)) if (wannaTalk || Test(FEEDBACK))
return GiveFeedback(); else feedback= around(0.5);
} Ildelay feedback ™ 0.2-0.8s
return " ;
}

Iffor a real normal distribution: Math.nextGaussian()
int around(double mean){ return (int)Math.round(

(mean*Group.random()+mean/2.0) /cycleTime); }

boolean Test(double attr){ return Group.random()< attr; } Ilproblst. decisions
boolean isTalk(String did){ return did.startsWith("ta") || did=="TALK"

[| preTRP(did); }
boolean preTRP(String did){ for (int i=1; i<= Group.size ;i ++)

if (did==Names][i]) return true;
return did=="pTRP"|| did=="More"|| did=="Any?"; }

String StartTalk() //start utterance immediately, set len gth, midTRP intervals
{
if(Test(SELECTIVITY)){ int x; do x=(int)Math.ceil(Group .random()*Group.size);
while (x==myself || x> Group.size); Sort= Names[x]; }
else Sort= Group.size> 2 && Test(AskAnybody)?"Any?":
Test(VERBOSITY*0.5)?"More"; "pTRP";

length="1+(int) Math.round(Group.random()*MaxUtteranc es/cycleTime); /frandom#
midTRPs=around(2.0); Ilpossible mid-utterance pre-TRPs roughly at each 2s
speaker= myself; wannaTalk=false; huhed=simultalk=0;
return “talk";

}

String GiveFeedback() { feedback=around(0.4); Iffeedbac k length ™ 0.2-0.6s

return Test(NotUnderstand)? "huh?":"uhuh"; }
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[model4.java]

/************************************************** *% *kk *kkkkkkkkkkkk
Turn-taking model for a simulation of small group discussio n
by Emiliano G. Padilha previous versions 21/Mar/02, May/03 , Feb/04
4th version: begun Jul/04
Behaviours: - , talk, TALK, ta- , pTRP, More, AgtX, Any?, uhuh , huh?
Model extended with simultaneous talk practices, sorts of u tterances and
with hesitations; but no nonverbal behaviours (hence, NONV ERBAL not used)
Compile with: $ javac model4.java (this file only overrides class Talker)
(model.java must be compiled first)
Run with; $ java model (@ page with instructions will appear)

* *kkkk * *kkkk * *kkkk * Kx/

import java.io.*;

class Talker Ilthe agents representing conversants in the d iscussion
{
final int myself; I11,2... simple identification of self
double TALKATIVENESS, /llikelihood of wanting to talk (wit h no one or someone)
EAGERNESS, INikelihood to speak forthwith or wait for a pau se
FEEDBACK, INikelihood to give feedback (either uhuh or huh ?)
CONFIDENCE, INikelihood to persist in talking simultaneo usly
ATTENTION, l(unused) mean time to perceive that others are talking
VERBOSITY, INikelihood to continue to talk starting new ut terances
TRPAUSING, //Imean length of TRP pauses (after utterances) i n secs.
INTERACTIVITY, /llikelihood of mid-utterance TRPs (pTRP, More) and tal_
HESITATION, INikelihood of hesitations or disfluencies i n mid-talk
SELECTIVITY,  /llikelihood of selecting a next speaker at a T RP
NONVERBAL; /l(unused) likelihood of GESTures, POSTure shi fts, NODS
Talker(int id) /finitialize the agents with default values
{
myself = id; FEEDBACK = 0.3; VERBOSITY = 0.5; INTERACTIVITY= 0.5;
TALKATIVENESS= 0.2; CONFIDENCE= 0.6; TRPAUSING = 0.5; HESI TATION = 0.3;
EAGERNESS = 0.4; ATTENTION = 0.3; SELECTIVITY= 0.1; NONVERB AL =03
void attribute(char code, double value)
{ llcommand-line setting of the attributes
switch(code)
{
case't: TALKATIVENESS= value; break; case'v: VERBOSITY = value; break;
case'e. EAGERNESS = value; break; case’p TRPAUSING = val ue; break;
case'f: FEEDBACK = value; break; case'i: INTERACTIVITY= value; break;
case’c. CONFIDENCE = value; break; case’h: HESITATION = alue; break;
case’a. ATTENTION = value; break; case’'s: SELECTIVITY =v alue; break;
case’n. NONVERBAL = value; break;
default: System.out.printin("*** Wrong attribute code: " +code+"\n");
}
return;

}
/lagent names, for printing and SELECT(X)
static String Names[]={"????","AgtA","AgtB","AgtC","A gtD","AgtE","AgtF","AgtG"};
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Ilparameters global to the simulation, instead of individu al to each agent
static double cycleTime = 0.2; Ilclock-cycle is 0.2s (5 cycl es per second)
static double MaxUtterances = 4; /Imaximum length of any utt erance (4 seconds)
static double NotUnderstand = 0.1;//frequency of negative feedback 'huh?’ (10%)
static double AskAnybody = 0.1; //frequency of Any? utteran ces (Has anybody..)
Ilagents’ memory: states/timers (make the model 'almost’ f inite-state?)

int speaker, length, tail, pause, midTRPs, feedback, huhed , huhfor, simultalk;

boolean wannaTalk; String Sort; int hesitate;

String  cycle(String was[]) //cycle activation: the agents ' program of operation

{

int talked=0; llcheck input at every cycle to see who's talki ng (besides me)
for (int i=1; i< was.length ;i++) if (i'= myself) //preferab ly any NEW speakers
{

if (isTalk(was[i]) && (talked==0 || talked==speaker ||
i'=speaker && Test(0.5))) talked= i
if (was[i]=="huh?") huhed= i; /lany negative feedback?

if (huhed> 0 && was[huhed]'="huh?") /lrespond when the 'huh ?" vocalization ends
if (huhfor==myself)
return was[myself].startsWith("tal")? " - ":StartTalk() ; else huhed= 0;
if (preTRP(was[speaker])) huhfor= speaker; /lto whom exac tly is the 'huh?' for
int ShortLength="(int) Math.round(1.0/cycleTime); //'sh ort’ utterances: <1s

if (speaker==myself) //’'m the speaker

if (--length> 0) //utterance: talk talk talk...
{
if (talked> 0 && was[talked]'="tal ") //simultaneous talk
{
++simultalk; //count simultaneous talk /l(below) if | hesi tated
if (Hesita(was[myself]) && (was[talked]=="TALK" || !Test (CONFIDENCE)))
{ wannaTalk= Test(TALKATIVENESS);  speaker= talked; retur n"."}
if (was[myself]=="TALK")
return  was[talked]!="TALK" || Test(CONFIDENCE)? "TALK": “ta- "
if (length> ShortLength)
if (ITest(CONFIDENCE)) { length++; return "ta- "; } //do a hi tch
else if (ITest(CONFIDENCE)) return "TALK"; llor step-up ta Ik
} llor else continue as normal (the strongest stance)
if (talked==0)
{ if (simultalk> ShortLength) //repeat talk if simultaneit y was long (>1s)
{ simultalk= 0; length+= ShortLength; return "ta/ *; }
simultalk= 0;

i

}
if (length% midTRPs==0 && Test(INTERACTIVITY))
if (Sortl="pTRP" && Sort!="More" && Test(0.2)) return Sort

else return "pTRP"; /Imid-utterance pTRPs or AgtX|Any?
if (--hesitate> O || length> ShortLength && Test(HESITATIO N) && ++length>0)
return Test(HESITATION)? "ta- ™" - "; //hesitation: disfl uency,silence
return "talk";
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if (length==0) //utterance ending: decide on continuing, s ignal pre-TRP
{ fland add a 'tail' of trailing-off talk between 0.2-0.6s

tail= -1-( Test(INTERACTIVITY)? around(0.4):0 );

pause=tail-around(TRPAUSING);

wannaTalk= Sort=="pTRP"? Test(VERBOSITY): Sort=="More" ? true: false;
return Sort; //AgtX,Any? More,pTRP
}
if (length> tail) return "tal "; /ffinish the utterance, th en pause
if (length> pause && talked==0) return " . "; /['different" s ilence: a pause
if (--feedback> 0) return was[myself|; //say the rest of the feedback vocaliz.
if (feedback==0 && was[myself].startsWith(" "))return Gi veFeedback(); //delay'd
if (talked==0 && wannaTalk && Sort!'="" || speaker==0 && Test (TALKATIVENESS))
return StartTalk(); Ilanyone who wannaTalk goes first, the n 2nd starters
/l(below)don't change speaker if the turn isn't free
if (talked!=0 || Sort=="pTRP" || Sort=="Any?") speaker= ta lked;
else for (int i=1; i<= Group.size ;i++) if (Sort==Names][i]) speaker= i;
if (was[speaker]=="talk") { Sort= ""; hesitate= 1; }/no tu r-taking after talk
else if (Hesita(was[speaker]) && ++hesitate>= ShortLengt h && Ifinterrupt the
Test(TALKATIVENESS*EAGERNESS)) return StartTalk(); Ih esitation
if (preTRP(was[speaker]))
{
Sort=" was[speaker]; //keep last pre-TRP (is turn free for tt aking: pTRP|Any?)
if (Sort=="pTRP") wannaTalk= Test(TALKATIVENESS); else / [forget prior pre-TRP

if (Sort=="More") wannaTalk= Test(TALKATIVENESS*EAGERN ESS); else //discourage
if (Sort=="Any?") wannaTalk= Test(TALKATIVENESS+EAGERN ESS); else /lencourage

wannaTalk= Sort==Names[myself]; IInext-speaker selecte d
if (wannaTalk && Test(EAGERNESS)) return StartTalk(); /A hether to start now
if (Sort=="pTRP" || Sort=="More") llfeedback, but not afte r AgtX or Any?

if (Test(FEEDBACK)) if (wannaTalk || Test(FEEDBACK))
return GiveFeedback(); else feedback= around(0.5);
} Ildelay feedback ™ 0.2-0.8s

" n

return " - %

}
Iffor a real normal distribution: Math.nextGaussian()
int around(double mean){ return (int)Math.round(
(mean*Group.random()+mean/2.0) /cycleTime); }

boolean Test(double attr){ return Group.random()< attr; } Ilproblst. decisions
boolean isTalk(String did){ return did.startsWith("ta") || did=="TALK"

[| preTRP(did); }
boolean preTRP(String did){ for (int i=1; i<= Group.size ;i ++)

if (did==Names][i]) return true;
return did=="pTRP"|| did=="More"|| did=="Any?"; }

boolean Hesita(String did){ return did=="ta- " || did.star tswith(" "); }
String StartTalk() //start utterance immediately, set len gth, midTRP intervals
{
/lif 1 have the floor | can hesitate inbetween utterances
boolean IHaveTheFloor=" Sort==Names[myself] || speaker== myself;
if(Test(SELECTIVITY)){ int x; do x=(int)Math.ceil(Group random()*Group.size);

while (x==myself || x> Group.size); Sort= Names[x]; }
else Sort= Group.size> 2 && Test(AskAnybody)?"Any?":
Test(VERBOSITY*0.5)?"More": "pTRP";
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length=1+(int) Math.round(Group.random()*MaxUtteranc es/cycleTime); /frandom#
midTRPs=around(2.0); Ilpossible mid-utterance pre-TRPs roughly at each 2s
speaker= myself; wannaTalk=false; huhed=simultalk=hesi tate= 0;
if (IHaveTheFloor && Test(HESITATION))

{ hesitate= around(0.5); ++length; return "ta- "; }/hesit ate 70.2-0.7s
return "talk"; /Ihave a hesitating pre-starter ("well..." )?

}

String GiveFeedback() { feedback=around(0.4); Iffeedbac k length ™ 0.2-0.6s
return Test(NotUnderstand)? “huh?":"uhuh”; }

}

[hmodel.java] (Talker & Group classes from model.java must
import java.io.*;
public class hmodel /iwith horizontal output (one agent per
{
static Group group;
static final int maxSize= 7; // maximum size of 'small' group
static public void main(String[] args)
{
System.out.printin(
"Turn-taking model in a simulation of small group discussio
int size; /ffirst argument is the group size

if (args.length < 1 || (size= Integer.parselnt(args[0]))<

{
group= new Group(l); /lgetting the default attribute value
System.out.printin(
“\nProvide the group size as the first argument (max. "+ maxS
"Then optionally in any order, the cycle-time defining the s
"resolution or granularity (-X), the maximum length of any u
"in the discussion (+X), the frequency of negative feedback
"\nattributes (cXYZ..), where X (Y,Z,..) in all these param
“it\ncorresponding to their one-tenth probabilities (0.X
“conds\nfor the maximum utterance length (+X), and c is the a
“\nt - Talkativeness: want to talk at TRPs or when no one is tal
"e - Eagerness; start immediately or wait for the speaker to s
"f - Feedback: give feedback (uhuh or huh?) when NOT wanting t
“c - Confidence: persist in talking simultaneously with oth
"a - Attention: time in secs. of perceiving others talking (u
"v - Verbosity: continue to talk (by starting new utterances
"p - Pausing: mean length of pauses before starting new utter
"I - Interactivity: pre-TRPs in mid-utterance and trailing
"h - Hesitation: pausing or disfluencies in mid-utterance\
"s - Selectivity: select the next speaker to talk?\n"+
“n - Nonverbal: frequency of non-verbal behaviour.\n\n"+
"If there is more than one digit (cXYZ..), one is for each agen
"group; if there is only one instead (cX), the same value is fo
"\nFor example:\titiava model 4 -5 ?0 t3456 v5 e6\n"+
"starts a 4-group discussion with a cycle-time of 0.5s, no ne
“feedback, agents with talkativeness 0.3, 0.4, 0.5, 0.6 res
"and all with verbosity 0.5 and eagerness 0.6.\n\n"+

be pasted here)

line)

n v.22/07/04\n");

2 || size> maxSize)

S

ize +").\n"+
imulation’s\n"+
tterances \n"+
(?X), and the"+
eters is a dig"+
, 0.Y, 0.2) or se"+
ttribute:\n"+
king?\n"+
top?\n"+
o talk?\n"+
ers?\n"+
nused)\n"+
)?\n"+
ances\n"+
-off talk\n"+
n"+

t in the\n"+
r all\n"+

gative\n"+
pectively,\n"+
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"Defaults (when no parameter is provided):\n"+
" cycle time (-X): "+Talker.cycleTime+"s\n"+
"- maximum length of utterances (+X): "+Talker.MaxUtteran ces+"s\n"+
" frequency of negative feedback (?X): "+Talker.NotUnder stand+"\n\n"+
Attrlbute defaults (same value for all participants):\n" +
- Talkativeness (tXXXX) "+group.participant[1]. TALKA TIVENESS+"\n"+
"- Eagerness (eXXXX): "tgroup.participant[1]. EAGERNESS +1\n"+
"- Feedback (fXXXX): "+group.participant[1]. FEEDBACK+" \n"+
"- Confidence (cXXXX): "+group.participant[1]. CONFIDEN CE+"\n"+
"- Attention (aXXXX): "+group.participant[1]. ATTENTION +\n"+
"- Verbosity (vXXXX): "+group.participant[1]. VERBOSITY +1\n"+
"- Pausing (pXXXX): "+group.participant[1]. TRPAUSING+" s\n"+
"- Interactivity (iXXXX): "+group.participant[1].INTER ACTIVITY+"\n"+
"- Hesitation (hXXXX): "+group.participant[1].HESITATI ON+"\n"+
"- Selectivity (sXXXX): "+group.participant[1].SELECTI VITY+"\n"+
"- Nonverbal (nXXXX): "+group.participant[1]. NONVERBAL +1n");
return;
}
group= new Group( size ); /lcreate the group
for (int i=1; i< args.length ;i++)
if (args[i].charAt(0)=="-") Talker.cycleTime= (args]i] .charAt(1)-'0")/10.0;
else if (argsfi].charAt(0)=="+")
Talker.MaxUtterances= (args]i].charAt(1)-'0";
else if (argsfi].charAt(0)=="?")
Talker.NotUnderstand=(args]i].charAt(1)-'0")/10.0;
else if (argsfil.length()==2) for (int k=1; k<= Group.size k++)
group.participant[K].attribute( args[i].charAt(0),
(args]i].charAt(1)-'0')/10.0 );
else for (int k=1; k<= Group.size && k< args[i].length() ;k+ +)
group.participant[k].attribute( args[i].charAt(0),
(args]i].charAt(k)-'0")/10.0 );
String output[]= new String[size+1];
int width= 80;  //character width of the output
int time= 0; /ltime of the discussion in multiples of 10 (12 =>
Thread main= Thread.currentThread();
while (true)
{
output[0]= "__ |
for (int i=1; i<= size ;i++) output[ij= Talker.Names[i]+"| ;
while (output[1].length()< width- 5) /loutput width minus 1 behaviour width

String[] blackboard="group.cycle(); /lrun each cycle of th e simulation

for (int i=1; i<= size ;i++) output[ij+= blackboard[i]+ " "

output[0]+= time%10 ==0 ? (time/10+"s__ ").substring(O0, 4)+""" [";
time+= (int)10*Talker.cycleTime; //clock up the time
}
for (int i=0; i< output.length ;i++) System.out.printin(o utput[i]);
try { InputStreamReader x= new InputStreamReader(System. in);

int key; if ((key= x.read())!=\n") return;
Jcatch (IOException ) {return;}
}

}
}

251
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Evaluation program

There follows below the evaluation program with ffegker class omitted for redun-
dancy, since itis the same as in the first model. Because daguaes it for compilation
with the main class (herajtest instead ofmodel ), the program in this listing must
have theTalker class from the filenodel.java pasted at the top.

The Group class now contains the routin&®asures() andshowMeasures() : the
first does the evaluation job, the second displays the meatilthe end of the evalu-
ation suite: 150 simulations of 300 seconds each. The ordjtiad to the original
Group.cycle() is then a call taVleasures() at the end of each cycle of simulation
so that themeasuresan be identified and counted. To do this, that routine reseiv
the blackboard with the recent agent actions for inspectioth returns the text in-
formation that in the routine is appended to a varigbs¢ (originally only for test
purposes as the name says). This information is returneakeirinst (unused) slot of
the ‘blackboard’ array, which is output on the screen byntam routine fntest class).
This routine runs the evaluation suite whereof all measaresaccumulated, averaged
and presented at the end. Cycle-by-cycle agent actionshegeith the information
returned from theMeasure() routine can also be shown, which may be useful in un-
derstanding how the various measures are counted.

The listings here and in the previous appendix 1 are just &y drowsing. If you
would like to have these files, instead of typing them all, yolliprobably be able to
download them from my site about this work, wherever it mayrbehe future (as yet
undefined at the time of writing).

252
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[mtest.java] (the Talker class from model.java also goes he

class Group

{

static int size; Il group size

Talker participant[]; // the participants of the group disc

String environment[], // the behaviours of the current cycl
blackboard[];  // and behaviours of the previous one

Group(int groupsize)

{
size = groupsize;
participant= new Talker[size+1];
environment= new String[size+1];
blackboard = new String[size+1]; /finitialize the blackbo
for (int i=1; i<= size ;i++) participant[]l= new Talker(i);
for (int i=0; i<= size ;i++) environment[i]= blackboard]i]

}

String[] cycle() /lrun one cycle of the simulated discussio

/lindexing is [1..size]

for(int i=1; i<= size ;i++) environment[i]= participant]i
String[] t=environment; environment=blackboard,;
Measures(t); t[0]= test; /lcount the measures and return ac
return blackboard=t; Ilreturned behaviours are next cycle
}
static Random seed;
static double rand; fluses 8 digits of a generated random num
static double random() { if (rand<0.00000001) return rand=

253

re)

ussion
e (next blackboard)

, nhot [0..size-1]

ards
n
].cycle(blackboard);
tions

's blackboard

ber
seed.nextDouble();

rand= rand*10.0- Math.floor(rand*10.0); return rand; }

[*Measures counted in the aggregate of simulations:
total_singletalk: total time of single talk,
total_feedback: amount of feedback on its own and backchann
total_backchannel: only the time of feedback in the backgro
total_notalk: time of all silence including pauses and feed
total_silence: time of all silence without any uhuh/huh?,
silentrs: occurrences of silent speaker transitions ('gap
silentr_sum: total time of silent transitions (=total_not
silentr_shortest/longest: their shortest and longest occ
overlaps/latches: occurrences of overlapping and latched
total_simtalk: total time of two or more talking (talkta- ,
simtalks: occurrences of simultaneous talks/starts, exce
simtalk_sum: total time of simultaneous talks/starts but n
simtalk_shortest/longest: their shortest and longest occ
longsimtalks: occurrences of long simultaneous talks (of 1
longsimtalk_many: total sum of number of speakers in long si
singlestarts: occurrences of single starts of talk (not qua
simstarts: occurrences of simultaneous or quasi- starts (o
simstarts_many: total sum of number of speakers in simstart
middlestarts: occurrences of starts in the middle of someon
falsestarts: occurrences of incomplete short talks (of les
‘botcheds’: occurrences of “collective" false-starts, al
incompletes: occurrences of "longer" false-starts: incom
utterances/ag_utterances[]: number of complete utteranc
continueds/ag_continueds[]: number of continuing uttera

*

els (with talk),
und of talk,
back (uhuh/huh?),

s’ and 'lapses’),

alk - pauses),

urrences,
speaker transitions,

pTRP tal ),

pt overlaps (tal ),

ot overlaps (tal ),

urrences,

or more seconds),
mult.talks,
si-simstarts),
ff by a cycle),
s (for the mean),
e’'s utterance,
s than 1 second),

| stopping,

plete utterances,

es (total/per agent),
nces (total/per agent).
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int utterances, continueds, total_silence, total_single talk, total _simtalk,
silentrs, silentr_shortest,silentr_longest, silentr_s um, silentr_count,
simtalks, simtalk_shortest,simtalk_longest, simtalk s um, simtalk_count,
singlestarts, simstarts, simstart_many, longsimtalks, | ongsimtalk_many,
falsestarts, botcheds, incompletes, middlestarts, overl aps, latches, anys,
total_notalk, total_feedback, total_backchannel, prior false_count, mores,
ag_utterances[]={0,0,0,0,0,0,0,0}, ag_continueds[]={ 0,0,0,0,0,0,0,0}, sels;

String talks="",TRPs=""/last=""/test; int speaker,leng th[]={0,0,0,0,0,0,0};

void Measures(String wasl[])
{
[lthreshold of distinguishing false-starts from incomple te utterances (1s)
int Limit="(int)Math.round(1.0/Talker.cycleTime);
String lastTalks=talks, lastTRPs=TRPs; talks=TRPs=test ="
int talked=0, stops=0; boolean silence=true, allsilence= true, fhack=false;
for (int i=1; i< was.length ;i++) if (isTalk(was[i]))
/i must be 1 digit only!
length[i]++; if (talked==0 || talked==speaker) talked= i;
talks+=i; if (preTRP(was[i])) { TRPs+= i; countPreTRPs(wa s[i]); }
lelse{
if (! was[i].startsWith(" ")) { allsilence= false; fback=t rue; }
if (was[i]==" .. "}{ stops++;
if (lengthl[i[>= Limit) { incompletes++; test+= "incomplet e "}
else { false_count++; falsestarts++; test+= "false-start "1}
if (i'=speaker || was[i]'=" - " || last'="talk" && last!="ta -1
length[i]= 0; else allsilence= silence= false; //exclude h esitations

if (fback){ total_feedback++; if (talked> 0) total backch annel++; }
int ntalks=talks.length(), lastNtalks=lastTalks.lengt h();
test= " "+talked+"("+ntalks+","+TRPs+") "+test;
if (lastNtalks> 1 && ntalks<= 1 && simtalk_count> 0) /lexclu de overlaps
{
if (ntalks==0 && stops==lastNtalks && length[talked]< Lim it)
{ botcheds++; falsestarts-=false_count; //"collective" false-start
test+= "potched(falses-"+false_count+") "; }
if (simtalk_shortest==0 || simtalk_count< simtalk_short est)
{ test+= "simtalk_shortest "; simtalk_shortest="simtalk count; }
if (simtalk_count> simtalk_longest)
{ test+= "simtalk_longest ";  simtalk_longest= simtalk_co unt; }
test+= "simtalk_sum+="+simtalk_count+" "
simtalks++;  simtalk_sum+= simtalk_count; simtalk_count =0
}
if (talked==0) //no one is talking (ntalks==0)
flignore silent hesitations

if (was[speaker]'=" .. " && (last=="start"|| last=="talk" [| last=="ta- "))
return;

int I=lastTRPs.length(); if (> 0) test+="utterance+="+| o

utterances+= |; silentr_count++; if (silence) total nota [k++;

ag_utterances[speaker]+= |, if (allsilence) total_silen cett;

if (speaker> 0) { silentr_count= 1; silentrs++; prior= spea ker;

test+="silence("+speaker+") "; }
last=_was[speaker]; speaker=0; false_count= 0;
return;

}

/Iso from here onwards talked<>0, ntalks>0: one or more ARE t alking!
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if (silentr_count> 0)
if (ntalks==1 && talked==prior) //only SINGLE continuing s
{
if (silentr_count> 1 || last!'=" - ") { if (last=="". ") silentr
test+="continued "; continueds++; ag_continueds|talked
lelse
{ /ldistinguish pauses (above) from silent gaps (below)
if (silentr_shortest==0 || silentr_count< silentr_short
{ test+= "gap_shortest "; silentr_shortest="silentr_coun
if (silentr_count> silentr_longest)
{ test+= "gap_longest ";  silentr_longest="silentr_count;
silentr_sum+=silentr_count; test+= "gap_sum+="+silent
}
silentr_count= 0;
for (int I, i=0; i< lastTRPs.length() ;i++) //check previou
{
String t= was[l= lastTRPs.charAt(i)-'0"]; //lwhat happens
if (t=="tal_" || t.startsWith(" "))
{ utterances++; ag_utterances[l]++; test+="utterance ";
if (i> 0) continue; //prevent more than 1 pTRP counting multi
for (I=0; I< ntalks ;l++) if (lastTalks.indexOf(talks.cha
if (t=="tal_") { overlaps++; test+= "overlap ";

peakers!
s
I+ }
est)
t}
}

r_count+" "

S pTRPs

after the pTRP

ples below
rAt(l))==-1)

if (simtalk_count==0) simtalk_count=-9999; }

else if (isTalk(t)) { middlestarts++; test+= "middlestart

else { latches++; test+= "latch "; }

}

if (ntalks> 1) /Imore than one is talking now

total_simtalk++; simtalk_count++; int n= 0; boolean longs
for (int i=0; i< talks.length() ;i++){ int I=length[talks.

"}

im=false;
charAt(i)-'0";

if (I==Limit) longsim= true; if (I>=Limit) n++; }

if (longsim && n>1){ longsimtalks++; longsimtalk_many+= n

test+="longsimtalk_many+="+n+" ";
if (last=="start" && lastNtalks> 1) //MORE starters in the s
{ if (ntalks>lastNtalks){ simstart many+= ntalks-lastNt

econd cycle

alks;

test+="simstart_many+="+(ntalks-lastNtalks)+" ";}

lelse
if (last=="start" || speaker==0 || preTRP(last) && ntalks>

lastNtalks+1

&& (was[speaker]=="talk" || was[speaker]=="ta- ")

) llquasi-simstarts, simstarts or more-than-one middle-s

{
if (last=="start") { total_singletalk--; singlestarts--
[*discount 1st singlestart cycle*/ test+="nosingle "; }
simstarts++;  simstart_many+=ntalks; test+="simstart_m
}}

else{ total_singletalk++; simtalk_count= 0; false_count
if (speaker==0 && lastTalks.indexOf(talked+'0’)< 0)
{ singlestarts++; test+="singlestarts "; }

}

if (speaker==0 || lisTalk(was[speaker])) //change 'main’

test+= (speaker==0?"""NEW ")+"speaker="+talked+" ";
if (speaker==0) last="start"; prior= speaker= talked;
}

else last=" was[speaker];

any+="+ntalks+

tarts

0;

speaker

non,

255
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boolean isTalk(String did) { return did.startsWith("ta") || preTRP(did)
|| did=="TALK"; }
boolean preTRP(String did) { for (int i=1; i<= size ;i++)
if (did==Talker.Names[i]) return true;
return did=="pTRP"|| did=="More"|| did=="Any?"; }

void countPreTRPs(String did){ if (did=="More") mores++; else

if (did=="Any?") anys++; else

if (did!="pTRP") sels++; }

void showMeasures(int divisor) //results are all means by t he number of runs

{

double cycle= Talker.cycleTime;
System.out.printin( "\nTotals: amount of single talk ("+

d(cycle*total_singletalk/divisor)+ "s), of no-talk/tot al silence ("+
d(cycle*total_notalk/divisor)+ "s/"+
d(cycle*total_silence/divisor)+ "s)\n\tsimult.talk wi th overlaps ("+
d(cycle*total_simtalk/divisor)+ "s), feedback/backcha nnels ("+
d(cycle*total_feedback/divisor)+  "s/"+
d(cycle*total_backchannel/divisor)+"s)");
System.out.printin( "silent gaps (" +silentrs/divisor+ " ): total ("+
d(cycle*silentr_sum/divisor)+ "s), mean ('+
d(cycle*silentr_sum/silentrs)+ "s), shortest ("+
d(cycle*silentr_shortest)+ "s), longest ("+
d(cycle*silentr_longest)+ "s)");
System.out.printin( "simult.talks (* +simtalks/divisor + ") total ("+
d(cycle*simtalk_sum/divisor)+ "s), mean ("+
d(cycle*simtalk_sum/simtalks)+ "s), shortest ("+
d(cycle*simtalk_shortest)+ "s), longest ("+
d(cycle*simtalk_longest)+ "s)");
System.out.printin("simult.starts("+simstarts/divis or+"), mean #speakers("+
d(simstart_many/(double)simstarts)+ "); long sim.talks "+
longsimtalks/divisor+ "), mean #speakers('+

d(longsimtalk_many/(double)longsimtalks)+ *)");
System.out.printin( "middle starts("+
middlestarts/divisor+ "), false-startsfincompletes('+

falsestarts/divisor+ "+" +botcheds/divisor+ "/* +incomp letes/divisor+
"), overlaps/latches(" +overlaps/divisor+ "/* +latches/ divisor +1" );
System.out.print( "single starts("+ singlestarts/divis or+ "), utterances ("+
utterances/divisor+ ™"+ ag_utterances[1]/divisor);
for (int i=2; i<=size ;i++) System.out.print("+" +ag_utte rancesi)/divisor);

System.out.print( "), continueds ('+

continueds/divisor+ ":"+ ag_continueds[1]/divisor);
for (int i=2; i<=size ;i++) System.out.print("+" +ag_cont inuedsi)/divisor);
if (mores+anys+sels==0) System.out.printin(")\n");

else System.out.printin( "),\n\t\t  (numbers of More: " +mo res/divisor
+", Any?: " +anys/divisor+ ", select-next: " +sels/divisor + ").\n");
}
double d(double x){ return Math.round(x*10.0)/10.0; }/Ir ound to 1 decimal point
}
public class mtest  /fit's the same 'model’ with a slightly mo dified main()
{

static Group group;
static final int maxSize= 7; //maximum size of 'small' group S
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static public void main(String[] args)

int size; /ffirst argument is the group size

if (args.length < 1 || (size= Integer.parselnt(args[0]))<

{

}

group= new Group(l); /lgetting the default attribute value
System.out.printin(

"\nProvide the group size as the first argument (max. "+ maxS
"Then optionally in any order, the cycle-time defining the s
“resolution or granularity (-X), the maximum length of any u
“in the discussion (+X), the frequency of negative feedback
“\nattributes (cXYZ..), where X (Y,Z,..) in all these param
“it\ncorresponding to their one-tenth probabilities (0.X
“"conds\nfor the maximum utterance length (+X), and ¢ is the a

"\nt - Talkativeness: want to talk at TRPs or when no one is tal

"e - Eagerness: start immediately or wait for the speaker to s

“f - Feedback: give feedback (uhuh or huh?) when NOT wanting t

“"c - Confidence: persist in talking simultaneously with oth
"a - Attention: time in secs. of perceiving others talking (u
"v - Verbosity: continue to talk (by starting new utterances

"p - Pausing: mean length of pauses before starting new utter
"I - Interactivity: pre-TRPs in mid-utterance and trailing

h - Hesitation: pausing or disfluencies in mid-utterance\

s - Selectivity: select the next speaker to talk?\n"+

"n - Nonverbal: frequency of non-verbal behaviour.\n\n"+

"If there is more than one digit (cXYZ..), one is for each agen
“group; if there is only one instead (cX), the same value is fo
“\nFor example:\titjava model 4 -5 ?0 t3456 v5 e6\n"+

"starts a 4-group discussion with a cycle-time of 0.5s, no ne
"feedback, agents with talkativeness 0.3, 0.4, 0.5, 0.6 res

n

n

2 || size> maxSize)

S

ize +").\n"+
imulation’s\n"+
tterances \n"+

(?X), and the"+
eters is a dig"+
, 0.Y, 0.2) or se"+

ttribute:\n"+
king?\n"+
top?\n"+
o talk?\n"+
ers?\n"+
nused)\n"+
)?\n"+
ances\n"+
-off talk\n"+
n"+

t in the\n"+

r all.\n"+

gative\n"+
pectively,\n"+

"and all with verbosity 0.5 and eagerness 0.6.\n\n"+
"Defaults (when no parameter is provided):\n"+

" cycle time (-X): "+Talker.cycleTime+"s\n"+

"- maximum length of utterances (+X): "+Talker.MaxUtteran
" frequency of negative feedback (?X): "+Talker.NotUnder
"Attribute defaults (same value for all participants):\n"

"- Talkativeness (IXXXX): "+group.participant[1]. TALKA

"- Eagerness (eXXXX): "tgroup.participant[1]. EAGERNESS
"- Feedback (fXXXX): "+group.participant[1]. FEEDBACK+"
"- Confidence (cXXXX): "+group.participant[1]. CONFIDEN
"- Attention (aXXXX): "+group.participant[1]. ATTENTION

"- Verbosity (vXXXX): "+group.participant[1]. VERBOSITY

"- Pausing (pXXXX): "+group.participant[1]. TRPAUSING+"
"- Interactivity (iXXXX): "+group.participant[1].INTER

"- Hesitation (hXXXX): "+group.participant[1].HESITATI

"- Selectivity (sXXXX): "+group.participant[1].SELECTI

"- Nonverbal (nNXXXX): "+group.participant[1].NONVERBAL
return;

group= new Group( size ); /lcreate the group

ces+"s\n"+
stand+"\n\n"+
+
TIVENESS+"\n"+
+\n"+
\n"+
CE+"\n"+
+\n"+
+\n"+
s\n"+
ACTIVITY+"\n"+
ON+"\n"+
VITY+"\n"+
#n');
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for (int i=1; i< args.length ;i++)

if (args[i].charAt(0)=="-") Talker.cycleTime= (args]i] .charAt(1)-'0")/10.0;
else if (argsfi].charAt(0)=="+)
Talker.MaxUtterances=Integer.parselnt(args|i].subst ring(1));

else if (argsfi].charAt(0)=="?")
Talker.NotUnderstand=(args]i].charAt(1)-'0")/10.0;
else if (argsfil.length()==2) for (int k=1; k<= Group.size k++)
group.participant[k].attribute( args[i].charAt(0),
(args]i].charAt(1)-'0')/10.0 );
else for (int k=1; k<= Group.size && k< args[i].length() ;k+ +)
group.participant[K].attribute( args[i].charAt(0),
(args]i].charAt(k)-'0")/10.0 );

System.out.print("Press ENTER, or SPACE+ENTER for nonsto p evaluation.");
boolean nonstop=false; InputStreamReader x= new InputStr eamReader(System.in);
try{ if (x.read()==" ") nonstop=true; } catch (IOException _) {return;}
if (‘nonstop)
{ System.out.print("\nTime “);
for (int i=1; i<= size ;i++) System.out.print(Talker.Name S[il+"");
System.out.print("\n ");
for (int i=1; i<= size ;i++) System.out.print("-----");
System.out.printin(*  speaker(#speakers, TRPS) --identi fied measures");
}
int time=0, Duration= (int)Math.round(5*60/Talker.cycl eTime);  //5 min.=300s
for (int k=0; k< 3 ;k++)
{
for (int 1=0; I< 50 ;l++) /fruns 50 5-minute discussions thri ce
{
Group.seed=new Random(); for (int i=0; i< Duration ;i++)
{
String[] blackboard=group.cycle(); if (nonstop) continu e
System.out.print(time/10 +"."+ time%10);
System.out.print(time<100? " "time<1000? " A
for (int j=1; j<= size ;j++) System.out.print(blackboard] "

System.out.print(blackboard[0]);
time+= (int)10*Talker.cycleTime; //clock up the time
try { int key; if ((key=x.read())=="") nonstop=true; else
if (key!=\n") return; } catch (IOException _) {return;}

}
}if (k==2) break;

System.out.print("(press ENTER for the randomic seeding) ");
try { if (k==0) x.read(); x.read(); } catch (IOException ) { return;}
group.showMeasures(150); //show all the averages: sums di vided by 150

}
}
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Evaluation results

This appendix arrays the charts for twenty main measurestétimesand 12num-
berg from all the twelve evaluations of the simulation desadilie chapter 6, eight in
the basic model and four in the three extended models. THeati@ns of the basic
model were:

e in four group sizes with EGERNESSvariation,
e in two group sizes with a different maximum utterance length
e and in 5-agent groups for@\NFIDENCE and INTERACTIVITY variation.

Here | separated the tot@nesfrom numbersputting together the total averaged times
of all the first eight evaluations of the basic model so thattban be more easily
compared together. These are the charts that follow on tkieenght pages, one per
evaluation, in order:

e times of 3-agent groups (triads, referred to as “3's”), 4atggroups (tetrads:
“4's™), 5-agent groups (pentads: “5’s”), and 6-agent geypexads: “6’s”),
ranging in TALKATIVENESS at the horizontal axis and in fiveA6 ERNESSset-
tings for all agents according to the side legend (‘e0’,2&Ctc), with all other
relevant attributes (EEDBACK, CONFIDENCE, INTERACTIVITY, VERBOSITY)
at a middle likelihood of 0.5, and with maximum utterancegiitnof 4 seconds;

e times in 3- and 5-agent groups with the maximum utterancgthkeimcreased to
12 seconds, noted by th€12’ in the chart titles (all other attributes the same);

e times for 5’s now varying in ©ONFIDENCE (note the side legends: ‘c0’, ‘c0.2’,
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etc), with all other parameters the same, includimgsERNESSsat 0.5; and

e times for 5’s now varying InNTERACTIVITY (see the legend: ‘i0’, ‘i0.2’, etc),
with EAGERNESsand GONFIDENCE at the 0.5.

The charts are positioned in each page so that associateslireeaan be compared
side-by-side. Thus, comparing the amount of silent gap$iab of ‘no talk’ to the
right in each page, one can see the additional amount of tuadecbrresponds to the
total of pauses between same-speaker utterances, whighifcant for low values of
TALKATIVENESS but disappears completely in higher ones.

Likewise, comparing the time of simultaneous tekcludingoverlaps (non-conflicting
simultaneous talk) with the chaitcluding them to the side, one can see the extra
time they take at speaker transitions, ag HATIVENESS and specially BGERNESS
increase. And comparing the amounthackchannelgfeedback in the background
of talk) with the total of all feedback vocalizations, on@sé¢he extra amount of time
of feedback that goes in the silences between utterancepauses or gaps. This
difference is the same as that between the time of ‘totahsdeto that of ‘no talk’.

Finally, note that the charts of single talk, the three chéot ‘silences’, and the four
other ones in each page are in different scales of the veaits (seconds). Times of
single talk are in the scale of the total time of each simualdiscussion that constitutes
these averages: 300 seconds. The three ‘silence’ timeg aré0-second scale (save
one case), which is one-fifth of the total time of the disomssi And the rest, the
simultaneous talk and feedback charts, are in a 100-secatet ®ne-third of the total
time of discussions.
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Time of single talk in 3's

261

Time of total silence in 3's
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Time of total silence in 4's

Time of single talk in 4's
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Time of total silence in 5's

60
55
50

Time of single talk in 5's
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The charts on the next pages present the ‘number’ measuties shme eight evalua-
tions of the basic model described previously:

e for 3's, 4’s, 5’'s and 6's groups with ASERNESSVvariation,

e for 3's and 5’s with an increased maximum utterance length2o§econds,
e for 5’s varying in CONFIDENCE instead of RGERNESS and

e for 5’'s varying in INTERACTIVITY, with all other parameters at 0.5.

There are twelve measures now, so each evaluation occupesnal a half pages. This
means that the charts for each two evaluations are arraythtlda consecutive pages,
with the middle one grouping for the two tfelure measures of false-starts (individual
and collective), incomplete utterances and ‘long’ simdiaus talks. Notice that these
are all related to one another in their positions on the pagezontally and vertically:
individual false-starts and incomplete utterances aspeetively, self-interrupted talk
of less than one second and of one second or more; ‘colléésilse-starts and long
simultaneous talks are simultaneous talks that are eithantarrupted or not, and
either less than one second or of one second or more.

Of the other measures, it is useful to re-stress the follgwifirst, the number of
continuing utterances is also part of the total number @ratices. Second, transitions
between any two utterances can either be viaase(of same-speaker continuing
utterances), a silemfap (between non-continuing utterances),aserlapof different-
speaker utterances, or a peféith when the transition leaves no gap or overlap. In
the evaluations which haveitERACTIVITY fixed at 0.5, the number of overlaps was
generally a couple more than the number of latches.

The scales in the vertical axis now indicate number of o@nees instead of seconds.
Whenever possible, charts were rendered in the same scad¢ l@ast compared to
equivalent ones (such as e.g. those for false-starts).
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2, 4, 4, .5, .6, 7, .8, .9, 2, 1, 4, -5, -6, 7, 8, .9,
Incomplete utterances in 5's Number of long sim. talks in 5's
42 20
39
36 27
33 B 24
30 — 21
2 T Oeo
24 ull mil mll wll =l = 18 W 02
n OnGLE = Oleos
FiEislimiehn [Je0.7
s L 12 W <09
12 B gllw 9
9 B rllgliellm 6 I
il ML - et
0 1T 1T 11 1 1T 1T 1T 1T 1T 1T T T 0 T "\m\m\"ﬂ\ﬂ\ml\m\mlml‘ T T T
1.1, 2 2 33 4.4 55 6 6 7.7 8.8, 1.1, 2.2 33 4.4 5.5 6.6 7.7 8.8,
1, .3, .2, .3, A4, .5, .6, 7, 1, .3, .2, .3, 4, .5, .6, 7,
2, 1, 4, 5, 6, 7, 8, 9, 2, 1, 4, 5, 6, 7, .8, .9,
Number of false-starts in 6's '‘Collective' false-starts in 6's
450 30
400 27 l
350 | 24 I
300 W 21T e
Il I 18 ¢
250 = [ 0.2
) 15 — [Jeos
200 12 Eeg.;
e0.
150 .
100 " 6
=1l ’]
0 T 1T 1T T 1T 1T T 1T 11 [ 0 I I T T 1T T
1.1, 2.2 3.3 4455 6.6 7.7 8.8, 1.1, 2.2 3.3 4.4 5.5 6.6 7.7 8.8,
1, .2, .2, .3, 4, .5, .6, 7, 1, .2, .2, .3, 4, .5, .6, 7,
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'Collective' false-starts in 3's (+12)
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The following set of charts presents the measures counted fine last four evalua-
tions: two for the second model (with more elaborate procesiof simultaneous talk
to prevent ‘fickle’ agents stopping forthwith whenever thex simultaneous talk), and
one for each of the other extensions, including ‘types’ oPERjiving different restric-

tions and obligations to turn-taking, and with hesitatioflsere comes first the ‘time’

measures for all these evaluations, then the ‘number’ nmeasn the same organiza-
tion of one-and-a-half pages per evaluation describedeearl

The two evaluations of the second model, beyond varyingAtk RTIVENESS at the
horizontal axis, range inG@NFIDENCEand VERBOSITY (see the lateral legends) which
are the relevant attributes of this model. The last evadaatof the third and fourth (ex-
tended) models range iINBRBOSITY as the main parameter (changing the frequency
of ‘More’ utterances that allow a speaker to continue talking inespftothers want-
ing to), and in two settings of B ECTIVITY for the third model and ESITATION for

the fourth; check the lateral legends: ‘s0’, ‘'s0.2’, ‘hQ.®0.5’. SELECTIVITY means
that speaking agents have a certain likelihood (here 0.Dd)dn deciding to ‘select’
someone to speak next instead of leaving the turn-takimeg fhes apparently made the
discussions much more ‘productive’, with more single tédks simultaneous talk, and
so forth. HESITATION for the fourth model means that all agents hesitate in a given
frequency (here 0.2 and 0.5) in the middle of their talk anctmkelected to speak,
which did not seem to make much of a change in the stats as ecethfrathe third
model.

Finally, the last three evaluations were not evaluated diffterent TALKATIVENESS
parameters for the group, only with the same value for althey omit the extra set of
different parameters in the horizontal axis, ranging onlyhe eight basic settings of
the attribute for all agents. These are indicated in thezootal axis as ‘.1, *.2’, *.3’,
etc.
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Time of single talk in 5's (model 4) Time of total silence in 5's (s0,e/c0.5)
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Number of utterances in 5's (model 2) Continuing utterances in 5's (€0.5)
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Number of false-starts in 5's(model 2)
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Number of utterances in 5's (model 2) Continuing utterances in 5's (€0.5)
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Number of utterances in 5's (model 3)  Continuing utterances in 5's (e,c0.5)
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Number of utterances in 5's (model 4) Continuing utterances in 5's (s0,e/c0.5)
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