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CHAPTER 1: INTRODUCTION

A key element in many signal processing applications is
one which is capable of delaying signals in a controlled
manner. Until the invention of the charge-coupled device

in 1970 fhe circuit techniques used~to do this
were. digital shift registers, or bucket-brigade devices
(BBD):in the anélogue domain. The CCD provided an
efficient, compact technique for the production of
analogue‘éignal delays oﬁ a single integrated circuit

which opened the way to effective analogue implementations

of convolvers and correlators at baseband frequencies.

It ié'the use of analogue CCD convolutional processors
applied to analogue signél processing which is addressed
in this thesis. The particular type of systems considered
here may be generally grouped under the heading of
adaptive signal processing(s?'modules since, in all the
experimental systéms described in this thesis, the
general aim is to make use of particular measured
statistical properties of an incoming signal in order to
'determihe some form.of filtering or decision function.
This class of system has been chosen'because of the
possibility of enhanced performance(4) which could be

available when the filtering characteristics are not

fixed (ie variable or self-varying).



1.1 Signal processing with charge-coupled devices

One of the most important characteristics of the CCD is
its formation as a straightforward analogue delay line.

In this form it finds uses in such diverse areas as

(3)

and video(6) delay lines and simple noise

(7)

audio
integrators and comb filters. -

The applicability of this type of delay is strictly
limited uhless the signal may be accessed at a number of
points_along the delay line and then weighted and summed
to form a so-called transversal filter structure. Two
types of transversal filter have been previously
advocated which will be divided into the two groups of
committed énd uncommitted filtering.

(1) Committed filtering: Here the filtering
function is fixed at the processing stage. The commonest
type of committed filtering function is the split-gate
filter(®), in which the individual weights are
implemented by physically dividing the CCD transfer
electrode into two portions. The ratio’of the lengths of
the two portions determines the tap weight for that
particular electrode. The signal undér each electrode is
extracted (pon—destructively) and weighted by a current
sensing technique(g) and the summation of fhe weighted
signal values is tﬁen simply achieved by using a common
éﬁmming node and current-to-voltage conversion. This is

one of the commonest types of fixed filter implementation



usihg_CCD's and some typical applications for these
devices will be considered later.

(2) Uncommitted filtering: In this case the
filter architecture used is agaiﬁ that of the transversal
filter but with the difference that the filter weighting
function is not specified at the time of deviée
manufacture, ie the filter is programmable. Three basic
structures have.been used to implement this approach and
these structures are illustrated in figure 1.1.

(10). rhis

(a) the 'organ-pipe' structure
structure basically uses a number of CCD delay lines of
different lengths which have a common.input node. The
delay 1iné'outputs then yield values of the input signal
at vérious delay times. These outputs may then be
weighted using a resistdr summing network or an array of
multipliers (cf. figure 1.1(a)). This structure is
.unwieidy due fo repetition of identical delay paths many
times in the overall filter,‘

(b) the tapped delay 1ine(11) structure (TDL):
In this structure only one delay line is used and the
signals are made available for weighting by the use of
non—desfructive tapping(lz) of the delay line which
replicates the signal under an electfode without
destroying_the charge packet. The resulting signal
samples may again be weighted by resistive summing
networks or by the use of multipliers (cf. figure 1.1(b)).
fhis‘structure does have the disadvantage of requiring

extra silicon area to accommodate the tapping amplifiers
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énd-the resulting tapped delay lines do tend to have
slower clocking rates than the other two alternatives.
This structure does however make more efficient use of
silicon area than the 'organ—pipé' structure,

(c¢) time delay and integrate (TDI)(IS): The
TDI structureiworké by reversing the order oonperations
considered in the previous two cases. All inputs ‘are
faken as being éommon but signal weighting is done before
entry into the CCD. .Each input then occurs at successive
delay points with the charge packet from the previous
Stagetbeing added in one clock cycle later so that the
weighted 1input signals progressively'accumulate (or
integratej'with the filter result being available on the
finélltransfer electrode (cf. figure 1.1(c)). This
structure does have the'requirement of a progressive
increase in size of transfer electrodes due to the
accuhulating size of thé charge packets and this yields
the characteristic triangulaf shape of the TDI. This
particular characteristic provides an upper limit on the

length (ie. the time-bandwidth product) of the TDI.

' Although the TDI and 'organ-pipe' structures have faster
clocking rates (due to the fact that.they have no tapping
points in their structure) than the TDL structure they
are not so suitable for long filters since the TDL size
increases by a faétor of 1/N for each successive filter
étage added (N = the total number of filter stages)

whereas the TDI and 'organ-pipe' size increases. by a



factor of 2/N and the overall area is proportional to
N2/2 against the TDL area which is proportional to N. It
is therefore clear that'the TDL structure is more suited
to long (high time-bandwidth product) filters with-
relatively.low'bandwidths as it makes more economical use

of silicon area than either of the above alternatives.

Two distinct'tyﬁes of uncommitted filter may be identified
and these have been termed as field programmable(lo)
filters.‘.The field pfogrammable filter is typified by a
TDL with a resistive weighting function, where the filter
characteristics may only be changed b& altering the
resistor vélues, this type of system is then directly
qompéfable to a split-gate filter where the weights are
readily programmed by thé user. The real-time
programmable filter may be defined as a filter in which
fhe tép weights may be éltered at a rate similar to the
clock rate'of the‘CCD. This,is done by weighting with
multipliers using coefficients stored on some external
circuit (RAM or HOM usually). Many possible schemes have
beén proposed for this typg of structure (which will be
"referred to as a progrémmable transversal filter or PTF)

which use either analogue multipliers(14’15)

or
multiplying}digital to analogue converters(ls) (MDAC's)

to perform the weighting function.

A great deal of work has been done on the filtering

structures just described with particular reference to



their application in a number of areas.

(1) Spectrum analysis: The CCD has made a
significant contribution in the area of spectrum analysis,
particularly to the implementatioh of the chirp-z
transform.(CZT) using split-gate chirp filters(17).
Efforts have also béen made to implement the prime

(18) and more recently PTFs have been

transform algorithm
appliea tq-yield'a very efficient realisation of the
discrete cosine transform(lg) (DCT).

"(2) Frequency filtering:nThis is an area
almost entirely dominated by the split-gate CCD filter
which has been used to implement anti;aliasing filters(zo)
and band—péss filters for use in spectrum analyser filter
banké and vocoders(21).

(3) Matched_filtering and pulse compression:
In this area the CCD based ‘PTF has found application to

(22) and matched

pulse compression of sonar return pulses
filtering in spread spectrum‘éommunications equipment(zs).
The small size and low power consumption of the CCD has
made it a most attractive alternative to digital
solutions in this application area.

(4) Adaptive filtering(3): It is in this
'pafticular application that the PTF hés its most
importént rple since it is essential here that the filter
tap weights should be updated at the CCD clock rate.
This area is a relétively new one But a few schemes for

adaptive filter implementation have been published(24—27).



Many of the applications mentioned above are being
approached using entirely digital circuit techniques and
with the ever shrinking size and cost of digital
components it appears more and mofe likely that they will
be used in prefernce to the more elegant CCD solutions in
many areas ofgsignal processing. This is parficularly
true-when the poor temperature stability and diffiCult
'setting—up"prosedures of contemporary CCDs is taken into
account. It would then appear that the CCD will only be
used in afeas where space and power are primary
considerations or where the sfructures involved are
insensitive to temperature drift due fo the inherent

systematic structure.

This is the specific catégory of system which is
considered in this thesis under the general heading of
adaptive signal processsrs. Two classes of processor are
considered: (1) open loop adaﬁtive systems which have
specific tasks assigned to them, and (2) closed loop or
true adaptive systems which are much more general purpose

machines.

The open loop processor is one in which a number of a
priori assumptions are made about an incoming signal
sequence and the filtering function is in fact fixed.

(28) yhich is

The first is a statistical analyser module
capable of measuring the statistics of an incoming signal

and then making a decision, with a defined confidence



level, on the presence or absence of a signal peak. This
processor was specifically conceived as a decision making
circuit to follow a sonar matched filter in an environment:
where size and power consumption are of primary
consideration.

(7)

The second module was a noise canceller used to cancel
unwanted fixed pattern noise on the output of a serial-
paralleleerial (SPS) delay line. The technique used was
a simple éoherent integration technique. The important
point here was that the canceller should be implemented in
a technology which was compatible with the SPS delay line

to permit integfation on the same integrated circuit and

CCD techniques therefore had to be used.

Although both the processors just described were
necessarily implemented using CCD circuits the stability
of both systems was not entirely satisfactory. This
prompfed the construction of the second system type

mentioned above, the closed loop adaptive filter.

Four experimental adaptive filter modules were constructed,

two of which were based around a monolithic 64-point CCD

(27,

PTF(14). These two prototypes 29) demonstrated the

basic feasibility of using CCD elements for adaptive
filtering. However, quantitative measurements were
difficult to perform on these modules due to their lack of

(30)

controllability. The third prototype which was based
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around a monolithic 256-point PTF(31) was constructed,
which incorporated the necessary controllability and

therefore allowed a quantitative comparison of filter
performance with theoretical predictions. The fourth

(32) which was used to

prototype was an all-digital module
provide a comparison with results obtainable using
conventional technology. The results generated with the
256~point adaptive filter in particular may be readily
compared with theory to demonstrate the quality of
performanée available using CCD based adaptive systems.

An additional adavantage of the closed loop system is that
it is insensitive to " temperature drift effects and a

corresponding decrease in 'setting-up' procedure complexity

is achieved.

1.2 Layout of thesis

A number of integrated circuits not commonly available
commercially were used in the construction éf the
experimental systems just described. A brief description
of the more importantvcharacteristics of these devices 1is
givén in chapter 2 together with an overview of the basic

operating principles of the charge-coupled device.

Chapter 3 deals with the theory and construction of the
two open loop systems described in the last section.
Experimental results from the two .prototype systems are

also presented which demonstrate the principles of
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operation of these systems.

The remainder of the thesis is devoted to a description
of the closed loop experimental s&stems. Chapter 4
infroduces.the basic principles of the operation of an
adaptive filter and describes some of their possible
applications; In chapter 5 a number of solutions to the
problem.of adaptive filtér implementation are presented
with particular reference to specific circuit techniques.
System aréhitectures Which are specifically suited to
analogue and'digital implementation are advocated and the
actual system structures used in the éonstruction of the

three 64-point adaptive filter prototypes are described.

One of the most intriguiﬁg.possibilities with an adaptive
filter structure is that of inherent correction of errors
Withiﬁ the filter itself. This aspect of adaptive filter
operation is investigated theéretically in chapter 6 with
specific reference to error sources such as charge
transfer inefficiency, tap gain errors and multiplier
inaccuracies. Experimental verification of some of the
 theoretica1 predictions in this chapter is also included

in the last section of this chapter.

Chapter 8 is devoted to a description of the 256-point
adaptive filter prototype (full details of the
construction of this module are given in Appendix A).

Experimental results for this module are also présented in
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chapter 8 demonstrating the high degree of predictability

of this processor from theoretically ideal models.

Chapter 9 contains a.discussion of the results presented

in the previous chapters and the author's conclusions.
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CHAPTER 2: CCD CIRCUITS

In the work described in the following chapters a number
of novel charge-coupled device integrated circuits  were
used which are not commercially available. A large part
of this chapter is,'therefore, devoted to an explanation
of the particular operational aspects of these devices
which:are‘relevaht to the work considered. In addition,
the following two sections briefly review the basic
operationidf;the charge—coupled device in terms of charge

transfer and, input and outpuf mechanisms.

2.1 Charge transport mechanisms

The basic function of thé CCDs considered in this section
is that of delay of sampled analogue data. In a CCD,
analogue data samples afe stored as charge packets held

in the depletion\region underAan electrode with a positive
voltage bias (for an n-channel device). If it is first
assumed that no signal charge is available then the
depletion region may be conveniently viewed as a potential
'well' of a depth which is proportional to the gate bias
applied to the CCD electrode. Introdﬁcing a signal charge
packet into.this well causes the well to fill up, with a
resulting drop in the surface potential. This is
illustrateq diagra@atically in figure 2.1 which shows how
the depth of the potential well decreases as the amount of

signal charge stored under the electrode increasés(ss).
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Figure 2.1: Diagram illustrating the potential well concept
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The transfer of charge packets from one potential well to
another may be achieved in a number of ways, usually
described in terms of the clock structure needed to
perform a unit delay. In this séction two charge transfer
schemes will be described, one using a 3-phase clock
structure and . the 6ther using a 2-phase clock.structure.
fn the following discussion the word 'phase' will be

replaced by the symbol '0Q'.

Charge transfer with a 39 clock structure is achieved by
the use of 3 successive CCD electrodes forming a single
delay 'cell'; With reference to figufe 2.2, the signal
charge packet is initially stored under electrode 1 and
its éérresponding clock P1 is therefore on (positive
potential) while the other two electrode clocks, §2 and
P3, are off (zero volts). The second clock, 2, now comes
bn-so'that thé signal charge is'shared between electrodes
1 and 2, @1 now switches offIAnd the charge remaining
under electrode 1'spills into the well under electrode 2.
No reverse charge flow occurs since P3 is off during this
transfer sequence and charge flow therefore occurs from

" left toAright only. The charge transfer is completed by
'transferring the signal charge packef from electrode 2 to
electrode 3, following the same procedure as thaf

described above for transfer between elecfrodes 1 and 2.

fhe main reason for employing this 39 clock structure is

to prevent the reverse flow of charge along the delay line.
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It is clearly demonstrated how this is achieved with the
39 structure in figure 2.2 since a barrier, in the form of
at least one transfer electrode in the off state, always

exists between adjacent transfer cells.

Charge transfer'using only 2 clock phases may.however be
échieved by the use of implanted barriers or stepped oxide
thickﬁess. The'stepped oxide thickness technique will be
the one described here. The important point heré is that
the thresholq voltage of two adjacent electrodes differs,
so that when they are switched on together the depth of
the potentiai well under a given elecfrode pair is
stepped. This is shown in figure 2.3, where the threshold
voltége difference is achieved by using a thick and then

a thin oxide layer covered by one electrode.

The tfansfer 6f a chargé packetbfrom one well to the next
is shown in figure 2.4 where.fhe charge is initially héld
under the second half of the P1 electrode with P1 on and
p2 off. As 02 comes on and 91 goes off the charge is
dumped over the first poteptial barrier under the @2
electrode and accumulates in the lower part of the 'step'.
In this way backward flow of charge is minimised in a 29
CCD structure, as long as the signal charge packet size

is significantly smaller than the size of thelpotential

step between the two half-electrodes.

Despite the structural and clocking details Just described
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backward flow can still occur in both 29 and 39 structures
and this leads to-the phenomenon known as charge transfer

(34). This is the incomplete transfer of a

inefficiency
signal charge packet from one CCﬁ electrode to the.next.

An additional factor which leads to transfer inefficiency
is the existance ofbsurface trapping states uoder an
electrode. Charge carriers are trapped by these states

and romaip untii the next‘charge pracket is transferred in.
The overali effect is that when a charge packet is
transferred a small proportion £EQ (where Q represents the
éignal charge and £ is a constant usually.between 10-3 and
10”4) is leff behind and combines witﬁ the following charge
Apacket. Ail the charge eventuglly leaves the delay line
but the signal is distorted or 'smeared' by the
inefficiency effect. The only way in which charge is

actually destroyed is by carrier recombination in the

Semiconductor bulk material.

An overall figure‘of merit used to describe the charge
transfer inefficiency ‘is the n¢ product, where n is the
tofal number of transfers'which take place in the delay
‘line. The effect of transfer inefficiency is illustrated
in figure 2.5 where the input to the CCD is a single pulse
and the form of the delay line output is shown for
progressively larger nf products. This effect clearly
imposes an upper limit on the length of delay achievable -

for acceptable signal distortion.
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2.2i Signal input techniques

A variety of signal input techniques may be used with CCD
structures of which two will be described in this section;

diode cut-off(3®) and '£ill and spi11'¢36).

The structure at the CCD input is similar for both input
techniques and is shown in figure 2.6. This consists of
an implanted diode followed by a gate electrode
immediétély preceding'the first transfer electrode. In
the,dipde cut-off technique fhe input signal is applied
directly to the diode. Initially the.¢1 clock is on,
therefore é potential well exists under the @1 electrode.
Howeﬁér, no charge is transferred from the input diode as
1ong as the input gate cioék remains off. When the input.
gate is pulsed high an amount of charge proportional to
fhe signal amplitude is'dumped ﬁnder the P electrode and
the input gate is_switched off before the 91 to 92
transfer takes place, therefore isolating the input diode
from the transfer process. This technique is illustrated
in figure 2.7. Diode cut-off does result in some non-
'iinearify due to the fact that when the input gafe switches
off the charge under it tends to divide between the input
diode and the g1 transfer.well resulting in an inaccuracy

in the amount of the charge injected.

The fill and spill technique is shown in figure 2.8,

where it can be seen that the arrangement of electrodes
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at fhe input differs from that described above. The

input signal voltage is actually applied to a second gate
electrode immediately before the first transfer electrode.
The first input gate is held at é constant potential to
form a potential barrier between the input diode and the
input gate. With P1 held off the diode is puiSed on,
filling the potential well under the input gate.(this
pqtentiallwell depth is proportional to the input
voltage). When the diode goes off the excess chérge under
the input.gate spills.back over the first gate barrier
leaving a charge packet propdrtipnal in size to the input
signal. Normal charge transfer may tﬁen take place to
the ¢1 eleétrode position. Since there is no cut-off
appliéd here there can be no forward spillage of charge
into the input gate poteﬁtial well and this input
technique therefore provides a more linear input scheme

than the diode cut-off.

2.3 Tapped delay line implementation

In the previous sections the basic mechanisms for charge
Ainput aﬁd transfer in a CCD were considered; in this
séction a technique for ﬁon—destructively sensing the
amount of Qharge under an electrode is described. The
reason for doing this is to form a tapped.delay line
structure which is the basic element required to form a

programmable transveral filter (as described in chapter 1).
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Two tapped delay line devices were used in the work
described here both of which used a floating gate reset(lz)
(f.g.r.) tapping circuit implementation. One of the
devices used a 30 clocking structure (the M55 tapped delay
line) with two complete delay stages between each tapping
point while the otﬁer‘was a 290 structure withvl delay

stage between each tapping point (the WM2010 tapped delay

line).

The mechénism of f.g.r. tapping will be described here
with reference to the 39 clocking structure used in the
M55 TDL. The basic technique relies 6n the use of a
slightly different transfer mechanism than that already
statéd, in that one of the clock phases is held at a
constant voltage about Half way between the on and off
levels. For the M55 device an electrode is on when-+25V
is applied to it and off at +2V, the intermediate voltage
used on the tapping electrodeAwas about +15V. The charge
transfer mechanism using this arrangement is shown in
figure 2.9 for a group of 3 electrodes showing the pseudo-

29 operation now obtained.

-The charge is sensed while under thié second electrode
using the Qircuit shown in figure 2.10. The potential on
the sense electrode is reset during the pé phase by
pulsing high the géte of the reset transistor with 02.
when'the transfer of charge from the P2 to the sense

electrode takes place the sense electrode is floating and
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Figure 2.9: Pseudo-2¢ charge‘transfer.
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its potential is modified by the signal charge packet
transferred under it. This modified electrode potential
is sensed by the source follower shown in figure 2.10 and
a voltage proportional to the signal size may be measured

at the sense amplifier output.

The main disadvantage with this sensing technique is that
the dfnamic ranée of signals is halved since the shallow
potential well under the sense electrode now determines
the maximum signal size. The main characteristics of the
two TDLs described in this section are summarised in

table I.

2.4 SPS delay line implementation

The serial—paraliel—serial(36)

configuration of delay line
is thé one moét commonly used té implement long delays,
usually associated with the sforage of digital
information. If é normal linear CCD delay were to be used
in this application P delay stages would be required to
store P bité of data with a resultant inefficiency product

of Pt. With P=10°

this inefficiency product becomes
unacceptable and some other technique'for delaying signals

must be found.

The SPS-reaiisation is shown diagramatically in figure
2.11. This consists of a set of N parallel delay lines

each of lenght M delay stages. The inputs to thése delay



29

M55 WM2010
delay stages 32 32
~clock phéses 3 2
maximum sampling
frequency 100 kH=z 2 MHz
delay cells/tap'_ 2 1
dynamic -range 50 aB 50 dB

Table I: Tapped delay lines characteristics.
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Figure 2.11: General configuration of an SPS delay line.
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lines are supplied from N parallel outputs on an N stage
delay line which has a clock rate N times faster than the
parallel delay line clocks. Thefefore a set of N input
signals are clocked into the firsf serial delay line at
clock rate fC and a?e then transferred into the N parallel
delay lines. - The signals are clocked along these parallel
lines at a clock rate of f_/N. At the end of these delay
lines the‘signals are transferred into another N point
serial delay line and clocked out at clock rate fc. The
total deléy for any given signal is then N.M stages but

total number of transfers is only N + M.

Although signal distortion due to transfer inefficiency
is reduced to a minimum using this architecturé the
effects of!dark current noise are accentuated. Dark

current(37)

noise arises from thermally generated minority
carriers which are injected into the signal charge packet.
At the output of the CCD the contribution from dark

current is indistinguishable from the actual signal charge.

In"a linear CCD this noise source does not usually present
a serious problem provided that the device clocks operate
at a constant rate. This is becauseieach signal packet
will accumulate the same amount of dark current generated
charge during its passage along the delaylline resulting
in only an extraneous d.c. bias at the output. This,
ﬁbwever, is not the case in an SPS device since a signal

charge packet may be transferred along any one of N
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Figure 2.12: Photomicrograph of the Plessey M67 SPS
delay line.
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different delay paths. Differences in device structure
such as local stacking faults and carrier concentration
which tend to vary across the device surface mean that
each delay path will have a different dark current -
contribution. Therefore at the SPS output the signal
appears with an additive noise component whicﬁ'repeats

every n clock cycles.

In chapter 3 a scheme for the cancellation of this fixed

(29).' The SPS delay line used

pattern nbiselis presented
was a Plessey M67 SPS delay 1ine‘which is a 4028 stage
delay arranged as a 32 x 128 stage SPS block with a

specified haximum clock rate of 2 MHz. A photograph of

the M67 integrated circuit is shown in figure 2.12.

2.5 Programmable transversal filter implementation

Two monolithic CCD programmabie transversal filter
realisations were used in the work described in chapters
5 to 8. These were the WM2100 64-point PTF(1%) and the
WM2110 256-point PTF(31) " In this section the basic
.'operatiénal characteristics of each of these devices are
-described wiph particular attention béing paid to the

method of weight multiplication.

Both of the PTF circuits mentioned above were of the TDL
type described in section 1.1 with analogue weight

storage where the weighting operation is achieved using a
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set.Of parallel analogue multipliers. In the case of the
WM2100 device the TDL structure was essentially a.64—poin£
30 structure of the same type as that used in the M55 TDL.
A block diagram of the 64-point PTF is shown in figure
2.13. Storage of the 64 weight coefficients was achieved
using'a set of.64 storage capacitors linked by MOS
switches to a common analogue input bus. Any one of these
switches could. be opened, at random, by the application

of a 6 bit address code to the input function decbder.
However,'énceiread info the sampling sites it was
impossible to'retrieve the ihformation again due to the
fact that the capacitance.of the inpuf bus line was
approkimatély 100 times greater than the storage
capaéitance._ It is therefore necessary to store the filter
weight values on somé ex£efna1 medium, usually digital RAM

_ or ROM.,

The sigﬁal weighting was achiéved using a single MOS
mulfiplying transistor at each CCD tap output, connected
as shown in figure 2.14. The sighalvat the CCD tap
oufputhompfises the signal v Plus a constant bias
_'v-oltage'VX and the weighting signal, pr_reference,'applied
-to the transistor drain was comprised.of the weighting
signal vy plus'a constant bias Vy. The sourcg of each

transistor provides an output current ID where:

S
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Figure 2.13: Block-diagram of the 64-point programmable
transversal filter.
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Figure 2.14f Schematic diagram of the single MOST
. ' weighting multiplier.
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For'any given set of reference weights vy does .not change
and the bracketed term in equation (2.2) can be viewed as
a constant d.c. offset at the output. All IDS currents
are summed by connecting the tranéistor sources to -a

common summing bus to yield the result

v, = vavy + Z(kvy— ivyz) e e e e .. (2.3)

One technique which was used to subtract the unwanted d.c.
term in eduation (2.2) was to form the convolution sum
described in equation (2.3) and store this result for

half a clock cycle on a sample and hola circuit at the
output of fhe device. On one of the following CCD reset
clock éyclés the CCD sense gate was forced to a constant
voltage equal to Vx' Thé filter output was sampled again

at this point yielding the result:

Subtracting equation (2.4) from equation (2.3) yields the
required outputAvavy.
'It was possible to use this zeroing technique with the
WM2100 PTF since the CCD tap amplifiers were coupled
directly to the multiplier transistor gates. ~However,
with the WM2110 PTF this was not possible since each CCD
tap output was sampled at the tap amplifier output to

allow a larger amount of time for output amplifier
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settiing.. The WM2110 device was based on a 256-point 29
TDL of the same type as the WM2010 TDL. It differed in a
few significant ways from the WM2100 PTF. A block

diagram of the 256-point PTF chip‘is shown in figure 2.16.
The weighting sample and holds were implemented in the
same way as the WMZiOO but here the sampling éwitches

were -activated by a pulse propagating along a 256 stage
shift‘¥egister,réther-than by the random access technique

used in(the WM2100.

As mentioned before the CCD tap outputs are all sampled
on the chip and the zeroing technique.described above
could not fherefore be used. The mechanism by which the
residual d.c. errors caused by this are compensated for
in an adaptive systeﬁ is.described in section 6.4. The
reason. for not including the facility for zeroing in this
éhip Qas thatlin many filtering-applications d.c. ter&s
on the PTF output are not used and the excess d.c. offset
shown in equation (2.3) may be nulled simply by a.c.
coupling the filter outpuf; However, in the implementation
offadaﬁtive systems d.c. terms on the output must be used

“and a.c; coupling would result in a failure to converge.

A comparison of the characteristics of the WM2100 and. the

WM2110 PTF devices is given in table II.
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WM2110

WM2100
no. of filter points 64 256
_tap weight update méde rgndom serial
CCD clocking 30 290
deia& stéges/tap 2 1
Ma¥!~CCD sampling rate 100 kHz 2 MHz
Max. weight update 1 MHz 5 MHz
Harmonic distrotion ' -40 dB -50 dB
.output dynamic range 65 dB 70 dB

Table II: Programmable transversal filter

characteristics.
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CHAPTER 3: OPEN LOOP SYSTEMS

In this chapter two systems are considered under the
broad definition of open loop signal processing systems,
This means that the processor has a fixed, and therefore
predictable, pesponée to any input signal and.a certain
number Qf a-priori assumptions must be made about the
fqrm éf ipcominé signals;‘ The two systems considered are:-
(1) A statistical analyser module which is
capable Of_detecting éignal peaks immersed in noise by the
use,of‘an adaptive thresholdihg technique.
(2) A noise cancellerlused~to eliminate the
fixed pattérn noise associated with the output of a CCD
serial-parallel-serial delay line; the delay line used

was described in chapter.z.

The systems déscribed aBove are'adaptive in that they are
capable of adjusting their chéracteristics to suit any
sifuation in a given set of possibilities. However the
filtering functions used are fixed, ie. no feedback to
filter tap weights is provided, and therefore the systems

"are described as open loop.

3.1 Linear Regression Analyser Module

A common problem encountered in signal processing is that
of detecting a signal against a background of noise. If

the expected signal waveform'is known then matched
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filtering techniques may be used, and if the expected
signal is a precisely known pattern (eg. a PN-sequence)
then the optimum detection technique is correlation.
However, if relatively little.information is available
about the expected signal (that is, it is restricted
within a certain frequency band but may assumé'any
combiqation of frequency components within that~bandwidth)
then the problem becomes more complex. For instance, for
the events in the time domain using conventional filtering
and thfeSholding techhiques the threshold must be matched
to fhe‘noise level which can'vary making the set

‘threshold invalid, and a slowly varyiﬁg baseline also adds

to this problem.

The ideal system would be one which is capable of
evaluating the mean-square noise level and using this

figure to automatically adjust the thresholding level to
(39)

attain a constant error rate A slowly varying
baseline would still lead to detection problems but this
could be overcome by evaluating the signal validity frbm
its derivative rather than its amplitude, in which case
'd.c. and low-frequency noise would have no effect on the

detection system. A block diagram of this basic,

idealised system is shown in figure 3.1.

This type of signal analysis is ideally suited to the use

of statistical techniques and the system presented in

this section is based on linear regression analySis(40),
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Figure 3.1: Block diagram of an idealised adaptive threshold
detection system.

NB. It should be noted that where the signal is
known exactly, beforehand, matched filtering is
still the optimum filtering technique. This type
of filter is really only valid where a pulse of
unknown form occurs within specified limits.
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This technique(41) has been used before in the form of a
computer program for the 'non real-time' analysis of
experimental data. The system described here, based on
analogue charge-coupled device (CCD) tapped'delay lines,
implements. similar algorithms providing a 'real-time'

(39). Certain restrictions on

output at the. .sampling rate
bandwidth and accuracy do exist using this methéd and
these are‘described in greater detail in section 3.1.2,

devoted to systems design.

3.1.1 Theoretical Analysis

A slowly varying signal, y, having values Y at times tn
may be estimated over-a given interval by the equation,
y = mtn + E; where m and c are the derivative and
average of the signal, respectively. The error in the

value of y, at any given time, may be expressed as:

€h ~ Yy — Y

Yy ~ (mnt + c)

where the samples are evenly spaced in time by intervals.t”
The sum of the squared errors over-a fixed number of
samples (2p + 1) is then given by:
P

s?2= 1 e?=1(y, - (mr+ ) ... (3.1)

' n=-p .
Using the least-squares method, the best estimates of the
quantities m and ¢ are given by minimising the sum of the

errors squared enz. That is:



47

3s™ _  a8s8™ _
m - 3¢ 0
Hence:
p
=§ nty
m = -2—=P e A (3.2)
T (noy?
n=-p
c =_—P-————= 2 (3 3)
2p + 1

The minimised form of equation (3.1) is then: -
s2=1v2-m®] (no)? =c%p+ 1) ..., (3.4)
where_m and c are given by equations (3.2) and (3.3).
Assumiﬁg the data to be normal with standard deviation o,
then 02 may be estiﬁated byf
Iy, - )2

2p

and the variances of m and ¢ are given by:

2 Z(nr)zoz 02
Om — —1
(Ino®H?  Ino?
, P o2 -
0 —4 —3
¢ 2
(2p + 1) 2p + 1

Hence:
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ok =g i [y - P - B (3.6)
p(p + 1)1
— p
2 1 2
where y = ! v
. 2P+ 1 plp D

That is, the variances of m and ¢ are connected simply by

a factor of proportionality, ip(p + 1)12.

Intuitively, it may be argued that the value of m2 must
be greafer than its probable error oi to register a
significant rate of change in the data, and hence the
bresence of a signal (see figure 3.1). More rigorously,
the significance of the regression coefficient m may be
determined by the application of the 'Student-t' test of
significanpe to the derivative. That is:

t=m [(2p - 1) [ (n0)? LGy - 97}

or

2 _m?(2p - 1) J (nr)?
Z(YD“Y) - 2
t
where the value of t may be found from the Student-t
4 .
tablg,ohependent on the chosen level of significance.
Using equation (3.4) an inequality:
1 2

T(m,8) = 5 [(v%) = ¢l - (8 + 1) F <0 (3.7)
p(p + 1) S

may be determined which indicates when a signal is
significant at the chosen level. Equation (3.7) is

similar to (3.6) except for the factor B where:

2 -
B=_1)—2__1
t
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This test is independent of the value of 1, which may be
arbitrarily set at unity. We now have a test which
yvields a signal detection system which automatically
compensates for the noise level,'the function which can
not be carried out using conventional filtering and

thresholding -techniques.

A number Qf output parameters may be readily evaluated
from the well.knowngresultgg?XFbr instance, it can be
predicted that the averager and differentiator frequency
responses will closely follow the sinc(x) function and
its derivatiﬁe. Further, the averager response will have
a maximum at d.c. and its first null when one complete
cycle is stored in the CCD register (ie. at 1/27fc =
0.037 f_, where £_ is the sampling rate of the 27 point
delay lines used in this experiment).

It is also a simple matter to calculate the maximum
processing gain (minimum signal to noise ratio) for the
system by the choice of two distinct waveforms represent-
ing maximum signal and maximum noise respectively.
Furthermore, if the nqise signal is chosen so that it
affects only the y2 value and the signal has no effect on
the variance then the calculation is.greatly simplified.
Examinatioq of the relevant variance and significance
formulae confirms that these criteria are satisfied for
the case where the.noise signal is a Nyquist-rate square
Qave and the signal is another square wave at less than

0.018 fc (ie. well within the range where the variance
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"output is not affected). The processing gain may then

be evaluated for various levels of significance. Figure'
3.2 shows a plot of minimum signal to noise ratio againSt
significance level for the stated case. It should. be
noted that the processing gain is critically dependent

on the signaljand noise spcctral characteristics and the

case presented here is for maximum processing gain.

In all instances shown in figure 3.2, where the hinimum
signal tc noise ratic is less than 0 dB, a white noise
background may not be used since components of the noise
spectrum in the signal detection regicn will yield a
significanf output. Therefore, for a white noise
backgfound it is necessary to use a value of 8 which gives
a minimum signal to noiée‘ratio of 0 dB, or greater, at
the input. In the example stated in section 3.1.2 the
significance level used.was the 1% level - and hence the

noise spectrum was limited to about 0.04 fc’ upward.

In the case where a white noise background may be used
the components of noise in the signal regicn both add

" and subfracf'from the actual signal. -Therefore, to
ensure signal detection the minimum éignal to noise ratio

is raised to about 3 dB.

3.1.2 System Implementation

The implementation of the system described in the



51

SNR/dB

|
1
|
{

-12 4

- 20 T T T T 4 T T T T Y ) L
20 40 60 80 100 significance
i : level %

- 28 -

8
2
2
8
0

Figure 3.2: Graph of minimum signal to noise ratio plotted
against theoretical significance level.
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preVious section is dependent on the ability to store
several successive samples of the incoming data, and make
them available for manipulation simultaneously, to aid

the sbeed-of operation. In addifiop, the accuracy-of the
system is dependent'on the number of samples used, and

the bandwidth of detectable signals is dependent on the
sampling frequency and the number of samples N,.suCh that:

_Bandwidth afC/N

Accuracy avN
Thereforé‘to make a fast, versatile system with
potentially programmable bandwidth the following
attributes are required:

(i) Variable sampling fate;

(ii) The availability of several successive
samples simultaneously (ie. serial-to-
parallel operatiqn); and

(iii) The ability to process varying numbers of

samples.

One circuit which offers all of these features is the CCD
analogue tapped delay line, which was the basic circuit

element used to implement the experimental system.

The delay lines used in the experimental system to be
described here were the M55 CCD tapped delay lines
described in chapter 2, with 27 separately accessible taps.
éhe ﬁse of these devices means that the averaging and

differentiating function described mathematicall} in
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equétions (3.2) and (3.3) may be implemented directly by
weighting the tap outputs and summing. Circuit diagrams
demonstrating the circuits used to implement these
functions. are shown in figure 3.5. The registef values

1 27
and (3.3). In figure 3.3(a) the averager weigliting

R, to R may be evaluated directly from equations (3.2)

resistors are all identical and the differentiafor weights

in figure 3.3(b) form a linear ramp with R being the

14

centre point, not contributing.

A complete block diagram of the experimental sjstem is
shown in figure 3.4. It can be seen from this that the
system is a literal interpretation of the variance and
significance formulae, making system performance exactly
predictablé. However, the variance output is filtered
before apélication to the significance testing circuit to
eliminate variance errors. This means that the variance
is averaged over a greater number of data points thah the
basic 27 and the significance testing circuit now more
closely resembles a 'Chi-square'! test than a 'Student-t'
test of significance.. Nevertheless, equation (3.7) may
still be applied and in this case for 27 data points at
the 1% significance level the value df B is approximately

4.2.

Although the significance output gives a positive
indication of a valid signal at the input, it conveys

only the information that a significant derivative is
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. signal input Ommcm CCD tapped delay line

(a) AvéfagerAcircuit.

signal input L — CCD tapped delay line

| 10k 10k

(b) Differentiator circuit.

Figure 3.3: Schematic diagrams of the CCD averager and
. differentiator circuits.
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preéent, whilst no information on the polarity of that
derivative is available. If however, the significance
output is used in conjunction with the derivative output
then significant positive and negative derivatives may be
separately resolved. This information may then be applied

to indicate the presence of a significant signal peak.

Information derived from this circuit may further be used

to find the peak position(%1)

and the peak repetition
period. In the experimental system the peak position was
taken as the point half-way between the last significant
positive derivative and the first significant negative
derivétive. Thé peak repetition period may then be
calculated by counting between these values. It is
possible té initiate this count sequence from any
arbitrary point so if the peak position with reference to
an arbitrary synch. pulse were required (ie. a range

figure) then the algorithm could be easily modified to

" provide this facility.

Tﬁé experimental system was constructed as a modular
system in a 19" rack: figure 3.5 shows a photograph of the
system. The complete system as describéd had overall
power requirement of 12 Watts, however, the CCD processing
elements individually consume 500 mW. It is estimated
tpat an equivalent digital realisation would require 50

times as much power.(i.e. in the region of 500W).



Figure 3.5: Photograrh of the experimental system.

1)
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3.1.3 Experimental Results

Figure 3.6 shows a series of photographs demonstrating
the basic.system outputs for a tfiangular wave input. It
should be noted that the differentiator weighting does
not make full -use of the possible system bandwidth but is

rather a least-square estimate.

Since the variance is (by definition) the mean-square
variation.of_the signal, then a graph of the square root
of thebvariaqce ﬁlotted agaiﬁst the rms noise- - input should
vield a linear relationship. This waé plotted using a 31-
bit pseudo;random sequence as the noise source and the
resuiﬁ'is shown in figure 3.7. It can be seen that,
within the limits ofireaaiﬁg error, ailinear relationship

was maintained.

Figure 3.8 shéws a plot of avérager and differentiator
frequency responses for a sine wave swept from d.c. to
0.0é fc, approximately. These responses display the

exbectéd sinc(x) shape and its derivative (cf. section

'3.1.1).

Also shown in figure 3.8 is the envelope of the

unfiltered variance output, for the same input,
demonstrating a relatively constant output above about
6.04.fc. Hence, frequencies above this point are detected

as noise yielding a predictable d.c. offset at the
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waveform input.
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variance output and signals below this frequency-are
regarded as valid signals (weighted according to their

derivative).

Figure 3.9 shows some typical significance outputs for a
triangular pulse, first with no noise and then with an
estimgted 0 dB signal to noise ratio. In this case the
noise source used was a 127fbit pseudo-random sequence
filtered to give about .10 dB rejection at 0.04 fc'
Therefdré.noise compohents are present in the signal
fegion_and these may be cleafly seen in figure 3.9 although
they never reach the detection threshéld level. It can be
seen'from fhese outputs that even with a considerable
noisé>background the significant peaks still reach above
the set threshold level énd a consistent peak detection

output is available.

A major brawbéck in the systeh described here was a low
dynamic .range which was measured to be about 25 dB at the
input. This is due mainly fo the fact that the signal is
squarea,before entering CCDZ which resulfs in halving the
availabie input dynamic range (the range of the CCD
‘register.is'approximately 50 dB)(42): That is, for
normal operation.the dynamic range;

20 loglo.(%) = 50 dB
but for the case where the signal is squared

20 log, (%:)2 = 50 dB

Therefore, at the input the dynamic range is app}oximately
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Figure 3.9: Results showing the significance output for a
triangular pulse input signal.
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25 dB.

3.1.4 Summary

It has been demonstrated in principle that it is feasible
to apply statistical analysis technique to the'problem of
non-matched filtefing, and that the use of thesé
techniqués have certain basic advantages over more
conventional methods. These advantages‘mainly concern

the automatic, noise controlled, thresholding technique
and the exclusion of 1ow'frequency noise from the signal
by the use of derivative detection rather than by the

more hormal ampiitude detection.

In additiog, it had been shown that charge-transfer
devices provide a suitable basic building bkmkﬂﬁm:sxm a
system providing for easy adjustment of the system
characteristics. A small, low power system of this type
is idéally suited to use as a constant false alarm rate
decision module following a noise reduction system, in
pafticular communications receiver applications (eg. sonar-
return processing). Applications to scientific
instruments used inheréntly in 'noisy' experiments is also

a possibility, replacing non real-time techniques(41).

A major problem associated with the processor described
here is that of stability. This is due. to the high

dependence of the processor on d.c. levels produced at the
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outpUt of various analogue squaring and filtering circuits.
It was found that the outputs tended to drift to
unacceptable levels for quite small temperature changes,

of the order of 1 or 20 C. This‘type of behaviour-is
clearly unacceptable in a module of this type since

drifts of this kind seriously affect the accufacy of pulse

detection.

3.2 Cancellation of fixed pattern noise in SPS delay lines

The,basic operation of a serial—parallel—serial (SPS) CCD
delay fine has been discussed in chapfer 2. Although the
structure does have the advantage of reduiicing the overall
qhargéétransfer inefficiency involved in the total delay
it does tend to accentuafe the problems associated with

dark current noise(43).

This is due to the fact that an
incoming signal may be fransferred over any one of 32
separaté delay paths (using the M67 SPS delay line
described in section 2.4). Each of these delay paths will
contribute different'amounts of dark current to the signal
charge packet due to differences in the device structure,
..such as.local stacking faults and carrier concentration
-Variations in the silicon substrate.‘ The overall effect

is a fixed pattern noise which is added to the output

signal.

The one fact which is known about this noise pattern is

its repetition period which is fixed at 32 clock cycles
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fortthe M67 device since there are only 32 individual
signal paths within the device. This means that it 1is
possible to coherently integrate over the period of the
fixed pattern noise and then canéel it at the SPS delay
line output. In this section the design of such a
canceller is ‘described and some typical results are
preseqted to demonstrate the operation of the ekpérimental

canceller.

3.2.1 System Implementation

It is important if a system such as tﬁis is to be
commércialiy viéble that the ndise cancellation scheme
shouid‘be physically compatable Qith the technology used
in the SPS device manuf;ctﬁre and should be simple enough

to enable integration on the same chip as the SPS device.

The canéellation’scheme chosén for the experimental
system is shown in figure 3.10. The principle of
operation is that the'dutput of the SPS device is
iﬁtegrated by the linear (n stage) CCD delay line loop so
 that a feplica of the output noise pattern builds up in
'the linear CCD. The pattern is then.subtracted from the
SPS output. The result shown in figure 3.11 shows a.
tYpical output from the experimental integration loop
(which was constructed using the WM2100 TDL described in
;hapfer 2) when the input to the SPS delay. line was

grounded. The trace shown in figure 3.11(b) shows the



67

input S
from SPS ﬁcanc;ell;er
o outpu
A<
B:i-A
ZB& | C =1
o i ~
line
) I

7

T Figure 3.10: Block diagram of the experimental noise
canceller. '
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Figure 3.11: Result demonstrating the canceller performance
for a zero signal input.
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integrated version of the SPS noise pattern and figure
3.11(c) shows the canceller output which may be seen to
be relatively noise free, in comparison with the original -

output.

One defect which does occur using this cancellation
scheme is that the integration loop imposes a comb filter
response on the output with nulls at frequencies which
are integer multiples of fc/n. However for speech or
video sighals it will be assumed that truly periodic
signals do not exist for long enough for a notch to form
at the canceller output. The graph shown in figure 3.12
illustrates thélhemauéd frequency response of the system
when the input»signals are pure sinusoids.

’

3.2.2 Experimental Results

The result shown in figure 3.13 is for a sinusoidal input
to the SPS device (figure 3.13(a)). The SPS output is
shown in.figure 3.13(b) and the effect of dark current

fixed pattern noise is clearly visible here.

The integrated noise pattern in showﬁ in figure 3.13(d)

and the actual canceller output is shown in figure 3.13(c).
From the frequency spectra shown in figuré 3.13(c) and (f)
the improvement in effective signal to noise ratio is

approximately 20 dB.
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A cértain amount of signal distortion was obvioué in the
test signals used mainly due to the relatively high

values of the gain A necessary at £he integrator input.
This high gain was necessary due'to the cumulative:
transfer inefficiency in the noise integrator meaning

that integration had to take place over a relétively short
period of time. This situation could be improved either
by using a buriéd channei_CCD in the integrator (the
experimental module used a surface channel device), or by

using a simple transfer inefficiency compensation filter(B?)

3.2.3 Summary

The féasibility of SPS fixed pattern noise cancellation
has been demonstrated sﬁowing that it is possible to
considerably enhance the effective signal-to-noise ratio
of a éignal at the output of an analogue SPS delay line.
Potential future developments.of this concept are:

(1) Monolithic integration: This circuit
could be integrated monolithically with the SPS device,
since the technology for the cancellation scheme is
-compatible and all gains in the integration loop are less
bthan unity. Thus simple MOS buffers.and charge
manipulation techniques may be employed to complete the
cancellation loop.

(2) Overall feedback: The present
éancéllation system is an open loop processor depending

on externally applied gains. A desirable system‘would
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be é’closed loop system employing signal feedback to
minimise dependence on loop gains.

(3) Alternative cancellation schemes: Such
as the use of Qelta~modulation af the CCD output to cancel
fixed noise components with minimal effect on required

signal components.

Again‘the,major.problem~found here was that of stability
due to the d.c. terms in the CCD integration 1oo§. This
problem éould be solved to some extent here by a.c.
éoupling of signals around the integration loop, but a
more attractive solution would be to ﬁse the averaging

(44)

techhiques'advocated by Traynar and Beynon which
suffer from none of the inherent stability problems of

recursive filter structures.
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CHAPTER 4: CLOSED LOOP SYSTEMS

In the previous chapter the processing systems unaer
consideration were so called 'open‘loop' systems, meaning
that no continuous dynamic control is available over

their operating,gain.and bias levels., 1In the fbllowing
chapters the systems which will be .considered are closed
loop; i.e. some form of external feedback is applied
around the filtering device to provide continuous dynamic
optimisation of gain and bias parameters, This means

that the closed loop system méy be designed to be stable
and free from arift due to temperature changes. An added
advantage is a reduction in the required accuracy of
'setting-up’ prdcedures due to the inherent ability of the
‘closed loop ‘system to adjuét its own bias levels, These |
characteristics will be demonstrated thedretically and

experimentally in the following chapters.

4.1 General adaptivé systems

In general a closed loop filtering éystem is known as an
adaptive filter and it involves several fundamental
differences in overall operation from a.conventional open
loop processing system. With a normal open loop system
the statistics of incoming signals and any éccompanying
noise or distortion ﬁust be known a-priori. It is then
neééssary to define exactly how the noise and/or

distortion may be optimally reduced and this a-priori
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infbrmation must be used in the design of a dediéated

processing system.

However, with a true adaptive syétem an absolute minimum
of a-priori information is necessary about the incoming
signal. Thisgis because . the adaptive filter operates by
measuring the statistics of the incoming signaliand
adjusting its .own impulsé response in such a way as to
minimise some cost function. This cost function may’be
derived ih a number of ways dépending on the intended
application but normally it.is derived by the-use of a
second signal source (see the general-block diagram in
figure 4.E5. This secondary signal input d(t) may be
defined as the desired output of the filter, in which
case the task of the adabtive algorithm is to adjust the
weights in the programmable filter device in such a way
as to-minimisé the differehce between the filter output

and the secondary d(t) input.

It can be shown that when the filtering device is a

fihite'impulse response tfansversal filter the optimum

‘weight vector is the Weiner(45) solution given by:
_ -1 -
| gw =R ) (4.1)
where EW is a column vector of the weight values supplied

to the transversal filter;
R = E(ss’)
Where E{) denotes the expected value, S is a column

vector of signal samples stored in the filter and the
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Figufé'4.1: Block diagram showing the construction of
' a general adaptive processing element.
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superscripted T represents the transpose of the matrix;
and

P = E(d(t) 8)

One of the-earliest'true adaptive systems was designed by
Gabor(46) and used a complex analogue computer system with
a capability toAadaptively adjust 18 filter weiéht'
coefficients so that the output approached as closely as

possible to some target function.

Many of the later developments in adaptive filter
structures were aimed specifically at the equalisation of
telebhone channels for digital data transmission. This

class of system is typified by the filters designed by

(47)

Lucky which used a least-mean square criterion to

minimise the error function. The least-mean square

technique was later refined and developed by Widrow(48'50)

et al &t Stanford and later work by Moschner(91)
investigated the effects of simplifying the Widrow

algorithm.

.~ Most of the work carried out at this point was primarily
on the theoretical aspect of the adaptive filter and one

of the first attempts at a realistic implementation of

the Widrow algorithm was undertaken by Neissen(sz) and

(53)

also by Morgan and Craig using an 8 tap analogue
transversal filter with digital circuitry used to update

and store the weight values. Although this work proved
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sucdessful, the size and power consumption of the adaptive
filter module was to prevent its general use. Later
attempts at realising these systems, notably the systems

(54), (24) and Copeland(25), were

designed by Corl White
concentrated on minimising the size and power consumption
of the adaptiye fil£er by the use of CCDs and‘LSI
teéhniques. 'However, in the work mentioned aboVe no
attemp£ was made.to optimise the design technique by
examination of the error sources within the analogue
devices uéed in the various realisations. This thesis
repres¢nts the first realistic attempt to .evaluate the

effect of CCD error sources on the operation of a CCD-

based adaptive processor.

4.2 Adaptive algorithms.

It is-clearly.possible fo calculate the value of H given
by equation 4.1 directly, howéver this would involve a
processor of considerable complexity and power. Many
algorithms have been proposed which approximate the
result and a considerable effort has gone into the
 theoretica1 evaluation of these algorithms both by the use
of analytical techniques and computer'simulations. Using
the techniqpes of direct calculation of H described above
is to return essentially to the use of an open loop
processor, therefofe, by definition, the method of
éalcﬁlation of H to be used in this work was restrained

to being an iterative closed loop technique. It was
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édditionally required that. the computation needed in
order to implement the algorithm should be as simple as
possible. The basic algorithm chosen to implement the
CCD-based -adaptive filter was thé Widrow least-mean

square (LMS) adaption algorithm(48)

given by:

H(t+ 1) = H(t) + 20e(t)S(t) «env.... SN (4.2)
where e(t) = d(t) - y(t);

"y(t) is the filter output; and

¢ is a convergence factor which controls the

stability and rate of convergence of the algorithm.

This algorithm uses a single value of-the error e(t) to
estimate the gradient of a parabolic error surface and
then.ﬁSes this gradient estimate to reduce the error (in
a least-mean square sensé)lby descending towards the
minimum point of the error surface: the rate of descent
énd the eventual accuracy of the result being dependent
on the size of p, the convergénce factor. A full
derivation of the Widrow LMS algorithm may be fouhd in
reference 48 and a.general block diagram of this system

is shown in figure 4.2.

4.3 Adaptive filter applications

The same basic adaptive filter unit may be used in many
important application areas essentially by changing only
the way in which the input and output ports are used.

These applications principally involve situations where it
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Figure 4.2: Block diagram of an adaptive transversal
filter using the linear Widrow LMS
adaption algorithm.-
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is impossible to predict the characteristics of the

environment through which a signal must travel.

There are two basic characteristics of an adaptive filter
which must be considered when such a system is applied in
a practical manner:

(1) Any component of the s(t) input correlated
with any component of the d(t) input will be reproduced
at y(t) in such a way to subtract coherently from d(t).
Any compohent of s(t) uncorre}ated with d(t) will be
suppressed by_the filter. Any component of d(t)
uncorrelated with s(t) will remain at the e(t) output.

(2) Many applications essentially use the
system modelling ability of the filter (see figure 4.3).
That is, i% there is onl& one primary signal which is the
input to an unknown system and both input and output of
this system are available, then_if s(t) is the primary
signal source and d(t) 1is the»system output the optimum
adaptive filter impulse responge is the same as that of
the unknown system. If s(t) ié tﬁe unknown system output
and d(t) the primary input signallthen the optimum
adaptive filter transfer function > is the inverse of that of

the unknown system,

Using these two basic characteristics we may now consider
some of the major application areas to which the adaptive

filter may be applied.

(A) Medical electronics: This was one of the first areas
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in Which adaptive filters were applied(48), principally
in the role of noise cancellers (see figure 4.4(b)). In
this configuration the primary signal (that containing
the desired information) is applied to the d(t) input.
This signal is contaminated by a spurious sigpal from a
secondary source. A sample of this secondary signal may
be obtained from another source (uncontaminated‘by‘the
required signal) which ié_correlated with the interference
on the primary signal. This correlated signal is applied
to the s(f) input and the filter forms an impulse
fesponse whiqh yields an outﬁut y(t) which subtracts
coherently the unwanted component from d(t) leaving the

desired signal on thke e(t) output.

An example of the use of-this technique 1i1s in- the
monitoring of foetal heartbeat,.where the primary signal
is obtained from a transducer array on the mother's
abdomen. There transducers yield a signal containing the
foetal heart signal heavily masked by the mother's heart-
beat. The secondary signal registering only the mother's
heartbeat is then obtained,from a transducer array on the
'mother'é chest. The adaptive filter then models the
distofting path from the chest to thé abdominal
transducers to produce'the signal which coherently
subtracts from the.abdominal signal.

(B) Speech processing: Here the major impact (aside from
communications processing) occurs when speech is

contaminated by periodic (or pseudo-periodic) siénals or
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by So—called 'convolutional'! noise(55). The first
problem occurs for instance in trying tc record speech in
a room where music is being played (the musical tones in
generél last long enough to be considered periodic) or
where constant interference exists (eg. hum or whistle on
HF radio reception). This type of problem ma& combated by
the use of the self-tuning filter-configuration'shown in
figure 4.4(c).. ﬁere the delay between the d(t) and the
s(t) innuts is sufficient to decorrelate any non-periodic
signal existing at thé input. The filter then suppresses
the non-periodic signal leaving thé periodic component

on the y(t) output, which subtracts coherently from the
d(t)'outpui; The speech may be viewed as an essentially
non-nériodic random signal and can therefore be stripped
of interfering hum or muéioal tones by using this
configuration of adaptive filter.

(C) Communications prooessing: Applications for adaptive
filtering in commnnications pfocessing exist mainly in
the field of digital dataAtransmission over switched

voice-bandwidth telephone lines(47’52;56).

The specific
problems encountered are thoso of echo and distortion.
‘With fiied telephone links fnése‘effects are not really
problematical since fixed equalisers may be constructod
to compensate for a known data link. However, when the
switched neiwork is used each reconnection results in a
different set of distortion and echo parameters. It is

therefore necessary to use an adaptive equalisation

scheme which is capable of learning the optimum -
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equalisation impulse response on each reconnection in
order to make full use of the available information rate

on the communications links.

The problem with distortion is overcome in a relétively
straightforward manner (see figure 4.4(d)) by transmitting
a known data sequernce at the beginning of each
transmission for a short flearning{ period. The output of
the transmission line is applied as the s(t) input and the
receiver'éenerates a perfect version of the known input
éignal.as the d(t) input. After.convergence the filter

is the inverse of.the channel impulse

W

respdnse. ‘At this point the adaption cycle may be

impulse response H.

stopbéd and the filter weights frozen to accommodate
further, unknown, data t}ahsmission and a decision-
directed feedback technique(ss):may be used which
éutométically updates the weight vector to compensate

for small changes‘in line characteristics due to «

temperature drift etc.

Echo effects take place primarily because of impedance
mismatcﬁes between various sections of transmission. line.
This means that a terminal's own traﬁsmission is likely
to interfere with the signal which it is attempting to
receive. Hence, without some form of compensation, full
duplex data transmission over the two-wire telephone link
éannét take place. An adaptive filter connected as shown

in figure 4.5 will allow full duplex transmission over a
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k(57). The system configuration

mismatched two-wire lin
in this case is essentially the same as that considered

for the detection of foetal heartbeat in section 4.1.

Adaptive filters may also be employed to overcome similar
echo problems in true voice loud-speaking telephones
(LSTS) and to compensate for multipath interference in

high-bandwidth satellite and ground-based microwave links.

An importént point to note isnthat all these applications
hse essentially the same tybé of,procgssor with one of
three different éxternal configurations:

(1) the eého cancellation configuration;

(2) the self-tuning filfer; and

(3) the specifically trained adaptive equaliser.

. Depending upon the application, the required bandwidth,

the convergence rate and the number of required filter
points all vafy. A very desifable processor is therefore
one which has a very wide bandwidth range, and easily
adjustable convergence féctor, u, and is easily
caScadéble. It is a procéssor having this general type
_Aéf specification which is inveStigated in the following
.sections. The eventual objective is to produce a module
having the above specifications and, additionally,
cdnsuming a minimum amount‘of power and having a minimum

space requirement.
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CHAPTER 5: SYSTEM IMPLEMENTATIONS

5.1 Variants of the LMS adaption algorithm

Given the objecfive of constructing an adaptive filter of
minimum.size'and power consumption it is clearly
impossible to use high order adaptive algorithmé which
commonly use matrix manipulation techniques to calculate
the weight vector H.  Therefore algorithms of the type
shown in:equation 4.2 only were used in this work. The
élgorithm of.equation 4.2 may be degraded in various ways

(32)

to alter its characteristics If the algorithm is

rewritten in the following form:
H(t + 1) = H(t) + 2p(inc) .....cciviivnn.. (5.1)
then the algofithm type is defined by fhe form if the

weight increment (inc) which will always be a function of

)(24,47,51,58)

s(t) and e(t). Four forms of (inc are

commonly used and these are listed in Table I. The
choice of algorithm is restricted by the type of circuit
used to implement it and by the desired convergence

properties of the adaptiVe filter. For instance the

clipped IMS(®1) algorithm is frequently preferred for

speech processing since clipping s(t) tends to whiten

(55)

its frequency spectrum and therefore enhances

cbnvergence rate. However the linear LMS algorithm(48)

(stated in equation 4.2) is the most flexible of the
above variants since it is easily degradable to form the

other three variants.



DESCRIPTION

FORM OF (inc)

CONVERGENCE DEPENDENCE

CIRCUIT TECHNIQUE

LINEAR LMS
CLIPPED LMS
HYBRID LMS

ZERO FORCING

e(t) s(t)
e(t) sgn{s(t)}
sgn {e(t)} s(t)

sgn {e(t)} sén {s(t)}

POWER
AMPLITUDE
AMPLITUDE

ZERO CROSSING

ANALOGUE
ANALOGUE/DIGITAL
ANALOGUE/DIGITAL

ANALOGUE/DIGITAL

Table I: Basic characteristics of the LMS algofithm variants.-

06
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The.bbjection most commonly levelled against the use of
the linear LMS algorithm, particularly with reference to
its application to speech processing, is that its
convergence -properties are degraded by the dependence of
convergénce on the incoming signal power as opposed to the
input signal amplitﬁde dependence of the clipbed LMS
variant. This characteristic can however be counteracted
by modulating tﬁe convergence factor u by an estimate of

(32)

the signal power -inverse such that p becomes:

Il 12

(&

.Sz(t) _}—1.
n .

1
This effectively widens the range of convergence of the

algorithm in terms of input signal dynamic range.

However in considering the available circuit techniques
fhere-are obvious 1imitétiohs on algorithm choice when
using analogue and digital cifcuitry. Since
multiplication is of primary importance with digital
circuitry, figuring very prominantly in determining
ovérall size and power cohsumptiOn, it is clearly
.undesiréble to have extra linear multiplications which
can be avqided. For this reason it is desirable to use
éne of the.algoritth'ihvolving clipping of one or both
of the multiplicands when the implementation to be used

is digital.
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On fhe contrary, linear multiplication using anaiogue
circuitry (to a low accuracy) is relatively easy and the
linear LMS algorithm is therefore more suited to an
analogue circuit implementation. Figure 5.1 shows the
basic filter cell'for the linear LMS and the clipped LMS
adaption algorithm. It can be seen fro@ this that the
clipped multiplication of the latter algorithm inVolves
considerable complexity for an analogue circuit (the
exclusive OR alone requires 11_MOS transistors) whereas
the altefnative linear multiplier may be implemented using

4 MOS-transistors (see chapter 9).

5.2 'Adaptive system architectures

Having defined the type cf.adaptive aléorithm to be used
there 'still remains the question of the optimum system
architecture to yield maximum efficiency for a given

range of applications. In this section three alternative
forms of adaptive processing implementation are considered
with reference to their possible implementation using
analoéﬁe or digital circuitry. The three system

(32) are:

architectures
(1) Parallel processing;
(2) Burst mode processing; and
(3) Serial mode processing.
These architectures are listed iﬁ Table II which also
eummarises the important characteristics associated with

each.



ALGORITHM CIRCUIT FILTER POINTS BANDWIDTH NORMALISED
IMPLEMENTATION TECHNIQUE PER DEVICE - CONVERGENCE
' ‘ RATE

ANALOGUE >100

PARALLEL DIGITAL NOT FEASIBLE HIGH FAST
HYBRID =32
ANALOGUE

BUSRT DIGITAL >100 LOW FAST
HYBRID
.ANALOGUE HIGH

SERIAL DIGITAL >100 . LOW SLOW
'HYBRID

Table II: Comparison of possible system architectures using

the Widrow LMS adaption algorithm.

€6
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(1)' Parallel processing: This is an implementation in
which the tap weights are updated at each tap by a
dedicated-update circuit. The total filter would then
consist of N cascaded filter cells such as those
illustrated in figure 5.1. The total structure is shown
schematically for the linear LMS algorithm in figure
5.1(b). This may be achieved relatively easily.using
analogue techniques due to the simplicity of the
analogue multiplier and offers the most compact processor
with no béndwidth depéndencejon'filtér length.
implementatiqn of this type 6f processor 1in digital form
is however prohibitively complex for ény appreciable

time-bandwidth product.

(2) Burst mode processiﬁg; This architecture is
) applidable to‘both digital and analogue realisations and
the two realisations will be dealt_with separately:

(i) Digital realisﬁtion; the complexity of the
digital multiplier means’that it is desirable to use as
few hardware multipliérs as possible in the digital
approach to filtering. Therefore ohly one multiplier is
used and it is time multiplexed to perform each signal/tap
weight multiplication sequentially. .The multiplier
output is then -accumulated to form the convolution
result. This is tbe so-called DELTIC(SQ) processor which
is illustrated schematically in figure 5.2. The addition
éf aﬁ adaptive algorithm to the DELTIC processor is a

trivial problem since only one extra multiply and
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accﬁmulate circuit need be added to derive the (inc)
function and add it to the weight which has alfeady been
serialised in the filter element. Due to this
serialisation there is an inhereﬁt loss of bandwidth in
this processor proportional to the time-bandwidth product.
A more detailed désign for this type of processor is
considered in section 5.3.

. (ii) . Analogue fealisation; here we assume that
the filtering functién had already.been implemented in
analogue’form as a pafallel processor such. as the CCD
proérammabie:transversal filfers'described in -chapter 2.
However, the PTF does not containvthe.necessary circuitry
to pérform.the update needed to,implement the adaptive
glgofithm. It is therefore necessary to perform this
updating function using digital circuifry outside the PTF
integrated circuit. To do this each individual product,
s(t—nj.e(t), is calculafed within one clock period (N
products where N is the filtef length). ‘These products
are added to the existing tap weights which ére‘stored
digitally in a RAM and the resu1t~is fed back into the
PTF in analogue form before the next clock cycle begins.
'.A'block.diagram showing one version of this t&pe of
system is shown in figure 5.3. Agaiﬂ the bandwidth of the
system is degraded in direct proportion to the total time-
bandwidth produét due to the timé required to calculate
the series of products s(t-n).e(t).

(27).

(3) Serial mode processing In this type of
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impiementation the circuitry used is mainly analogue.

The analogue ?TF mentioned above is again used to
implement the filtering function. However here, rather
than sacrifice overall system bandwidth'to implement the
adaptive algorithm, convergence rate is degraded by only
updating a single tap weight at each input saﬁple period.
This means that it takes N input sample periods to update
the entire weight vector once, therefore the convergence
rate of the filter is N times slower (where N is.the
filter length) It,can be shown that the other
convergence propertles of the fllter are essentlally the
same as for the parallel update fllter and this is dealt
with in soﬁe detail in chapter 6. The use of this
techniQue means that CCD PTFs witn large numbers of filter
points may be used withont-loss of bandwidth. The loss in
convergence rate can . be tolerated in systems where the
input signal statistics remain statlonary for long periods
of time. The serial update mode has the add1t10na1
advantage that it ensures the uncorrelated.nature of the
input samples, which is one of tne conditions-imposed on
the convergence of the LMS'algorithms, to a greater
‘extent than a continuously:sampled version of the filter.
This arises from the fact that more data passes through
the filter for each full update cycle, an additional .

implied assumption is that the data is random.

Adaptive filters in general are easily cascaded provided

that the error derivation part of the circuit may be



100

readily separated from the main system. This is easily
achieved with the systems architectures described above.
The filtering sections are cascaded by cascading the
delayed output signal from one Seﬁtion to the signal input
of the next ahd}adding all the filter outputs together.
This cumulatiye output is then used to derive'the error
output, é(t); which is fed back to all the weight-
updating girCuité in paréllel. Doing this involves
greateridifficulty using digital circuitry than with
analogue'éirQUitry'owing to thevgreater complexity of
digital arifhmetic operationS? A practical difficulty
with the addition of digital quantitiés tends to be the
shift in pésition of the significant bit patterns as more
filtéf sections are added in. Figure 5.4 illustrates how
cascading of adaptive fiiter modules may be achieved using

an arbitrary circuit architecture.

5.3 Experimehtal realisations

Two experimental modules weré conétructed in order to
evaluate the performance bf.a CCD -based adaptive filter
'4modu1e.' The first was an analogue CCD version(27) using
the linear LMS algorithm with a systém architecture based
on the serial mode of weight updating described above.

(32) of the

The second module was an all-digital version
type described as a burst mode processor using the zero-
forcing adaption algorithm. The primary objective of

constructing this second system (using the Deltic approach)
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wasvto provide a means by which the performance of the
analogue CCD version could be compared with a known

benchmark.

5.3.1 64-point adaptive filter prototype

This-prototype system was based on the WM2100 pfogrammable
transveréal filtér described in chapter 2. The main
objective'in building this unit was to demonstraté the
feasibilify Qf using analogue CCD components, having
ﬁelatiyely high error bounds,'in.the realisation of a
préctical adaptive filter étructure. .In using this PTF
circuit it.is clearly impossible to implement the parallel
update circuit described in section 5.2 and the choice of
architecture therefore liés between the burst mode and the
serial mode processor. The burst mode update scheme
proved to be unsuitable.for this device due to the
relatively long access time Qf~the individual reference
weighting cells. Use of this update technique would in
fact have reduced the overall sysfem bandwidth to around

2 kHz.

An additional problem with the device.was that weight
values stored in the reference could not be read out again
'due to the very large attenuation caused by the capacitive
ratio which exists between the reference storage capacitors
;hd fhe common reference.input line. It was therefore

necessary to duplicate the reference store outside the
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filtering device using a memory device which could be

both writtén to and read from,

In the case of one of the CCD profotypes this external
memory took the form of a digital random access memory
capable of storing 64 words each to 16 bits aécuracy.
However only the most significant. 8 bits of each word was
actuaily gsed to.supply the analogue weights to the PTF.
The reason for ﬁhe excess length in the weight veétor
words was.to-allow more accurate determination of the
Significant weight value. This means that the error term
2ue(t)s(t) can be determined to 8 bit'accuracy and any
indiVidual‘error applied to the weight integration cell
will~have a minimal effect on the actual weight value.
Therefore, in effect, thé weight value only changes after
a period of inteération of error increments which has the
effect of performing a éliding éverage of the increments
therefore yielding a more accﬁrate estimate of the error

gradient.

A general block diagram of_this prototype is shown in
'figure 5.5. The error-output e(t) is sampled at one

'point in every 65 successive samples‘and is then'multiplied
in analogue'form, by the signal on the 1ést‘tap of the CCD
delay line. This quantityﬂis attenuated by thé factor and
converted to digitél form. The result is then added to the
last value of the felevant tap weight which is stored in

digital RAM. This quantity is converted back to analogue
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form and stored in the PTF weight register. Weight
updating takes place starting from the last tap and
progressing to the first tap to maintain the correct
ordering of information to the adéption algorithm. . One
effect which the serial update has is to.prevent:adaption
to periodic inpﬁts Which have a period corresbonding to
the update period. This is because, in this instance all
the iﬁformatiog 6n the incoming signal is not available
to the processor and it therefore fails to éonverge.

This effect is explained in greater detail in the next
chapter and a solution to the‘problem is presentedlin
chapter 8. fhe reason for sampling e(t) at one point in
65 was thaf~many test signals with a period of 64 samples
were used to test this structure and sampling e(t) at 1
point in 64 would have resulted in failure to converge

with these test signals.

A similar system to the one jﬁst described was also
constructed using.external analogue storage of the weight
values instead of digital RAM. This was done primarily
to evaluate the effects of‘weight wector decay .on the
adaptivé algorithm. The analogue equivalent of the
'digital RAM was constructed using an.anaiogue multiplexor
system which was capable 6f switching a single input/.
outputAline on to any one of 64 storage capacifors (see
figure 5.6). The Qery high ratio of 'off' to 'on'
fesiétance of these switéhes minimises leakage and a reset

cycle which occurs before the read part of the operation
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cycle minimises cross-talk between neighbouring samples.

The adaptive filter incorporating the analogue memory
circuit was cogstructed on a single double-Eurocard
circuit board using. wire-wrap interconnect with a total
power consumption of approximately 10 Watts. .A photograph
df this system is shown in figure 5.7. The circuitry
neceséary‘to i@blement the digital external storage and
arithmetic was constructed on a separate circuit card
which intérfaced with the PTF on the analogue mother
board. The achieved bandwidth of,the system using digital
weight storaée was 25 kHz, the bandwidth being eventually
limited by.the conversion time of the analogue to digital
convérter. An agravating factor was the small proportion
of the total clock cycle'time (approximately 1/6)

available for this conversion.

5.3.2 64-point digital,adaptive filter prototype

The digital prototype -adaptive filter(32

) ﬁsed the burst
mode circuit archifecture;'the so-called DELTIC filter,
“to implément a zero-forcing algorithm.i:The-use of the
'zero—forcing algorifhm meant that oniy the sign bits of
the.signalland error needed to be multiplied to produce
the required increment for the weight update. .In this
case a fixed convefgence fﬁctor u of 2_7 was used dué to -
the difficulty in implementing an effective digital

attenuator circuit. Therefore the total resolution of
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each weight value was limited to 8 bits. This meéns that
no increment integration takes plade in this case since

all 8 bits of each weight value are used by the filter
multiplier. It is to be expected therefore that the
accuracy of the weight vector solutions will be somewhat
worse in this -case than for the CCD system described in the
last section using digital weight<storage,'particularly in
the cdse where. the filter is to be uséd in the noise
canqellation mode of operation (c.f. figure 4). This may.-
be seen tb be.tfue simply by considering the effect of

the excess eyror e(t) (i.e. the output signal) which is
inherently present at high levels in é cancellation

systém} Iﬁ‘the case of the CCD-based system described in
sectidn 5.2.1 these errors will tend to integrate in a non-
coherent manner and theréfbre have little or no effect on

~ the weight value. Howevér, in the DELTIC system, these

| erroré are added directly into the significant weight
value. and cdherent integratioh over as few as 5 sample
points will put the 3 least Significant_bits of the 8 bit

weight words in error.

"A biock'diagram of the prototype is shown in figure 5.8
“which illustrates the ease with whicﬁ a DELTIC filter may
" be made adaptive. The recirculating memories used to
implement the signal and weight registérs were both 64 x 8
bit MOS RAMs and the digital multiplier’was a parallel 8 x
é bif device with a total multiplication time of 100 nsec.

The rest of the circuitry was implemented using"iow power
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Schdttky TTL and was constructed on a single double-
Eurocard circuit board using wire-wrap interconnect with
an ancilliary board to accommodate the twe analogue-to-
digital converters required to sﬁpply the s(t) and d(t)
inputs. Total power consumption was less than 10 Watts
and.the maximum sgmbling,rate of the system wés 10 kHz.

A photograph of the complete system is shown in figure 5.9.

5.4 Adaptive recursive filters

Recursive filters implemented using CCDs have in general
been unsuccessful due to the cumulative effects of charge
transfer inefficiency and dark currént generation. In

this section a design for an adaptive recursive filter is
considered which uses twb transversal adaptive filters of

the type illustrated in figure 5.4(a).

Given the classic construction of a recursive filter with
feedback taps a and feedforward taps bn the signal x(t)

in the delay line is given by:

_ N
x(t) = s(t) + } a x(t-n) ...l (5.2)
n=1
where s(t) is the input signal. The .filter output is then:
N
y(t) = } b x(t-n)
. n=1

)) bn[s(t—n) + Zanx(t—Zn)}

! b, s(t-n) + [b_[Jd x(t-2n)]

]

)) b s(t-n) + Zanc(t—n) ........... (5.3)
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The individual summations in equation (5.3) may be
modelled by transversal filters. If we then define an
error e(t), as before, such that;

() = ACE) = F(E) e (5.4)

and use the Widrow LMS algorithm to update a, and bn:

- 2
by (t + 1) = b (t) + %%;%%% SRR ERRRRE (5.5)
n | |
a (t+ 1) =a/(t) + %%—%%% e (5.6)
-~ At . N
then: _
.2 :
Sl - 2e()gEH, = 2ze(t)s(t-n) ...... (5.7)
. n n '
2 ‘ : .
%gﬁ%%% - 2e(t)%§i%%) = 2e(t)y(t=n) ...... (5.8)
n ’ n

Substituting (5.7) and (5.8) into equations (5.5) and

(5.6) yields the recursive LMS algorithm proposed by

Feintuch(60):
b (t + 1) = bn(tS b 20e(t)S(t-n) .rrrnnrn.. (5.9)
a (t + 1) = aﬁ(t) + 2ue(t)y(t-n) ......... (5.10)

The gradient estimates given in equations (5.7) and (5.8)
are at best crude aﬁproximtions.but to proceed to higher
order estimates yields a great increase in hardware
cohplekity without'any guéranteed increase in convergence
reliabi}ity. Since the error surface associated with the
recuréive filter is complex, rather than a simple
quadratic as in the case éf the transversal filter,
cénvergence is not guaranteed and convergence to local
@inima is possible. However results published by
Feintuch(so) and Ahmed(61)tend‘to show that convergence

does occur for a wide range of input conditions.
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A block diagram of a system based on the ideas odtlined
in this section is shown in figure 5.10 although this was
not constructed as an experimental system due to the lack

of the necessary equipment.



115

dit] o : —

' t]
. filter 1 el <
____________ . O
! )
‘ | A/ﬂ i
S{t] Omemmimid=ed ~ PTF : + >
; |
] f/r ! +
[
: ;
| |update algorithm  (—t<q
b — - -
po o flte 1T 1 v
I ,ﬂ :
I
! PTF !
|
[ !
1 |
i
I lupdate algorithm T
! !
b e e e e e - = e — 2
< =0y (t)

Figure 5.10: Schematic diagram showing the use of two
adaptive transversal filters to form a
single recursive adaptive filter.



116

CHAPTER 6: ADAPTIVE ERROR CORRECTION

6.1 Analogue system errors

The Widrow LMS algqfithm discussed in the preyious two
chapters is guaranteed to converge, given certain
constraints for.a theoretically perfect system.' However,
in real»systéms error sources do arise and since our
prototype use analogue CCD circuitry a range of errors
peculiar to-that implementatidn”must be taken into
éccount. In this chapter thé primary objective is to
evaluate thé effects of these errors on an analogue CCD
adapfive filter from a mainly theoretical point of view(6%)
The éffors which will be examined in the following
Sections are: |

'(1)> Charge transfer inefficiency;_

(2) Weight vector decay;

(3) Multiplier errﬁrs; and

(4) Gain errors in both the weighting circuits

and the CCD tap output circuits.

An additional factor which will be considered in the
folloWing section is the effect of updating the filter
weight vector in the sefial fashion described in section

5.2,
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6.2‘ Charge transfer efficiency effects

In the CCD signal register charge is not transferred from .
one cell to the next with complefe efficiency; instead an
amount of charge nQ is transferred (n is the transfer
efficiency) and an'amount EQ (g = 1-n) is leff~behind.
Therefore the actual signal dealt with by the filter
multipliers is £S where £ is an n X n matrix of
inefficiency coefficients. Further the signal value used
in the update algorithm is corrupted by inefficiency
effects since it is taken from the last tap of the CCD.
The effective signal value used in the algorithm is then
ES where E is another square matrix of inefficiency
coefficients. Approximations to ¢ and E ignoring terms

occuring before s(t-n) afe:

n  En  EZn  g3n ceeenn Enfln ]
g = 0 n? 2en2  3g2p2 :
0 0 n3  3gn3 :
o o 9o o :
.. . 0 E
.0 O O (‘)-’..-.oo- nn ]
r . o
n n n ntly > n, ,2(n-1) n-1 _n
n (n~1)En (n_l)E n ( n—1 ) £ n
- n n n ..“.000.00.0;
-E- 0 n (n__l)gn .
(.) O nn o..oo;oo.oo..o-.;
6 ® ® © 6 0 &6 © @ © 8 © 8 6 006 0 0 S s 6O 0 e " 0 e 0 08 0 0o nn

The algorithm, taking into account these effects, then
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H(t) = H(t-1)-2uX(t-ty) ES(ty) {a(t)- 8 (te" Kt} ...

................. (6.1)
where, N. = n+l1 (n = the number of filter points used),
and tN =‘t-t mod N
[ s(a-n+1) : 0 0 « « « =« 7
0 §(a-n+2) 0 -« « « .
X(a) = : :
' B O . . . . - . . . G(a)
1, a=0
A= 5 a0
If times t}, where t' is an integer multiple of N, only

are considered then (6.1) becomes:

H(t') =

H(t'-N)-2pES(t-N) {d(t'-N) -8T(t-N) £TH(t'-N)}

which is the same as the parallel-update algorithm,

'ignoring times t which ére non-integer multiples of N.

Taking éxpected values:

E{H(t') }=[L + 2uBRET]E {H(t'-N)} -2EF ,.........

where,

assuming

E{H(t")}

|
[

E
E

P {d

{s

(t) sT(t)} , and

(t) S(t)} «ovvvnn... e

H is uncorrelated with R.

= [I+2uERET

t! :
18 *DE{H(0)}-21

................
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t
lim [I+2y ER £'] ©

t'> ».

-1

Af —m— < u < 0
n, A
" “max

(where.)‘max is the iargest eigen vlaue of R) and provided
that S does not contain a periodic frequency component

which is an integer multiple of 1/N.

tr - :
Also = +1 .
Coum NV p o (rewer et s [BER )T
. s . — —_— = M _—_— =
t'+ = 1=0
_ 1, T.-1.-1_-1
—'"zu(g.) B.E. R
............ . (6.5)
Substituting (6.5) into (6.4)
1im  E{H(t)} = () TRTETE P
t'+ o
. . T,.-1,-1
= (g ) RP
The filter output is given by:
v o= 8T BT H (6.6)

and substituting the value of g.into equation (6.6)

y = sthH &HrTe

= 5" H,

That is, the effective weight vector is the same optimum
Weiner solution, H, as that found in the case where no
errdrs are taken into account. A more detailed treatment
of transfer inefficiency correction is given in reference
34. It should be noted that the'inversioﬁ of é? is only
meaningful where the.input signal is repetitive or when the

optimum impulse response is significant over a time

interval less than that available in the PTF, ~
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This example serves to illustrate that from the point of
view of ultimate convergence, the serial algorithm may be
treated in the same way as the parallel update version
with the condition that S should not have a periodic
frequency compdnent which is an integer multiplg if 1/N.
Therefore, in.all fﬁrther analysis couvergencéAproperties

will. be treated as for a parallel update system.

6.3 Reference signal decay

In the syétems used in these experiments (i.e. the two

CCD 64—point'prototype modules) decay'of the reference
weight vecfor H may be viéwed in two parfs. First decay
Qf thé'weight vector stored in the filter device, assuming
that the weight vector is stored diéitally for use in the

update algorithm. The algorithm then becomes

H(t+1) = H(t) - 2u§(‘t) [d(f) - §T(t)kg(t)] ..... (6.7)
then 1 '
Cldm E{H(t+1))= ¢ Hy  claaaaaa (6.8)
i tre e — 7T R AW i
given - <'p <0
kAm.’:!.X

'AThét is, following the same analysis as in section 6.2

" the final weight vector is a mﬁltipie of the Weiner
weights. In most cases this is acceptable and has no
significant effect on system performance when decay rates

(=1 V/sec) available on monolithic designs are used.

However, when a decay term is considered in the weight



121

vector used in the update algorithm, assuming the filter
reference decay to be negligible, the algorithm then
becomes

H(t+1) = kKH(t)- 2uS(t) [d(t) - §T(t) H(t)] ..... (6.9)

Then, again following the analysis of section 6.2:

lim EBE(H(t+1))= (&2 1 oy lp oL (6.10)
m Bl zy Lt B R e
.t o . .
f Ck+ 1 1 -k
where _ —'ZA < u <2A

max - max

That is,'fhe converged weight vector is biased and not the

optimum solution Hy-

since the minimum error occurs when p takes its largest

An unexpected effect also exists

value of k.+ 1/2Amax (which also has the effect of
maximising the weight variance). Although this effedt can
lead to gross errors in fhe system performance when k |
assumes a significantly small value it also causes the
convefgence speed>to be‘maximised with, in somé cases,

such as adaptive line tracking!®3), is desirable.

6.4 Multiplier errors

In the éonstruction of the WM2100 programmable filter
device a single MOS transistor is uséd to perform the
multiplication of signal and weight values at each filter
point. In normal operation these (transistor) multipliers
are operated in tWé cycles where the signal on the CCD tap

is pfesented'to the transistor gate during the first cycle

and a constant bias level equivalent to the signal zero
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poiﬂt is-fbrced on the gate during the second timé cycle.
The first cycle produces as output given by:

| y =s.h+ k.h - $h% ... (6.11)
where s and h ére the signal and Qeight values at the
relevant CCD tabping point, and k is a constant. This
equation may be obtained from the drain/source current
equation for a MOST operatiné in the unsaturated region.
During the second operation cycle s = 0, therefore:

yo= k.h - #h% Lo I (6.12)
Subtractihg (6.12) from (6.11) yields the required result
y = s.h |

In later design (WM2110) it was not péssible to perform
this two c&Cle zeroing operation. Therefore a d.c. error
is géﬁérated at the output every time the weight vector
H is changed. It is difficult to analyse this error in
the same way as was done in_the’previous two sections,
mainly bgcause of the term involving h2 in equation (6.11).
However the eérlier prototypeé described in section 5.2
used a degraded form of multiplier'zéroing such that in
the second cycle of‘operafion an offset.d.c.-bias was used
on‘the;multiplier gate rafher than the actual siénal zero-
,'ievel. -This yields the output;

CVCE) = STH = KTH oot (6.13)

Substituting this value of y(t) into the Widrow LMS
adaption algorithm yields a solution for the expected

value of H given by:

E(H(t)} = (R = E{S K} )™2P oo, (6.14)

This result is somewhat difficult to analyse heufistically
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but'it can be seen to deal only with the d.c. terms
present in the system. The action of this particular
correction mechanism can be viewed from three separate
instances: |

(1) §(t).has no d.c term: In this case the
d.c. terms in'H have no valid contribution to y(t) and EW
therefore has no net d.c. term. The product §T§ then
has a zero result.

(2) S(t) has a d.c. term and d(t) also has a
d.c. term} 'In this case the d.c. level of H is shifted
until the result of multiplyihg the d.c. terms of signal
and reference cancels the ETE error térm.

£3) S(t) has no d.c. term but d(t) does: Here
the ﬁét d.c. term on d(t) should appear as an error on
e(t). However because of fhe KTE term the filter can
always find a d.c. term in the Qutpﬁt, it therefore
reproduces a d.c. output in error.
These three cases also apply.fo the situation where the h2
term is taken into account (equation (6.11)). The
overall result is that the_filter can still be relied upon
to produce a valid outputAdespite the multiplier errors,
_‘except in the third case quoted above. Therefore true

basebahd operation of the system as a whole is suspect.

6.5 General error correction mechanism

In general it can be said that if a source of error can be

designated by a matrix G such that:
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y=s'cn or y=5sTHG

and it is possible to find an inverse matrix 9_1 then the

adaptive filter will create a weight vector given by:

- ~=1 _ -1
_}.I_—_(;‘. .}.I..w Orﬂ .}_I_Wg’.

s'H

such that y W
A trivial example of this is where the error source is a
set of gain mismatches along the row of tap ampiifiers, in

which case G is a square matrix where the diagonal terms

represent the tap gains and all other terms are zero.

More complex error effects present greater difficulty in
analysis and the solutions given in the previous sections

are at best approximations to the action of the filter.

An additional bonus which should be true from the previous
analysis relates to the temperature stability of the
filtef. Since drifts in d.c. bias levels are long term
effects in a CCD this means that even for a seriglised
update scheme the filter adaption should be a great déal
faster than significant drifts in PTF parameters due to
tehperéture changes. This_would mean that the CCD-based
.édaptivé filter would be free from sgrious temperature
drift problems which means, in addition; that setting up

procedures may be greatly simplified.

6.6 Experimental verification of error correction

In order to verify the error correction mechanisms
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mentioned above it would be necessary to isolate each
individual type of error on its own. Unfortunately this
is impossible to do and checking that error correction
actually tékes place must be inférred by a suitable
interpretation:of filtering results. For instance, tap
gain errors are quite easy to pick out from aﬁ'impulse
response of one of the PTF devices but these errors tend
to be'easily‘cOﬁfused with transfer inefficiency effects
which are only manifested clearly when long delays are
used witﬁ a clear high frequency component (a step or
pulse) in the impulse responée._ On the other. hand,

weight biasing due to tap weight_deca& produces a clearly
visible effect which will be described in the next
qhapfér‘ahd the correction of multiplier errors is clearly
demonstrated by the conéisfent maintenance of correct d.c.

bias levels at the output of the filter.

The experimental evidence presented in this sectiont
demonstrates the ability of a pseudo-adaptive filter to

compensate for tap gain errors and transfer inefficiency

(64). The experimental

when specifically trained to do so
'system used in this case was a WM2100 64-point PTF which
was controlled by a Zilog Z80 microprocessor system. The

microprocessor program was to force the impulse response

of the PTF to resemble, as closely as possible;, an ideal

tAcknowledgements to Dr. J.W. Arthur and H.M.M. Reekie for
their permission to reproduce these results.
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impﬁlse réSponse H* by iteratively adjusting theAtap
weights at the PTF reference input. The algorithm used
was the Widrow LMS algorithm, but since the input signal
was a single pulse repeated every 64 sample.periods two
special effects_come into play: ‘

(1) The signal is.zero at 63 points out of 64,
which means that the LMS algorithm is automaticélly
serialised because 63 signal data points out of 64 carry
no information. Therefore a serial version of the LMS
algorithﬁ, as described in section 5.2 may be used
Withoqt any loss in convergeﬁce time or other  error
effects. In this case in fact the algorithm serialisation
is effectiVely implemented by holding one signal value in
ever§'64 and continuously monitoring the error at the
Output(§4). |

(2)4 The significant 64th signal sample is known
fo always have value one. This means thdt it is not in
fact ﬁecessary to sample the.éCD signal at all. 1In fact
the incoming signal pﬁlse is generated by the micro-

processor system.

'The adabtion algorithm may then be written as:

H(t + N) = H(t) + ufr(t) - y(t)] ......... (6.15)
where r(t) is the ideal impulse response stored in the
microprocessdr, and y(t) is the impulse response of the

PTF.

A block diagram of this system is shown in figuré 6.1 and
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microprocessor adaptive algorithm impleméntation

Figure 6.1: Block diagram of the microprocessor-controlled
CCD adaptive filter.
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a typical experimental result is shown in figure 6.2.
Figure 6.2(a) shows the input signal to the PTF and (b) is
the signal initially supplied at the reference input.
Figure 6.2(c) shows the correspoﬁding output y(t) (before
adaption) in which tap gain variation is clearly visible
(the uneven nature.of the linear part of the famp) and
fransfer inefficiency manifests itself as a smeéring of
the stepped sdge of the ramp., Figure 6.2(d) shows the
signal appearing at the CCD 64th tap. Figures 6.2 (e)

and (f) show'the result obtained after the system has been
allowed te adapt where (e) shows the revised reference
input and (fj is the y(t) output. It4can be seen duite
clearly from figure G.Z(f) that the adaption process has
to~a:1arge degree, managed to compensate for errers due to
tap gain errors and tranéfer inefficiency since the ramp
is now linear with a clearly defined sharp return step.

' Also elearly demonstrated is one non-working tap, the low
value in the first ramp'sectibn. This was due to a .fault
on the PTF deviceAused for this experiment. Even hefe it
can be seen that some-ettempt was made to raise this
output value by raising tﬁe corresponding referencelinput
"value to its>maximum value. It should be noted here that
the PTF was‘being operated as a correlator ahd y(t) is

therefore the time reverse of the reference input.

The result quoted here, although it does demonstrate one "
espeet of adaptive error correction, does not necessarily

prove that correction of device errors is inherent to an
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(a) s{t) input

b) reference input

{c) impulse response
(d) CCD output

[i] before adaption

le) reference input

.__-f-“__‘____,-—-’_“-i_.-f-:--""’ (f) impulse response

BILITSENSLENANNNCEDEATESNENS SN AENLISERIssananesRRTERRAEY

lii] after adaption

Figure 6.2: Result demonstrating the ability of the
adaptive system to compensate for gain
and inefficiency errors in the PTF device.
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adaptive filter operating normally. In the succeeding
chapters however evidence of weight vector optimisation
in the course of normal adaptive filter operation willlbe
demonstrated using the prototype'systems described. in

chapter 5.
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CHAPTER 7: EXPERIMENTAL RESULTS

In this chapter experimental results are presented which
are répresentative-of the operation of the three prototype
adaptive filters described in chapter 5. It has been
attempted, as .far aé possible, to relate thesé-results to
the systematic errors described in the last chapter and
the iﬁdividual'édvantages_of each of the circuit techniques
are highlighted with reference to the specific mddes of
operation'in‘which the results were generated. Due to the
difficplty in isolating specific error sourcesAa‘high
reliance on ;ppropriate interpretatioh of qualitative
experimentél data has been necessary; though this does
have>the advantage that the resulting conclusions have a
much greater relevance to the practical utilisation of

adaptive sub-systems.

7.1 Convergence time characteristics

Rigorously, the convergence time of a linear LMS adaptive
filter is dependent on the.maximum eigen value of the
~input covariance matrix 5(48). However a reasonable
approximation for the convergence tiﬁe constant t has

been derived by Widrow et a1(49) to yield the result:

where n is the number of weights in the transversal

filter, R is the input covariance matrix, and trR is the
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trace of R (the input signal power).

For instance if the input to both s(t) and d(t) input
ports is a sinusoid with anlintegral number of full cycles

within the filter delay time then:.

trR- ZSin2mc

Y4 - % Jcos 20, eeeiiiiia e (7.2)
The second term in equation (7.2) sums to zero, given the
constraints already placed on the input signal.
Therefore; using a filter with 64 taps:

trR = 32

Therefore, from equation (7.1):

=1
| T 2w
For a linear LMS adaptive filter having a convergence
factor u = 277,
. B 1 B
T = 5016 62 samples

The time taken to converge to the minimum error state is
usually taken to be 4$%9)Therefore the total convergence

time for the case just stated is 240 samples.

HoWever, when the algorithm used is of the zero-forcing
type used to implement the DELTIC prototype then the input
signals seen by the update algorithm are effeétively
square waves. This means that the dependence on input
power is removed and:

N
trR = ) 1 = 64
n=1

that is T

tu -
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For the digital prototype with a convergence factor of 2_7

this yields a convergence time of approximately 120
samples. The result shown in figure 7.1 demonstrates the
typical convergence properties of the DELTIC adaptive
filter. Here the s(t) input was a sinusoid with a period
Qf 16 samples (i.e. the signal fulfils the necessary
criterion of having an integral number of full éycles
within the filter delay  -time). The d(t) input is
initially grounded so that the filter is trained to reject
the s(t)'input. The d(t) input'theﬁ becomes a replica of
s(t) and the filter is allowed té converge to this new
training signal. The y(t) output in figure 7.1(c) shows
the ékpectéd gradual rise from a zero level to the
requiféd sinusoidal shape. However it is easier to
measure the convergence fiﬁe from the error output shown
in figure 7.1(d). Here the equnential decay of the
envelépe of e(t) is clearly visible and the convergence
time may be seen to Be close‘fo that stated ahove frqm

theoretical considerations.

A peculiarity of the zero;forcing aigorithm is that the
 éonvergénce time of the filter when trained as a square
.wave matched filter should be the samé as that stated for
the above case because the apparent input power levels are
the same. Figure 7.2 shows the typical convergence
characteristics for this case, and from this it may be
ééen.that the convergence time is roughly equivalent to

that in figure 7.1.
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d(t] training signal

ylt] output

elt] output

)

d

—

Characteristic convergence properties
of the DELTIC adaptive filter with

sinusoidal inputs.

Figure 7.1:

s[t] input

s

y[t] output

elt] output

)

d

(

Figure 7.2: Convergence properties of the DELTIC

prototype when trained as a square

wave matched filter.
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The'¢onvergence properties of the CCD-based protofypes
are somewhat complicated by the serial nature of the
convergence algorithm which means that convergence should
occur approximately 65 times slower than for the case
stated above. Experimental verification of tbis
convergence property is complicated by the analogue
nature of thé convergence factor setting in the'twb CCD
prototype,modples which ﬁakes it difficult to be sure of
the exact convergence factor being-ﬁsed. However, these
problemslﬁeré solved . in a later CCD-based prototype
described in the next chaptef and a rigorous evaluation

bf'convergence properties may be found in section 8.2.

Figure 7.3 demonstrates a typical convergence characteris-

tic for the CCD adaptive filter prototype having analogue

. weight storage. In this case the s(t) and d(t) inputs

were identical at all times and at one time they were
both grounded and then they wére both switched to a
sinusoidal input. The effect of the grounded inpufs on
the analogue storage adaptive filter is that the tap
weights tend to-decay.toAa_negative d.c. level and there
is a reéulting excess d.c. error when the input becomes

a sinusoid due to multiplier errors.. This is clearly
evidencedAin figure 7.3(a) which shows the e(t) output
during convergence. The need to restore proper d.c. bias
1evels in this case results in an even longer convergencé
time than expected. In fact the total convergence time

was almost twice as long as that expected from tﬁeory.
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error output during convergence

— R

-
-

Gl

(b) weight increments during
convergence

Figure 7.3: Convergence characteristics of the CCD
adaptive filter prototype with analogue
weight storage when the input signals
are sinusoidal.



The.signal shown in figure 7.3(b) is the actual increment

supplied (serially) to each tap weight during convergence.
In this case the exponential nature of error decay is once
again clearly visible. The fact.that the filter can still
converge with these multiplier generated d.c. errors is

an empirical proof of the error correction meéhanism

stated in section 6.4.

The serial nature of the update algorithm in the CCD-based
systems hés one further effect on convergence characteris-
tics. That is that the weights diverge for peri?dic
inputs having a frequency which is an integral multiple

of the inverse of the total update period (65 samples in
this case). This imposes a comb frequency response oOn the
filter wifh 64 nulls betﬁeen the Nyquist frequency and the
minimum possible input frequency (a signal having one
cycle within the filter delay ﬁime in this case). The
nulls are however extremely sharp, as a signal having a
period of 64 sample tends to show near optimum convergence
characteristics and apart from these nulls the frequency
response (after convergence) is fiat over the region jhst
stated. In many cases this characteristic is clearly
undesirable and a solution to this pfoblem is proposed in

chapter 8.

A point which should be noted hére is that the alternative
serialised update scheme described in section 6.6 does not

suffer from this problem of weight divergence at



particular frequencies. This is because the e(t) outpuﬁ
is confinuously sampled in the alternative scheme meaning
that the cross-correlation matrix P is fully defined for
all d(t).. In the case of the syétem described here P

is not fully defined if d(t) is synchronous with the

update period.

7.2 Canceilation characteristics

It is thé ability of an adaptive filter to cancel unwanted
components of a signal which is pgten quoted as its most
useful characteristic. Indeed the degree to which the
filter is capable of cancelling an unwanted signal
component is often_quoted as a figure of merit called the
adaptivit§ x where: - :

x = 10 lOglO-'[-d—'(lui dB

[e'(t)]4

and d'(t) is the compoﬁent of d(t) which it is desired to
cancel and e'(t) is the remaining unwanted component at
the e(t) output.
The cancellation performance of an adaptive filter may be
‘conveniently demonstrated by a very simple'éxperimént where. the
ihcoming signal comprises two sinusuids at approximately
the same level, one at a frequency f and fhe second at
frequency 2f. It is this second signal component which
;e desire to cancel and therefore the s(t) input is

supplied with a version of this sinusoid which is of the.
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wrong phase and amplitude to subtract coherently from
d(t). The task of the filter is then to form an impulse
response which modifies the phase and amplitude of s(t)
such that y(t) subtracts coherentiy from d(t) leaving the
required signal‘component, at frequency f, on the e(t)

output.

The result shown‘in figure 7.4 demonstrates this type of
operation using the CCD adaptive filter prototype with
digital wéight updatihg circuitry. In this case the
COnvergence-factor B was adjuéted to its minimum value of

-10 to yield the maximum possible degree of

approximately 2
cancéllatién. Examination of the d(t) and e(t) spectra’
shown in figure 7.4(e) and 7.4(f) reveals that the
adaptivity in this case Was approximately 50 dB. This
result. was generated for the slowest convergence time case
énd décreasing_the cbnvérgenCe fime (i.e. increasing u)
resulted in a'éorresponding dfop in the adaptivity. This
is because of the increasing interference, by the excess
error e(t), with the weight values as u increases (see

section 5.3.2). A more détailed experimental treatment of

'this characteristic is given in chapter 8.

In section 6.3 it was shown theoretically that the weight
vector error was minimised for the shortest convergence
time in the case wﬁere the weight values constantly decay.
This'is the case for the CCD prototype module having

analogue circuitry to calculate and store the weight
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(a) sit] input

(b) dlt]l input

M (c) ylt] output

(d) elt] output

{e) dlt] input spectrum

(f) elt] output spectrum

Figure 7.4: Performance of the analogue CCD adaptive
filter prototype with digital weight
storage as a canceller,
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vector H. The result shown in figure 7.5 is for the case
where p was maximised, yielding an adaﬁtivity of
approximately 25 dB. Increasing the convergence time, in
this case, was found to degrade the adaptivity, as.
predictéd in seétion 6.3. Tﬁe adaptivity figure of 25 dB
does in fact corrésbdnd to that obtained for the fastest
convergencé'case usingbthe digital weight storage
protot&pet It.ié thought_that the poor result quoted here
was due, pfincipally,Ato excessiVe weight decay values of
about 1 V]sec achieved using the discrete storage
Capaciﬁors and switches in this prototybe.‘ Achievable
storage time§ on monolithic devices afe a factor of 10
better thah‘this and would yield a proportionally better

performance.

The same set of fest signals applied to the all-digital
.DELTIC protot&pe yielded an adabtivity of about 30 dB

at best (see figure 7.6). This is due entirely to the’
poorer weight resolution available on this prototype. To
achieve a better result using this type of processor
would involve -a large increase in hardwafe complexity and
it was félt that this was not justified in meeting the

needs of this project.

However, the few results discussed in this section have
shown that the needs of the adaptive processor in terms
of the weight vector updating circuitry are in fact

relatively complex and a flexible processor offéring
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(a) dlt] input spectrum

(b) elt]l output spectrum

Figure 7.5: Cancellation performance of the CCD prototype
with analogue weight storage.

{a) dlt] input spectrum

(b) elt] output spectrum

Figure 7.6: Cancellation performance of the DELTIC
prototype adaptive filter.
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either fast convergence times or very accurate weight
vector solutions must have a very high weight vector
resolution with the facility of easy and precise

controllability of the convergence factor.

7.3 Matched and inverse filtering

For any filter. the impulée response may take two extreme
forms wheré the total power content of the weight vector
is eitherimaximised-of minimised: these two cases are
matched filtering and inversé'filtering, respectively.
The matched filter, by maximising the'output signal power,
is specifiéally aimed at increasing signal-to-noise ratio
and fhérefore increasing the probability of signal
detection. The inverse filter, on the other hand, is
intended to counteract distortiqn where noise is not a
major problem. Both of these filter types prove to be
useful in evaluating adaptive.filter performance and some
selected results illustrating these performance aspects

are presented in the next two sections.

'7.3.1 Matched filtering characteristics

One of the major problems in evaluating the performance
of an adaptive filter is the difficulty in predicting the
exact form which the weight vector will take under any
éiveﬁ set of circumstances. This problem does not arise

where the tap weights are stored on analogue samble—and—
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holds since the weight values always tend to decay
towards zero and ‘the filter therefore always chooses an
impulse response in which every weight is as close as
possible  to zero. It will be fouhd that this always
corresponds to fhe theoretically expected solution.
However, where the Qeight storage is digital ﬁo~such decay’
exists and an important constraint has therefore been
removeﬁ._'For inétance if the adaptive filter is trained
as a sine wave matched filter with s(t) and d(t) being
identicalusinusoids (no other signals being present at
éither:input port) the expected weight vector .is the
matching sine wave. Althéugh this indeed'happens with
analogue wéight storage it is not the case with the
filtéfs using digital weight storage. This is simply
because an inadequate améunt of information has been
given to the filter and it therefore has many degrees bf
freedbm in_its choice of weight‘vector; this means that
the converged weight vector tends to take what looks like
a totally arbitrary form. This was in fact found to be
the case in tests carried out with the prototype adaptive

filters described here.

Therefore, in order to define fully fhe expected weight
vector the adaptive filter must receive information
covering the entire operating frequency spectrum at the
s(t) input, this céndition is fulfilled for example in the
fest-arrangement described in section 6.6. One example of

this is when the filter is specifically trained to form
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the matched filter response to a linear f.m. sweep signal
(a 'chirp') swept from the Nyquist frequency to d.c. where
the total duration of the signal is equivalent to the
filter time delay. Given that the signal just described
is applied to fhe s(t) input of the filter and the
training signgl apﬁlied to the d(t) input is é'single
pulse positioned at the end of this signal sequence, then
the iﬁpulse resﬁonse of the filter should be the time

reverse of the s(t) input signal.

The result shown in figure 7;7 dngnstrates the operation
of the CCD adaptive filter with digital weight storage

as a'chirp.matched filter. It can be seen from a
qompériSOn of figure 7.7(b) and (c) that the matching

of the d(t) input and thé y(t) output after convergence
is good and in fact the residual sidelobe level in this
case was measured to be less thén -25 dB. The trace
shown in figure 7.7(d) is the.impulse response of the
device for this case which was generated by freezing the
weights (reducing p to zero) and putting a pulse on the
s(t) input of the filter."The impulse response shown here
'is the éxpected time reverse of the chirp shown in figure

7.7(a).

The example shown in figure 7.8 is the same result
generated using the DELTIC prototype module. Again the
y(t)'output shows a high degree of correspondence to the

training signal and this serves to demonstrate that the



J s s e (@) S[t] input

(b) dlt] input (training signal)

le) ylt] output
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Figure 7.7: Example of matched filter training for the
CCD prototype with digital update cilircuitry,

(a) slt] input

{b) dlt] input

(c) ylt] output

(d) elt] output

Figure 7.8: Chirp matched filtering using the DELTIC
prototype adaptive filter.
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stréightforward filtering operation of the adaptive
filter is not affected in the same adverse way as the
cancellation performance by coarseness in the convergence -

factor.

A peculiarity -of the adaptive filter operatioﬁ‘is that the
filter is capable of shaping the weighting window function
to suit the particular set of training signals being used.
For instance, if the s(t) input is a full bandwidth chirp
with a Sihe.stért phase and the weight function is a
similar chirp with a cosine start phase the theoretical
filter output is dominated by a dual pulse of the form 1,
0,-1 with slowly decaying sidelobes at alternate sample
positions on either side of this dual pulse. However if
this.s(t) ﬁnput is used Qith a training signal which
contains only the dual pulse and no sidelobes, as shown
for the DELTIC prototype in figpre 7.9,-then'the output
specified can be achieved by applying a weighting function
to the weight Vectbr, as shown in figure 7.9(d). A
similar result occurs, for instance, when the same s(t)
input is used but the training signal, d(t), is a pulse

of duration 4 samples. The result shown in figure 7.10
shows the operation of the CCD protofype (with digital
weight sfopage) with these input conditions. Figure 7.10
(b) shows that the long pulse is -indeed réproduced using
the weight vector shown in figure 7.10(c) which is the
gime.reversed inputochirp which has essentially been low

pass filtered to tailor the frequency response of the
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. - @ . (RN (a)  s[t] input
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(b) dlt] input Itruining signal ]

{c) ylt] output

(d) elt] output

(e) weight vector input

Figure 7.9: Derivation of optimum windowing by using
a training signal stripped of sidelobes
in the DELTIC adaptive filter.
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(a) slt] input

(b) ylt] output

,;.'-.ﬂ' .‘""”M'.‘o\\w"ﬁ;’.'J..* “w: .‘.m.' (c) im pu lse res ponse

Figure 7.10: Derivation of an optimally shaped impulse
response using the CCD prototype adaptive
filter.
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filter.

What these results demonstrate is the inherent ability of
an adaptive filter to generate an optimum weight vector
for any input and desired output combination automatically.
The above statement only holds true on the conditions that
such a weight vector actually exists and that the s(t)

input covers the entire frequency spectrum of the filter.

7.3.2 Inverse filtering characteristics

It was found in the last section that in operation as a
matched filter there was little difference between the
operational characteristics of the analogue and digital
adaptive filter prototypes. In this section the
alternative inverse filter structure is considered, where
weight vector power levels are considerably lower than

those considered in the last section.

The result shown in figure 7.11 demonstrates the action of
both the DELTIC prototype system and the CCD system with
digital weight storage. The inputs to s(t) and d(t) in
this case were identical square waveé. The optimum

weight vector in this case is a series of pulses of
alternating sign at a spacing corresponding to half a
cycle of one of the square waves. The trace shown in
figure 7.11(c) is the output of the DELTIC filter, which

shows that although the general shape of the d(t) signal
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la) slt] input

(b) dlt] input

lc) ylt] output

(d) weight vector

(i) DELTIC system result

{e) slt] input

(f) ylt] output

(i) CCD system result

Figure 7.11: Result showing the use of both prototypes
in an inverse filter mode of operation.
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is replicated considerable error still exists in the form
of ripple on the flat part of the waveform. However the
weight vector for the DELTIC system (shown on an expanded
scale in figure 7.11(d)) does shdw a good correspondence
to that predictéd. The corresponding output for the CCD
filter shown in figﬁre 7.11(f) demonstrates a'huch higher
quality of output than was the_caéé with the DELTIC

filtef with 1ittie residuallerror present on the flat part
of the outbut waveform. Also the sharp definitioh of the
square wa&e edges tend to confirm that transfer

inefficiency compensation is in fact taking place.

This'fundaﬁental difference in performance may be easily
expléined in terms of the basic design of the filters
themselves. Both filteré were specifically'designed as
matched ‘filters, but this fact has a different effect in
each éase: | | .

(1) the DELTIC filter: Here the output word
length of the digital multiplier is 16 bits and
accumulation of 64 serial multiplications results in a
maximum word length_of 22'bits. However it is clearly
 impossib1e to deal with all 22 bits at thé output and they
‘must therefore be truncated in some wéy since the actual
output wordilength used must match the word length of the
incoming d(t) signal. 1In the system described in chapter
5 the resolution of the ADC on the d(t) inputAwas 8 bits -
and it was necessary, therefore, to choose 8 bits of the

output word to represent the final result. The 8 bits
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actually chosen were the top, i.e. most significant, 8 of
the 22 bit result. This is ideal for matched filter
performance since the result is always guaranteéd to be
significant in this region due td the high power content
of the weight ?ector. However, in operation as as inverse
filter only a.small'number of weighting pointé'actually
contribute to the final result and the magnitude of the
finaljresglt wiil be relatively small in the top 8 bits
being used here. - This was the case in the resulf quoted
in figuré'7.11 and the poor result shown in figure 7.11(c)
results directly from this rénge_deficiency. .In order to
restore the proper range to the filtef oﬁtput it is
necessary fo choose 8 output bits in a position which is
lowef in the signifiéant order of the 22 bit accumulator
output. This means physicélly rewiring the system (or
installing sets of 8 bit buffers) and it is also

neceséary in this case fo constfuct an overflow detection
and saturatioh circuit to preﬁent erroneous outputs
occurring due to 'false' overflow.

(2) the CCD filter: This filter was also
cohstructed'as a matched filter, but here the limiting
'factor 6n operation is the noise level in fhe device,
which is fixed. This is because eacﬁ multiplier
contributes a certain level of noise to-the output even
if it has no significant weight value assigned to it.
However, for the filter considered here, the total dynamic
fangé (taken as the ratio of maximum output level over

maximum spurious noise level) is in the region of 75 dB.
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This means that relatively low power weight vectors such
as that used in figure 7.11 may be used by a relatively
simple alteration in output gain level. It is clearly
shown in figure 7.11 that the residual dynamic range of
the CCD filter is sﬁill much greater than that for the

| equivalent case with the DELTIC filter.

It is important to note here that the operation of a
practical adaptive filter in the inverse filter mode is
criticall&_dependent on the power level of the d(t) input.
For instance{ if the level of'the d(t) input is too high
then the pulses described in figure 7;11(d) will be at
satufation'level and a large residual error will still
exisf;' This means that the filter will try to achieve a
better result (in terms 6f decreasing the e(t) power level)
by using more of the weight vector points. This is
illustrated in figure 7.12 for the DELTIC module. It can
be seen here fhat_the d(t) inbut was in fact many times
tﬁe maximum possible amplitude for inverse filter |
operation and as a reSult.the adaptive filter has formed a
matched filter response in order to reduce the error power
.és much.as possible. Although this occurs with square
wave inputs it would not always be tﬁe case since signals
with white frequency spectra tend to have very narrow
pulse—like matched filter outputs. Therefore, for many
input signals, a compromise is reached which is neither
invefse nor matched filter response. This result will be

of particular interest in considering adaptive filter
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{a) slt] input

(b) dlt] input

c) ylt] output

(d) elt] output

Figure 7.12: Result for the DELTIC filter with an inverse
filter training signal with excess power
content forcing a matched filter response.
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operation in the self-tuning mode of operation (éee

section 7.4).

Operation .in this mode is particﬁlarly useful in the
applicafion to.adaptive equalisation of communications
channels, e.g. switched telephone lines. One‘such
experiment was. carried out to test the operation of the
CCD adaptive filter in this,particular application. The
experimental configuration is shown in figure 7.i3 where
the signéi source genérates a simple 2-level digital
pseudofrandom code which is bassed directly through a
simulated 5 miles of telephone cable;' The sort of signal
received af the channel output is shown in figure 7.14(a)
withACOrresponding eye pattern shown in figure 7.14(d).
The signal is clearly vefy‘heavily distorted and the eye
pattern shows it to be only marginally detectable. The
.asymmétry of fhe eye paftern in figure 7.14(d) is due to
the exiétance of a small d.c,.term in the test signal.

For the purpose of this experiment the d(t) input was
taken as'being a delayed (and undistorted) version of the
channel input (figure 7.14(b)). This in fact does serve
.as a vaiid test arrangement since if is possible to set up
the adaptive filter at the start of éransmission by
sending a known data sequence for a short time to allow
the tap weights to converge and thereafter'ffeezing the
welghts or using a decision-directed feedback technlque(ss)
to compensate for slow drifts in channel characteristics.

The output of the adaptive filter after convergence is
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digital

signal source

_telephone line simulator <
delay line . <
o tdt]. y{t] p——p—o0 Equalised line output
ADAPTIVE
FILTER .
st  elt] p—p—o0

Figure 7.13: Experimental configuration used to demonstrate
: : telephone line equalisation using the CCD-
based adaptive filter.
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la) line output

(b) dlt], training signal

c) ylt] output

line output eye pattern

ylt] output eye pattern

Figure 7.14: Result demonstrating adaptive
line equalisation,
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shown in figure 7.14(c) with a corresponding eye pattern
in figure 7.14(e). The filter output has been low pass
filtered here purely in order to qlarify the edges in the
eye pattern. It can be seen heré that a considerable
improvement in detectability has been achieved with the
zero crossings much better defined and the ovérall eye
opening is greatly improved. It is clear that channel
equalisation is»one area where CCD adaptive filters could

make a major impact. .

7.4 Self-tuning filter characteristics

In the last section the performance of the adaptive filter
in thé'tWO extreme cases of matched and inverse filtering
were considered with reference to specific training

(48) on the other hand

signals. The self-tuning filter
heedstno extefnal training signél since it uses the same
signal és both s(t) and d(t)'input, relying on the filter
delay to decorrelate unwanted non-periodic signél
components. The basic operation of this class of filter
has already been discussed in section 4.3. A typical
‘result generated using this filter configuration is shown
in figure 7.15 where the input.signai (figure 7.15(a)).is
a sinusoid.with added random noise. At the y(t) output
(figure 7.15(0)) the sinusoid is reproduced, stripped of
the noise which ishleft at the e(t) outbut (figure 7.15

(d)). Frequency spectra of the s(t) input and the y(t)

output are shown in figures 7.15 (e) and (f) showing the
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s(t] input

dit] input

y[t] output

elt] output

(e) spectrum of slt]

(f) spectrum of ylt]

10d8/30H2 = SOOHZ

Figure 7.15: Result showing the operation of the CCD
adaptive filter as a self-tuning filter.
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average noise suppression on the y(t) output to be about
25 dB. This type of filter has many possible applicat-
ions in removing unwanted noise on periodic tones or,
alternatively, for cancelling unwanted tones on non-
periodic signals, for example: whistle on high frequency
radio reception or for removing musical interference on

sSpeech signals.

7.5 Summary

The results presented in this chapter have demonstrated
the ability of the CCD adaptive proceésor to accomplish
many'of thé classical adaptive‘filtering tasks as well as,
and iﬁ‘some cases better thah, an equivalent digital
processor. One of the mbre important aspects which has
not been mentioned before in this chapter is the stability
of thé CCD system. Despite continuous operation over a
period éf sevéral‘months in ehvironments involving
temperature changes of at least 200C no observable change
in operational characteristics of the prototype fiiters
took place, despite the fact that the PTF itself was known
'to be pértigularly susceptible to temperature drift. This
is due entirely to the stabilising effect of the adaptive
loop itself which automatically compensated for bias .
changes due to temperature drift. Apart from this type

of error compensation, combensation of errors due to
éultiplier operation and transfer inefficiency have also

been seen to be achieved.
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CHAPTER 8: 256-POINT ADAPTIVE FILTER

Although the results presented in chapter 7 demonstrated
the basic feasibility of using analogue CCD/MOS
technology - in the realisation of adaptive filters the
systems described suffered from several shortcomings. The
most'successful‘of the three prototypes describéd in
chapter 5.was the CCD module using digital tap weight
update but}this was limited in performance by 3 major

defects:és.

(1)‘ Wéight divergenée at certain periodic inpﬁt,
.frequéncies due to the serial mode of update.

(2) -Bandwidth reduction dﬁe to the necessity to perform
an analogue to digita1 conversion‘within each sample
period. |

"(3) Lack of accurate controllability of the convergence

factor, meaning that a_rigorous comparison of

convergence performance'with theoretical prediction

was impossible.

-Inithis-chapter detailsvof'a 256—pointvadaptive filter
'-prototype based around the WM2110 PTF (described in
chapter 2) are given. This module was designed with the
intention of solving the problems stated above, therefore

yielding a more flexible system.
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8.1 256-point system implementation

A basic block diagram of the experimental 256-point

adaptive filter system is shown in figure 8.1 and detailed

circuit diagrams for this system may be found in Appendix

A. The structure of this prototype differs in 4 major

ways from the CCD systems described in chapter 5.

(1) The plipped LMS algorithm is used.

(2) The clipped signal is delayed further at thé CCD
outﬁut to allow time for ADC settling.

(3) The update period is vafied between 257 and 258
samples. |

(4) The cﬁnvergence factor is digitally controlled

The ﬁpdate mode was however. still of the serial type

described in chapter”5,:tovreduce the amount of digital

hardware required. The first two points listed above

ére directly related to the proposed increase in bandwidth

for this systém. AThe major'béndwidth limitation on the

previous CCD prototype was that the multiplication of e(t)

and s(t-n) was performed using an analogue circuit and

then the result was converted to digital form. This meant

'fhat oné analogue to digital conversion had to take place

within each sample period since s(t—ﬁ) changes for each

successive sample. However, e(t) is constant (for this

module) for 257 or 258 sample periods and by converting

e(t) to digital form, before multiplication with s(t-n)

; muéh longer ADC settling time is available. It would

not be desirable to then convert s(t-n) to the same type
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Figure 8.1: Block diagram of the 256-point adaptive filter.
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of digital form (an 8 bit word in this case) since this
would require a fast settling ADC and a parallel digital
multiplier (8 x 8 bits) to form the e(t).s(t-n) product.
It was therefore decided to use fhe clipped LMS algorithm
which only requires the sign of s(t-n), i.e. a one bit
quantity, andtthis also means that the error ﬁultiplicat-
ion can be done using a set of exclusive OR gates. The
reasoﬁ for theAfurther delay of the s(t-n) signal
(actually a 100 point delay in the experimental gystem)
was that'?he_last sighal 6n the CCD delay line part of the
PTF must be used. in the updaté process and must therefore
be preserved until the e(t) analogue fo digital conversion
is cdmpletéy Therefore the deléy time (of this extra
dela&)‘corresponds to the time allowed for ADC settling.
The e(t) output is sampléd and applied to the ADC input at
a time.whén s(t-n) is on the last tap of the CCD and the

output of the ADC is latched at a time 100f;1

later (f =
c
the sampling frequency) when,sgn[s(t—n)]is on the output
of the 100 point digital shift register. The two
quantities, e(t) and sgn[s(t-n)], are then multiplied to
begin a new weight vector update cycle. The use of this

scheme meant that a relatively slow monolithic ADC could

be used without degrading the overall system bandwidth.

The point of varying the weight vector update period was
to remove the possibility of weight divergence at certain
periodic input frequencies, experienced with the previous

CCD systems (see section 7.1). The weight update period
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wasAmadeAto be 257 and 258 samples alternatively which
means that all signals are entirely sampled for this
system, though the. time required to fully define signals
having a period of 257 or 258 saﬁples is twice as long as
the time normaily required for other signals since an
individual error term will be sampled twice on ‘every other

update cycle at these frequencies.

The convergence factor in this system was contrdiled
digitall{ by the insertion of a simple digital scaling
éircuit afte; the e(t) ADC. ”This circuit allowed a range
of 8 discrete scaling factors between'z_5 and 2712 in
integral péwers of two. This was easily achieved
digifélly by taking the 8 input bits from the ADC and
shifting their position inva 16 bit output word. This 16
bit output word was then applied to a 24 bit wide digital
adder-circuit of which'the top 5 bits were zero (and also
the last 3 bifs).' This adder'used as its other input 256
different locations in a 24 bit wide RAM arravahich was
the external weight store in this case. The output (most
significant).lo bits were converted to analogue form and
4éupplied to the PTF reference input. By using this..
entirely digital integration loop thé precise control
required over the convergence factor is attained and .

quantitative comparison of convergence characteristics

with theoretical predictions may be achieved.

The whole system was built on 4 international size circuit
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cards with wire-wrap interconnect (see figure 8.2) and

the system was housed in a standard 19 inch rack (see
figure 8.3) with its own power supplies. The total power-
consumption of the unit was appréximately 7.5 Watts with

a maximum bandwidth of about 200 kHz.

8.2 Convergence.characteristics -

The results presented in this section demonstrate the
theoretiéal predictability of the convergence
characteristics of the 256~point adaptive filter
prototype. The. input signals used were the same as those
described in section 7.1, i.e. the convergence time for
the case where both inputs are identical sinusoids was
measured.' The convergence time constant defined in
equation (7.1) defines the convergence time for an ideal
parallel update édaptive'filter, but for this prbtotype
the convergence time will be 256 times as long, due to

the serialised update scheme.

From the premises stated above the convergence time of the
filter for a convergence factor of 2_5 should be about

0.5 secs. with a sampling rate of 50.kHz. The

convergence time should then double for each successive
halving of uw. The results illustrated in'figure 8.4 show
a graph of experimentally measured convergénce times

plotted against the convergence factor uy over its full

range from 2'-5 to 2—12. It can be seen from this graph
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fhaf’the~measured convergence times fall very close to

the expected theoretical values. The inset photographs

in figure 8.4 show the e(t) oufput during convergence for
some selected values of convergeﬁce factor. These results
show typicallcdnvergence characteristics achieved with the
e(t) 6utput decaying experimentally to zero with time.
Since.convergence of the filter is a statistical process
the convergence times teﬁd'to deviate around theAexpected
values to some extent-butlthe general trend is Sﬁown here
to adheré §ery closely to the theoretically expected
values. The data bars in the graph illustrate this

spread of results over 10 estimates of convergence time.

Aparfifrom these specific convergence characteristics it
was found that this filfer'using varying Weight vector
update periods did in fact converge to all periodic inputs‘
.withih the operating fréquency band and the comb frequency
spectrum descfibed in sectiqﬁ 7.1 did not exist with this

module. .

8.3 Cancellation characteristics

The objective in this section is to éhow experimentally
the trade-off between convergence time and converged .
weight accuracy with varying convergence factor,u. A
methbd for measuring the adaptivity has already been
éiscﬁssed in section 7.2 and the same set of test signals

will be used here to measure the cancellation'pérformance
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of the 256-point adaptive filter.

The result shown in figure 8.5 shows a typical
cancellation result for a convergence factor of 2—?2.
Trace (a)_shoWs the s(t) input consisting of a'sinusoid
at frequency f Whilé trace (b) is the d(t) inbut.
éomprising a'éombination of sinusoids at frequencies f and
2f. The résultént cancellation (e(t) output) is shown in
trace (d) and the spectra of d(t) and e(t) are shown,
superimpdéed? in figure 8.5(e) and (f). The cancellation
of the unwanted component was about 50 dB in this case.
The additionél spectral peaks whicﬁ cén be seen close to
the d.c. cbmponent of the e(t) spectrum in figure 8.5 are
due to a fixed pattern noise component on the y(t) output.
This fixed pattern noise'is due to the nonuzeroed mode of
operation of the PTF multipliers. However, since the
hoise-componehts occupy'only a §ery small part'of the
total aVailable bandwidth they may be easily removed, for
instance by using.a switched-capacitor post processing
filter oﬁ the output.- The graph shown in figure 8.6 shows
thé variation in adaptivity with convergence factor over
"the full range of u. The inset photogrgphs show typical
"residual error levels for a few seleéted points on the
graph. Comparing figures ;8.6 and :8.4 it is clear that the
expected trade-off does exist between convergence time and

the accuracy of the filter output.
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s(t] input

dit] input

y(t] output

elt] output

le) spectrum of dlt]
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Figure 8.5: Operation of the filter as a canceller.
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8.4 - Matched and inverse filter results

It has been shown in the last two sections that the 256-
point filter does in fact operaté in a way which
corresponds very closely with theoretical predictions in
terms of converéencé time'and filter accuracy;- In this
éection results are presented which éhow the performance
of thé 256—poinf system_as a matched filter and as an

inverse filter.

The.resu1£s shown in figure 8.7 demonstrate the operation
of the 256—p6int system as a matched filter where the
input signél, s(t), is a linear f.m. sweep from d.c. to
the Nyquist frequency (figure 8.7(a)). The d(t) input is
a single pulse shown in figure 8.7(b) and the converged
output shown in figure 8.7(c) shows a good correspondence
to thé d(t) training signal. Tﬁe area immediafely around
this output pulse is shown on'an expanded time scale in
figure 8.7(d) sho@ing that sidelobes have been almost
totally suppressed, as demanded by the d(t) training
signal. The actual sidelobe level waé measured to be
“about —25vdB in this case! The impulsevresponse of the
'PTF is not shown in this case becausé the output signal is
effectively masked by the PTF fixed pattern noise which'
appeérs at approximately the same level as the'impulse

response,

The trace shown in figure 8.7(e) is the same signal as
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lCll s(t] input

B (5) art] input

(e} ylt] output

(d) as above with expanded
time scale (50pusec/div)

L |

BN () sit] input with additive
| noise

(f) ylt]l output

Figure 8.7: Operation of the 256-point filter as a
: matched filter.
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that - in figure 8.7(a) with additive white noise which was
supplied to the4s(t) input after the adaption loop had
been switched off, i.e; p was reduced to zero. The
corresponding filter output is shown in figure 8.7(f)
which shows clearly detectable pulse in the same'position
as the training-pulée d(t). This is a clear demonstratiOn
of effective'ﬁatched filtering achieved