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Abstract

This thesis is a data-based investigation of the way speakers
structure what they want to say in terms of 'given' and 'new’
information. It is presented as a contribution to the study of the
pragmatics of natural language in which the structure of discourse
utterances 1is viewed as deriving, not from primarily syntactic or
semantic criteria, but from the functional requirements of efficient

communication in context.

The recorded conversational speech of Edinburgh Scottish
English speakers is analysed to determine whether intonational criteria,.
as suggested by Halliday (1967), can be takén as the formal features
which define the organisation of information in spoken discourse. It
1s proposed that intonational cues are only a partial, and unreliable,

guide to information structuring.

A detailed examination is then presented of a corpus of spoken
data elicited in a situation in which several parameters relating to
the nature of information transfer were controlled. As a result, a
comprehensive description of the linguistic realisation of information

structure elements is provided.

This leads to a reconsideration of conversational data and the
ways 1in which elements in the information structure of messages interact

and are influenced by larger structuring processes in the organisation

Oof conversaticonal contributions.

Conclusions from the investigation are presented along with

suggestions for continuing the research.



Chapter 1 Introduction




1.1 The Investigation
._—_____.——————'_—_—'_—_

This thesis 1s devoted to an investigation of the way speakers
structure‘what they want toO say in terms of old or 'given' information
and new information. The approach involves taking a view of language
as an instrument of communication and not as an object to be considered
independent of 1its function. If the work reported here can be treated
as a contribution to a theory of language, then that theory will be

generally of the type described by Isard (1975)

"a theOtywhich allows a speaker to accomplish something
by speaking makes a more promising start towards a larger
theory of language use than one which just passes
judgements on the propriety of what has been said"

(Isard, 1975 : 288)

The data for the investigation consists of recorded spoken discourse.
The type of investigation undertaken 1s consequently within the general
field of discourse analysis. It is not, however, to be considered an
examplé of the type of discourse analysis which employs primarily
sociological or ethnomethodological categories. Little attention will
be paid to the structure of conversational discourse in terms of 'turn-
taking' (Sacks et al., 1974), 'moves' (Sinclair & Coulthard, 1975),
sequences of speech acts (Labov, 1972; Widdowson, 1978), 'sequential
negotiations' (Jefferson & Schenkein, 1978) or any other comparable
formulae for the characterization of conversations as 'interaction'.
Instead, a detailed analysis of the internal structure of contributions
0 a discourse will be undertaken, with a view to capturing those
features which make discourses 'transactions'. Such an analysis seeks

to account for linguistic choices in a speaker's contribution in terms



of the function of elements in the information-transfer process. The
categories old/given and new are correspondingly treated as functional

cateqgories, following a longstanding tradition in European linguistics.

The beginnings of this tradition are most commonly associated
with the work ofiMatheéius (e.g. 1942). However, Firbas (1974) traces
the origins of what hé characterises as the 'Czechoslovak approach' back
to Well (l844). In Weil's account of the development of word order in
modern languages, he appeals to a functional division in parts of the

sentence, in that a sentence contailns

"a point of departure, equally present to the speaker
and hearer, their rallying point, the ground on which
they meet, and a goal of discourse which presents the

very information that is to be imparted to the hearer"

(Weil, 1878 : 29-30)

The view that formal linguistic realisations must be investigated in
terms of what they are used for is stated even more explicitly by

Mathesius,

"The starting point of the investigation will be the
communicative needs of the speaker, and from this fact
two consequences will of necessity follow: the way will
lead from speech, as something which 1s ilmmediately given,
to lanquage, as a system having an ideal reality only,

and from the functional necessities to the formal means

by which they are satisfied."

(Mathesius, 1936 : 97-8)

However, this type of 'functional perspective', while considered to be

an insightful account of Czech, was not automatically transferred to



rhe analysis of languages such as English, Indeed, Mathesius claimed
that "English differs from Czech in being so little susceptible to the
requirements of functional sentence perspective as to frequently
disregard them altogether" (Mathesius, 1942). Later investigators of
the Prague School (e.g. Vachek, Firbas, Dane%, Sgall) have since applied
their functionally-based methodology to the analysis of English sentence
grammar (e.g. Sgall, HajiZova & Benefova, 1973) and to English text
structure (e.g. Dane$, 1974). When discussing English, the Prague
Schoolwritérs do not seem to have reached a consensus on the number of
functional eleménts to be considered in the analysis of an English
sentence form. Daned (1970) works with a 'bipartite structure' of
theme/topic/old - fheme/bomment/heW}whileFirbas (1974) , admitting that
his categories are derived from an account of "the Czech system of word
order" (1974 : 13), operates with "a tripartition of theme - transition
- rheme" (1974 : 25). The inclusion of the third element, the
'tranéition', is never made a strong issue by any of those who argue for
its existence and Firbas himself points out that, between transition and
rheme, "the delimitation may become less distinct or perhaps even

difficult to determine" (1974 : 27).

When Halliday (1974) places his analytic approach within the
Prague tradition, he proposes a two-element division of 'communicative
units in information structure' (1974 : 52). Since it is initially
the Hallidayan position - especially as expressed in the 1967 paper -
that I will adopt in the present study of the information structure of
Spoken English, I will be mainly concerned with a bipartite division.
This is also the general approach taken by Chafe (1970; 1976) in

dlscussing information structure.



While I would like to suggest that the present study i1is conducted
within the general spirit of the Praguean FSP approach, a basic I
difference in methodology is occasioned by two factors: 1little interest
in the study of sentential word order in‘my'inyestigation, and an

emphasis on the actual information structure of discourse utterances

rather than the potential information structure.of system sentences,
In connection with this latter point, it should be noted that one of
the most basic problems encountered in the writings of FSP ad&ocates
and ‘their followers is what Palkov4q & Palek (1978 : 218) describe as
the inoongruitf:resulting from different attitudes to communication.
Palkova & Palek (1978 : 2l9)bpoint out that different analytic
terminology often accompanies different perspectives for the description'
of a text'(e.g. from the point of view of speaker or listener or in
te;ms of the structure of text independengof speaker and listener).
Thus we find Daned (1974) using a 'theme~rheme' dichotomy to describe
text structure. For Sgall et al. (1973) the 'topic-focus' dichotomy
is derived from the way the speaker is considered to organise his
sentences. ' For Dahl (1969) the 'topic-comment' dichotomy is part of
the structure of a sentence and "a reflection of the order of elements
in the base structure" (Dahl, 1969 : 6). The trichotomy of
'communicative dynamism' used by Firbas (1965) is based on an analysis
of comunicative importance of elements from the speaker's standpoint.
However, despite the confusion of terminology, there remains a
consistent application of the analysis to written sentences. When
the utterance of those sentences is consideréd, it is in terms of

the set of potential utterances possible for a particular written
sentence. The most extreme version of this attitude can be found

in the attempt (Firbas, 1975) to produce an 'intonational' description

of a written extract from John Wain's novel 'The Contenders'.



The type of analysis undertaken by Firbas (1975) is one example
of the way the Prague functional approach has been employed in 'ﬁext
linguistics’. There is a substantial literature in this field (cf.
Pet6fi & Rieser (eds.), 1974; Ringbom (ed.), 1975; wvan Dijk, 1978;
Dressler (ed.), 1978 for surveys) which is principally concerned with
the analysis of written texts and the development of 'text grammars'.
That is, the text analysis undertaken is concerned with the identification
of those féatures which, i1n addition to features identified within a
sentential grammar, produce cohesion in texts at a supra-sentential
level. These investigations attempt to define a set of supra-
sentential grammatical rules (e.g. Kiefer, 1975; Petdfi, 1975; Harweq,
1978) or to simply list-the types of overt cohesive links which operate
across séntences in texts (e.g. Halliday & Hasan, 1976; Hasan, 1978;

contributions in Ostman (ed.), 1978). /

A common factor in all such approaches to text-analysis is a
restricted view ;f the interpretation of texts as the interpretation
of the 'words on the page'. This 'text-as-object' view does not
normally take speakersﬁwriters/hearers/reéders into account, nor does
it allow for hearers/readers bringing a lot of information of wvarious
kKinds to bear in their interpretation of the 'words on the page'.
Since I will be taking a view in this thesis that the interpretation
of 'text' involves more than the strict interpretation of thé 'words
on the page', I shall generally avoid the textlinguistic methodology,
but nevertheless appeal on occasion to some of the relevant findings of

writers in that field. Thus, I shall take the position that there is

not only a general inapplicability of analytic criteria from written

text studies to the study of casual spoken data, but that there are also



specific aspects of the 'cohesion approach' which may be quite

jnaccurate as characterisations of how people understand discourse,

written or spoken (cf. chapter 8).

It should also be noted that even among the 'text-as-object'
school of thought, there has been a growing concern with a distinction
betwéen cohesion (explicit connections across sentences within texts)
and coherence'(implicit connections). Enkvist (1978) has demonstrated
that a constructed text having only cohesive links may appear totally
incoherent. From the interpretive point of view, Morgan (1974) argues
that it is, in fact, on the basis of an assumption of coherence that
hearers can use the so—-called cohesive devices 1n texts. Indeed; the
general trend in computer modelling of language understanding in recent
years has beéhutowards creating 'frames'! (Minsky, 1975), ‘'scripts'
(Schank & Aﬁelson, 1677; Riesbeck & Schank, 1978) or 'schemata’
(Rumelhart & Ortony, 1977; Rumelhart, 1977; Anderson et al. 1977) in
order that the understander systemghas a basis for filling in the 'holes'
which exist between sentences in a text -~ in other words, making both
coheslve and non-cohesive texts coherent. ~The idea that hearers/readers
bring some knowledge df 'the way the world is' or a conceptual schema to
bear on the interpretation of the literal meaning of linguistic sign(s)1

1s, of course, not new, and can be found in Kant (1781 : 182).

That there should be a need to reassert the importance of factors
beyond the actual 'words on the page' in the interpretation of sentences
and texts has been occasioned by an emphasis in linguistic investigation

Over an extended period on the importance of producing a formal model

and restricting the analysis to constructed sentences cited without

contexts of any kind. The quest for formalisms resulted in what Morgan

describes as :



9.

" a tendency to lose sight of the fact that the proper goal
of linguistics is not to invent some ingenious formal

apparatus for translating natural language into a form
to which the rules of mathematical logic can be applied,

but to discover how people work as language-users."

(Morgan, 1973 : 422)

And although there were good reasons, within a structuralist paradigm,

for restricting analyses to constructed, context-free 'data'’, the net

effect is that, in Givon's terms :

"artificial-sounding sentences, in isolation of comunicative
function and communicative context, became the stock-in-

trade of linguistic evidence, to be analyzed, dissected and
'explained’.” |

(Givon, 1979a : 25)

Givon (1979a) criticises at some length the Chomskyan methodology and
there have been a number of similar.assaults on the limited 'data' of
the transformational/generative school (cf. Rommetvelt (1974), Tyler
(1978) , de Beaﬁgrande (1980) and the contributions in Givon (ed.) (1979) ).
Probably the most extreme position is that taken by Garcia (1979) where
the very notion that there is a level of syntax 1is disputed. However,
there i1s a danger, in such an extreme reaction to the excesses of a
structuralist approach, that a lot of the insights gained into scme of
the underlying regularities of linguistic structures will be discarded.
Although I will be seeking to account for some of the structural
regularities in my data in largely functional terms - treating language
as an instrument designed to carry on communication - I will appeal to

the findings and arguments of many writers who have worked within a

1G framework.
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There is one aspect of the highly formal approach which I
suspect has not actually been adequately exorcised and which I would

like to comment on briefly. It involves a problem which Wittgenstein

noted :

"the confusions that occupy us arise when language 1S

like an engine 1idling, not when it 1s doing work"

(Wittgenstein, 1953 : 132)

There 1S still a tendency in linguistic description to treat whatever
data is being iﬁterpretedas, in some sense, "static". That is,'the
'meaning' of an utterance 1s worked out once the utterance 1s completed
and has become a complete object to decode.  Tyler (1978) suggests

that this view of interpretation operating over static lingquistic objects
1S counter—intultive and, if-correct, would result in conversations
"filled with long silences while the hearer desperately worked out the
meaning of the after-the-fact utterance" (1978 : 239). Intuitively,

a much more realistic version of how interpretation takes place is a
dyvnamic one, where bits of messages are partially interpreted, are
connected with previous bits, produce predictions which get confirmed
or, if unconfirmed, lead to reinterpretations etc., all taking place
while the message is coming into being. This 1s clearly a view which
looks upon the analysis of spoken discourse in processing terms. It 1s
a view which leads the analysis into considerations of what speakers and
hearers are doing, and accounting for linguistic data as the means
employed in what they are doing. It is, quite obviously, a pragmatic
approach and some general justification must be made for an approach
which holds, among other things, that "considered from the point of view
of pragmatics, a linguistic structure is a system of behaviour"

(Morris, 1938).
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Morris' definition of pragmatics as the study of "the relation
of signs to interpreters" (1938 : 6) is reiterated in Carnap's more

explicit version :

"If in an investigation explicit reference is made to the
speaker, or, to put it in more general terms, to the user
of the language, then we assign it to the field of
pragmatics” (1942 : 9).

The-pragmafic approach to the study'of langquage, then, 1is clearly
concerned with language in use, taking speaker and hearer into account.
The language users have since been ccnsidered to be only part of the
more general extra-linguistic context of a piece of language-in-use,

and the area of .pragmatics has extended to cover any contextual feature
which influences the production or interpretation of linguistic strings.
In a recent survey, Gazdar (1980) provides a list of what are essentially
pieces of problematic 'data' in contemporary linguistic theory, all of
which have to be "relegated" (Gazdar's term) to the pfagmatic camonent
(i.e. dealing with "non-truth conditional aspects of utterance meaning”
(1980 : 50) ). In what is essentially a list of remarks on the
research of others, the general basis of all the "pragmatic constraints”
described is, in one form or another, the influence of ‘context’. In
other words, for a theoretical approach which takes as its 'data' a set
of constructed sentence-forms, the problems arise becéuse there are no
speakers, hearers, settings or purposes connected with those sentence-
forms. Gazdar (1980) does not offer any account of how these pragmatic
features can be incorporated in an existing theoretical framework, nor
does he suggest that the context-free sentence-based methodology may be
an lnappropriate account of natural language. On the contrary, Gazdar

(1979) is responsible for one of the clearest expressions of commitment
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to the constructed-data approach :

"I shall assume throughout this book that invented strings
- and certain intuitive judgements about them constitute

legitimate data for linguistic research” (1979 : 11).

This approach places pragmatics on the periphery of linguistic analysis,
as a sort of additional set of constraints on the use of sentences
which themselves can be independently produced. I will present an
altetnative view, in which the so—called pragmatic 'constraints' are
primary, and to be treated as the motivation for the structure and
content of linguistic strings. HOwéver, before developing such an
analysis, I would like to point out that even among writers who take

a highly formal approach, there is an awareness that pragmatic issues

cannot be simply pushed to the periphery.

In contrast to Gazdar's claim that pragmatics 1s only involved
in "non-truth conditional aspects of utterance meaning" (1980 : 50),
there is a proposal in Sgall (1980) that "even the truth conditions of
sentences may*depénd on pragmatic issues™ (Sgall, 1980 : 236). Among
those factors discussed by Sgall is a point which I will investigate at
some length in the course of this thesis - "the change 1n the hierarchy
of activation (foregrounding) of the elements of the stock of knowledgé
the speaker has and assumes to be shared by the hearer” (1980 : 236).
(The effect of this 'change in the hierarchy of activation' 1s investigated
in some detail in chapter 7.) The specific element in the above quote
from Sgall (1980) which I would like to emphasise at this point 1s the

notion of 'activation', for it is a crucial consideration in any

discussion of 'context!'.
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If the notion of 'speaker's assumptions about the- hearer's
knowledge'! is considered more generally, 1t should become apparent
that the notion of ‘'context' which one requires in a pragmatic approach
is not a neutral description of all aﬁailable features of phyéical
surroundings, for example, but some form of 'activated context'.
It is this 'activated context' which the speaker indicates, in the
utterance of a linguistic message, he assumes is available to his
hearer. That is, within a linguistic pragmatics, the analyst's

concern is essentially to account for the use of linguistic features

by a speaker on a particular occasion and not to provide an account

of the occasion 1itself, (This latter activity I take to be generally

the province of ethnographers or sociologists.)

That there is a need to take the speaker's assumptions,jéoint
of view, and intentions into account in describing aspects of his
linguistic message has been pointed out in detail by a large number
of writers recently. I shall mention a few examples 1n addition to
those listed by Gazdar (1980), simply to establish some precedent for
the approach taken in the rest of tﬁis thesis. More detailed discussion

of specific issues is presented in the chapters which follow.

The effect of the speaker's point of'view, or his orientation,
on the form and content of the linguistic string he produces has been
demonstrated by several authors. There are, for example, structural
variations on a single sentence form (logical content being constant)
thch have to be attributed to differences in "empathy foci" (Kuno &
Kéburaki, 1977). That is, the speaker/writer can indicaﬁe, structurally,
part of his attitude or his relationship to the referents of expressions
in his message. The use of deictics (Kirsner, 1979) and certain verbs
(Fillmore, 1971:; Clark E., 1974) have a comparable bias deriving from

the attitude of the speaker.
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An appeal to speaker assumptions and intentions must also be
made 1in accounting for a wide range of. linguistic data. Schachter
(1977), considering the basis on which expressions such as "John,
you mustn't" and "May I ? - Please do." (i.e. containing propredicates)
are interpreted, points out that neither syntactic nor semantic
criteria will suffice (contra Hankamer & Sag, 1976). What is
required 1s a pragmatically based interpretation of the speaker's
intended message on the particular occasion of use. That a pragmatic
account 1s needed for proforms generally and anaphoric proncminals in
particular has been proposed by Lasnik (1976), Morgan (1979), Partee
(1978) and Yule (1979). The interpretation of anaphora (via speaker
assumptions and intentions) can be seen as a limited case'of a more
general consideration regarding the interpretation of reference.

Since I will be appealing to a non-semantic treatment_of reference

throughout this thesis, I would like to cite some authoritative support

for the pragmatic approach.

The fact that 'reference' is a pragmatic notion has been argued

by several writers, notably Strawson :
" 'referring' is not something an expression does; it is

scmething that someone can use an expression to do "

(Strawson, 1950)

In a similar'vein, Stalnaker emphasises that :
" referring 1s something done by people with terms, not by
terms themselves, That is why reference is a problem of
pragmatics, and why the role of a singular term depends

less on the syntactic or semantic category of the term
itself (proper name, definite description, pronoun) than

it does on the speaker, the context, and the presuppositions
of the speaker in that context, "

(Stalnaker, 1970 : 286)
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It i1s indeed the 'role' of the terms mentioned by Stalnaker that
I will attempt to provide an account of, working with pragmatic
categories towards an explanation of the circumstances in which

different formal realisations can occur.

If further support is necessary for advocating a pragmatic
approach to reference, the view of Searle, pointing out that reference

is, in fact, a speech act, can be quéted :

"in the sense in which speakers refer, expressions do not

refer any more than they make promises or give orders"

(Searle, 1979 : 155)

Even when a difference is proposed between 'speaker reference'
and 'semantic reference!, as in Kripke's (1977) account of Donnellan's
(1966) referential/attributive distinction, the basis of the difference

is ultimately in terms of different types of intentions :

"the semantic reference of a designator (without indexicals)
1s given by a general intention of the speaker to refer to
a certain object whenever the designator is used. The
speaker's referent is given by a specific intention, on a

given occasion, to refer to a certain object.”

(Kripke, 1977 : 264)

This difference is clearly pragmatic, in that an interpretation of both

types of 'reference' depends upon a hearer's recognition of the speaker's

intention in using the designator.

From a quite different point of view, Nunberg (1978) also
argues ‘that even when lexical items are considered to have scome form of

referring function, "the referring function has to be such that, given
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the argument, the hearer is enabled to pick out the value" (Nunberg,

1978 : 31). Nunberg concludes then that

"a function can be used in referring only if it yields
values at the demonstratum that are members of the
'range of reference' determined by the nature of the

predication, and by the conversational context." (1978 : 31)

The idea that reference depends on "the nature of the predication” and
"the conversational context" are points worth noting here, for they are

pointswhich I shall investigate at length in the course of this thesis.

If 'referring' is to be treated as something pecople do, then
surely ‘'presupposing' should be treated in the same way, for as

Stalnaker (1970) points ocut :

"people, rather than sentences or propositions are said

to have, or make, presuppositions” (1970 : 279)

Morgan (1973) makes a similar point when he argues that "a relation of
presupposition holds between the speaker and a certain proposition”
(1973 : 417). Thus, in this thesis, I will take the pragmatic view,
and following Karttunen (1974) and Givon (1979a), claim that all
pPresuppositional phenomena in natural language are pragmatic, that is,
"defined in terms of assumptions the speaker makes about what the hearer
1S likely to accept without challenge"” (Givon, 1979a : 50). 1In this
treatment, what Keenan (1971) characterises as 'logical' presupposition

1s cnly a restricted case of pragmatic presupposition.

Having provided some general background to the 'spirit' in which
this investigation was carried out; I would like to summarize the general
aims of the undertaking and remark briefly on the organization of the

following chapters as they reflect the development of the research.
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The type of discourse analysis presented here is not that
caommonly found in primarily sociolinguistic approaches where it is the
nature of the 'interaction' which 1s investigated. Rather, it is an
approach which considers spoken discourse as a form of 'transaction’
in which one participant transfers 'information' to another. Consequently,
the notion of 'information' involved is not of the social or interpersonal
type, but 1s treated as propositional and intenticnally conveyed. In the
terms used by Lyons (1972) and Laver & Trudgill (1979), it 1is "communicative
(=intentionél)" and not "informative (=unintentional)" aspects of speech
which will be iﬁvestigated. In the process of information transfer, the
speaker 1s considered to have assumptions about what information is already
in the hearer's possession - the 'old', 'given' or 'non-new' information -
and to have the intention of adding information which he believes the
speaker either does not have or is not currently thinking about - the 'new'
information. In order to communicate efficiently, the speaker structures
his utterances into units of information containing these ‘'given' and 'new'
elements. The approach taken is based on the fact that such structuring
is not derived from syntactic or semantic criteria, but from the functional
requirements of efficient communication in context. From this point of
View, the categories 'given' and 'new' are pragmatic categories which can
be assigned, not to a static representation of a sentence-as-object, but
O an evolving representation of an utterance-as-process at a specific
point in the development of a discourse. Operating with these categories,
an attempt is made to identify their formal linguistic realisations, not

as 'rule-governed!, but in terms of regularity of occurrence under

ldentifiable conditions.

Chapters 2, 3 and 4 are mainly devoted to an inquiry into the
Suitability of using intonational criteria, following Halliday (1967),
aS the formal features which define the organisation of information

Structure in spoken discourse. The type of spoken discourse considered
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at this stage*Was free conversation. It was found that intonational
cues were only one set of options available to speakers to mark elements
in the structure of their messages and that such cues did not have a
discrete information-structuring function. It also became apparent

that conversational data left too many important questions regarding
speakers' knowledge and intentions unanswered. Consequently, an
exercise was developed in which several important parameters regarding
the nature of 'informaticn transfer' could be controlled while allowing
participanté freedom to produce their own, undirected, spoken discourse.
This research is reported in chapters 5, 6 and 7. As a result of this
investigation of the controlled data, some observations on the linguistic
realisations of information structure elements are made. It then

became possible to reconsider conversational data and to produce a fuller
account of the various ways in which elements in the information
structure of messages interact. The results of this investigation

are presented in chapter 8. In chapter 9, I discuss some of the

implications of the research and suggest directions for future research

in this area.
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1.2 The Data

At the beginning of chapter 5, the controlled data used in
chapters 5, 6 and 7 1s described at some length. Extended extracts
from this data are included in Appendix 2. In chapters 2, 3, 4 and
8, the extracts analysed are taken from the data—base of Social
Science Research Council Project HR3601, held in the Department of
Linguistics, Edinburgh University. Extended extracts are included in
Appendix 3. This data-base includes_over 20 hours of the tape-
recorded casual- conversational speech of (primarily) Edinburgh Scottish
English (ESE) speakers. The ages andsocial'backgrounds of the
informants vary, but they are all adult native (Scottish) English
speakers. When particular attention is paild to an individual speaker
in this investigation, relevant details are provided, either as a
footnote (e.g. chapter 2, note 4) or as part of the contextualising

detaill accampanying an extract (e.g. chapter 8, extract 8.9).

In transcribing this spoken data, an attempt has been made to
record as faithfully as possible what was said and to avoid 'tidying
up' the language used. Consequently, some apparently ungrammatical
forms, as well as dialect forms, appear in several of the extracts

analysed. The following are typical examples :

[1.1] 1n that area there was hundreds of families
[1.2)  the shops 1is non-existent now

[1.3] dancing's no really a pastime

[1.4] the people didnae want to go out of the town

[1.5] central south side was very bad hit

In addition to this type of dialect variation, there are also examples

of repetition and incomplete sentences, commonly found in transcripts
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of conversational speech. Since there are no points made in this
thesis which depend on the acceptability/unacceptability of examples
used, I have simply transcribed the conversational speech as I heard
it and attempted to analyse the information structure of what was said
rather than what might have been said (or even constructed) by, say,

a speaker of standard Southern English in comparable circumstances.

In the transcriptions, the occurrence of pauses is marked by
the plus sign '+', or for extended pauses, '++'. A discussion of the
significance of pausing in the analysis of spoken discourse 1s

“presented in chapter 6, section 6.11.

In the intonational descriptions which accompany many extracts,
a simple- three line stave is used. The lines of the stave represent
the tOp,.mid and low points in the speaker's pitch range. Where F,
measurements have been made for a particular speaker, they are
included in support of the auditory analysis. (Notes on the pitch
range used by the particular speaker are included - e.g. chapter 2,
note 4, and on £he instruments used - chapter 6, note 15.) For the
most part, the intonational transcription is impressionistic and
features are described in perceptual rather than in acoustic terms.
The description presented owes a lot to the work of Currie (1979b)
and Brown et al. (1980) on Edinburgh Scottish English intonation.
The most general difference noted between ESE and RP intonation is in
the relatively flat base-line of the former versus the inclined base-

line of the latter. Brown et al. (1980) also point out :

"In ESE the excursions from the base-line on stressed syllables
involve relatively little pitch movement ('steps') compared
with the amount of pitch movement on RP stressed syllables

('contours!') ."”

(Brown et al., 1980 : 19 - 20)
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It is worth noting here that the base-line - the normal level of
unstressed syllables - is not the same as the bottom line of the stave
- the lowest point in the pitch range used by the speaker. More
specific aspects of intonational features encountered in the data are
described in detail in chapters 2 and 3. One technical term adopted
from Brown et al. (1980 : 31) 1is the:expression "boosted pitch height"
which is used to describe an extra high pitch occurring on certain

items in the extracts (cf. chapter 3, for fuller discussion).

It must be emphasised that the analeis presented in this
thesis 1s firmly based on a particular body of data. I have tried,
in presenting my descriptions and discussion, to include some caveat
to that effect. Consequently, I am not claiming that the regularities
found in the data investigated are necessarily to be found in all uses
of English by all speakers of English. I do wish to claim, however,
a high degree of descriptive adequacy for the analysis, in the sense

that the generalisations made will hold for other data-of a similar

type.
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Chapter 2 Intonation and Information Structure :

The Given Elements
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2.1 Givenness

On those few occasions when the information structure of
spoken English has been investigated, there has been a tradition of
seeking relationships between what is said and how it is said.
Halliday, to Eake one example, stated the position quite clearly
when he claimed that "information structuré 1s expressed by intdnation“
(19702 : 162). It is a position which is also associated with writers
of the Prague school, such as Danes, who proposes that "in.English; 1t
1s the suprasegmental phonological structure that signals the points
of the highest amount of communicative wvalue" (1970 : 136). In this
and the following two chapters, I will continue the tradition and |
investigate the relationship between elements in the information structure
and intonational features.. This investigation, however, differs in some
important respects fram.brevious approaches. It repréSents an attempt
to analyse examples of what was actually said by some Edinburgh_Scottish
English speakers, in largely spontaneous conversational speech, in terms
of how they actually said it. The emphasis on actual speech 1is
important. Most of the writers quoted in the following pages have been
largely concerned with promoting distinctions between elements in the
structure of sentences based.on context—-free, constructed examples.
In this chapter, I will be concerned with the investigation of one
element in the information structure, the 'given' element, how it can be
identified in non-constructed examples and how it is realised,
Intonationally, in the conversations of Edinburgh Scottish English

Speakers.
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It is necessary first of all to cutline briefly the scope of
the terms used, in particular, 'givenness'!, and also to state the

specific features of intonation which will be appealed to.

The major problem for épractical investigation of givenness
is the consistently non-formal nature of the definitions offered by
writers on the subject. Although he was spebifically accounting for
the internal structure of relatively small units of the language within
his own constrained analysis, Halliday did establish the basic condepts

involved 1in describing the given element :

"the given is offered as recoverable anaphorically or
situationally" (1967 : 211)

+*

given' means here is a point of contact with what you
Know" (1970a : 163)

Such proposals for the identification of given elements may be
intuitively satisfactory, but they are difficult to relate to formal
criteria. The same difficulty is present in definitions offered by

writers discussing givenness which extends beyond the bounds of the

single sentence :

"given information is suggested to be that which the speaker
assumes to be already present in the addressee's

consciousness at the time of utterance™

(Chate, 1974 : 112)

"given information serves as an address directing the listener

to where new information should be stored"

(Haviland & Clark, 1974 : 520)
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Faced with the absence of formal linguistic criteria in such
definitions, one has to check through the data used in the exemplification
of those definitions to try to extricate the formal features which the
writers have assumed to be carriers of givenness. It becomes clear
that there are several identifiable linguistic elements conventionally
associated with given status. These are listed below. It should be
emphasised that these are conventional forms employed with given status.
~ The extremely general nature of the definitions quoted previously 1is
probably:moﬁivated by the need to account for all the occasions on which
a speaker treat§ something as given. It has been noted by Halliday
(1967 : 211) that a speaker, in an appropriate context, can choose to
treat any element as given, and ﬁyChafe (1974 : 130) that such choices
can be extremely idiosyncratic. What are listed below, however, are

examples of forms conventionally analysed as given.
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2.2 Elements conventionallz assoclated with givenness

In the following sets of sentences, the 'given' elements are

underlined 1.

1. a) There goes a beggar with a long beard.
b) There goes the beggar with the long beard.

(Harris, 1751 : 216)

2. Q) Does John rent this house ?
b) No, he's bought it.

(Halliday, 1967 : 206)

3. a) Has anyone seen the play ?

b) I think John has done.

(Halliday, 1967 : 206)

4. a) Yesterday I saw a little girl get bitten by a dog.
b) I tried to catch the dog, but it ran away.

(Chate, 1972 : 52)

5. a) Where are you going today ?
b) We're going to the races.

(Quirk et al., 1972 : 940)

6; a) I just found some books that belong to Peter.

b) I wish I knew where Peter's living now.

c) I'd like to give these books back to him.

(Chafe, 1974 : 113)

7. a) We got some beer out of the trunk.

b) The beer was warm.

(Haviland & Clark, 1974 : 514)
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11.

12.

13.

14.

15,

b)

We checked the picnic supplies.

The beer was warmn.

(Haviland & Clark, 1974 :

William works 1in Manchester.

Soggg_l.

(Allerton, 1975 :

219)

27.

515)

(Sagpnoduces a cleaver and prepares to hack off his left hand)

He never actually does it.

(Hankamer & Sag, 1976

(Addressee is looking at a picture on the wall)

I bought it last week.

(Chafe, 1976 :

I bought a painting last week.

I really like paintings.
(Chafe, 1976 :

Look out. It's falling.

(Carpenter & Just, 1977 :

Yesterday, Beth sold her Chevy.

Today, Glen bought the car.

(Carpenter & Just, 1977 :

What happened to the jewels ?

They were stolen by a customer.

(van Dijk, 1977

31)

32)

: 120)

¢ 392)

236)

237)
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17.

18.

19.

20.

21.

22.

23.

I walked into the room.
The chandeliers sparkled brightly.

(Clark, 1977 : 259)

A bus came roaring round the corner.

The vehicle nearly flattened a pedestrian.

(Garrod & Sanford, 1977 :

;Marywas dressing the baby.

The clothes were made of soft pink wool.

(Sanford & Garrod, 1978 :

Robert found an old car.
The steering wheel had broken off.

(Clark, 1978 : 310)

When are you going to buy the turkey ?

We already have done.

(Allerton, 1979 : 269)

John's house is very cold.

The windows all seem to be draughty.

(Allerton, 1979 : 268)

28,

17)

20)

Yesterday I met a woman who had written a book on viruses.

She had studied them for vears and vyears.

It was selling very well.

(Clark & Sengul, 1979

: 37)

A dusty Packard pulled up by the lunchroom a few minutes

after one o'clock.
There were two men in the car.

(Crothers, 1979 : 34)
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24. a) I must tell you the news about John and Mary.
b) They have just got married.

(Brown & Miller, 1980 : 359)

25. a) I saw two young pebple there.
b) He kissed her.

(Sgall, 1980 : 238)

2.3 The Set of Regularly Given Forms

From these twenty-five examples, 1t 1s possible to establish

a set of forms regularly associated with givenness.

1. (i) Iexical units?2 mentioned for the second time, as in
(1b), (4b), (5b), (6b), (6¢c), and (7b). In-fact, Kuno
(1972 : 271) has suggested that simply "previous
mention" might be used as a way of deciding what would
be treated as given information. In Quirk et al. (1972),
the only examples used to illustrate the given element
involve an exact repetition of lexical items from a

preceding question.

(11) Iexical units which are presented as being within the
seﬁantic field of a previously mentioned lexical unit
(18b), in particular as generic expressions with regard
to a previously mentioned particular (12b), or where the
relationship between the two units is similar to that
between hyponyms and semantic superordinates (8b), (14b),
(l7b), (23b), or where a 'whole-part' relationship exists

between the two units (16b), (19b), 21b).3
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2. (1) Pronominals, used anaphorically, where the full
lexical form has already occurred in the immediately
preceding sentences (2b), (4b), (6¢), (15b), (22b),

(22c), (24b), (25Db).

(11) Pronominals, used exophorically, where the referent

1s present situationally (10b), (11b), (13a).

(i1i) Pro-verbals, though less commonly discussed, are

present in (3b), (9b), (10b), (20b).

The types of forms listed above as those conventiconally having given
status are investigated in this chapter with a view to determining

their typical intonational realisations in my data.

2.4 The New Element

So far I have ignored the second element in the given-new
dichotomy. The reascon for treating the two elements separately is not
arbitrary. The discrete formal realisations of specifically new
information are less readily identifiable, both lexically and
intonationally. Furthermore, there appears to be no immediately
recognisable formal distinction in the realisations of different functions
such as 'emphasis', 'contrast' and 'new'. It follows that to attempt
to uniquely identify an element as 'new' in this discussion could not
be supported by formal criteria. A fuller discussion of this issue
1s presented in chapter 3. To avoid identifying an element as ‘new’,

'emphatic! or 'cbntrastive', the more neutral term 'focus' will be used
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for any realisation of these functions. Thus, although stretches of.
conversation will be considered to have, at least, both focused and
given elements, the primary interest of this chapter is in the given

elements.

2.5 Phdhological Correlates

The intonational features investigated as correlates of given
elements will be primarily pitch level and pitch movement.  These
parameters are chosen as the most consistent realisations of
phonological prominence (or non-prominence) available for investigation.
Clearly, these are not the only relevant parameters. The status of
such feétures as length (particularly vowel lehgth), loudness, and even
the full articulation of normally reduced forms, within the study of
intonation, is sometimes difficult to determine. They clearly interact
with features such as pitch height and pitch movement, but whether
obligatorily or optionally is not always ﬁbvious. Nor is it clear, to
take a specific case, when a large pitch movement coincides with
-lengthening of a vowel, which of them is the determining factor or which
is perceptually more potent. One might suspect that, in order to
utter a normally atten uated pro-verbal such as "doing" (cf. extract
[2.13]) as a fall from high to mid or low, the vowel has to be lengthened
to carry the fall. Such phonetic problems are outside the province of
the present discussion. While remaining aware of the potential influence
of other phonetic parameters, the present investigation will, as a
practical expedient, concentrate on the pitch of elements identified as

'given'.
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2.6 Ilexical Units

In the series of extracts4 which follow, the intonational
features of those forms regqularly associated with givenness, as

detailed above, will be investigated.

[2.1] A : the shops + another bad thing the shops is non-existent

205-190 125-110
a -~
—_—mnm————————

now in the south side +

A‘__.___,_‘__—_

B : there's none there

A : not really + at one time there was quite a hive of shops you know
110

In this extract, the second mention of the lexical unit "shops" is
fairly low in the speaker's pitch range, and is spoken on a slight fall.
The third mention, in "a hive of shops", is simply low, occurring on the
baseline. Noticeably different in terms of pitch from these two
occurrences 1s the initial mention of "shops", which is very high in the
pitch range, although not exhibiting any sizeable pitch movement. Based
on this extract, a simple correlation might be proposed between first
mention of a lexical unit and high pitch, subsequent mention and low

pitch. In other words
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The givenness of lexical units 1s conveyed by a speaker
uttering them low in his pitch range, or at the same

level that he uses for unstressed syllables.

This would be in accordance with the claim that "the second occurrence
of a given lexical item in a sentence is normally deaccented"

(Cutler & Isard, 1980 : 260).

That this analysis may be too simple is illustrated in extract
[2.2]. (The larger stretch of discourse in which this OCcurs 1s

presented later as extract [2.13].)

[2;2] even the dancing thing + dancing's no really a pastime
100 200-190

The first mention of "dancing" in the discourse 1s very low and
the second mention very high in the pitch range. Does this represent
a serious counterexample to the simple analysis proposed above ? It
may not. It does at least suggest, however, that the formal
linguistic criteria derived from the analyses of givenness 1n primarily
sentential terms may not be available for use in the analysis of

discourse without some modification.

In the larger discourse context surrounding extract [2.2], the
speaker has previously been discussing in very general terms the idea
that "if you work at a thing + you enjoy it". The lexical unit which
appears first in extract [2.2], then, 1s not "dancing", but "the
dancing thing". "The dancing thing" is one example of 'things which
are enjoyed if one works at them'. For the speaker, perhaps, there are
many such 'things' and, having mentioned them generally, he offers one

brief example.
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The second mention of "dancing" is as a lexical unit by itself.
In the following stretch of discourse (cf. extract [2.13], subseguent
mentions of "dancing”, and the pro—forms which 'substitute' for it, all
occur low in the pitch range. This second mention of "dancing™ has a
lot in common with "shops" from extract [2.1]. Both are high in the
pitch range, have little pitch movement and are followed by repetitions
which are low in the pitch range. To capture this similarity and also to
retain the formal linguistic criteria, a modified version of the earlier

proposal regarding givenness can be offered.

The givehness of lexical units on subsequent mention, after

an initial mention which has high pitch, is conveyed by a speaker
uttering them low in his pitch range.

Thus far, the low pitch associated with given elements has been
presented as a simple, easily identifiable phenomenon. What is being
referred to 1s, in fact, 'relatively low' pitch. Extracts [2.3] and

[2.4] contain the lexical unit "dancing" which is, in formal terms,

'given' in both cases.

(2.3] but in my young + like when I was + sixt- fifteen sixteen

going to dancing
1060-90

[2.4] vyou had to learn dancing
120-110



No significance in terms of their functions as 'given'
elements should be attributed to the different pitch levels of these
lexical units. They simply'occut in different phonological
environments. Extract [2.3] 1is an example of what Bolinger (1970)
would term a type of parenthesis. Within a parenthesis, according to
Bolinger, "we find normal syllable-by-syllable contrasts .... but the
importance of the entire parenthesis 1s signaled as low in the utterance .
as a_whole"'(l970 : 137). For this speaker, relative lowness 1is

manifested in a lowered baseline of unstressed syllables (including given

elements). Thué, "dancing" (100-90 cps.) happens, in this particular

environment, to occur on a lowered baseline.

Extract [2.4] 1s an instance of a process virtually the orposite

of that evidenced in [2.3]. It is very similar to what Brown et al.

(1980) have described as a 'shift-up in key'. For any one of a variety

of reasons, the speaker may raise his baseline. In such circumstances,
unstressed syllables (including given elements) are realised higher in
the pitch range. Thus, "dancing" (120-110), in this particular

environment, happens to occur on a raised baseline.

Throughout this paper, all references to low pitch will be

intended to carry the meaning of 'low, relative to the pitch

environment'.

How the speaker continued, following extract [2.4], presents an
opportunity to investigate his treatment, intonationally, of lexical

units which appear to be within the semantic field of a previously

mentioned lexical unit.
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[2.5] vou had to learn dancing you had to learn quicksteps slows waltzes
120-110 120-110 120 120-100 °

In extract [2.5], "quicksteps", "slows", and "waltzes" are lexical
units mentioned for the first time in the discourse. Taken individually
as lexical units, they would not be expected to have the same pitch
realisation as ‘given' elemehts (1.e. they have not been previously.
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