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ABSTRACT.

Although there is considerable uncertainty in the literature about the effects of
greenhouse gases on the climate there is little doubt that the composition of the
atmosphere has changed in recent times. As a result of human activities the
concentration of CO; is likely to double from pre-industrial levels by the middle of
next century and as a consequence global temperatures are likely to rise. The
potential importance of a change in the climate for the environment and agriculture
and the complexity of the issues that are involved means that it is important to
develop analytical tools to study this problem. The principle aim of the study is to
evaluate the possible effects of a change in climate on the pattern, structure and
viability of agriculture in Scotland. To address this objective it was necessary to

evaluate the effects of climate change at a range of different levels of resolution.

A linear programming model was developed that includes a large amount of
biological, physical and economic detail. The models of crop growth (grass, grass
/clover, swedes, potatoes, barley, vining peas, oilseed rape and wheat) account for
variations in weather conditions, soil types, weeds, applications of nitrogen and
pesticides, different planting dates and cropping rotations. The livestock operations
that are modelled include sheep, dairy and beef fattening enterprises. In addition a
considerable amount of effort was devoted to modelling variations in machinery
requirements (and the sensitivity of these operations to climate), labour, buildings and
finance. The inclusion of this information has allowed the types of adjustments that

farmers may implement to be considered.

The model is structured as a series of linked sub-problems where the most basic
units are farms. In turn the interactions between farmers in terms of flows of
intermediate goods, land, and labour are considered at the regional and national level.
While further developments to the model would allow the status of Scottish
agriculture to be more accurately modelled, in its current stage of development, the
model has allowed a realistic evaluation of the effects of climate change. The results
of this study suggest that climate change will have a detrimental effect on Scottish
agriculture, however, the effects of climate are likely to vary between the different
farm types and regions. In general, cropping farms are likely to benefit from a change

in climate while the profitability of livestock farms, and sheep in particular, will
decline.
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1. INTRODUCTION.

Although there is a great deal of uncertainty in the literature about the effects of
greenhouse gases on the climate (Barbier and Pearce, 1990; Henderson-Sellers, 1991
Kellog and Schware, 1981; Parry, 1990a; Rosenzweig, 1989b; Smith and Tirpak,
1989) there is little doubt that the atmosphere has changed as a result of human
activities. The Intergovernmental Panel of Climate Change (IPCC) (1990, 1996a and
1996b) have suggested that the concentration of CO3 is likely to double from pre-
industrial levels by the middle of next century and as a result, global temperatures are
likely to increase. However, the predictions of the extent and the rapidity of
temperature rises are subject to a wide degree of variation. While many of the
physical processes that govern weather are reasonably well understood, there are still
large gaps in understanding how these processes will affect global and regional

weather patterns (Rowntree ef al., 1989).

However, the potential costs to society and also the evidence for climate change
are sufficiently high that climatic change has become the subject of intense political
activity and study. For example, the Conference of the Parties that was held in Kyoto
from December 1-12, 1997, is merely the latest in a series of conventions that have
been convened to negotiate legally binding agreements between nations to reduce
greenhouse gas emissions. There has also been a large international response to
facilitate research and transfer information between governments. The IPCC, which

was established in 1978, has played a significant and ongoing role in this process.

Although, in recent decades, there has been a fundamental shift in societal attitudes
towards preserving and maintaining the global environment there are still considerable
difficulties involved in the negotiation and implementation of the treaties that relate to
climate change. Not least of these difficulties is related to the differential impact that
changes in climate will have in different parts of the world. Also, there is
disagreement as to the level of financial responsibility of the developed world to
ensure that developing countries adopt technologies and policies that are of global
benefit. Issues such as these have complicated the arguments at Kyoto, as well as
previous international conventions', and impeded the setting of enforceable targets for
emissions of greenhouse gases. However, the disagreements at Kyoto relate to topics
such as how deep the cuts in emissions should be and the dates for achieving these

' Such as the 1992 UN Framework Convention on Climate Change in Rio de Janeiro which was
signed by 154 states and the European Union.



targets. The more basic argument as to whether limits on the emissions of greenhouse

gases are required is now no longer an issue.

The significance of climate change for the environment (Boer and De Groot, 1990;
Bolin ef al, 1986; Glantz, 1991; Grime, 1990; Jackson et al, 1990; McNeely, 1990;
Risch, 1987) and agriculture (Adams, 1989; Carter ef al, 1990, Crosson, 1989; Kates
et al, 1985; Parry et al, 1988a and 1988b; Rosenzweig, 1989a; Salinger e al, 1990)
and the complexity of the issues that are involved means that it is important that the
debate and the decisions of policy makers, at local through to the international level.
are made on an informed basis. In the context of this study it is perhaps less
important to become involved in the debate as to how the climate will change than to
be able to incorporate projected changes in weather patterns within a methodology
that allows the resulting impacts to be quantified in a reasonably objective and

comprehensive manner.

The primary objective of this research is to consider the effects of climate change
on the pattern, structure and viability of agriculture in Scotland. Because of the
complex nature of this problem it was necessary to adopt mathematical modelling as
the tool of analysis. Further, as farmer’s responses, either to mitigate the detrimental
effects or to take advantage of beneficial aspects of climatic change, are likely to
influence the outcomes associated with climate change it was desirable to use an

optimising technique that can be used to approximate the responses of producers.

Of the optimising techniques that are available, notably linear®, quadratic, dynamic,
and mixed integer modelling, linear programming was chosen, as it is a relatively
simple technique. Further, the methods used to solve linear programming (LP)
models are well developed and can be applied to large problems. Other advantages
and strengths and weaknesses of linear programming versus other techniques are
reviewed by Dent et al., (1986) and Romero and Rehman (1989). Although,
econometric methods are a commonly used technique, and possess certain advantages
over the previously listed methods (such as the ability to extract a large amount of
information from sample data and provide an indication of the statistical reliability of
the results), this technique was not used in this study. The reason for this is that

econometric models are not well suited to situations where production conditions are

“ Techniques that are derived from LP such as Goal Programming and Minimisation Of Total
Absolute Deviation might also have been considered.
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likely to move away from the historically observed sample on which the model was

estimated (Moxey ef al, 1995; Shumway and Chang, 1977).

The implications of the study objective for the model structure, and also some of
the conceptual and data-related issues that are involved in constructing the model are
discussed in the following section. In Section 1.2 of this chapter an outline of the

thesis is presented.

1.1 Methodological Considerations.

Perhaps the most significant methodological difficulty that climatic change presents
is that the effects of climatic change occur over an extremely wide range of temporal
and spatial scales. In some cases, physical and biological responses to a change in
climate may occur very rapidly, particularly if a direct relationship exists between
weather and the response; such as rainfall affecting daily rates of crop growth. At the
other extreme, effects may be the result of interacting or slowly responding processes
so that the response is fully manifested only after a long period of time; an example
might be the influence of a change in climate on the properties of a soil. The effects
of climatic change on processes occurring at different scales of spatial consideration
are also significant. For example, processes occurring at very small or even
microscopic levels, such as soil organisms, pests and diseases, are affected by climate.
At a larger scale, a change in climate may have differential impacts on the agricultural
potential of a country, depending on the weather patterns that evolve in different

regions.

The responses in consumption and production to climatic change are no less varied
than the biological and physical consequences in terms of the scale of temporal and
spatial impacts on economic behaviour (Sonka, 1991). Farmers modify their
management to take advantage of beneficial changes in climate or to reduce the
detrimental effects of an adverse shift in climate. The actions taken by farmers may
range from relatively minor adjustments, such as advancing or delaying the timing of
field operations, that have little effect on farm output, to fundamental and long-term
changes in management that alter the farming system. These adjustments in turn have
implications for the welfare and location of other producers, processors and

consumers in the agricultural sector. Further, the impacts of a change in climate are



likely to be complicated by changes in factors such as legislation and institutional

structures.

Johnson (1991) reviewed the relative strengths of a range of differing economic
modelling approaches to contend with methodological difficulties common to studies
of climatic change. He also analysed the types of assumptions and information that
are required and produced by models constructed at differing levels of aggregation.
Typically, models that predict the behaviour of producers, which Johnson calls
individual decision models, model short-term changes in system behaviour. Models of
this type are capable of producing a wealth of information about dynamic adjustments
at the farm level but they can be extremely demanding in terms of data requirements.
The amount of detail in these models means that they frequently incorporate highly
structured assumptions about producer attitudes to risk. At the same time, factors
such as technological change and prices of agricultural inputs and outputs are often
assumed to be constant. The use of simplifying assumptions such as these, means that
the results of analyses may over-state the impact of climatic change on farming
systems (Johnson, 1991).

Compared with micro-economic models, models constructed at higher levels of
aggregation tend to adopt less restrictive assumptions towards factors that vary over
the longer term or that are the result of market interactions. Aggregate models,
therefore, tend to be suited to studies that explicitly consider events that occur
outwith a farm’s boundary. Conversely, in micro-economic level studies,
perturbations that occur beyond a farm’s boundary are assumed to influence the
environment in which a farm operates, but interactions between the farm and its
environment are not normally considered. As models become more aggregated this is
often reflected in the adoption of increasingly simplified assumptions regarding
farming practices and decisions. The use of such assumptions means that model
construction and evaluation tend to be more tractable, however, this can be at the cost
of a greater incidence of aggregation bias.

A further point is that the production functions that underlie higher order models
tend to be specific to the range of historical data used to estimate the model
parameters. When it is considered that analyses of climatic change may be performed
for situations where the environment is quite different to that existing today, the
relationships included in aggregate models often lack the generality required to

produce acceptable predictions of the impacts of climatic change on agricultural



production. Insofar as a micro-economic model explicitly represents causal biological
and economic relationships, these are likely to have fewer problems than an aggregate
model when extrapolating explanatory variables beyond the range of past experience
(Buckwell and Hazell, 1972).

The complexity of the biological and physical processes that link crop and animal
production to weather variables means that simulation models are essential for
generating predictions of the effects of variations in climate (Baier, 1977, van Keulen,
1987; Wisiol, 1987). In the past, simulation studies have often used statistical
techniques to estimate empirical responses in crop or animal performance to
comparatively small sets of variables. While the outputs of these studies are usually
acceptable for analyses involving a restricted set of locations and recorded conditions
large errors can occur when considering other locations or conditions outwith the

measured range.

As knowledge of the workings of biological systems have improved, and
sufficiently accurate and detailed data are collected, simulation models have
increasingly included mechanistic, or biologically meaningful, representations of the
processes involved in crop and animal growth and development. The principle
advantage of mechanistic models is that they tend to be more robust than empirical
models when considering a range of locations and conditions, an important
requirement in this study. To the extent that the national level model summarises
output from simulation models, any errors and uncertainties present in the simulation
models are also embodied in the higher-order model.

As the following chapters will show a sophisticated LP model was established as
part of this thesis. Specifically, a hierarchy of sub-models was developed where
output is provided by a national level model. The national model is comprised of a
series of regional sub-models which are themselves comprised of a set of farm sub-

models. In turn the farm sub-models contain a series of enterprise sub-models.

1.2 Thesis Outline.

This chapter has provided a brief introduction to the study. In the first section, the
primary objective of the study, that is to consider the effects of climate change on the

pattern, structure and viability of agriculture in Scotland, is introduced. Also, some of
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the difficulties involved in establishing international agreements on issues that relate to
climate change are considered. Further, some of the methodological considerations
that are associated with using mathematical and simulation models as the tools of
analysis are discussed. In the remainder of this section the structure of the thesis is
presented (see Figure 1-1).

Figure 1-1. Thesis Structure.
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As mentioned above, the model incorporates a series of regional sub-models,
where each of the regions correspond to a weather zone. The weather zones, that are
included in the model, define the spatial dimensions (Aspinall ¢/ a/, 1994b) of the
synthetic weather series (Peiris and McNicol, 1996; Peiris e/ al, 1996) that are used to
estimate changes in productivity with changes in climate at different locations in
Scotland. The model that is used to establish the weather series for the regions that
are included in the model is described in Chapter 2. Also, included in Chapter 2 is a
summary of the outputs of the weather model.

In Chapter 3 the results of a cluster analysis that provides the basis for the farm
type sub-models is presented. The farm typology analysis was necessary to establish
an accurate description of the asset structure and production possibilities that are
available to Scottish farms. The rationale for establishing the typology, the principle
sources of data, the methodology, and the variables that are included in the analysis
are discussed. Some of the issues that are associated with aggregation bias are also

presented. The results of the typology are included in the final section of the chapter.

Because of the large size of the linear programming model that was developed in
this study it was necessary to decompose the problem into a series of linked sub-
models so that it could be solved. In Chapter 4 the rationale of the Dantzig-Wolfe
decomposition technique is discussed. Also the outcome of efforts to solve the model

on a parallel super computer and a network of Sun computers are presented.

The structure and limitations of the crop and forage models and the methods that
are used to represent management variables are discussed in Chapter 5. Included in
the chapter are sections that relate to the modelling of weeds and pests, nitrogen
transformations within soils, crop rotations and crop residue disposal. The results of
the estimation process that is used to establish the parameters in the LP model and the

simulation models that provide inputs to this study are discussed.

Chapter 6 deals with the modelling of livestock. The models developed by Topp
and Doyle (1994) act as a significant input to this part of the study. In the first
section an overview of the farming systems that are modelled by Topp and Doyle is
presented. In the second section, the equations and parameter estimates that describe
animal performance are discussed. The formulation of the LP model is compared with



Topp and Doyle's model and some theoretical considerations are discussed. The final

section of the chapter deals with the derivation of management parameters.

In Chapter 7 the structure of the machinery, buildings, labour and finance
components of the model are considered. The availability of workable hours to
complete machinery operations is highly weather dependent and is therefore
considerably influenced by climatic change. The models developed by Cooper and
McGechan (1994 and 1996) provide the principle source for estimating the
parameters that relate to workable hours. The methods that are used to model
variations in workable hours and the integration of these with machinery are

discussed.

In Chapter 8 an evaluation of the model evaluation is presented. In the first part of
the chapter the cash and forage crop models are considered. There are three parts to
the evaluation of the crop models. Although most of the simulation models that
provide inputs to this study have been extensively tested for British conditions, and
were therefore adopted for use in this study without additional validation, one of the
models was originally developed in Scandinavia by Kvifte (1987) and had to be
modified as part of this study. It was important therefore to evaluate the predictive
performance of Kvifte's model against Scottish trial data. The results of this
comparison and conclusions relating to the suitability of using this model are
presented in Section 8.2.1. In Sections 8.2.2 and 8.2.3 the ability, of the LP models
of crop and pasture growth, to reproduce potential yield variations are discussed. In
particular the influence of nitrogen on crop and pasture productivity is considered. In
Section 8.3 the predictive performance of the animal models is examined. The
outputs from the linear programming models of the animal production systems are
compared with predictions produced by Topp and Doyle's models.

The results of the experiments that are performed with the model are discussed in
Chapter 9. In the first section of this chapter the outputs of some preliminary runs
with the model are considered. In Section 9.2 a sensitivity analysis of relative changes
in the productivity of machine harvested crops (potatoes, barley, vining peas, oilseed
rape and wheat) and crops harvested by animals (grass, grass / clover and swedes) is
presented. These runs were performed to allow the sensitivity of livestock farming
systems to be compared with systems that are dependent on the sale of crop produce.
In the final section the constraints that relate to the purchase and selling of land and

also the maximum numbers of livestock that can be carried are relaxed. The purpose
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of this experiment is to determine the longer term effects of climatic change on the
relationships between farm types and regions. In the final chapter a summary of the

study and the conclusions that have been reached is presented.
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2. WEATHER.

2.1 Introduction.

This chapter is in three sections. The first section provides a brief description of
the weather model that is used in this study. Some of the issues relating to the data
generated by this model, and also the use of this data, are discussed. In the second
section, the outputs of the weather model are presented for the range of climates and
regions in Scotland that are considered in this study. In the final section, some
conclusions are drawn regarding the relative changes in weather that may occur with a

change in climate.

In this study the climatic scenarios that are considered include ten years of weather
data, three possible climates and four regions in Scotland. The weather data that is
used in this study, was established using a multivariate time series model developed by
Peiris and McNicol (1996). The parameters in Peiris and McNicol's model were
estimated from historical data that were specific to the sites that they selected as part
of their study. The predictive performance of the weather model was assessed by
Peiris and McNicol, and the results of their evaluation suggest that their model is
adequate for the purposes of this study. Peiris and McNicol's model adopts a daily
time step and outputs include wind speed, relative humidity, minimum and maximum
temperature, radiation and rainfall. The output of their model is in the form of

stochastic series that could be of any desired duration.

The climatic scenarios included in this study are: the current climate (climate ‘0’); a
climate involving an increase in temperature of 3° Celsius and a concomitant change
in mean rainfall’® (climate ‘1°); and a climate where temperature increases by 3°
Celsius but without a change in mean rainfall (climate ‘2’). The difference in average
temperatures between climate ‘0’ and climates ‘1” and ‘2’, conform with estimates of
temperature changes that may occur if the concentration of atmospheric carbon
dioxide doubles from levels that existed in pre-industrial times (Parry, 1990b;
Rowntree, 1990; Rowntree and Walker, 1978). In this study it is assumed that
climate ‘1’ is the most likely outcome associated with a doubling of atmospheric
carbon dioxide. The climate ‘2’ scenario is included in this study to assess the

sensitivity of crop and forage production and machinery operations to variations in

3 . PO . i . <
For climate 1" rainfall is allowed to vary as a function of the change in temperature.



rainfall. For each of the above scenarios the monthly means of the variables produced
by Peiris and McNicol's (1996) model are presented in Table 2-1 to Table 2-5.

The sites considered by Peiris and McNicol (1996) were Kinloss, Mylnefield,
Paisley and Wick. Peiris and McNicol selected these sites, as relatively complete data
sets of at least ten years duration were available. Also, they considered the sites to be
representative of a relatively wide range of climatic categories that are of relevance to
Scottish agriculture. In this study Scotland is sub-divided into four regions so that
each region corresponds to one of Peiris and McNicol's sites. The boundaries of these
regions are estimated by calculating equidistant points between Peiris and McNicol's
sites (Aspinall pers. comm., 1995; see Figure 2-1). An assumption of this procedure is
that the weather series established by Peiris and McNicol's model provide reasonable

estimates of conditions throughout the selected regions.

The assumption that the regions, or weather zones, possess homogenous weather
conditions is, however, a simplification for two reasons. The first is that the number
of regions that are represented in the model is small when the spatial diversity of
Scottish weather is considered (Francis, 1981). The second is that the method that is
used to determine the position of the regional boundaries excludes a number of
factors that influence spatial weather patterns. Rather, multivariate techniques that
allow a range of factors, such as distance from sea, altitude, aspect, and topography,
to be considered are likely to provide better defined weather zones than the current
methodology (Aspinall pers. comm., 1995). It should be noted, however, that various
procedural and data related issues would need to be addressed if improved methods of
defining the weather zones are adopted. Although, it is likely that the methodological
issues involved with establishing the weather zones could be overcome (Aspinall pers.
comm., 1995), difficulties associated with obtaining potentially greater amounts of
weather data would not be easily resolved (Peiris pers. comm., 1995).

As mentioned above, three possible climates, four regions, and ten years of
weather scenarios are considered in this study. Compared with various other studies
(see for example Topp and Doyle, 1996b; Yiqun ef al., 1994), this represents a
relatively small number of weather series. If a greater number of climatic scenarios
are included in this study it would be possible to evaluate the sensitivity of farming
systems against a wider range of weather conditions. For example, changes in



Figure 2-1. Weather Zones in Scotland.
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farming systems that are the result of variations in the incidence of extreme weather
events might be considered. Also, if parameters in the LP models are estimated using
weather series of longer duration, for example 30 year scenarios are commonly used
in climatic studies (MacKerron pers. comm., 1995), this might increase the statistical
confidence that can be placed in the model. However, the large amount of information
relating to non-weather factors that are present in the model, such as soils, crops,
planting dates, nitrogen application rates, animal types and stocking rates, has meant
that computing considerations have restricted the range of weather data that could be

included.

2.2 Results.

The results of the weather simulations that were performed using Peiris and
McNicol’s model can be found in Table 2-1 to Table 2-5. Mean daily temperatures are
presented in Table 2-1. The results suggest that Wick is the coldest region and in
increasing order of temperature it is followed by Mylnefield, Kinloss and Paisley. The
mean annual temperatures of these regions are respectively 7.5, 8.3, 8.4 and 9.0°C.
The differences in regional temperatures appear to be principally due to differences in
summer temperatures and to a lesser extent to differences in spring and autumn

temperatures. In winter only small differences in temperature are evident.

As the influence of a change in climate is to add approximately 3°C throughout the
year, the ranking of the regions in terms of temperature is the same for all of the
climatic scenarios. The inter-regional differences in temperatures of approximately
1.5°C between the coldest and warmest regions is considerably less than the
difference of 3°C that is postulated for the climate change scenarios. Although
temperature is only one of several weather variables that affect crop growth, the
between climate differences in temperature suggest that the impact of climatic change
on crop production may be greater than the current influence of regional differences in

temperature. For further discussion of the influence of temperature on crop
productivity see Section 5.3.

With respect to rainfall (see Table 2-2), Paisley is the wettest region and is
followed by Wick, Mylnefield and Kinloss. For the current climate the mean annual
rainfall of these regions is 1080, 750, 640 and 560 mm, respectively. The annual
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rainfall at Kinloss, therefore, is approximately half the value at Paisley. Also, seasonal
variations in rainfall are most marked at Paisley which in relative terms has wet
winters and dry summers. By comparison seasonal differences in precipitation are
proportionally smaller at Wick and Mylnefield and at Kinloss rainfall tended to occur
at a relatively constant rate throughout the year. A comparison of annual rainfall totals
showed approximately a 20 percent increase between the current climate and climate
“1” and that this varied between a 12 percent increase at Paisley and a 27 percent
increase at Mylnefield. However, the ranking of the regions in terms of rainfall did
not change from the current climate. Also, there appears to be a small increase in the
seasonality of rainfall when comparing climate ‘1’ with the current climate. As a final
point there are some minor differences in rainfall between the current climate and
climate ‘2’ but these are likely to be due to random variation (Peiris pers. comm.,
1995).

The estimates of differences in photosynthetically active radiation (see Table 2-3)
appeared to be relatively insensitive to changes in climate. The estimates derived
from Peiris and McNicols model suggest that for the current climate that Mylnefield
receives the most radiation and that Paisley, Wick and Kinloss are exposed to lesser
amounts of radiation. For the current climate the average daily incidence of radiation
at these sites is 8500, 7940, 7580 and 7350 kJ per m® per day which represents a
difference of approximately 14 percent between the most and least sunny regions. For
climate ‘1’ the ranking of the regions in descending order of annual radiation is
Mylnefield, Wick, Paisley and Kinloss. Although the ranking of the regions differs
slightly from that achieved for climate ‘0’ the difference in radiation between these
climates is in all cases less than 4 percent. The ranking of the regional radiation totals
is the same for the current climate as for climate ‘2. Also, the magnitude of

differences between climates ‘0’ and ‘2’ is similar to the differences between climates
‘0’ and “1°.

The estimates of wind speed (see Table 2-4) suggest that for the current climate
that Wick is the windiest region with a mean annual wind speed of 5.7 metres per
second. Kinloss is next windiest with a mean wind speed of 5.1 metres per second.
At Paisley and Mylnefield the estimates of wind speed are, respectively, 3.4 and 3.3
metres per second. As in the case of rainfall, the seasonality of wind speed is greatest
for the windier regions, with windy winters and relatively calmer summers, and least
for the regions that had less wind. The estimates of wind speed appeared to be
relatively insensitive to changes in climate with variations between climate ‘0’
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and climate 1’ ranging between -0.2 percent and 3.5 percent. Between climates “0’
and ‘1° variations in wind speed ranged from a reduction of 2.5 percent and an
increase of 8.5 percent. The difference in the windiness of the regions tended to be

greater, therefore, than differences that arise with a change in climate.

The last of the weather variables that are considered by Peiris and McNicol 1s
vapour pressure (see Table 2-5). For all of the regions and climates a strong seasonal
pattern in vapour pressure is evident with higher pressures occurring in summer.

For the current climate the highest mean annual vapour pressure is recorded for
Paisley at 1.02 kPa. There is little difference between the other regions with respect
to this measure as the mean vapour pressure of these regions are all approximately
0.89 kPa. The mean vapour pressure for climates ‘1’ and ‘2’ are approximately 20-25
percent greater than for climate ‘0’. The magnitude of these differences suggests that

a relatively strong relationship exists between vapour pressure and temperature.

2.3 Conclusions.

In conclusion rainfall, temperature, and vapour pressure are relatively sensitive to
changes in climate in comparison to radiation and windiness which are less sensitive.
In particular the magnitude of temperature and vapour pressure changes with changes
in climate are greater than existing inter-regional differences. For the other weather
variables inter-climate differences are smaller than inter-regional differences. It should
be noted, however, that climatic change of the scale estimated by Peiris and McNicol
is still likely to cause significant changes in farming systems, particularly when existing
inter-regional differences in agriculture are considered. For the current climate
Paisley is the warmest and wettest region and has the highest mean vapour pressure;
Wick is the coldest and windiest region; Kinloss is the driest region and receives the
least radiation; and Mylnefield receives the most radiation but is the least windy
region. A further point is that although there are some changes in the ranking of the
regions the relative differences between regions tended to be preserved for the
different climates.
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3. FARM TYPOLOGY,

3.1 Introduction.

In this study a farm typology is established using multivariate cluster analysis
techniques. The purpose of this typology is to determine an appropriate structure for
the farm type sub-models. As mentioned in Section 1.1, the national level model
consists of a series of regional sub-models which are themselves comprised of farm
sub-models. It is essential therefore to establish an accurate description of the asset
structure and the production possibilities that are available to different farm types if
the national model is to provide a realistic portrayal of Scottish agriculture. The
chapter is in three sections. The rationale for establishing the typology and the
principle sources of data are considered in the first section. In the second section the
methodology that is used to create the farm typology is presented and the variables
that are included in the typology are discussed. Some of the issues associated with
aggregation bias are also presented. The results of the farm typology can be found in
the final section.

To the extent that the resulting typology reflects the production opportunities that
are available to farms, the approach that is adopted here, differs from the farm types
that are used by SOAEFD. The SOAEFD farm typology is often used for national
economic reporting and classifies farms according to the enterprises that occur on
farms. The relative balance of sheep, cattle, and cropping activities, and also whether
a farm is located in a Least Favoured Area (LFA) are the major determinants of the
SOAEFD farm types. For a formal definition of the SOAEFD farm types see Table 3-
ks

The data that is used to establish the farm typology is principally derived from the
Farm Accounts Scheme FAS). The FAS, which is commissioned by SOAEFD and is
updated on an annual basis, is a database of the technical and financial performance of
a sample of approximately 600 farms or 2 percent of the farms in Scotland. The FAS
provides a highly detailed source of technical and financial data and is used by both
SOAEFD and the European Commission to monitor the economic performance of
Scottish farms and also to evaluate the response of farms to policy initiatives
(Anderson pers. comm., 1996). A possible criticism of the FAS, however, is that the
scheme may not provide a normal representation of Scottish farms due to the

voluntary membership of contributing farmers. However, any bias arising from this
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source is unlikely to be significant with respect to this study (Mainland pers. comm.,

1996).

Table 3-1. SOAEFD Farm Types”.

Type of Farm.

Definition

1: Specialist Sheep (LFA)

2: Specialist Beef (LFA)

3: Cattle and Sheep (LFA)

4: Lowground Cattle and
Sheep.

5: Cereals.
6: General Cropping.
7: Dairy.

8: Mixed.

Farms in the less favoured areas with more than two-
thirds of the total standard gross margin coming from
sheep.

Farms in the less favoured areas with more than two-
thirds of the total standard gross margin coming from
cattle.

Farms in the less-favoured areas with more than two-
thirds of the total standard gross margin coming from
sheep and beef cattle together.

Farms not in the less-favoured areas with more than two-
thirds of the standard gross margin coming from sheep
and beef cattle together.

Farms where more than two thirds of the total standard
gross margin comes from cereals and oilseeds.

Other farms where more than two-thirds of the total
standard gross margin comes from all crops.

Farms where more than two-thirds of the total standard
gross margin comes from dairy cows.

Farms where no enterprise contributes more than two
thirds of the total standard gross margin.

3.2 Methodology.

3.2.1 Variables Included in Typology.

The outputs that are used to classify farms in terms of the SOAEFD farm typology

are influenced by the presence of inputs or resources, such as land quality, livestock,

capital, machinery and building complements. However, the value of the SOAEFD

farm types is limited with respect to this study, as the SOAEFD typology only

* Source: SOAEFD (1997).
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provides an indirect indication of the resources that are available to farms. In this
study, an effort was made to explicitly incorporate variables that relate to resource
availability, as it was thought that the inclusion of such variables would yield a
typology that was better suited to evaluating potential changes to farming operations.
The reason for this is that farm assets influence not just the activities that occur on a
farm, but also the ability of the farm to alter its operations in response to a change in
conditions. The factors that are considered in the typology, therefore, include not just
variables that relate to the proportion of farm income that is derived from various
sources (milk, cattle, sheep, and crops), but also variables that relate to: the quality of
the land on the respective farms; the farm business size’, and whether or not the farm
is sited in a LFA®.

The variables that are included in the farm typology, therefore, represent a mix of
input and output variables. The variables that relate to the proportion of income that
is derived from different animal types and from cropping, are similar to the variables
included in the SOAEFD farm typology, and reflect to some extent, the capital
structure of the farms. This is because the animals, buildings and machinery that are
necessary to generate income on a farm involve capital investments. The fixity of
these investments means, at least in the short term, that it is difficult for farmers to
alter the composition of farm output. Over an intermediate or longer term, however,
the mix of such capital items and hence the output that is produced can be varied by

farmers.

As mentioned above, variables that reflect land quality are included in the typology.
Land is usually the single largest item of capital expenditure on a farm (Anderson
pers. comm., 1996). Further, land quality places a significant limit on the range of
activities that can be performed, and also on the productivity of crops and forages that
can be achieved on a farm. In the current study the available water holding capacity
(AWC) of soils is used as a predictor of the potential productivity of a soil. The
processes that govern relationships between AWC and subsequent transpiration and
growth of crops are relatively well understood and are often used in modelling studies
of crop growth (see for example Aslyng and Hansen, 1982; Jefferies and Heilbronn,
1991; Porter, 1993; Rimmington and Charles-Edwards, 1987a and 1987b; Whisler e/

al, 1986). Although a number of other physical and chemical factors also influence

* In the current context farm business size was measured in terms of European Size Units. See

SOAEFD (1995) Economic Report on Scottish Agriculture.
% 1t should be noted that the SOAEFD farm types also include LFA status as a variable.
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soil quality, for example soil texture, drainage, acidity and organic matter content,
there are positive correlations between the productivity of a soil and AWC (Vinten

pers. comm., 1996).

To estimate the AWC variables that are included in this study it was first necessary
to determine the area of the soil associations that are present on the member farms of
the FAS. This was achieved by asking co-operating farmers to outline their farm
boundaries on an ordinance survey map (see Appendix 1). The information from
these maps was then digitised and used within a GIS. This procedure allowed the
digitised boundary information to be interfaced with the regions defined in this study,
and also with digital maps of Scottish soil associations (Aspinall pers. comm., 1995).
The outputs of the procedure includes the area of each farm that corresponds to each
weather zone and each soil association. The AWC's of the soil associations were then
estimated from a database of Scottish soils (Bouma ez a/, 1981; MacDonald per:s.
comm., 1995; see Appendix 2). A description of this database can be found in Brown
et al (1987) and MacDonald et al (1994)’.

Farm business size is included in the farm typology as the capital structure of farms
and requirements for labour tend to vary as a function of farm size (Buckwell and
Hazell, 1972) (see Table 3-2). The final variable included in the farm typology relates
to whether a farm is in a LFA. LFA farms are designated as being present in
economically disadvantaged areas that tend to be distant from major markets and
because of their agro-climatic characteristics, the farms are likely to be restricted in
their production possibilities (Anderson pers. comm., 1996). In an effort to improve
the economic position of LFA's, preferential treatment is given in the form of grant aid
from national and European funding bodies. As these payments can affect the intensity
and types of production activities that occur it was desirable to include the LFA status

of farms in the typology.

’ To simplify the manipulation of data the soil associations were classified into four categories where
each class had a similar number of entries. The range of AWC’s in these categories is 0-65, 65-80,
80-95, 95-00o mm. Each category was then assigned an AWC that approximates the median value of
the respective classes: that is 50, 72.5, 87.5 and 110 mm.
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Table 3-2. Definition of SOAEFD Farm Business Size Units".

Small: 8-39.9 ESU | - this approximately represents farm with a single
labour unit.
Medium: 40-99.9 ESU | - this approximately represents a farm with two

to three labour units.

Large: 100-199.9 ESU | - this approximately represents farms with more
than three labour units.

Although the list of variables that are present in the farm typology is not
exhaustive, the variables that reflect the principle assets and constraints of farms are
represented. Other variables that could have been incorporated in the farm typology,
include factors such as technology availability, managerial ability, and expectations
about unit returns by farmers (Day, 1963a). However, there are difficulties with
collecting data to represent these variables. Also, it is likely that the inclusion of
additional variables would reduce the transparency of the resulting typology. The
variables that are selected reflect a compromise in terms of simplicity, and the ability
of the typology to achieve its intended purpose; that is to establish farm groups that

possess homogenous production possibilities.

3.2.2 Cluster Analysis Methods.

Cluster analysis is a generic term that refers to techniques that differentiate
between objects on the basis of descriptive variables that are associated with the
objects (Gordon, 1981; Plackett, 1981). The purpose of a cluster analysis, therefore,
is to form groups of objects, in this case of farms, that are distinct from one another,
but which are internally cohesive (Everitt, 1993). In recent years a high level of
scientific interest has focused on cluster analysis and because of this a wide range of
algorithms and statistical theory is available in the literature. A comprehensive review
of the subject is given by McCormack (1971). Other reviews can be found in Hand

(1981) and Karson (1982).

§ This is defined in terms of total standard gross margin (average value 1987 to 1989), with 1200
ECU (European currency units) of standard gross margin corresponding to one ESU (European Size
Unit). Source: SOAEFD (1997).
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In this study, the farm typology is established using a hierarchical clustering
technique called complete link or furthest neighbour. This technique is an
agglomerative method whereby farms are initially represented as » separate clusters
that each contain a single farm. The clusters are then successively joined to the
closest neighbouring cluster, so that after n-1 stages, a single cluster contains all of
the farms. The outcome of this process is often represented as a hierarchical tree or
dendogram whose nodes indicate the points at which groups are fused. The farm
typology is created by cutting the dendogram at a level that ideally corresponds to a
point where there is a sharp reduction in the number of groups but only a small
reduction in the homogeneity of the groups. The clusters that result from this
procedure are sometimes represented as the point at which the branches of the

dendogram are cut.

The statistical package used to perform the cluster analysis is Genstat (1994). The
first step of the procedure involves estimating the similarity of farms to one another by
establishing a univariate measure of association from the variables that differentiate
the farms. The measure of association that is selected conforms to the method of
Gower (1971) and is the default method used in Genstat. Gower’s measure of
association is well suited to this study as variables can be quantitative, qualitative,
dichotomous, or a mixture of these types. The technique is also robust with respect
to missing values (Genstat, 1994). In the current study, there are two qualitative
variables (LFA status, and SOAEFD farm business size code), and eight quantitative
variables (four relating to the proportion of farm income derived from alternate
sources, and four relating to the proportion of farm land in the AWC categories 0-65,
65-80, 80-95, and 95-c0 mm). The calculated measures of association form a
symmetric matrix that estimates the degree of similarity between all pairs of included
farms.

As mentioned above, the cluster analysis involved gathering farms into groups
using a technique called complete link or furthest neighbour. Complete linking
involves successively joining groups that are closest to one another, where the
proximity of groups is defined in terms of the measure of similarity of the most distant
farms in the respective groups. For other methods, such as single link or centroid
clustering the method of defining the closest neighbour differs from complete linking
(Everitt, 1993). For example the distance between groups in single linkage clustering
is defined in terms of the closest farms in the respective groups, whereas centroid

linking involves calculating an average measure of association between farms that
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comprise a group, and comparing this with similarly obtained averages from other

groups.

Complete linkage is used to perform this cluster analysis because of the
characteristics of the resulting typology. A difficulty with single linkage clustering is
that the method can produce disparate groups where members have little in common
except that they are connected by a series of intermediate points. In contrast,
complete linkage tends to produce relatively compact clusters. Intermediate between
these methods is centroid linking, which in general produces groups that have lower
homogeneity but higher seperability than complete linkage clustering (Hunter pers.
comm., 1996). In this study, it is considered desirable to form farm groups that have
a high degree of cohesiveness; single linkage and centroid clustering are therefore
excluded from the analysis.

A difficulty with hierarchical methods, however, is that the groups are irrevocably
fused so that objects that are poorly classified in the initial stages of an analysis can
not be reallocated. A related point is that major groups can be spuriously influenced
by the chance joining of small units early in an analysis. Other objections to
hierarchical techniques have also been raised in terms of the mathematical properties
of the resulting groups (see for example Jardine and Sibson, 1968). In response, a
number of researchers have suggested that more acceptable classifications can be
achieved using non-hierarchical methods (Hand, 1981). In general, non-hierarchical
methods work by partitioning objects between a specified number of groups so that

some criterion (such as the within group sum of squares) is optimised.

However, with non-hierarchical clustering methods, it can be difficult to locate a
grouping that optimises the selected criterion. Even small numbers of objects and
groups can give rise to a very large number of feasible partitions. For this reason
search procedures that only evaluate a sub-set of possible groupings tend to be used
to find the optimum. Although search procedures are more efficient than exhaustively
evaluating all possible partitions they do not guarantee that a global solution will be
identified. It is usually necessary therefore to commence a search from a number of
different starting positions so that confidence in a typology can be achieved. In
contrast, hierarchical methods give a single solution, and in the current situation
produced acceptable results. In this study it is considered that little benefit would be
gained by performing a non-hierarchical cluster analysis (Hunter pers. comm., 1995).
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The resulting farm typology involved a compromise between classifying farms into
groups that are sufficiently small in number to be represented in the model and
avolding aggregation bias in the analysis. In any hierarchical cluster analysis the initial
fusions of groups correspond to a relatively small fall in the measure of within group
similarities. However, as the number of groups becomes smaller the drop in within
group similarity becomes greater. As the measure of similarity indicates variations
between farms that are contained in the same group, the lower the measure of
similarity, the more likely that aggregation bias may be present in the typology. In the
current study aggregation bias presented a potentially significant source of error and is

discussed in the following section.

3.2.3 Aggregation Bias.

Aggregation bias exists when the solution vector for the representative farm model
is different to that produced by programming the farms individually (Spreen and
Takayama, 1980). Day (1963a) defined a comprehensive set of conditions for linear
static models, that are sufficient to exclude aggregation bias, these are (1)
technological homogeneity, where each farm has the same production possibilities,
and the same levels of technology, and managerial ability; (2) pecuniary
proportionality, where the expectations of individual farmers about farm returns are
proportional to the average expectations of the group; and (3) institutional
proportionality, where the constraint vector of an individual farm model is
proportional to the constraint vectors of other farms in the same group. These
conditions were subsequently extended to account for dynamic models (Day, 1963b
and 1964), but the additional requirements are strict and have implications for the
constraint vector that may limit a model's ability to fulfil its objectives. Buckwell and
Hazell (1972) suggest that the modeller may have to accept some small level of bias,

if the structure of a representative farm model is to be adequate for its intended

purpose.

With regard to Day's (1963a) requirement for technological homogeneity, the
proportion of land quality classes that comprise a farm, is considered to be the most
important determinant of the production possibilities of a farm. Technologies are
often specific to a particular soil and climate; so that along with productivity levels,
technologies tend to be related to land quality; it is assumed that disaggregation of the
farm typology by weather zone (or region), would further increase technological and
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productive uniformity in the resulting farm groups. Managerial ability is also
mentioned by Day as a criteria for discriminating between farm types, however, the

difficulty of obtaining appropriate data precluded the use of this variable in the model.

Turning to pecuniary proportionality, Buckwell and Hazell (1972) suggest that
both enterprise productivity’s, and the prices received for outputs, should be the same
for farms belonging to the same group. In the current model, crop and animal yields
are endogenously modelled variables, so that productivity levels are relevant to the
requirement for technological homogeneity, rather than pecuniary proportionality, a
requirement that, as discussed above, the model should fulfil. This leaves input and
output prices. Buckwell and Hazell argue that agricultural prices are significantly
affected by government intervention, so that farmers tend to hold uniform
expectations across quite large areas. As Scotland is a relatively small country and
because the farm typology is stratified into four regions, it is considered unlikely that
significant errors would arise from this source. The last of Day's requirements,
institutional proportionality, relates to the resource structure or the constraint vector
of the farm model. When the variables in the cluster analysis were selected an effort
was made to incorporate the principle assets of a farms structure. Although some
aggregation bias is likely to be present in the model it is argued that the clustering
procedure that has been implemented means that these errors should be relatively
small.

3.3 Results.

The sample of farms that is used in the typology contained 586 farms. Data
relating to the quality of land (see discussion above) was collected for 368 or 63
percent of the farm sample. Other data that is used in the typology was collected
from the 1995 FAS database and is available for all farms in the sample. This data
included the LFA status of the farms (wholly outside, less than 50 percent inside,
more than 50 percent inside and wholly inside), the farm business size (small, medium
or large), and the proportion of the farms income that is derived from different

sources (sales of milk, cattle, sheep, and crops).

The results of the analysis show a large fall in the measure of within group
similarities after five farm groups are formed. A subjective examination of the five

farm groups suggests that the groups are relatively cohesive and also that the groups
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are distinct from one another. The typology involving five farm groups is accepted as
five farm groups are considered sufficient to represent Scottish agriculture and also
because the number of farm groups is small enough to be reasonably represented in
the model. The selected farm types are identified with respect to the major sources of
income. These are (1) ‘cattle and sheep’, (2) ‘dairy’, (3) ‘sheep’, (4) ‘cropping’ and
(5) ‘cropping and cattle’. The principle features of the typology are presented in Table
3-4 to Table 3-7.

From Table 3-4, it can be seen that there are relatively large differences between
the selected farm types. The results of the typology indicate that for ‘cattle and
sheep’ farms approximately 60 percent of farm income is derived from cattle sales, 28
percent from sheep sales and 12 percent from the sale of crops. ‘Cattle and sheep’
farms are the largest of the identified groups and contained 324 farms or 55 percent of
the total sample. ‘Dairy’ farms are the next largest group with 104 farms or 18
percent of the sample. On ‘dairy’ farms approximately 63 percent of farm income 1s
derived from milk sales and 26 percent from the sale of cattle. An examination of
individual farm records indicated that the majority of cattle sales on ‘dairy’ farms are
derived from bobby calves and cull cows. In contrast the proportion of ‘dairy’ farm
income that is derived from sheep and crops is much less at 4 and 7 percent.

‘Cropping’ farms comprised the third largest group and included 76 farms or 13
percent of the FAS sample. On ‘cropping’ farms the sale of crops accounts for 79
percent of income and ‘cattle and sheep’ account for 13 and 8 percent of income,
respectively. The fourth largest group with 63 farms or 11 percent of the FAS sample
are ‘sheep’ farms. On ‘sheep’ farms, 88 percent of the income is derived from the
sale of sheep and wool; while cattle and crops account for 7 and 5 percent of income.
Of the farm types considered in this study, ‘sheep’ farms are the most specialised in
terms of the proportion of farm income derived from a single enterprise. The farm
group with the smallest number of farms is ‘cropping and cattle’ which included 19
farms or 3 percent of the FAS sample. ‘Cropping and cattle’ farms are the least
specialised of the farm types and achieved a moderate level of income from all of the
sources considered in the typology. On the ‘cropping and cattle’ farm type, the
proportion of farm income that is derived from milk, cattle, sheep and crops is 10, 38,

15 and 37 percent, respectively.
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Farm Type Region
Kinloss Mylnefield Paisley Wick Total
*Cattle and sheep’ 86 65 123 50 324
‘Dairy’ 14 8 77 5 104
‘Sheep’ 6 11 35 11 63
‘Cropping’ 16 56 4 0 76
‘Cropping and cattle’ 6 11 2 0 19
Total 128 151 241 66 586
Table 3-4. Source of Income by Farm Type (percent).
Farm Type Income
Milk Cattle Sheep Crops
‘Cattle and sheep’ 0 60.2 28.1 113
‘Dairy’ 63.3 26.0 4.0 6.6
‘Sheep’ 0 6.7 88.4 4.9
‘Cropping’ 0.4 13.1 7.6 78.8
‘Cropping and cattle’ 10.0 37.6 15.3 36.9
Table 3-5. Less Favoured Area Status by Farm Type (percent).
Farm Type Less Favoured Area Status
Wholly Outside| Mainly Outside| Mainly Inside| Wholly Inside
(<50 % LFA)| (>50 % LFA)
‘Cattle and sheep’ 21.6 2.9 6.7 68.8
‘Dairy’ 38.5 2.8 4.8 53.8
‘Sheep’ 1.6 32 4.7 90.4
‘Cropping’ 96.1 0 0 3.9
‘Cropping and cattle’ 21.1 31.6 42.1 5.2

With regard to the LFA status of the farm groups, the majority of farms are either

wholly outside or wholly inside the LFA and relatively few farms are partly inside the

LFA. The ‘cropping and cattle’ farm type is unusual in this respect as the majority of
these farms are partially inside the LFA. With respect to ‘cattle and sheep’, 79

percent of farms are either wholly or partly inside the LFA schemes. This compares

with 62 percent of ‘dairy’ farms that are at least partially inside the LFA schemes.
‘Dairy’ farms with 38 percent are second only to ‘cropping’ farms in terms of the
percentage of farms that are wholly outside the LFA’s. ‘Sheep’ farms are heavily
concentrated in the LFA’s with 98 percent of farms wholly or partly present in the
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LFA schemes. In contrast 96 percent of ‘cropping’ farms are wholly outside the LFA
scheme.

Many of the ‘cropping and cattle’ farms appear to be situated on the periphery of
LFA schemes with 21 percent wholly outside, 32 percent mainly outside and 42
percent mainly inside the less favoured areas. Only 5 percent of ‘cropping and cattle’
farms are wholly inside the LFA's. This suggests that ‘cropping and cattle’ farms
occupy land that is transitional between LFA and non-LFA land. The results of the
typology suggest that the farm systems can be ranked in terms of LFA status as
follows: ‘cropping’, ‘dairying’, ‘cropping and cattle’, ‘cattle and sheep’, and ‘sheep’.
‘Cropping’ farms appear to be the most intensive farm type and have the least LFA

land, while ‘sheep’ farms appear to be the least intensive and have the most LFA land.

In terms of farm size approximately 70 percent of the ‘cattle and sheep’ and
‘sheep’ farms are classed as medium sized farm businesses. On ‘cattle and sheep’
farms approximately 19 percent are classified as large and 7 percent as small. On the
‘sheep’ farms, the proportion of large and small businesses is 5 and 24 percent,
respectively. For the other farm types (‘dairy’, ‘cropping’, and ‘cropping and cattle’),
approximately 53 - 63 percent of farms are classed as large and fewer than 2 percent
are classed as small. The ranking of the average AWC of the farms from highest to
lowest is ‘cropping’, ‘cropping and cattle’, “dairying’, “cattle and sheep’, and “sheep’.
The ranking of farm types by differences in average AWC gives a similar result to the
ordering of farm types by LFA status and approximates the order of farms between
highest and lowest potential land use.

The results of the typology are used to establish the structure of the farm type sub-
matrices and also to specify the right hand side (RHS) coefficients that define the
availability of resources on the various farm types and for each of the regions. The
activities and constraints that are included in the model are selected on the basis that
they are relevant to the principle sources of income, that is greater than 20 percent of
total farm income, of the farm types. A summary of the variables included in each of
the farm type matrices is presented in Table 3-8. The RHS values that are included in
the model are calculated as a mean of the resources associated with the various farm
types. The RHS coefficients that are varied between farms and regions include: land
of differing qualities; working capital position at the start of the year; capital and
interest repayments; and numbers of capital livestock (beef, dairy and sheep).



Table 3-6. SOAEFD Farm Business Size by Farm Type (percent).

Farm Type Farm Business Size

Small Medium Large
‘Cattle and sheep’ 7.4 73.7 18.8
‘Dairy’ 0.9 46.1 52.8
‘Sheep’ 238 71.4 4.7
*Cropping’ 2.6 38.1 59.2
*Cropping and cattle’ 0 36.8 63.1

Table 3-7. Average Area of Farm Types and Composition of Farm Types: AWC
of Soils (percent).

Farm Type Average Soil AWC (mm)

area (hectare) 0-65 65 - 80 80 - 95 95 - =
‘Cattle and sheep’ 352 17.3 375 37.0 8.1
‘Dairy’ 126 12.1 29.0 32.6 26.2
*Sheep’ 552 23.4 48.7 22.2 5.6
‘Cropping’ 152 6.1 22.0 40.1 31.7
‘Cropping and cattle’ 299 6.1 254 39.7 28.6

Table 3-8. Variables Included in the Farm Type Sub-Matrices.

Activities Farm Types
‘Cattle and | “Dairy’ ‘Sheep’ ‘Cropping’ | ‘Cropping
sheep’ and cattle’
Animals: Cattle o .
: Sheep o °
: Dairy °
Crops : Forage . ° o v
: Arable o .
Fertiliser o ° o o .
Finance e ° ° ° P
Labour . ° . o o
Machinery and . @ o o o
buildings




Table 3-9. Average Financial Status of Farms (£ / farm).

Farm Type Cash at Start off]  Debt repayments
Year

‘Cattle and sheep’ 4928 5161

‘Dairy’ 5837 7969

‘Sheep’ 10274 2281

‘Cropping’ 4910 9630

‘Cropping and cattle’ 2146 15310

Table 3-10. Average Number of Mature Breeding Livestock per
Farm (animals / farm).

Farm Type Animal Type

Cattle Dairy Sheep
‘Cattle and sheep’ 24 0 180
‘Dairy’ 0 42 0
‘Sheep’ 0 404
‘Cropping’ 0 0
*Cropping and cattle’ 39 0
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4. DANTZIG-WOLFE DECOMPOSITION.

4.1 Introduction.

Many linear programming models of complex systems are comprised of
independent sub-systems that are coupled by global constraints. LPs that consist of
coupled sub-systems can sometimes be described as having block-angular structures.
A feature of block angular models is that the linkages in a particular sub-system are
relatively dense compared with the linkages between the sub-systems. An example of
such a problem is a series of national economies that are linked to other economies by
international trade or finance (Ho and Loute, 1981). Another example might be where
the sub-systems are comprised of regional production systems that are coupled by
inter-regional trade or by requirements for common resources. In 1960, Dantzig and
Wolfe (1960) introduced a method to solve block-angular problems that involves
decomposing the initial problem into a master problem and a series of sub-problems.
A solution to the global problem is then obtained by alternating between solving the
master problem and the set of sub-problems.

Essentially the Dantzig-Wolfe decomposition method determines the value of
resources that are common to the various sub-problems. The process involves solving
the sub-problems to determine the amount of the common resources that are used or
supplied by the sub-problems at different price levels. The results of the sub-problems
are then used to update the master or co-ordinating problem which is solved and the
results used to determine the price of the resources that are common to the various
sub-problems. The sequential solving of the sub-problems and the master continues in
an iterative fashion until convergence to a global optimum is achieved. The
decomposition method is described in Dantzig and Wolfe (1960) and Dantzig (1963)
and a description of a parallel algorithm for solving Dantzig-Wolfe problems can be
found in Ho and Loute (1981).

Although the Dantzig-Wolfe method of decomposition provides a solution to LP
problems in a finite number of steps, various studies have shown that the efficiency of
convergence to the optimum tends to be lower than for conventional solution methods
(Alder and Ulkucu, 1973; Beale ef al, 1965, Kutcher, 1973; Williams and Redwood,
1974). For this reason the Dantzig-Wolfe decomposition method has mainly been
used for large scale problems that are not amenable to normal methods of solution. A

point relating to the efficiency of the method is that the technique tends to be more
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efficient as the number of sub-problems becomes smaller (or for a particular problem
as the individual sub-problems become larger) and when there are fewer links between
the sub-problems. In the current model there are approximately 1.75 million lines of
data input (see Figure 4-1 to Figure 4-4) and the size of this problem meant that

decomposition techniques had to be considered if the model was to be solved.

Before discussing the approaches that were taken to solve the model it is useful to
present an algebraic statement of the LP model. The standard form of a LP problem

can be expressed as follows:

minimise z = ¢ X, (4-1)
subject to Ax =b, (4-2)
and x>0 (4-3)

where z is the objective function; c is a 1 * n vector of costs; x is the solution vector,
A is a matrix with the dimensions m * n and is called the coefficient matrix; and b is an

m * 1 vector and is commonly referred to as the right hand side vector.

This compares with a LP that is specified in the form of a Dantzig-Wolfe

decomposition:

R
minimise z = Z & (4-4)
=0
R
subject to 2, A, X, = by (4-5)
=0
B, x,=b,r=1,..,R (4-6)
% 20 F=1) s K (4-7)

where R is the number of sub-problems’ that comprise the model and is the coefficient
matrix associated with an individual sub-problem. Other variables are defined in
Equations 4-1 to 4-3. In the above specification Equation 4-5 refers to the master

problem while Equation 4-6 represents the various sub-problems.

? In this study R corresponds to the number of regions.
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4.2 Implementation.

A number of approaches to solving the model were tried. The first was an attempt
to solve the sub-problems in parallel on the Cray T3D supercomputer at the
Edinburgh Parallel Computing Centre'’ (EPCC). This involved the author writing
approximately 1,000 lines of Fortran code linking this code to a generalised
mathematical programming library (ERGOL, Edinburgh Research Group
Optimisation Library). The ERGOL libraries are authored by J. Hall and K.
McKinnon and the version used in this study consists of approximately 25,000 lines of
Fortran. ERGOL was developed as part of an ongoing series of research projects into
optimisation problems that is being conducted in the Mathematics Department at
Edinburgh University. Of the various issues considered by Hall and McKinnon
perhaps the most active research related to solving linear problems on parallel
computers (Hall and McKinnon, 1996). Given the background to ERGOL and the
availability of expertise in the Mathematics Department and the EPCC the author
considered that this approach offered an excellent opportunity to work on parallel

programs and to use the most powerful computer in Europe.

However, in spite of initial promise there were difficulties with the approach (Hall
pers. comm., 1996). Because the efficiency issues associated with Dantzig-Wolfe
decomposition problems can be significant a decision was made to include the sub-
problems in the model at the largest possible size''. With respect to the Cray T3D the
memory limitations of the processing elements dictated that the model be divided into
four sub-problems that represent the regions Kinloss, Mylnefield, Paisley and Wick.

Each of these sub-problems contained approximately 65,000 activities and required 40

1% Although the Cray T3D is going through a constant process of upgrading at the time of this work

the Cray T3D consisted of 320 processing elements (PE). Each of the PE’s uses a DEC Alpha 21064
processor that runs at 150 MHz and supports 64 bit integer and 64 bit IEEE floating point
operations. The peak performance of the T3D array was 48 Gflop per second. Each of the
processors have 64 Mbyte of RAM, and the aggregate memory of the machine was 20 Gbytes. The
various processing clements were arranged in a three dimensional torus, and each of the links to the
PE’s has the capacity to simultaneously transfer data at 300 Mbytes per second.

"' During early experiments with the model, an attempt was made to solve the model by using the
farm-types as the basis of the sub-problems. The formulation, therefore, contained 20 sub-problems
consisting of 5 farm type models which were represented for each of 4 regions (see Figures 4.1 to
4.4). Although ERGOL successfully solved these sub-problems the efficiency of convergence was
poor. On several occasions the problem was aborted after the sub-problems and master were solved
more than 50 to 60 times. This compares with the same model achieving a global optimum after 12
to 15 iterations when it was formulated with 4 regional sub-problems. A further point was that
although the farm-type sub-problems were on average only a fifth of the size of the regional sub-
problems they only solved approximately 20 percent faster than the regional sub-problems. Please
note these comparisons were performed on the SUN network using the serial solution algorithm.
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Mbytes of memory to be solved. However, when attempts were made to optimise the
sub-problems it was extremely difficult to obtain a solution and the numerical
difficulties could not be resolved in the time frame of this study. (Hall pers. comm. .
1996). A decision was therefore made to run the model on a network of Sun

computers that is situated in the Mathematics Department at Edinburgh University'”

This network is comprised of 48 Sun computers that have varying processor and
memory capacities. The majority of the machines on the network are for the private
use of staff and researchers and can be accessed with the permission of the respective
owners. The machines available for public use and which had adequate memory'’ and

processing speeds to be used in this study are listed in Table 4-1.

Table 4-1. Sun Computers on the Maths network.

Description Number of Processing Speed Random Access

Machines (MHz) Memory (Mbytes)
Sparc5 1 75 48
Sparc5 3 75 32
Sparc2 I 65 32
Sparc IPX 1 50 32

Although the processor units on the Suns are slower than those on the Cray T3D a
range of software packages is available on the Suns that were sufficiently robust to
solve the model. The software package that was selected on the Suns was
International Business Machines (IBM) Optimisation Subroutine Library (OSL) which
like ERGOL is a library of mathematical optimisation routines. OSL is a widely
available and flexible commercial package that has been developed over many years
by IBM (IBM, 1993; McKinnon pers. comm., 1995). Further, the design and
functionality of ERGOL is strongly influenced by OSL so it was relatively
straightforward to modify the Fortran code that was written for the Cray T3D so that
it could be used on the Sun network. Indeed much of the code written for the Cray
T3D supercomputer was initially tested on the Suns. A listing of the programs that
were written to implement a Dantzig-Wolfe decomposition is presented in Appendix
12.

"2 It is the authors hope that as the ERGOL libraries undergo further development that it will become
possible to exploit the processing power of the Cray T3D.

'3 The listed machines are configured so that in addition to Random Access Memory (RAM) they can
use virtual memory which is limited only by the size of hard disk. However, the use of virtual
memory does have a detrimental effect on computer performance, so when possible it is better to use
machines with sufficient RAM.
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Two approaches to solving the model on the Suns were tried. The first was similar
to that attempted on the Cray T3D where the model was solved as a parallel problem.
As on the Cray T3D, therefore, each of the regional sub-problems (or in parallel
computing terminology, the slave problems), and the master or co-ordinating problem
were allocated to a computer processor. However, as mentioned above it was
necessary to make alterations to the program that was written for the Cray T3D.
These involved including conditional compilation statements so that parts of the code
are compiled depending on the status of directives that specify whether the code was
to be linked to ERGOL or OSL and whether the code was to run on the Suns or the
Cray T3D. The compiler directives that relate to the type of machine were principally
included to allow the code that controls the transfer of information between computer
processors to reflect differences in the communication protocols that are used on the
different platforms'®. The inclusion of the conditional compilation statements
presented advantages for managing the code that was written. In particular, fewer
versions of the program needed to be maintained which simplified the process of
updating and testing the program to be run on different machines and to be linked to

different libraries of optimisation routines.

"*The PVM protocol for passing messages is used on both the Cray T3D and the SUN network,
however, there are various differences between the implementations. For details of transferring code
from a SUN network to the Cray T3D see Notes on Porting PVM Codes to the T3D, 1995. Booth. S..
Simpson, A., and Brough, C., Edinburgh Parallel Computing Centre.
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Figure 4-3. Structure of Farm Sub-matrix.

Figure 4-4. Structure of Soil Sub-matrix.

Because the regional sub-problems could be solved on the Suns, the parallel

algorithm implemented on the Suns made greater progress towards a global solution
than on the Cray T3D. However, the method was very demanding in terms of
machine requirements. Although, there was an adequate number of machines on the
Maths network that can be used to run the sub-problems the processing speed of the
machines varied as did the memory and processing demands by other users. Unlike
the Cray T3D where the various processors are identical and a single user has
exclusive use of the processors during run time, the Maths network of Suns consists
of a range of machines with differing memory and processor specifications. Also the

processors on the Sun network can be simultaneously accessed by multiple users.
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This meant that load imbalances tended to occur as one or more processors finish a
task but then remain idle until the other processors have completed their respective
tasks. While load imbalances occur on the Cray T3D the architecture of the Maths
network meant that the problem was more serious on the Suns. Coupled to this the
large memory requirement imposed on the different processors caused disruptions to
other users of the network and often resulted in the program failing to terminate
correctly.

The second approach to solving the model on the Suns was more successful. This
involved formulating the solution algorithm so that the model could be solved as a
serial problem. Although the method does not offer the potential speed advantages of
a parallel algorithm, the method did allow the problem to be better matched to the
available computing resources. These changes meant that the decomposition problem
could be solved on a single machine with an appropriate amount of memory and
processing speed. Although the difficulties associated with the parallel method meant
that a detailed comparison of the serial and parallel algorithms was not possible,

several conclusions about the relative performance of the approaches can be drawn.

Firstly the serial code was considerably more reliable than the parallel method.
Also the improvement in the utilisation of computing resources meant that the serial
algorithm was faster overall and caused fewer disruptions to other users of the
network. It should be noted however that these conclusions are situation specific and
might vary with factors such as the size of the problem being solved, the specifications
of the computers on the network, and the pattern of demands by other users. If the
memory and processing speed of the computers on the network was well balanced
and the processing load had been lower, then the parallel algorithm would have
performed better and may have out-performed the serial algorithm. From the above
discussion, it can be seen that the problem presented in this study stressed the ability
of both software and hardware resources. However, given the computing facilities
that were available the serial solution method was found to be robust and produced
acceptable solution times. The experiments reported in Chapter 9 were all performed
using the serial algorithm on a Sparc5 machine operating at 75 MHz and with 48

Mbytes of memory.
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5. CROP AND PASTURE MODELS.

5.1 Introduction.

The types of adjustments to climate change that occur at the farm level will depend
on the actual changes in climate that eventuate. If the climate changes by a small
amount, the impact on Scottish farming systems may also be small (Parry, 1985; Parry
and Carter, 1985; Parry ef al, 1989; Rowntree et al, 1989). For example, farmers
may continue to plant the same types of crops that they have grown in the past, but
find that it is necessary to alter the timing of planting or to introduce new cultivars
that have thermal and moisture requirements that are better suited to the changed
environment. However, if the change in climate is greater than the capacity of minor
adjustments to contend with such change, farmers responses will also need to be
greater. Crops not currently grown in Scotland, may be introduced as prevailing
climatic conditions become less suited to traditional crops. Another adjustment that is
likely to occur, both within and between farms, is for the balance between livestock
and cropping enterprises to change (Goudrian ef al, 1990; Hillel and Rosenzweig,
1989). Changes of this type may have a significant impact on the country side and
rural infrastructure. The LP model has been structured to allow changes in land use

and production levels, that result from an altered climate, to be considered.

It is assumed that the primary impacts of a change in climate are on the
productivity of arable and forage crops and on the availability of machinery working
hours (Carter ef al, 1988; Cooper and McGechan, 1994 and 1996; Parry and Carter,
1990; Topp and Doyle, 1996a). In the agriculture sector model, weather is not
explicitly modelled, but rather an attempt is made to simplify the cascade of biological
and physical effects that arise from a change in climate, by expressing the influence of
variations in climate in terms of the impacts that these exert on the potential
production of crops. It is important, therefore, to accurately estimate the sensitivity
of crops and pasture to climatic factors, if the implications of a changing climate to
Scottish farming systems are to be satisfactorily assessed.

The LP models of crop and pasture production are formulated as relatively simple
models of growth that are responsive to a selected set of management variables. The
majority of parameter values are estimated from synthetic time series data using a
similar approach to that used to parametise the animal models (see Chapter 6). But

unlike the animal models where a single set of parameters are estimated for a
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relatively wide range of conditions, the derived crop parameters are specific to each of

the climates, regions, soils and management variables that are considered.

The crops and management variables that are included, are selected on the basis
that they are representative of the types of crops and actions available to farmers as
they adjust to changing environmental conditions. The crop management variables
that are present in the model range from factors that have a relatively minor effect on
farming practices to ones that have a fundamental impact which can result in
significant changes in land use. The farm level adjustments in cropping systems that
can be evaluated with the LP model include changes in (1) the mix of crops that are
grown on farms; (2) the cropping rotation; (3) rates of fertiliser use; (4) method of
crop residue disposal; (5) level of pesticide use; (6) the timing of operations such as
tillage and planting; and (7) changes in the machinery complement required by farms.
A summary of the crop and pasture sub-matrices can be found in Figure 5-1 and

Figure 5-2.

Two areas where shortcomings in current methodologies were identified relate to
(1) the representation of crop rotations and (2) the modelling of weeds. As the
number of crops included in a model increases, the number of rotations that may
result quickly becomes very large, particularly as the length of time horizon that is
considered increases. For this reason, LP studies that explicitly consider the influence
of alternative sequences of crops, tend to include either just a few crops for a small
number of years, or a restricted set of specified rotations (see for example Pannell and
Panetta, 1986). In this study it was desirable to establish a procedure that generated a
more general solution than those produced using existing methodologies. A
formulation that overcomes many of the difficulties of existing approaches is
presented. Also a methodology that allows the growth and death of weeds to be

explicitly represented in the model has been developed.

The crop management variables that are included in the LP model are presented in
Section 5.2.1. The LP models of crop and pasture growth and the implications of the
selected model structure are described in Section 5.2.2 and a methodology that relates
to the modelling of weeds and pests is presented in Section 5.2.3. The cycling of crop

nitrogen, crop rotations and issues associated with crop residue disposal are discussed
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in Sections 5.2.4 to 5.2.6, respectively. In Section 5.3, the estimation of the model

parameters is presented; the simulation models that are used and their suitability is
discussed.

5.2 Model Structure.

3.2.1 Crop Management.

A relatively large number of crop types are represented in the farm models. These
include grass and grass / clover swards, swedes, vining peas, potatoes, winter oilseed
rape, spring and winter barley, and winter wheat (see Table 5-1). The selected crops
represent a significant proportion of the economically important crops that are grown
in Scotland and which are likely to continue to be of consequence in the future
(MacKerron pers. comm., 1995). One crop that arguably could have been included,
but for reasons of simplicity is not, is maize for grain. Although maize is not currently
grown in Scotland, it may become an economically viable crop (Doyle pers. comm.,
1995) if climate changes of the magnitude postulated for a doubling of atmospheric
carbon dioxide occur (Peiris ef al, 1996). By excluding maize the model may
overstate the deleterious effects or understate the beneficial effects of a change in
climate. However, unless maize was to become a major crop under an altered

climate, it is unlikely that this would cause significant errors.

An assumption in the study is that pasture and animal feed crops can be grown on
all of the modelled soils, while crops grown for human consumption can only be
planted on the two most productive or heaviest of the represented soil types (see
Table 5-1). This assumption is adopted, as farmers tend to produce high value crops
on their best land. However, as discussed in the section relating to the farm typology
(see Section 3.2.1), the method that is used to specify the characteristics of soils
incompletely captures all of the variables that are likely to affect soil productivity. By
restricting high value crops from being planted on lighter soils an effort is made to
restrict these crops from being sown on unsuitable land. With the data available to
the current study, it is not possible to evaluate the appropriateness of this restriction.
However, if improved data becomes available, a more closely defined typology could
be implemented that would better represent factors that influence the suitability of

soils for different crops.
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Management decisions relating to crop husbandry are uniquely defined for the
various combinations of soil type, crop cultivar, and cultivation timings represented in
the model. A listing of the machinery operations that are performed on the various
crops is presented in Appendix 5. The majority of crops that are included in the LP
model can be planted on one of three possible planting dates’. In contrast, only a
single harvest date for each of the crops is specified. It would be possible to alter the
models formulation to consider the influence of alternate harvest dates on factors such
as crop yield, machinery requirements and the sequencing of crop harvesting.
However, a difficulty associated with varying the date of harvesting relates to the
estimation of suitable yield loss functions as not all of the simulation models that are
used to estimate crop yield consider changes in yield following crop maturity. It is
beyond the scope of the current project to estimate the likely implications to yield of
harvesting at sub-optimal times. If acceptable estimates of these losses are obtained,
the model could be readily extended to evaluate such changes on the profitability of

the represented farming systems.

The crop rotational restrictions that are included are as follows: vining peas may
be planted only once every six years to the same ground; potatoes once every four
years; and rape once every six years. Grass and grass / clover swards must be
ploughed after a minimum of three years and before a maximum of 8 years. Further,
it is assumed that the ploughing of pasture influences the rate of nitrogen
mineralisation in the first two crops following pasture. Also, on farms that grow
crops, pasture can only be established by undersowing spring feed barley. On farm
types that do not involve cropping activities, pasture is established by conventional
cultivation. Some other constraints are that winter sown barley and pasture are the
only crops that can precede rape. If the crop preceding rape is winter barley, the rape
crop must be planted in September. The timing of sowing winter barley may be
restricted, depending on the harvest date of the preceding crop. The earliest that
winter barley can be sown is delayed by a month, until October, if the preceding crop
is one of the following: peas, potatoes, spring sown barley, or winter wheat (see
Figure 5-3).

The method of crop residue disposal has implications for soil nutrient cycling,
machinery and labour requirements, and weed and pest populations (Audsley, 1984;
Cussans ef al, 1987). For the majority of cereal crops the model determines the means

** An exception to this is swedes, where only a single sowing date is considered as suitable estimates
of likely changes in crop growth with changes in planting date were not available.
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(soil incorporation, or baling as straw) and timing of residue disposal. For other

crops, the method by which residues are disposed is restricted for management

reasons; these include baling of under-sown spring barley residues, grazing of pea

straw if animals are available, or incorporation if no animals are present, and

incorporation of rape and potato residues. The method used to model residue

disposal, and the integration of these activities with crop rotations and the

implications that residue disposal may have on the planting of an incoming crop is

discussed in Section 5.2.6.

Figure 5-3. Period that Crops Grow in Field.

Cro Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
1: Grass | |
2: Grass/ Clover | |
3: Swedes —] |
4. Potatoes =+—] |
5:  Spring Feed Barley —— |
6: Spring Feed Barley —t— |

(under sown with pasture)
7: Vining Peas —— {

8: Winter Oilseed Rape

9: Winter Feed Barley

10: Winter Malting Barley

11: Winter Feed Wheat

12:  Winter Milling Wheat

For the majority of crops, farm yard manure (FYM) is applied in the month of

cultivation. The model selects whether to apply farm yard manure, and subject to a

maximum limit, the amount that is applied. Inorganic fertiliser is applied at the time of

crop establishment either by broadcasting or drilling, or later in the growing season by

broadcasting. In the case of potatoes, vining peas and swedes, nitrogen is not

explicitly modelled; the constraints that relate to the application of fertiliser and FYM

are therefore specified differently to other crops. For these crops the rates of fertiliser

and FYM applications are required to equal the maximum amounts permitted. It

should be noted that on farms where there are no animals, applications of farm yard

manure are Zero.




The machinery operations that are necessary to establish, maintain, and harvest
crops are specified for each crop and planting date. The majority of crops are
established by a combination of ploughing, power harrowing, harrowing, rolling and
planting. For potatoes, crop establishment also involves rotovating, ridging and
passes with a stone clod separator and a stone clod windrower. The timing of
operations are specific to the planting date of the crop and are dependent on the
method of residue disposal employed for the preceding crop. Discussion relating to
the influence of weather on the requirements for machinery and labour can be found in
Section 7.1.1.

Machinery operations performed on crops that are growing in the field include
spraying, fertiliser broadcasting, and in the case of potatoes, irrigation. With regard
to spraying, it is assumed that biocides are applied at variable rates to crop cultivars
that are used for feed (refer to Table 5-1). This is in contrast to crops destined for end
uses other than animal feed which are subjected to prophylactic spraying regimes at
locally recommended rates. For these crops it is assumed that the maintenance of yield
and grain quality factors, such as weed contamination and insect and disease damage,
will dominate economic decisions relating to chemical dose rates (Cousens, 1986).

The crop spray program is presented in Table 5-2 and Appendix 9.

Pasture may be grazed by animals or harvested as hay or silage. Pasture that is
conserved in the form of hay may be sold or stored and fed to animals at a future time;
silage may similarly be stored for subsequent utilisation but there is no provision for
silage to be sold. Requirements for machinery, storage and labour that arise as a
result of pasture conservation are specified for each of the respective operations. The
marketing options that are available for harvested crop products are specified for each
crop. All crop produce can be stored for a model determined length of time, except
vining peas which leave the farm at harvest, and sold. In addition, suitable varieties
may be purchased or retained on the farm and fed to animals or used as seed in
subsequent crops. The methodology used in the model to represent selling and
purchase activities and the storage of physical product is described by Dent e a/
(1986).
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Table 5-2. Crop Spray Program®,

Crop Chemicals Month of Expected | Application
Application Number of | Rate (kg a.1.
Applications hcctarc'l)
3. Swedes trifluralin (H) | May 1.0 2.30
4: Potatoes paraquat (H) | May 1.0 3.00
mancozeb & June 2.0 2.00
metalaxyl (F)
pirimicarb (1) | June 0.1 (.28
mancozeb & July 3.0 2.00
metalaxyl (F)
fentin hydroxide (F) | August 2.0 .56
5, Spring Feed Barley and | fenpropimorph  (F) | May 1.0 1.00
6: Undersown Spring manganese sulphate | May 0.5 6.00
Feed Barley (F)
mecoprop & (H) | May 1.0 2.00
metsulfuron-methyl
fenpropimorph  (F) | June 1.0 1.00
pirimicarb (1) | June 0.1 0.28
7. Vining Peas terbuthylazine & May 1.0 3.40
terbutyn (H)
iprodione (F) | June 2.0 2.00
8:  Winter Oilseed Rape metazachlor (H) | October 1.0 2.50
quizalofop-ethyl (H) | October 1.0 0.15
carbendazim (F) | November 1.0 1.00
prochloraz (F) | November 1.0 1.10
iprodione (F) | May 1.0 2.00
9, Winter Feed Barley and | linuron & trifluralin Month of 1.0 4.00
10:  Winter Malting Barley (H) | planting
tridemorph (F) | November 1.0 0.70
fenpropimorph  (F) | March 1.0 1.00
mecoprop & (H) | March 1.0 2.00
metsulfuron-methyl
fenpropimorph  (F) | May 1.0 1.00
pirimicarb (I) | June 0.3 0.28
11, Winter Feed Wheat and | linuron & trifluralin | Month of 1.0 4.00
12:  Winter Milling Wheat (H) | planting
mecoprop & (H) | March 1.0 2.00
metsulfuron-methyl
prochloraz (F) | April 1.0 0.70
triademenol, May 1.0 1.00
tridemorph, &
chlormequat (F)
pirimicarb () | June 0.2 0.28
propiconazole  (F) | June 2.0 0.50

* F = Fungicide, H = Herbicide. | = Insecticide, a.i. = active ingredient,
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5.2.2 Crop and Pasture Growth.

The equations that represent crop and pasture growth are presented in this section.
Growth of arable crops is modelled, using a monthly time step, in terms of change in
harvestable yield. It is assumed that crop growth is subject to a limit on potential
growth and the availability of soil nitrogen. A basal level in the potential yield of
arable crops is specified for each cultivar and time of planting. In addition, the
potential yield of crops is assumed to vary with applications of pesticides, and for
crops grown to produce animal feed, to vary with the presence of weeds. For arable
crops, applications of pesticides, excluding herbicides on crops grown for animal feed,
are assumed to affect the objective function by increasing potential crop yield. This
approach is theoretically weaker than modelling the impact that pesticides exert on
crop yield by reducing pest populations (see Section 5.2.3 on weed growth), but is

adopted for reasons of simplicity.

Arable crop yield (I', kg DM) is calculated as the sum of growth occurring in the

various months and is defined as:

, Nt,c
I't ¢ = min (ut 0,7] (5-1)
2 3 ach
Mtc=a2tctadgcmPrem-2ade 0t (5-2)

where L is the potential increment in harvestable crop yield; t is the integration step
(months); ¢ is the type of crop; 1 is soil nitrogen (kg); al is the amount of nitrogen
taken up by the plant per unit of harvestable crop yield; a2 is a basal limit to potential
yield increment; P is the level of pest control measure m that is applied to the crop; a3
is the contribution to potential yield per unit of P; ® is the amount of weed material
present in the crop; and a4 is the reduction in potential crop yield associated with
competition between weeds and the growing crop for light and moisture. The
estimates of the parameters in Equations 5-1 and 5-2 are presented in Table 5-10,
Table 5-14, Table 5-16, and Appendices 6 and 7.

With the exception of vining peas, potatoes and swedes, the availability of soil
nitrogen is assumed to constrain the yield of arable crops to be less than or equal to

the estimates of potential yield. In the case of potatoes, an assumption of the study is
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that the high profit margin associated with the crop when it is grown in appropriate
conditions, means that farmers will fertilise sufficiently heavily so that soil nutrients do
not limit crop yield. In the case of vining peas, farmers do not normally apply
fertiliser nitrogen, as peas are a leguminous plant (Barton pers. comm., 1995). For
swedes, a lack of suitable data, meant that it is inappropriate to develop a detailed
model of this crop. The nitrogen cycle associated with vining peas and swedes is not
therefore represented in the LP model (see Table 5-1).

With respect to arable crops, the study is primarily interested in modelling changes
in yield at harvest. This contrasts with pasture where the quantity of dry matter
occurring in a field during a particular month may vary with alternate management
regimes and hence influence production in subsequent time periods (Christian et al,
1978) and also the amount of forage intake that can be achieved by animals (Elsen e7
al, 1988; Gibb and Treacher, 1978; Hughes et al, 1980; McCall et al, 1986; White,
1975). The model provides a monthly reconciliation of the amount of pasture in each
of the regions, farms, soils and pasture types that are represented. The quantity of
pasture 1s reconciled for each of three different methods of forage conservation.
These include pasture which is only available for grazing, pasture that can be grazed
or harvested for hay, and pasture that is grazed or conserved for silage (for further
discussion, see Section 5.3.1).

In the current context, pasture material is defined as the amount of green leaf in the
sward. The reasons for selecting this variable as a predictor of the amount of pasture
are as follows. If the amounts of leaf, stem and dead material are each represented
separately as in Topp and Doyle’s (1996a) simulation model, the LP model would
need to be formulated so that the death of leaf and stem material, and the subsequent
decay of dead material is accounted for. While this information would allow the
selective grazing by animals of the various pasture constituents to be represented, this
would necessitate a considerably more complex formulation than is included in the
current model. It would be difficult to justify the inclusion of this detail when the
level of spatial and temporal aggregation of other variables in the LP model is

considered.

A further point is that as leaf material is grazed in preference to stem and dead
material by animals (Christian ef al/, 1978; Geenty and Sykes, 1982; Hamilton er al,
1973 Jamieson and Hodgson, 1979; Zemmelink, 1980), leaf represents a greater
proportion of the animals diet than its abundance in a sward would suggest. The



amount of leaf that is present in a pasture, therefore, provides a predictor of a

significant component of intake by grazing animals. It should be noted that estimates
of the amount of energy intake achieved by grazing animals are adjusted to reflect the
mean proportion of pasture intake that is derived from stem and dead material; that is

the energy contained in stem and dead material is attributed to ingested leaf material.

Another reason that leaf was selected as an estimator of the amount of pasture, is
related to the fact that leaf material is photosynthetically active. It was thought that
variations in the amount of leaf would, therefore, provide some explanation of
changes in the growth of pasture. When the model was tested, however, the amount
of leaf in the sward appeared to have little impact when predicting variations in
pasture growth. A possible reason for this lack of sensitivity may be related to the

level of temporal and spatial aggregation of the LP models of pasture growth.

The actual growth of pasture is assumed to be the minimum of a basal limit to
potential growth and a limit based on the availability of mineral nitrogen, such that:

4 nt,C
Kt,c = (1-a5¢ ¢) Ki.1 ¢ + min [azt,c: ;17“: ] -It,c-FHyc (5-3)

where K is the amount of leaf material present in the field (kg DM); a5 represents
losses associated with death and decay of pasture; I is animal intake (see Equations 6-
7 and 6-8); and FH is mechanical harvesting for forage. The parameters al and a2 are
defined in Equations 5-1 and 5-2; a5 is estimated from the time series data of Topp
and Doyle (1994) (see Table 5-4).

The amount of pasture that is available to be harvested either mechanically or by
animals is assumed to be the difference between the amount of pasture that is present
and a limit that represents the amount of dry matter that must remain after cutting or
grazing. For further discussion of this point see Section 6.2.3.3. The requirements
for machinery and subsequent storage and feeding of conserved forage are discussed

in Section 7.1.



5.2.3 Weeds and Pests.

The incidence of weeds and pests is likely to be considerably influenced by changes
in climatic factors (MacKerron ef al, 1993). However, the methods used to study
weed and pest growth, in linear programming studies, have not been well developed
as activities that represent weed or pest growth do not enter linear programming
solutions on the basis of aspects beneficial to the farm plan (Finlayson and McGregor,
1992). To avoid this difficulty, previous studies have often assumed that pest control
measures act by increasing crop yields, rather than by destroying the pests that reduce
crop yield. This simplification has meant that weed and pest growth do not have to be
explicitly represented in the model structure, but also means that bias can enter the
analysis (Lichtenberg and Zilberman, 1986). The method that is presented logically
constrains weed growth to occur, subject to the presence of soil nutrients and a
photosynthetic growth limit, so that the effects of weeds on crop growth and other
aspects of crop production can be better addressed. Although this technique was
initially developed to study weeds, the method could be readily extended to studies of

the incidence of other pests and diseases.

The relationship between weeds and losses in feed production in pasture are
complex. Although weeds tend to be less palatable and productive than grass or
clover that are displaced from a sward, weeds may have some feeding value for
ruminants. In contrast, other weeds can be toxic if ingested by grazing animals. The
dynamics of weed populations in perennial pastures also tend to be more complicated
than in arable crops. Annual weeds tend to predominate in cropping rotations where
the soil is cultivated each year. However, under pasture a soil may remain
undisturbed for a number of years so that biennial and perennial weeds become a
problem. In the current study, it is not possible to satisfactorily address issues relating
to weed dynamics that extend beyond the single year time horizon of the LP model.
For this reason weeds and other pests and diseases and applications of pesticides are

not modelled in pasture.

In crops where weeds are represented (see Table 5-1), the method of specifying
weed growth assumes a basal limit to potential growth that varies as a function of the
quantity of weed dry matter present in the field. Weed growth indirectly affects crop
growth by reducing the pool of available nitrogen. Reductions in modelled crop yield
that result from weeds competing for available light and moisture (Zimdahl, 1980),
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are addressed by reducing potential crop growth inversely with the quantity of weed
dry matter present (see Equation 5-2).

Chemical and mechanical control measures can significantly influence the amount
of photosynthetically active weed material present in a given period, and hence the
rate of weed growth in subsequent periods. For this reason, the potential growth
limits associated with weeds vary with the time of year and as a multiplicative function
of the respective amount of dry matter transferred from the previous period. In the
current model it is assumed that management actions undertaken to control weeds in a
crop, at any given point in time, will be performed on all land that is planted to the
crop. The impact of a weed control measure should, therefore, influence growth of

weeds in subsequent periods for the entire area that is devoted to the crop.

Although alternate regimes of mechanical and animal harvesting of pasture can lead
to different levels of accumulation of pasture in a field, a relationship between the
amount of pasture and rates of pasture growth is not included in the LP model. The
reason for this is related to the procedure used to estimate parameters for the LP
model. The estimation of parameters involved aggregating time series data, across 12
different fields that are represented in Topp and Doyle’s (1994) time series data.
Pasture growth on fields that have been recently cut is therefore averaged with other
fields that may not have been harvested for some time. Due to non-linearities in the
growth pattern of pasture with increasing amounts of dry matter in a field (Topp and
Doyle, 1994), this procedure did not produce satisfactory estimates of the
contribution of photosynthetic material to subsequent rates of pasture growth. As
weeds are not modelled as an aggregate of fields that are each subjected to differential
management, the LP estimates of weed growth should avoid the difficulties associated
with modelling pasture growth.

In the current model, weed growth is logically constrained to occur, subject to the
presence of soil nutrients and a photosynthetic growth limit, so that the effects of
weeds on crop growth and other aspects of crop production is explicitly addressed.
The method used to represent weed growth was originally developed as part of a
mixed integer linear programming (MILP) model (see Finlayson and McGregor.
1992), however, the subsequent formulation of the model as a D-W decomposition
has precluded the use of integer variables (see Chapter 4). It was necessary,
therefore, to linearise the specification of weed growth. In the following section, both
the MILP and the LP formulations are presented, along with a discussion of the
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implications of the alternative formulations for the generality of the resulting model
solutions. A summary of the weed growth sub-matrix is presented in Figure 5-4.

Figure 5-4. Weed Growth Sub-matrix™.

Crop Crop Weeds Weed Apply Apply
Growth Growth Herbicide | Pesticide
Potential -A-A-AY |1 %A 3
Crop -A -A -A 1 A -A -A -A
Yield A -A -A 1 A
] 6l "I a2 63
Weeds -A ] -1 A A
A1 -1
Permit B oA A A1 9 -
Weed -A -A -A -A 1
Growth sl -A 1
SOI] A 67 _A58 A 68 'A _A?O
: A -A A
Nitrogen A A A
! 72
Permit
Herbicide A=A L i
73 74
Permit
Pesticide BN e

%6 <A’ refers to non-zero coefficients that are not equal to unity.
*7 Potential crop growth (see p in Equation 5-1).

*¥ Actual crop growth (see I in Equation 5-1).

*® Reduction in potential crop yield associated with competition between weeds and the growing crop

for light and moisture (see a4 in Equation 5-2).
5 Contribution to potential crop yield associated with pesticide applications (see a3 in Equation

5-2).

*' Inter-period transfers of weed material (see a5 in Equation 5-4).
52 Increment to weed material in field (see Ao in Equation 5-4).

63

Reduction in weed material associatied with application of herbicide (see co in Equation 5-4).

% Potential weed growth associated with weed seed and root reserves (see a6 in Equation 5-5).
5 Increment to potential weed growth associated with photosynthesis (see a7 in Equation 5-5).
5 Actual growth of weed material (see A® in Equation 5-4).

%7 Nitrogen taken up by growing crop (see al in Equation 5-16).

% Nitrogen leached from dead weed material (see al8 in Equation 5-15).

% Nitrogen taken up by growing weeds (see al7 in Equation 5-15).

7% Nitrogen leached from dead weed material (sce al8 in Equation 5-15).
"' Maximum amount of herbicide that can be applied to crop (see H in Equation 5-6).

jz Actual herbicide application (see Equation 5-6).
" Maximum amount of fungicide or insecticide that can be applied to crop (see Equation 5-13).

™ Actual fungicide or insecticide application (see Equation 5-6).
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With regard to the MILP formulation, variables representing weed growth, enter
the farm plan at appropriate levels due to the presence of integer variables that ensure
slack weed growth can only occur if soil nitrogen is unavailable either for uptake by
weeds or to be transferred to subsequent periods. When soil nitrogen is present in
sufficient quantities to be transferred to the following period, then actual weed growth
equals potential weed growth. The adopted structure has the effect of forcing weed
growth to occur at potential rates, when adequate reserves of soil nutrients are
present. In situations where soil nitrogen is limiting, growth will occur at less than the

potential rate, but all available nitrogen is then taken up by weeds.

The method provides a simple representation of competition for nutrients between
crops and weeds. In the model, crops tend to take up nutrients ahead of weeds due to
the formulation of the objective function. However, to partition nutrients between
crops and weeds, on the basis of their respective competitive abilities, a pieci-linear
approximation of the relative uptake rates of nutrients at differing availability’s would

need to be specified and additional data and integer variables would be required.

The amount of weed material present in a given actively growing crop can be
described by a vector o (kg DM).

otc=(1-a5¢¢) 0t1,c T At ¢ - COf g m (5-4)

where a5 is the fraction of material that is lost when weeds are transferred from the
preceding to the current time period and reflects normal processes of death and decay;
Ao is growth of weed matter (kg DM) and co is the death and decay of weed matter

(kg DM) associated with control measure m.

The growth of weeds is described as follows:
Awg = a6y +ali] O] ¢ - S0t c (5-5)

where a6 is the potential growth limit associated with weed seed and root reserves
(kg DM); a7 is the increment to potential weed growth per kilogram of weed matter
(kg DM kg DM-1) and represents variations in potential growth with changes in the
level of photosynthetically active weed matter present in the field; so is unfulfilled
potential weed growth (kg DM), and assumes a positive value, that satisfies the
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equality constraint, when insufficient soil nitrogen is available for weed growth to

occur at potential rates.

The amount of weed material that (cw, kg) dies as a result of an application of
herbicide is assumed to be a function of the amount of herbicide applied and the

efficacy of the herbicide.

cot c.m = a8t ¢.m Ht c.m (5-6)

where a8 is the amount of green weeds to die per unit of active ingredient of
herbicide; and H is the amount of herbicide that is applied (kg a.i.). The parameter
estimates in Equations 5-5 to 5-7 can be found in Table 5-4, Table 5-13, Table 5-14
and Table 5-15.

To ensure that slack weed growth only occurs when all available soil nitrogen has

been exhausted a vector of 0 / 1 integer variables (8) is defined:

StcW2ni (5-7)
ot,c W 250t ¢ (5-8)
12 8¢ c+0gc (5-9)

where W is an arbitrarily large coefficient. When § equals 1 permission is provided
for nutrients to be transferred from the current to the subsequent period; and when ¢
is non-zero permission is provided for weed growth to occur at less than potential
rates. Equation 5-10 ensures that either 3 or ¢ must equal zero, so that soil nitrogen
can only be transferred between periods if actual weed growth equals the potential

rate of weed growth.
To formulate the MILP model of weed growth as a LP, the variables 8, ¢ and so

are dropped from the model. It is not necessary, therefore, to include Equations 5-8

to 5-10. Actual weed growth is specified in the LP model as follows:

Awg o= a6y +aTp.] 0.1 ¢ (5-10)
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The linear version of the weed growth model, adopts a slightly simpler but more
restrictive assumption than the MILP model, in that actual weed growth is required to
equal potential weed growth. In the LP model sufficient nitrogen must therefore be
present so that weed growth is not constrained by nutrient availability. This contrasts
with the MILP model which allows actual weed growth to be less than the potential
rate of growth, and for soil nitrogen to limit crop and weed growth during periods
when weeds are actively growing. This simplification may introduce distortion to the
LP solution, as greater quantities of nitrogen may be applied, or more intensive weed
control measures implemented than the MILP model would indicate as being optimal.
However, it is not likely that this will introduce significant errors to the study. The
equations presented above provide sufficient constraints to model the growth and
inter-period transfers of weeds, and give a simple representation of reductions in crop

yield that result from weeds competing with crops for soil nutrients.

The presence of weed material in the field reduces a combine harvesters ability to
separate grain from crop and weed residues and increases requirements for crop
drying (Cousens ef al/, 1985). Elliott (1980) suggests that threshing losses of grain
become significant, if the rate of material other than grain (MOG) passing through a
harvester exceeds a certain limit. For the purpose of this study, it is assumed that the
quantity of straw material and weed dry matter, present at harvesting, are additive in
terms of providing estimates of MOG and (as combine size is denoted in terms of
capacity to process MOG per unit of time) the amount of time required to combine a
field (My).

a91 M| h ¢ =S¢+ ope (5-11)

where, a9 represents the rate at which a combine harvester (kg DM. hour-1) can
process straw (S, kg DM), and weed material; and h is the month of harvest.
Estimates of the parameter a91 can be found in Appendix 4.1, the quantity of straw

that is produced is assumed to be a constant (see Table 5-3).
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Table 5-3. Straw Yields (tonnes DM. hectare-1)

Crop Straw
Spring Feed Barley 3.0
Winter Feed Barley 4.5
Winter Malting Barley 4.3
Winter Feed Barley .2
Winter Milling Wheat 4.8

Grain moisture levels at harvesting, and hence the requirement for drying (Ma,
hours), are positively related to the presence of weeds (Davies and Whiting, 1990;
Elliott, 1980; Sheppard e al, 1989; Zimdahl, 1980). The impact that weeds have on
crop drying, is accounted for, in the model, by assuming a basal level of grain
moisture that is incremented as a linear function of weed density. This is represented
as follows:

12

MZ,h,c >al0 Z rt,c +all Oh ¢ (5-12)

t=1

where, al0 and all are parameters that respectively represent the basal requirement
to dry harvested grain, and the increment in drying that is associated with weeds.
Parameter values necessary to represent the effects of weeds at harvesting are derived
from a variety of sources including Elliott (1980); Sheppard e al (1989); and Whiting
pers. comm., (1995).

For crops that are grown to produce feed grains, the mechanism by which
herbicides affect the model objective function, is by reducing weed levels and hence
the influence that weeds exert on crop growth and harvesting; application of
insecticides and fungicides are assumed to increase potential crop yield levels. The
amount of fungicides and insecticides (P) that are applied to a crop is calculated as

follows:
Pt,c,i < min (ath‘c,i al3¢ ¢ i, al3¢ ¢ j a%, Mn,t,c) (5-13)

where al2 is the number of spray applications that can be applied to a crop; al3 is the
maximum amount of active ingredient that can be applied in a single application (kg

hectare-1); a9 is the work rate in hectare hour-1; M is hours of work performed by a



sprayer tractor combination; n identifies the actual machinery complement that
performs the spray operation. The parameters al2 and al3 can be found in Table 5-2:
and a9 is presented in Appendix 4.1.

5.2.4 Crop Nitrogen.

The cycling of nitrogen in soil involves complex and dynamic processes that have a
considerable impact on farm practices and productivity (Pannell and Falconer, 1988).
Also, the amount of nitrate pollution emanating from farms is of considerable public
concern, and is affected by the interaction of the imposed management system and
biologically determined transformations (Walther, 1988). In the context of this study
a change in climate has significant implications for the cycling and losses of nitrogen
between soil, plant and animal systems. The managerial activities that influence the
availability of soil nutrients include, the crop rotation that is selected, the method and
timing of cultivation, disposal method for crop residues, and the application of
inorganic fertiliser and farm yard manure. An effort was made to represent the
management options available to the farmer, and major nutrient flows, relevant to the

single year time horizon of the model.

Variations in the amount of nitrogen present in the soil are explicitly modelled for
the majority of crops and soil types. Flows of nutrients that occur between successive
crops planted to the same ground, are tied to the rotational constraints included in the
model. Farmers may physically augment the soil nutrient pool by applying inorganic
fertilisers and farm yard manure, and by incorporating crop residues. In addition,
leaching of nutrients from decaying vegetation, biological fixation of nitrogen, and
reductions in the soil nutrient pool due to crop and weed uptake for growth, are
represented in the model. Losses of nitrogen due to denitrification, volatilisation and
leaching are modelled as functions of the soil type and time of year (Bloom et al,
1988; Chalmers and Darby, 1992; Chambers and Smith, 1992; Cole et al, 1987,
Egginton and Smith, 1986a and 1986b; Gasser, 1979; Groot and Verberne, 1991,
Powlson, 1988; Powlson ez al, 1988; van Veen and Frissel, 1979; Whitmore and
Parry, 1988); parameters associated with inter-period transfers of nitrogen provide

estimates of losses from these sources.
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The approach adopted to model the impact of nitrogen () availability on crop
growth is similar to that first suggested by von Leibig (1855) who stated that a unit of
a soil nutrient taken up by a plant, makes a constant contribution to growth so long as
other nutrients are non-limiting. While providing a highly simplified representation of
the effect of nutrients on crop growth, a number of experimental results have broadly
confirmed von Leibig's model (Boyd et a/, 1976; England, 1986). In the current

model, the amount of mineral nitrogen present in the soil is represented as:

Nt = -aldg )My ot ongeteng e+ frc+alsS FYM ¢ +al6e li ¢

n (5-14)
(D'rlt’c == al?t Q(Dt,c +al8 (] - aSt,C) 0¢-] +2al8 Z C‘Dt-l,c,m (5-15)
m=1
Cnt,c — 3].0 rt,c i 3190 (l‘&St}c) ]_—‘t_‘l’c + '}(T‘lt,c ( 5‘]6)

where al4 is the proportion of soil nitrogen that is lost from the preceding period due
to leaching, denitrification and volatilisation; o is the effect of growing weeds on
nitrogen (kg); cn is the effect of the growing crop on soil nitrogen (kg); f is the
quantity of fertiliser nitrogen applied to soil (kg); al5 is the available nitrogen content
of farm yard manure (kg kg” FYM), and FYM is the amount of farm yard manure
that is applied to the soil (kg); al6 is the quantity of nitrogen excreted by animals per
kilogram of grazed pasture or crop residue; al7 is the amount of nitrogen taken up by
growing weeds (kg kg’ Ao); Ao is weed growth (kg) (see Equation 5-11); al8 is the
amount of nitrogen that is leached from dead weed material (kg kg™ dead weeds); al9
is the amount of nitrogen that is leached from dead crop material (kg kg™ crop
material); yn refers to nitrogen that is derived from a range of sources (see Equation
5-17); al and I" are defined in Equation 5-1; I and a5 are defined in Equation 5-3; co
is defined in Equation 5-5 and yn is defined in Equation 5-17.

As arable crop growth is modelled in terms of increases in harvestable yield;
increments in non-harvestable plant material are not explicitly considered. Cycling of
nitrogen from dead plant material to the soil is therefore modelled as a function of
nutrient uptake (see Figure 5-1). For determinate crops that pass through defined
stages of development until the plant reaches maturity, this treatment is assumed to be

adequate.



65

However, pasture exhibits an indeterminate growth habit and may be harvested in a
variety of ways (such as being grazed in-situ, or conserved and removed from the
field). In the case of pasture it is thought that a better approximation of nutrient flows
can be achieved by assuming that matter returning to the soil as a result of maturation,
death and decay, is a function of time of the year and the amount of pasture
transferred between periods (see Figure 5-2); nitrogen that is excreted by grazing
animals is assumed to contribute directly to soil nitrogen levels while conserved
pasture is assumed to contribute to farm yard manure after it is fed to animals. A
similar approach to that used to model flows of nutrients to the soil from processes
associated with normal growth and death of pasture is used for weeds. Flows of
nutrients that are contingent upon the decay of dead weed material resulting from
chemical and cultural practices, are modelled as a function of the assumed efficacy of
the applied control method.

In the current model it is assumed that nitrogen fixation, atmospheric deposition,
nitrogen transferred from the preceding crop and the assumed level of mineralisation
occurring in the different soils are additive in terms of the amount of plant available
nitrogen present in a soil. The term used in this study to refer to these sources of
nitrogen is yn; yn is calculated for the different regions, soils and crop types and is
dependent on the crop or crops that precede the current crop and on the method of

residue disposal:

Mtc™ a20t,c + a21t - a22t -t a23t,C-I,d + 3241:‘0_2 (5-17)

where a20 is the amount of nitrogen fixed by a crop; a21 is atmospheric deposition of
nitrogen; a22 is the net amount of mineralisation; a23 is nitrogen that is transferred
from the preceding crop; and a24 is nitrogen that is transferred from crops that are
planted two years previously. The subscript d refers to the method of residue
disposal; other subscripts have been defined previously.

Other assumptions that relate to the derivation of yn are that the amount of
nitrogen fixed and the net amount of soil mineralisation occurring in different months
of the year can be calculated from arrhenius equations, while the amount of
atmospheric nitrogen deposition is assumed to be proportional to the rainfall
occurring in the respective regions (Vinten pers. comm., 1995). These assumptions
represent a significant simplification of reality, particularly with regard to
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transformations that occur between mineral and organic forms of nitrogen (Campbell,
1978; Goss et al, 1991; Hauck, 1971; Jarvis, 1992: Powlson, 1992: Redman ¢f al.
1988; van Veen and Frissel, 1979; Vinten and Smith, 1993). With regard to the
current study, it was necessary to adopt these assumptions to ensure that issues

associated with data acquisition were tractable.

The form of the arrhenius equation used to determine the net amount of soil
mineralisation that occurs in each month, for the various regions, is as follows:

A (Ty)
= ¢(-9000 (1/T, - 1/Ta)) (5-18)
A (Ta)

where T is temperature (°Kelvin); Ta is the mean annual temperature of the region (°

Kelvin); and A is the relative rate of soil mineralisation.

5.2.5 Crop Rotations.

The rotation that a farmer selects has important implications for crop yield, weed
and disease control, machinery operations and nutrient cycling (Auld et a/, 1987; Catt
et al, 1992; Cousens, 1985; Doyle ef al, 1984 and 1986; Lloyd, 1992; Rabbinge e a/,
1989). In order to assess the implications of alternate crop rotations, it is necessary to
have an understanding of the sequence that crops are planted in a field. Historically,
the sequential nature of issues associated with rotations, and the potentially large
number of rotations to be considered, has caused difficulties in studies involving linear
modelling. This has meant that studies have generally been restricted to consider a
few of the most likely rotations (Pannell and Panetta, 1986) or alternately to include
very large numbers of activities that each represent a possible rotation (Hansen and
Krause, 1989). Dent ef al (1986) present an efficient method to constrain rotations;
however, a difficulty with Dent ef al's approach, is that while information is supplied
about the proportion of the farm that is planted to different crops, this data is not
sufficient to uniquely identify (except when each crop can only be preceded by a

single crop), the actual sequence that crops are planted to the same ground.

In this study a method has been developed which overcomes many of the
shortcomings of previous approaches. The method is suitable for constraining crops,
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such as peas and potatoes that are widely grown and economically important crops,
but which for pest control reasons, are only planted in the same ground once in a
certain number of years. Crops that can only be followed by a restricted set of crops
(such as oilseed rape following winter sown barley), because of the timing of field
operations are readily accounted for. Also, factors that have implications for crops
planted more than a year subsequent to a management action can be represented, an
example in the current model is that nitrogen mineralisation rates are affected in the

first two crops following pasture.

The methodology that is used to represent these rotations involves defining
activities (nodes) to represent linkages between crops planted in succeeding years.
Each rotational activity contains a pair of unitary coefficients, which specify the crops
that precede and follow the current crop. When the model is solved, the nodes chain
together to form rotations, that can represent any number of years, and give a
generally optimal solution. The rotational nodes are defined in terms of (1) the crop
that is to be planted; (2) the number of years since a crop constrained because of pest
control requirements is planted; and (3) the preceding crop or crops if a crop planted
more than a year previously has implications for the current crop.

An example sub-matrix is included in Figure 5-5 to demonstrate the method. In
the example, three possible crops, X, Y and Z, are constrained by a requirement for
land. Crops X and Y can be grown in any sequence, but crop Z can only be planted
after crop Y. A further restriction is that crop X can only be planted once every 3
years. The naming conventions used in Figure 5-5 are: for the first 3 activities, the
letter refers to the crop that is being planted; for the remaining activities, the first
letter refers to the crop being planted, the second character refers to the number of
years since crop X is planted, and the third letter refers to the preceding crop. For the
first three constraints, the naming conventions are the same as for the first three
activities; the fourth constraint refers to the requirement for land; and for the
remaining constraints the first and second characters are defined in the same manner

as the second and third characters of the rotational activity names.

The first three activities in Figure 5-5 refer to the crops X, Y and Z, and the first
three constraints represent permission to plant these crops. The fourth and fifth
activities refer to rotational activities that provide permission for crop X to be planted
following crops Y and Z respectively. For both of these activities, crop X has not

been planted for at least 3 years prior to these crops. The sixth activity in the matrix
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refers to crop Y being planted, a year after crop X. Due to the requirement that crop

Z can only follow crop Y, there is no activity that would allow crop Z to be planted a

year after crop X and for the same reason it is not possible for a crop to be planted 2
years after X and one year after Z. The seventh and eighth activities refer to crop Y

following an earlier crop of Y. In the case of the rotational activity Y3Y, this activity

represents a crop that is in a steady state, so that the only rotational constraint that

needs to be specified is the requirement for land. The ninth activity is for crop Y to

follow crop Z, it can be seen that this activity can only enter the farm plan if the tenth

or eleventh activities in the matrix, which represent crop Z, also enter the farm plan.

Figure 5-5. Example Sub-matrix of Rotational Constraints and Activities.

Cropping Activities

Rotational Activities

1 2 £ 4 5 6 7 8 5 10 11
X ¥ Z X3Y | X3Z | YIX | Y2Y | Y3 Y3Z | Z2Y | Z3Y
X 0| = 1 -1 -1
X 01|=> 1 -1 -1 -1 -1
Z 0 = 1 -1 -1
LAND | A [ > 1 1 1 1 1 1 1 I
1X 0|= -1 -1 1
2Y 0 |= -1 1 1
3Y 0|= 1 -1 -1 1
3Z 0| = 1 1 -] -1

The method used to model alternate sequences of crops is very flexible and capable

of addressing realistic problems at acceptable cost in terms of the number of required

activities. In the above example, 8 activities are needed to specify all possible

rotations for any length of time horizon. This compares to 16 activities, if each of the

feasible rotations in the example occurring over a six year time horizon is explicitly

represented. If a longer time horizon is considered the number of activities that must

be specified increases rapidly. Although the presented methodology provides an

efficient method of modelling crop rotations, the number of crops that are included,
and the restrictions associated with the entry of crops still mean that rotational

activities represent a significant proportion of the activities included in the model”*.

" There are approximately 25000 activities involved in modelling crop rotations or 10 % of the total

model.
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The above representation is a simplification of the actual model, but is presented to
illustrate the linking of differing crop sequences together. In the actual model,
rotational activities require appropriate actions to be taken to dispose of crop
residues, rather than (as illustrated in Figure 5-5) to directly provide permission to
plant a crop. In turn the activities that represent residue disposal provide permission
for an incoming crop to be planted. The method of modelling crop residue disposals
is discussed below.

5.2.6 Crop Residue Disposal.

Activities relating to crop residue disposal are tied to the rotational activities, so
that requirements for labour and machinery, and also the implications of the method
of disposal for transfers of nitrogen to the subsequent crop, are modelled
appropriately. As mentioned above, rotational activities specify the requirement for
residue disposal and the disposal activity permits an incoming crop to be planted. The
presented methodology provides a mechanism that allows crops to be planted during

different months, and for the model to select the method of crop residue disposal.

For the majority of crop sequences, residue disposal grants permission for an
incoming crop to be sown on any of the designated planting periods. For other crop
sequences, the harvest and residue disposal of a crop can interfere with the planting of
a following crop. When this occurs, the rotational activities provide permission for
residue disposal to occur after the harvest of the outgoing crop; and the earliest that

an incoming crop may be planted is the second or third of the defined sowing dates™.

It is assumed that baling and grazing of crop residues occurs in the month of
harvest. Grazing and baling of crop residues are assumed, therefore, not to affect the
date that a following crop is planted. Activities that represent incorporation of field
residues are tied to the following cropping activity, so that the timing of incorporation
is the same as the cultivation date of the incoming crop. The method of relating
rotational activities to residue disposal activities, and in turn, for disposal activities to

be linked to the planting dates of an in coming crop is illustrated in Figure 5-6.

In Figure 5-6, the residue disposal options, and alternate planting dates of a crop

are illustrated for a situation where the planting date of an incoming crop is not

’® Please note that only a single planting date is represented for swedes, see Table 5-1.
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restricted and all of the modelled disposal methods (incorporation, baling and grazing)
are available to the farmer. The first column in Figure 5-6 is a rotational activity that
defines the requirement for residue disposal. Nitrogen that is derived from a crop
planted two years previously is specified in this column (see a24 in Equation 5-17).
The second column relates to a crop that can be planted on three different dates. The
implications of the crop for the soil nitrogen status (see a20, a21 and a22 in Equation

5-17) are specified for each of these planting dates.

The third, fourth and fifth columns represent alternative methods of residue
disposal. The disposal activities are defined for each soil and feasible crop sequence.
If incorporation is selected, a crop is permitted to be planted, and the influence of
ploughing in residues on the soil nitrogen status of the incoming crop (see a23 in
Equation 5-17) is defined. In the case of baling, crop planting is permitted, and the
requirements for machinery and labour to perform windrowing and baling operations
are specified. The action of baling supplies straw for subsequent use as feed or
bedding. The final method of residue disposal involves grazing of crop residues. In
the same way as incorporation and baling, grazing provides permission for a crop to
be planted and crop residues are made available to grazing animals. It is assumed that
nitrogen contained in the excretion of grazing animals is transferred to the soil on

which the incoming crop is to be planted (see al6 in Equation 5-14).

As mentioned above, the method of disposing of a crops residue may be restricted
for management reasons (such as the requirement that undersown feed barley residues
are baled as straw), and also the earliest that a crop can be planted may depend on the
harvest date of the preceding crop. In these cases, only variables that represent
acceptable timings and methods of disposal are included in the model. Parameter
estimates associated with the influence of alternate sequences of crops, and methods
of residue disposal on soil nitrogen are discussed in Section 5.3.6.3.
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5.3 Estimation of Model Parameters.

Many of the parameters included in the LP crop models are derived from
simulation models that are sensitive to the selected climate, soil, and management
variables. However, in the case of swedes and weeds, no suitable models were found
in the literature. Due to the highly seasonal nature of forage production in Scotland,
swedes can be essential for the success of sheep farming systems. If swedes are not
represented in the LP model due to the inability to obtain an acceptable simulation
model, the results of the study are likely to be biased against sheep operations. The
importance of sheep to Scottish agriculture means that it is desirable to include, at

least, an example of a forage crop in the LP model.

With regard to weeds, as mentioned previously, a critical effect of climate change
is likely to involve changes in the incidence of weeds. The inclusion of weeds is
therefore of value if the objectives of this study are to be satisfactorily addressed. The
absence of acceptable simulation models for swedes and weeds means, however, that
changes in the growth of these plants, can not be predicted with any degree of
assurance for different climates, regions or soils. In the current study, estimates of
swede and weed growth are derived from the literature and from experimental data
(see Section 5.3).

A shortcoming that is common to all of the simulation models that were selected to
represent crop growth is that the fertilisation effect of elevated carbon dioxide levels
is not considered. A number of studies have indicated that crop yields are likely to be
affected by increases in atmospheric carbon dioxide that are consistent with the
climatic changes considered here (Jones e al, 1993; Ryle and Powell, 1992). With
the exception of the grass and grass / clover models of Topp and Doyle (1994), the
simulation models that provide inputs to the current study were not specifically
developed to evaluate the influence of climatic change. With regard to the Topp and
Doyle models, the effect of carbon dioxide on forage production is not represented,
due to difficulties of obtaining suitable data (Topp pers. comm., 1995). Ideally, the
estimates of crop growth and yield that are used in this study would incorporate the
influence of carbon dioxide particularly as elevated carbon dioxide levels are likely to
have a differential impact on crops and weeds that employ a C3 versus a C4
photosynthetic pathway (Edwards and Walker, 1983). However, it was beyond the
scope of this study to explicitly evaluate relationships between carbon dioxide and

plant growth.
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5.3.1 Grass and Grass / Clover Models.

Parameter estimates for grass and grass / clover swards are established using time
series data produced by the models of Topp and Doyle (1994). Topp and Doyle's
models were developed and tested in a project analysing the effects of climate change
in Scotland and as such represent a high quality source of data. The pasture models
of Topp and Doyle were used to evaluate a range of grazing and conservation
management practices across a number of years, soils, regions, animal types, stocking
rates and climatic change scenarios. The models assume that pasture is comprised
either of grass or a mixture of grass and clover. The growth of pasture is modelled on
a daily basis on each of a user specified number of fields. It is assumed that
production is dependent on herbage mass, temperature, radiation, and the availability
of nutrients and water. In the model, leaf, stem, root and dead material are separately

represented for both the grass and clover components.

The data produced by the Topp and Doyle models, are used to estimate relatively
simple models of grass and of grass / clover that are specific to the soils, regions and
climates that are considered in this study. The scenarios and management variables
used to estimate the pasture models are identical to those used to establish the animal
growth models presented in Chapter 6. The scenarios that are evaluated include three
animal systems (dairy, beef cattle, and sheep), three stocking rates (low, medium and
high), two pasture classes (grass and grass / clover), three climate change scenarios
(climates ‘0°, ‘1’ and ‘2”), four regions (Kinloss, Mylnefield, Paisley and Wick) over a

ten year period and for four soil types.

The method of forage conservation considered by Topp and Doyle is silage making
(Topp pers. comm., 1995). In the LP model, hay making is also considered. Silage
tends to be conserved earlier in the season than hay, and has differing requirements
regarding the moisture content of the sward and weather conditions at the time of
harvest. However, in the context of this study time constraints prevented the
inclusion of a rule base in Topp and Doyle's model that would better represent
decisions relating to the timing of hay making. In the LP model, cutting of hay and

silage are assumed to occur on the same date.
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As mentioned in Section 5.2.2, in the LP model both grass and grass / clover are
categorised in terms of the method of forage conservation that is employed. These
categories are pasture that is cut for hay, pasture that is cut for silage and pasture that
is only available for grazing. The method of classifying pasture in terms of whether
the pasture is comprised of grass or grass / clover, and also in terms of the method of
forage conservation that can be implemented, produces a total of six possible classes
of pasture. In addition, pasture classes are defined for each soil, so that a total of 24
pasture classes are included on farm types where pasture is represented. For each of
these classes, the amount of pasture in the sward is reconciled on a monthly basis in
terms of the amount of growth, senescence, and animal intake. The requirements for
machinery to perform conservation operations are also specified for each of these

classes.

The estimates of potential growth (a2 in Equation 5-3) are established by averaging
leaf growth during each month (averaged in terms of leaf dry matter production per
hectare across the fields included in the Topp and Doyle models), that occurred for
the various animal systems, years and stocking rates considered. The calculation of
the inter-period losses in leaf material (a5 in Equation 5-3) involved determining the
difference between the amount of leaf material present in the sward at the beginning
and end of each month and comparing this figure with the amount of growth, less the
sum of material ingested by ruminants and mechanically harvested. The difference in
these values is attributed to death of leaf material. The parameter a$ is calculated as

the ratio of leaf that dies to the average amount of leaf material present in the sward.

The estimates relating to pasture growth are specific to each pasture type (that is
grass or grass / clover), region, climate, and soil. Parameters relating to pasture
losses are calculated for both grass and grass / clover, but following Topp and Doyle
(1994), the proportion of leaf that dies is assumed to be the same for the different
regions, climates and soils. In the case of grass / clover swards, sward growth and
losses are calculated as the summation of grass and clover. The parameters are
assumed to be identical for the different methods of forage conservation and animal

types and are an average of the ten seasons of simulated growth.

In the LP model, stocking rate is an endogenous variable, rather than an
exogenously determined variable as in Topp and Doyle's model. An implication of the
selected formulation is that although stocking rate and grazing management can

influence the amount of pasture that accumulates in a sward, it is assumed that the
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stocking rate does not affect the potential rate of pasture growth, the period that
animals are grazed in the field or the timing of forage conservation.

A summary of the estimates of potential growth of grass / clover and grass (a2 in
Equation 5-3) for soil 4 is presented in Figure 5-7. A complete listing of the potential
growth estimates can be found in Appendix 7. The significance of the effect of
climate change is assessed at each site using an analysis of variance test on differences
in mean annual production between the selected climatic scenarios (Genstat, 1994)
(see Appendix 6). In the following discussion the scenarios referred to in this study as
the current climate (climate ‘0”) and a climate involving an increase in temperature
and associated change in rainfall (climate ‘1) (see Section 2.1) are the same as
scenarios ‘1’ and ‘4’ from Chapter 5 of Topp and Doyle. It should be noted that Topp
and Doyle did not consider a scenario that was equivalent to climate ‘2’

The parameters estimated from Topp and Doyle's (1994) scenarios showed little
difference between the various soil types. On an annual basis the differences in
potential production are generally less than 5 percent between the least and most
productive of the soil types. Although there is a trend for the heavier soils to outyield
the lighter soils, these differences are not significant. From Figure 5-7, the estimates
of potential production suggest that relatively small differences in productivity exist
between the different regions. In general Paisley is the most productive of the regions
and Wick is the least productive. Kinloss and Mylnefield tended to be intermediate
between these regions. Also as reported by Topp and Doyle (1994), the impact of
climatic change on forage yields produced inconsistent results.

From Figure 5-7, it can be seen that potential pasture production exhibits a
marked seasonal pattern with a single peak in production occurring in June or July.
Under current climatic conditions winter production (December - February) for both
grass and grass / clover is approximately 10 percent of the annual total, compared
with approximately 50 percent in summer (June - August). In spring, production
tends to be slightly higher than in autumn. Approximately 22 percent of grass and
grass / clover production occurs in spring compared with 18 percent in autumn.
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When comparing climate ‘0’ with climate ‘1’, the seasonality of production for
both grass and grass / clover declines by a small amount. Increases in production
occur in spring, however, the relative increase in production at the beginning of the
season is largely offset by reductions in autumn production. The proportions of
production occurring in winter and summer are similar for the three climatic scenarios
considered. It is uncertain why levels of productivity in autumn have declined under
the changed climates, as the warming associated with these scenarios might be
expected to increase production during this period (Flohn, 1985). A possible
explanation is that changes in other weather factors such as solar radiation and

rainfall, have produced this result (Topp pers. comm., 1995).

At Wick, small increases in potential productivity of grass / clover and grass are
estimated between climate ‘0’ and climate ‘1°. However, the extent of yield increase
is not significant on an annual basis for all of the considered soils. This compares with
a non-significant reduction of approximately 5 percent in potential production that
occurs between climate ‘0’ and climate ‘2°. This outcome differs from the results of
Topp and Doyle who found a significant increase in pasture production from grass
swards, when comparing climates ‘0’ and ‘1’ (Topp and Doyle refer to these as
scenarios ‘1’ and ‘4’). For grass / clover swards, Topp and Doyle found that changes
in the amount of grass harvested are not significant, but significant increases in clover

production in grass / clover swards occurred.

At Paisley, estimates of potential grass and grass / clover production increase by
approximately 5 percent between the base climate and climate “1°. Similarly, the
annual increase between the current climate and climate ‘2’ is approximately 8 - 10
percent. Neither of these comparisons represent a significant change in annual
production for any of the soils at a level of 5 percent significance. This result
concords with Topp and Doyle (1994) who found no significant differences at this

site, for either grass or grass / clover production, with increases in temperature.

At Kinloss there is no significant change between the climatic scenarios for either
grass or grass / clover in terms of the estimates of potential pasture production. This
result is similar to the outcome of Topp and Doyle's (1994) analysis, which found no
significant differences for grass swards. For grass / clover swards, declines in the

production of grass with increasing temperature, tended to be cancelled by increases
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in clover. The overall productivity of grass / clover swards is therefore relatively

similar for the different climate scenarios.

At Mylnefield an increase in the potential productivity of swards of approximately
10 percent is recorded when comparing climate ‘0’ with climate ‘1°. The difference
between these climatic scenarios is significant for three of the four soils. Topp and
Doyle (1994) report an increase in yield for the grass swards of approximately 10
percent between scenarios ‘1’ and ‘4’. For these same scenarios, Topp and Doyle
also found an increase in total yield of grass / clover swards of a similar order to the
current study. The increase in potential production between climates ‘0’ and ‘2’ is
approximately 5 percent, and is non-significant, for both the grass and grass / clover
swards.

Although the results for Kinloss, Mylnefield and Paisley provide similar rankings
and magnitudes of response to Topp and Doyle's (1994) experiments, differences exist
with respect to estimates for Wick. The current study is not strictly comparable to the
results of Topp and Doyle, and is presented for illustrative purposes. The
experiments performed by Topp and Doyle utilise different weather series and also a
number of the assumptions, particularly those relating to the soil characteristics and
grazing management are different to those adopted in this study. Also, the analysis
performed by Topp and Doyle records changes in the yield of conserved forage, while

the estimates discussed here refer to annual changes in potential yield.

The proportion of leaf losses associated with death and decay in each period are
presented in Table 5-4. The monthly losses range from a low in winter of
approximately 0.55 to a maximum in summer of 0.87. When evaluating the time
series data produced by the Topp and Doyle (1994) models, there appeared to be little
difference between the scenarios that are considered. The results are relatively
consistent between the different climates, regions, years, animal systems, and stocking
rates. There are small non-significant differences between grass / clover and grass
pastures, with slightly lower losses occurring on grass / clover pastures. In Topp and
Doyle's model, the proportion of leaf material that senesces is higher for grass than
clover. As clover represents a relatively small proportion of a growing sward, these

results appear to be consistent with Topp and Doyle's findings.

There is evidence to suggest that sheep graze more selectively than cattle (Nicol,

1987) and that the ability of animal to selectively graze increases with pasture cover
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(Clark et al, 1982). It has also been suggested that clover is ingested by animals in
preference to grass, due in part to the greater palatability of clover and also because
of differences in the vertical distribution of clover and grass within a sward (Woledge
et al, 1992). However, when Topp and Doyle’s time series data were aggregated into
a form suitable for this study, an analysis of variance showed no significant differences
between regions, climates, soils, years, stocking rates, or animal types in terms of
metabolisability or digestibility of pasture or sward composition. Whether differences
of these types are present in the original data series of Topp and Doyle is not known,
but given the results of the analysis it seemed appropriate to estimate the
metabolisability and digestibility of pasture for each month as an average of the
different regions, climates, soils, years, stocking rates, and animal types (see Table 5-
4). Parameters that relate to the metabolisable energy content and digestibility of
other feedstuffs that are included in the LP model can be found in Table 6-1.

Table 5-4. Grass and Grass / Clover Parameters.

Month Proportion of Leaf Metabolisable energy [ndigestible material
Losses Occurring in each ingested per kg of leaf ingested per kg of leaf (kg
Period (fraction, see (MIME kg DM™! see | kgl see 229 in Equation
a5 in Equation 5-3) a27 in Equation 6-7) 6-8)
Grass / Grass® Grass / Grass Grass / Grass

Clover Clover Clover
January 0.55 0.63 15.24 14.68 0.94 0.97
February 0.57 0.59 15.21 14.68 0.94 0.97
March 0.68 0.69 15.24 14.68 0.97 0.99
April 0.56 0.63 15.93 1541 0.99 1.03
May 0.65 0.70 16.45 15.37 0.99 1.01
June 0.69 0.69 15.76 15.18 0.97 1.01
July 0.87 0.83 15.87 15.30 0.98 1.02
August 0.68 0.80 16.27 15.38 0.99 1.01
September 0.74 0.75 15.74 15.23 0.98 1.02
October 0.68 0.70 15.66 15.20 0.98 1.01
November 0.65 0.70 16.28 1523 0.99 1.02
December 0.64 0.67 16.17 15.22 0.98 1.02

% 1t is assumed that the proportion of leaf losses associated with weeds is the same as for grass.
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5.3.2 Potato Model.

The parameters relating to the potential growth of potatoes are estimated using
time series data from a simulation model presented in Jefferies and Heilbronn (1991).
This model was first developed by MacKerron and Waister (1985), and MacKerron
(1985), and subsequently extended in Jefferies and Heilbronn (1991) and Jefferies ¢/
al (1991) to incorporate the influence of water stress on potato growth. Although
this model does not explicitly address issues of soil fertility, this is unlikely to reduce
the models utility with regard to the current study, as farmers tend to plant potatoes
on their most productive land, and fertilise the crop so that soil nutrients are non-
limiting (MacKerron pers. comm., 1996). For this reason, the effect of nitrogen on
potato growth is not explicitly modelled in the LP study. The extensive testing and
use of the potato simulation model at a number of locations in Britain means that it is

well suited to be used in this study.

The scenarios considered for potatoes are three possible climates, four regions,
two soil types, and three planting dates. The potential growth of potatoes is
calculated by averaging the results achieved by running the simulation model with ten
years of weather data. As mentioned in Section 5.2.1, potatoes are only permitted to
be planted on the two most productive soil types considered in the model (see Table
5-1). The dates of planting and harvesting and other field operations are presented in
Appendix 5. In the potato model, the effects of soil nitrogen and weeds, and also the
effects of pesticide application on crop growth, are not considered. As the estimates
of potential growth are not constrained by these factors, actual crop growth is
assumed to be a direct function of the weather that occurs during the time that the

crop is in the ground.

Estimates of the mean annual potential production of potatoes are presented in
Appendix 6. Under current climatic conditions, Paisley is the most productive of the
regions. Mylnefield, Kinloss and Wick follow in descending order of productivity. A
comparison of climate ‘0" and climate ‘1’ shows a significant increase in potential
crop yield for the various regions and also a change in the relative productivity’s of
the regions. At Mylnefield the increase in potential yield with a change in climatic
conditions is less than for other regions. As for climate ‘0, Paisley is the most
productive region, and is followed in declining order by Kinloss, Wick and Mylnefield.

With respect to climate ‘2’, there is an increase in the estimates of potential yield
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when compared with climate ‘0’, but the increase is less than for climate ‘1’. The

relative ranking in the productivity of the different regions is the same for climate ‘1’
and climate ‘2’.

The estimates of monthly changes in the potential productivity of potatoes are
presented in Figure 5-8 for the various regions and sowing dates considered. The
date of sowing has a large effect on estimates of potential yield, with earlier sowing
producing higher potential yields than later planting dates. The potential productivity
of potatoes that are planted on the earliest sowing date (sowing date “1’) are 15
percent higher on average than those planted on sowing date *2’. A similar
comparison between the first and last sowing dates shows a difference of

approximately 35 percent.

For sowing date ‘1’, with the exception of Wick, where the maximum rate of
growth for climate ‘0" occurs in August, the maximum potential growth rate occurs in
June or July. If the time of planting is delayed until sowing date ‘2’ or ‘3’, the period
of maximum growth is generally later by one or two months but there do not appear
to be compensatory increases in growth during the later months of growth. With a
change in climate, growth rates tend to increase during the first two or three months
that the crop is in the ground. In later months there is little difference between the
climatic scenarios in terms of rates of potential growth.



Figure 5-8. Potential Growth of Potatoes (see a2 in Equation 5-2)
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5.3.3 Winter Wheat Model.

The AFRCWHEAT?2 model (Porter, 1993) is used to provide time series data for
estimating parameters in the LP winter wheat models. This simulation model was
initially developed to model the growth and development of wheat in the absence of
water and nitrogen limitations (see Porter, 1983 and 1984: Porter e/ al, 1982; Weir ¢/
al, 1984a) and subsequently updated to incorporate a detailed representation of soil
water and nitrogen dynamics (Porter, 1993). A major assumption of the model is that
temperature and light determine the maximum rate of crop growth. Sub-optimal
amounts of water and nitrogen are assumed to reduce actual yields below this
potential. The revised model has been validated against data collected from a range of
British sites, years, sowing dates and fertiliser regimes, and produces acceptable
predictions of crop development and yield (Porter, 1993). The validation of the
model, and the inclusion of yield responses to nitrogen and water availability, make
the AFRCWHEAT2 model an appropriate tool in the context of this study.

The scenarios that are considered for winter wheat are three climates, four regions,
four soil types, and three planting dates. The estimates of potential yield are specific
to each of these scenarios and are calculated as an average of ten simulated growing
seasons. It is assumed that feed wheat may be planted on all four of the modelled
soils, while milling wheat may only be planted on the two most productive soils. The
estimates of potential growth are established for each scenario relative to the timing of
field operations and the rates of soil nitrogen applications that are presented in

Appendix 5.

The AFRCWHEAT2 model does not account for differences between cultivars
when estimating crop yield. It is assumed that the potential yield of milling wheat is
95 percent of the estimates derived from the AFRCWHEAT2 model (Russell pers.
comm., 1995). In the case of feed wheat it is assumed that the maximum yield equals
the estimates established from the AFRCWHEAT2 model. A further point relates to
the assumption in the AFRCWHEAT2 model that crops are weed and pest free. The
estimates of the potential yield of feed wheat (see a2 in Equation 5-2) are adjusted to

reflect the assumed contribution to potential yield of pesticide applications.
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As little data is available to evaluate the impact of pests or the likely effect of
pesticide applications on the yield of feed wheat it is assumed that the yield increment
associated with pesticide applications equals 10 percent (Davies et al, 1989) of the
potential yield estimated from the AFRCWHEAT2 model. Also, the presence of
weeds in a winter feed wheat crop is assumed to reduce potential crop yield below the
estimates established from the AFRCWHEAT2 model. The extent of yield reductions
associated with weeds is established from experimental data presented in SAC Annual
Bulletins (see Appendix 8).

The estimates of the potential yield of winter feed wheat are summarised on an
annual basis in Appendix 6 and monthly parameters for the heaviest soil type (soil *4”)
are presented graphically in Figure 5-9. Parameters relating to winter milling wheat
are also presented in Appendix 6. With respect to the influence of soil type, there
appears to be a relatively consistent relationship between the different soils with
respect to differences in the potential productivity of feed wheat. On average, the
lightest soil (soil ‘1”) yields approximately 15 percent less than the heaviest soil (soil
‘4’). The potential yield of feed wheat planted on soils ‘2" or ‘3’ tends to be
intermediate between crops grown on soils ‘1" and ‘4’. The pattern of variations in
the potential yield of wheat that occur with changes in sowing date and climate are
more complex than for potatoes. The following discussion relates to the influence of

sowing date and climate for both feed and milling wheat.

Given the current climate, delaying the sowing date has the effect of reducing
potential crop yield at Paisley and Mylnefield. Conversely at Kinloss and Wick, a
delay in the date of sowing results in a small increase in yield. A possible reason for
this is that at Kinloss and Wick low temperatures early in the growing period may
limit crop yield. Paisley and Mylnefield are warmer on average than Kinloss and Wick
so that crops are less likely to be exposed to low temperatures after planting. With an
increase in temperature consistent with climates ‘1” and ‘2’, all of the regions

produced higher yields with earlier planting dates.

For the current climate, Paisley is the most productive of the regions and is
followed by Mylnefield, Wick and Kinloss. However, the regional ranking of
productivity is likely to change if the weather conditions associated with climates ‘1’
and ‘2’ eventuate. The estimates of crop yield at Wick increase with a change in

climate, while at Paisley, there is a reduction in estimated yields with a similar change
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in climate. At Kinloss there is a significant increase in yield with a change in climate,
but the extent of this increase is less than occurs at Wick. At Mylnefield, there is a
non-significant reduction in yield associated with a change in weather conditions to
climate ‘17 or 2’. There is little difference between the estimated rankings of the
regions for either climates ‘1" or “2’. For these climates, Wick and Mylnefield are

likely to have similar productivity levels and they are followed by Kinloss and Paisley

5.3.4 Swedes.

As a suitable simulation model of swedes was not available, the potential yield of
swedes is estimated from the literature. From SAC (1994) it is assumed that the yield
of swedes is 8,000 kg dry matter per hectare on each of the soil types and regions that
are represented. All of the dry matter produced, by swedes is assumed to be available
to grazing sheep. Because of the poor quality of available data, the structure of the
swede model is simpler than for other crops that are included in the LP model. No
account is taken of weed growth or nitrogen uptake and only a single sowing date in
May is considered. It is assumed that pesticides, fertiliser, and farm yard manure are
applied to the crop at the rates specified in Appendix S.

5.3.5 Other Crops.

Parameters for the remaining arable crops are estimated from time series
established using a generalised model of crop growth and yield presented by Kvifte
(1987). These crops include vining peas, winter oilseed rape, spring feed barley,
spring feed barley that is undersown with pasture, winter feed barley and winter
malting barley. The model runs that are performed with Kvifte's model include three
sowing dates, a single soil type (soil ‘4’), four regions, three climate scenarios and ten
years of weather. Kvifte's model is responsive to solar radiation, and incorporates the
effect of water stress on crop yield. The simulation model was developed for
Scandinavian conditions and adopts much simpler assumptions with regard to the
growth and development of crops than the potato and wheat models introduced
above. Nitrogen is not explicitly addressed and it is assumed that weeds and pests do
not limit crop yield. Hansen ez a/ (1990) present a generalised model of crop growth
that includes detailed components relating to soil moisture, temperature, organic

matter and nitrogen turnover. Unfortunately, difficulties associated with obtaining
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data and the smaller range of crops that are addressed compared with Kvifte’s model
precluded the adoption of Hansen ef al’s model.

However, some modifications to Kvifte's model are made using equations from
Hansen e al (1990). This is to allow the effect of temperature on canopy
development to be modelled. An assumption of Kvifte's model is that the growth in
green leaf area index (GAI) occurs in three distinct stages. During the first of these
stages, GAI increases exponentially to a maximum. In the second stage, GAI equals
the maximum GALI, and in the final stage GAI declines linearly with time to zero. It is
assumed that yield does not change after GAI becomes zero. Kvifte assumes that the
times at which these stages commence, are constants, for each of the modelled crops
Hansen ef al/ model a similar profile of changes in GAI to Kvifte, but they assume that

these stages commence after a given number of degree days have elapsed.

A further modification to Kvifte's model is necessary to account for the influence
of crop height on the rate of transpiration (see Equation 7.9.2 in Kvifte (1987)).
Kvifte reports a relationship between crop height and wind speed and the resistance to
water vapour transport from the canopy surface to a reference height above the crop.
However, Kvifte does not specify how changes in crop height are calculated. In the
current study, it is assumed that the ratio of a crop's height to the maximum height of
a crop is the same as the ratio between GAI and the maximum GAI during the period
that GAI is increasing or is at a maximum. In the period prior to harvest when GAI is

declining to zero, it is assumed that crop height equals the maximum crop height.

The equations reported in Kvifte (1987) that relate to soil moisture balance are
incomplete. It was not possible, therefore, to implement the component of Kvifte's
model that associates changes in soil moisture to the water holding capacity of
different soils. Hansen ez a/ (1990) include a soil water balance model that potentially
could have been used in Kvifte's model. However, the inclusion of Hansen ez al's soil
moisture model would have resulted in a level of model complexity that is
inappropriate given the relative simplicity of other components in Kvifte's model. In
the current study, a decision was made to not explicitly simulate changes in soil
moisture. Rather, in the simulation model, it is assumed that soil moisture does not

limit crop yield.

To address the influence of soil water holding capacity on the estimates of

potential crop yield within the LP model, adjustments are made to the parameters that
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are derived from the runs performed with Kvifte's model. Also, parameters relating to
potential growth are adjusted to account for the presence of pests, and management
factors such as the selection of alternate cultivars that are grown to produce different
end products (for example winter feed barley and winter malting barley) or where
crops are subjected to management that results in differing yields (such as under
sowing spring feed barley). The approach to incorporating the influence of variables
which are not explicitly simulated, is less satisfactory than if these variables are
addressed in the respective simulation model. However, the adjustments that are
introduced did allow factors that are considered important to the objectives of the
current study to be included in the LP model. The methods used to make these

adjustments and the circumstances that they are employed are discussed below.

In this study it is assumed that the parameters established from Kvifte's model,
provide estimates of the potential growth of crops, in the absence of water limitations.
The parameters derived from Kvifte's model are assumed, therefore, to be specific to
the heaviest of the represented soil types, for each of the crops, climates, regions and
planting dates that are considered. In the LP model, the barley crops that are grown
for animal feed can be produced on any of the four modelled soils. To address the
effect that differences in the water holding capacity have on the productivity of these
soils, a REML analysis (Genstat, 1994) is performed on trial data collected from

various sites in Scotland.

The REML method estimates the treatment effects and variance components in
linear models that are subject to both fixed and random effects. The method is
suitable for analyses of unbalanced data sets, and unlike regression analysis, is able to
account for more than a single source of variation in a data set. A feature of REML
analyses that is particularly useful in the current context is the ability of the technique
to make use of information from experiments that are performed at different times or
locations (Genstat, 1994; Hunter pers. comm., 1995).

The influence of soil water holding capacity on crop yield is evaluated using data
collected from trials reported in a series of annual reports produced by the East of
Scotland College of Agriculture and more recently the Scottish Agricultural College™
(see Appendix 8). The trials selected from these reports provided information relating
to the site, year, soil association, rate of nitrogen application, date of sowing and

harvesting, and final crop yield. In addition, data that enabled the average water

¥ After 1990, the annual reports produced by the Scottish Agricultural Colleges were discontinued.
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holding capacity of the soil associations to be calculated, was obtained from a
database of Scottish soils (MacDonald pers. comm., 1995).

An assumption of the analysis is that the water holding capacity of a soil in a
particular trial is the same as the mean water holding capacity of the respective soil
association. Although this is a weak assumption (Vinten pers. comm., 1995) it did
allow the influence of soil water holding capacity on crop yield to be estimated. The
data relating to year of sowing and nitrogen application rates was collected, as these
factors varied widely between the trials and it was necessary to estimate the effect of
these factors to improve the estimates associated with the influence of soil water

holding capacity.

The estimates derived from the REML analysis are used to adjust the estimates of
the potential yield of crops grown on the three lightest soils in relation to the heaviest
soil considered in the LP model (soil ‘4’). For the lighter soils, the parameters
obtained from Kvifte's model are adjusted as the product of the difference in the water
holding capacity of the respective soil and that of soil ‘4’, and the REML estimate of

the influence of water holding capacity on crop yield.

The potential yield of crops that are grown to produce animal feed are further
adjusted to reflect reductions in crop yield that are associated with pests. The method
of calculating yield reductions that are due to pests, and also the influence of pesticide
applications and weeds on crop growth is the same as that used to determine winter
feed wheat growth. The actual estimates of potential yield and the adjustments that
are made to reflect soil related differences in potential productivity, are discussed in
the sections dealing with the respective crops. Estimates of the effect of weeds, pests

and pesticides are presented in the relevant sections.

The crops winter malting barley, vining peas and oilseed rape are grown to
produce human feedstuffs. In the LP model, these crops are planted on the two
heaviest soil types and it is assumed that moisture availability does not restrict crop
yield on these soils. Further, on these crops it is assumed that pesticides are applied at

recommended rates and the effects of weeds and pests are not considered.

In common with the AFRCWHEAT?2 model (Porter, 1993), Kvifte's model does
not differentiate between the yield potential of alternate crop cultivars. In the case of

peas and oilseed rape, only a single cultivar is considered. The estimates of pea and
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rape yield that are established with Kvifte's model are assumed to provide estimates of
the potential yield of these crops in the absence of pests, weeds and moisture
limitations. With respect to winter barley, two cultivars are represented in the LP
model; one that is suitable for production of feed barley and the other for malting
barley. It is assumed that the estimates of yield derived from Kvifte's model, are
equivalent to the potential yield of feed barley, that is grown under conditions where
pests, weeds and moisture are non-limiting. To determine the yield of winter malting
barley, the estimates from Kvifte's model are reduced by an amount equal to an
assumed differential between the yield of the winter feed barley and winter malting
barley. A similar procedure is used to account for differences between spring feed
barley and spring feed barley that is undersown with pasture.

The majority of parameters that are used in the adopted simulation model are
included at the levels specified by Kvifte (1987). The equations, and where possible,
the parameters relating to canopy development are obtained from Hansen ef al (see
Equations 8.1 - 8.4 and Table 8.3 in Hansen ef a/ (1990)). The parameters that are
varied from the values reported in these sources are presented in Table 5-5. The
estimates relating to maximum green leaf area index, maximum height and maximum
root length for the various crops (Gy,,hyy and L;y,) were specified for Scottish
conditions by Russell pers. comm., (1995).

The parameter relating to the conversion of gross production from units expressing
energy production per m?2 to units of dry matter per m?2 (co, g MJ-1) is treated as a
constant by Kvifte. The value of ¢ acts as a scaling factor with respect to the yield
that is predicted by the model. In the current study this variable was allowed to vary
when calibrating the model for Scottish conditions. The values of c() in Table 5-5 are
estimated by minimising differences between the models predictions of yield and trial
data. The other parameters in Table 5-5 are held constant when estimating cy. The
ability of the model to reproduce the results of the Scottish trial data is presented in
Section 8.2.

The variables relating to the canopy development of spring barley (A;j, A1, A, Az,

| T
A, o, S,i, W) were taken from Hansen ez al (1990). In Hansen ef al's model,
ror t

winter barley is not considered, however the growth and development of winter barley
is similar to winter wheat (Russell pers. comm., 1995) for which parameters are

reported. It is assumed that the parameters relating to winter wheat provide
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acceptable estimates for winter barley. Also, parameter estimates for winter sown
oilseed rape are not reported by Hansen et al. To overcome this shortcoming
parameters relating to the development of spring oilseed rape are used. However,
when evaluating the model against Scottish trial data the crop consistently matured
between one and two months before harvesting. The estimate of A3 was therefore
increased from Hansen ef al's estimate of 1800 to 2400. In Hansen e? al's report,
vining peas are not considered. Of the crops that are modelled by Hansen ef a/ it was
assumed that spring sown barley most closely corresponds to vining peas. The
parameter values that relate to the timing and duration of the development stages of
vining peas were therefore set to equal the values reported for spring barley.
Although, clearly spring barley and vining peas are very different crops, the resulting

model of pea growth performed reasonably well during model evaluation (see Section
8.2.1).

The parameters relating to the development of crops are important with respect to
predicting crop yields for the regions, climates and sowing dates that are included in
this study. The uncertainties regarding the accuracy of these parameters, however,
places constraints on the conclusions that can be reached regarding the estimated
productivity’s of the different scenarios. The uncertainty associated with the crop
development parameters is complicated, not just by the absence of estimates for the
crops considered in this study, but also because the parameters recorded by Hansen et
al are estimated for conditions and cultivars in Denmark. Although the models were
tested against a wide range of Scottish trial data, the climatic conditions associated
with the trials exhibits a smaller range of variation than the scenarios for which yield
estimates are required. The results of the model evaluation process suggest that the
models perform acceptably for current Scottish conditions but caution must be
advised when interpreting the outputs of the simulation models for the regions and

climate change scenarios that are included in this study.



Table 5-5. Parameters for Generalised Crop Model.
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Winter
Spring | Winter | Oilseed | Vining
Parameter®’ Definition Barley | Barley Rape Peas
Maximum green leaf area index. 4.2 8.0 6.0 5.0
Gy (m2 m'2) (see Equation 7.6. Kvifte (1987)).
hyy, (M) Maximum height of crop (2). 0.8 0.8 1.4 1.2
Ly (m) Maximum root length. (sce 1.0 1.2 1.2 0.8
Equation 7.15.2, Kvifte (1987))
co (@MI]) Convert potential gross 52.0 80.0 54.0 37.0
production to dry matter. (see
Equation 7.8.1, Kvifte (1987)).
A (°C) Canopy development parameter 400.0 500.0 500.0 400.0
(see Equation 8.1, Hansen ef al
(1990))
Ay (°O) Canopy development parameter ( 200.0 100.0 125.0 200.0
see Equation 8.1, Hansen ef a/
(1990).
Ay (°C) Canopy development parameter. 450.0 450.0 450.0 450.0
(see Equations 8.3 and 8.4,
Hansen ef al (1990)).
A3 (°C) Canopy development parameter 1550.0 1800.0 2400.0 1550.0
(see Equations 8.1 - 8.4, Hansen
et al (1990))
AL(°C) Green crop area index damping 1450.0 1000.0 400.0 1450.0
r parameter (see Equation 8.3,
Hansen ef al (1990))
| O, | Green crop area index damping 3.0 1.8 1.25 3.0
a  (°C™Y) :
r parameter (see Equations 8.3 -
8.4, Hansen ef al (1990))
Sai (mz kg'l) Specific green crop area index 20.0 14.0 18.0 20.0
(see Equations 8.3 - 8.4, Hansen
et al (1990))
0 2 Canopy development parameter 0.02 0.02 0.02 0.02
W{ (kg m™) (see Equation 8.2, Hansen ef al
(1990))
1 Mar 15 Sep 15 Jul 15 Mar 15
Sowing Dates 2 | See text. Apr 15 Oct15| Augl5s Apr 15
3 May 15 Nov 15 Sep 15 | May 15
Harvest Date See text Sep 15 Aug 15 Aug 15 Sep 15

% Parameters are named using the conventions of Kvifte (1987) and Hansen ef al (1990).
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5.3.5.1 Spring Barley.

Estimates of the potential yield of spring feed barley planted on soil ‘4’ are
presented in Figure 5-10. The annual estimates of potential production, and the
significance of differences between the current and altered climates can be found in
Appendix 6. It should be noted that the presented data has been adjusted to reflect
the incidence of weeds and pests. The REML analysis that was performed to
determine the effect of soil water holding capacity on crop yields showed no
significant differences between soils. It is not necessary therefore to differentiate
between barley crops that are grown on different soils. With respect to differences
between spring feed barley and spring feed barley that is under sown with pasture, a
yield penalty of 500 kg per hectare (Barton pers. comm., 1995) is attached to
undersown crops. It is assumed that the temporal allocation of the yield reduction
associated with undersowing is proportional to the yield estimates in each of the

modelled periods.

Under current climatic conditions, Paisley is the most productive of the regions
considered, and Wick is the least productive; Mylnefield and Kinloss are intermediate
to the other regions. For all of the regions, a reduction in yield occurs when sowing
dates are delayed. The extent of this reduction ranges from 25 percent at Paisley to
32 percent at Mylnefield, when planting is delayed from sowing date ‘1’ until sowing
date ‘3. A change in the sowing date also alters the pattern of monthly increments in
yield. For sowing date ‘1°, the peak rate of growth tends to occur in May or June.
This compares with June or July for sowing dates ‘2" and ‘3. By delaying the sowing
date, the maximum growth rate that occurs, is in some cases higher than those
achieved for the earliest sowing date. But in general the increase in peak growth rates
that occur with later sowing dates are insufficient to overcome the yield disadvantage

of a shorter growing season.

With the exception of sowing date ‘1’ at Paisley, small, non-significant reductions
in yield occur at Mylnefield and Paisley, with a change from climate ‘0’ to climate ‘1°.
For sowing date ‘1’ at Paisley, the reduction in yield with a change in climate is
significant. At Kinloss and Wick, the most northerly of the regions, yield increases
significantly with a change in conditions from climate ‘0’ to climate ‘1’. The average

increase in yield, between climates ‘0’ and ‘1”, for all of the regions is



Figure 5-10. Potential Growth of Spring Feed Barley. (see a2 in Equation 5-2)
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approximately 900 kg per hectare or 20 percent. For climate ‘1°, the pattern of
changes in yield with delays in sowing date are similar to the changes that occur for
climate “0’. An exception to this is Paisley, where the yield for sowing date ‘1" is
intermediate to sowing dates ‘2’ and ‘3. The regional ranking in productivity is
different for climate ‘1’ than for climate ‘0’. For climate ‘1°, Kinloss is the highest

yielding region, and is followed by Wick, Paisley and Mylnefield.

With respect to changes in production between climates ‘0’ and ‘2’, at Paisley a
significant reduction in yield occurs for sowing date ‘1°, while for sowing date ‘3’ a
significant increase in yield is recorded. There is no significant difference in yield at
Paisley, between climates ‘0’ and ‘2’ for sowing date ‘2°. For the other regions,
significant increases in yield occur on each of the sowing dates. On average the
extent of this increase is 1700 kg per hectare or 35 percent. For climate ‘2’ the
potential yield of spring barley is highest at Mylnefield and is followed by Kinloss,
Paisley and Wick.

5.3.5.2 Winter Barley.

The estimates of the potential production of winter feed barley and winter malting
barley are included in Figure 5-11 and Appendix 6. The presented parameters have
been adjusted to reflect limitations that arise due to pests and the water holding
capacity of the various soils. In the case of malting barley, it is assumed that the crop
is weed and pest free, and that the crop can only be grown on soils that are non-
limiting in terms of water holding capacity. The parameters that are established from
the runs performed with Kvifte's model for malting barley, are adjusted to reflect
differences in the yield of feed versus malting varieties. In the current analysis the
yield of malting barley is taken to be 500 kg per hectare less than a crop of feed barley
(Barton pers. comm., 1995).

From the REML analysis of the effect of soil water holding capacity on the yield of
winter feed barley, the mean increase in yield with an increase in water holding
capacity is 21.5 kilograms per millimetre of soil water holding capacity (s.e. = 5.3).
This corresponds to a difference in yield of approximately 1300 kg per hectare
between the lightest and the heaviest soil types. The adjustments to the potential yield
of winter feed barley that are made to reflect the influence of pesticide applications are

discussed in Section 5.3.8.
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Because of the method used to estimate the potential yield of winter barley crops
the following discussion is relevant to both feed and malting crops. Given the current
climatic conditions, the regions in descending order of productivity are Paisley,
Mylnefield, Kinloss and Wick. Between the most and least productive of the regions,
there is a difference of approximately 27 percent in average yield. For winter sown
crops of barley, there is a tendency for higher yields to occur with later sowing dates.
The average increase in yield, between the earliest and latest of the sowing dates, is
approximately 15 percent. The largest increase in yield with a delay in sowing date
occurs at Paisley, where a 26 percent increase in yield is recorded. The smallest

increase is recorded at Mylnefield where the difference in yield is 9 percent.

With the exception of sowing date ‘3’ at Kinloss, there is a significant yield
decrease for all regions and sowing dates between climate ‘0’ and climate 1. For
sowing date ‘3’ at Kinloss, there is a reduction in yield, but this is not significant. The
average decrease in yield, between climates ‘0’ and “1°, is 40 percent. This
corresponds to a difference of approximately 2440 kg in harvestable yield. The largest
reduction in yield occurs at Paisley, where the decline in yield is 54 percent while the
smallest reduction occurs at Kinloss, where yield declines by approximately 32
percent. For climate ‘1°, the most productive region is Mylnefield and the least
productive is Wick. The increase in yield associated with later sowing, is greater for
climate “1’, than for climate ‘0’. The yield for sowing date ‘3’, averages 56 percent

more than for sowing date ‘1.

The changes in yield that occur between climates ‘0’ and ‘2’ are similar to those
occurring between climates ‘0’ and “1°. There is a significant reduction in average
yield for all of the regions and sowing dates between climates ‘0’ and ‘2’. There is
also a greater relative difference in yield between the earliest and latest sowing date
for climate ‘2’, than for climate ‘0’. The extent of the reduction in yield, and also the
sensitivity of crop yield to sowing date, is on average greater for climate ‘2’ than
climate ‘1°, when compared with climate ‘0’. An exception to this occurs at Wick,
where the average yield is greater for climate ‘2’ than for climate ‘1°. For climate ‘2’,
the ranking of the regions in terms of productivity is: Mylnefield, Wick, Kinloss and
Paisley. This contrasts with climate ‘0’, where Paisley is the most, rather than the
least, productive region. The estimates for Mylnefield appear to be less sensitive to

climate than at Paisley.
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The changes in the estimates of crop productivity for different regions and sowing
dates, mean that it is likely that current patterns of winter barley production will vary,
if climatic changes similar to climates ‘1’ or ‘2’ eventuate. The estimated reductions
in yield that occur with a change in climate, suggest that a decline in the production of
winter barley will occur in Scotland. This is particularly the case as the estimated
productivity’s of the other cereal crops in the model (that is winter wheat and spring
sown barley), are less detrimentally effected by changes in climatic conditions.

A possible reason for the sensitivity of winter barley to climate is related to the
increased temperatures that are associated with the climate change scenarios. As
mentioned previously, changes in GAI are simulated as a function of accumulated
degree days. The warmer the temperature, therefore, the quicker a crop develops.
When a crop achieves maturity, it is assumed that growth of harvestable yield ceases,
even if other environmental factors, such as light and moisture are suitable for
continued growth. In the case of winter barley, the more rapid crop development that
occurs with warmer temperatures, can be to the detriment of the final yield of the
crop. Although a reduction in yield associated with a change in climate is plausible
with respect to the influence of temperature on winter barley (MacKerron pers.
comm., 1995), two factors suggest that the magnitude of the estimated yield
reductions need be considered with caution.

Firstly, the trend for higher yields to occur with later sowing dates suggests that
the optimal time of sowing, may be later than the dates considered in this study. If
additional planting dates are considered in the model, the yield reductions associated
with a change in climate, may be less than those estimated in this study. A related
point is that farmers may need to make greater adjustments to the management of

winter sown crops, in response to a change in climate than for other crops.
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Secondly, the quality of data relating to the number of degree days that must be
accumulated for the crop development stages to be initiated is of a poor order.
Although the model was subjected to a validation process and performed reasonably
well, the model is predicting yields for climatic conditions beyond the range that the
model has been tested for. As a further point the potential for errors in estimating the
transition of winter sown barley and oilseed rape, from one development stage to
another is greater than for spring sown crops. This is due to the greater length of
time that winter crops are growing in a field. The estimated changes in the
productivity of winter barley and oilseed rape with changes in climate may be
reasonable, however, less confidence can be placed in these estimates than for spring

planted crops.

5.3.5.3 Vining Peas.

The estimates of the potential production of vining peas are included in Figure 5-12
and Appendix 6. As previously mentioned, vining peas are permitted to grow on the
two heaviest soils included in the model (soils ‘3 and ‘4’). It is assumed, therefore,
that soil moisture does not limit the growth of vining peas. Also, the effects of soil
nitrogen, pests and weeds are not explicitly modelled. The scenarios that are
considered when establishing the parameters to be included in the LP model are three
climates, ten years, two soil type, and three planting dates. The factors that are
assumed to limit yield, and the climatic scenarios that are considered, are the same for

vining peas and potatoes.

For the current climate, Paisley is followed by Mylnefield, Kinloss and Wick in
descending order of yield. The average yield at Paisley is approximately 7300 kg per
hectare, which is 32 percent or 2350 kg greater than the yields estimated for Wick.
From the presented data it can be seen that higher yields are achieved with earlier
planting dates. The differences in yield that can be attributed to delaying planting
from sowing date ‘1’ to sowing date ‘3, range from approximately 1990 kg at
Mylnefield to 1360 kg at Kinloss. These represent reductions of 28 and 23 percent,
respectively. The two climate change scenarios are less sensitive to delays in planting,
than climate ‘0’, as a similar comparison for climate ‘1’ results in yield decreases
ranging from 1200 kg at Mylnefield to 345 kg at Paisley. For climate “2’, the
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reductions in yield that are associated with sowing date, vary between 1485 kg at
Wick and 14 kg at Paisley.

For climate ‘1°, the productivity’s of the regions are ranked in descending order as
follows: Kinloss, Wick, Paisley and Mylnefield. The yield differential between the
most and least productive regions is smaller for climate ‘1’ than for climate ‘0’
Between Kinloss and Mylnefield, the difference in average yield is approximately 1090
kg or 15 percent of the yield at Kinloss. At Kinloss, the average yield of vining peas
for climate ‘17 1s 7110 kg. The estimated yields at Kinloss and Wick are significantly
higher for all sowing dates than the estimates for climate ‘0’. At Paisley, yield is
significantly higher for the first two sowing dates. For the third sowing date, a non-
significant increase in yield is recorded and at Mylnefield a non-significant decrease in
yield occurs for the earliest sowing date. There is no change in yield for sowing date

‘2’, and for sowing date ‘3’ a non-significant increase is recorded.

For climate ‘2’, Mylnefield is the most productive region, and Wick is the least
productive. The average yields at Kinloss and Paisley lie between Mylnefield and
Wick. The average yield at Mylnefield is 8300 kg and compares with 6900 kg at
Wick. While there is a relatively large difference between Mylnefield and the other
regions, differences between the three lowest producing regions are relatively small.
With the exception of sowing dates ‘1’ and ‘2’ at Paisley, there is a significant
increase in yield between climate ‘2’ and climate ‘0’, for all regions and sowing dates.
At Paisley, for sowing dates ‘1’ and ‘2’, a significant and a non-significant reduction
in yield, respectively, are recorded between climate ‘2’ and climate ‘0’

In general, the difference between regions and sowing dates tend to be less for the
climate change scenarios (climates ‘1” and ‘2’) than for climate ‘0°. However, there
are a number of differences between climates ‘1’ and ‘2’. For the majority of regions
and sowing dates, the yields estimated for climate ‘2’ are higher than climate “1°. The
largest difference in yield between climate ‘1’ and ‘2’ is recorded for Mylnefield. The
average of this difference is 2280 kg, which is sufficiently large for Mylnefield to
improve its ranking from being the least productive region for climate ‘1°, to the most
productive region for climate 2. This outcome is somewhat surprising given the
similarity of climates ‘1” and ‘2’ and also because yield differences between these



Figure 5-12. Potential Growth of Vining Peas (see a2 in Equation 5-2)
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climates are relatively small for other regions. The result for Mylnefield suggests that
depending on the climate that evolves, differences in productivity may be quite

sensitive to small changes in weather patterns.

5.3.5.4 Winter Oilseed Rape.

The estimates of the potential yield of winter oilseed rape are included in Figure 5-
13 and Appendix 6. As for other crops that are only permitted to be grown on the
two heaviest soils (soils ‘3” and ‘4”), it is assumed that soil moisture does not limit
crop growth. Also, the influence of pests and weeds on crop growth are not explicitly
modelled. The scenarios that are considered are three climates, ten years of weather,
two soil types, and three planting dates. The climatic scenarios and the variables that
are assumed to limit the yield of oilseed rape, are the same as those for winter malting

barley and winter milling wheat.

For the current climate, the highest potential yield estimates are obtained at
Mylnefield, and the lowest estimates at Wick. The average yield at Mylnefield is 3965
kg per hectare. The difference in yield between Mylnefield and Wick is approximately
1,000 kg or 26 percent of the yield achieved at Mylnefield. Between climates ‘0’ and
‘1, there is a significant reduction in yield for all regions and all plantings performed
on sowing dates ‘1’ and ‘2’. For sowing date ‘3°, at Mylnefield and Paisley, there is a
significant reduction in yield between climates ‘0" and ‘1°. A similar comparison for
sowing date ‘3’ shows a non-significant reduction in yield at Kinloss and a non-

significant increase at Wick.

For all of the climates, the most productive region is Mylnefield. The ranking of
lower yielding regions changes, however, depending on the climate that is considered.
For climate ‘1°, Kinloss and Wick, are second and third in productivity, and Paisley is
the least productive region. The average yield of oilseed rape grown at Mylnefield is
2490 kg, and compares with 2110 kg at Paisley. The difference in average yield
between Mylnefield and Paisley is 380 kg or 15 percent of the yield at Mylnefield.
Although the average yields of crops for climate ‘1’ are lower than those obtained for
the base climate, there is a smaller difference in yields between the regions for climate
‘1’ than for climate ‘0’. For climate ‘2’, the regions can be ordered as follows :
Mylnefield, Wick, Paisley and Kinloss, with Kinloss being the least productive region.
For climate ‘2, the average yield at Mylnefield is 2100 kg,
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and at Kinloss the average yield is 1710 kg. This represents a difference of 19
percent. In general the yield levels achieved for climate ‘2, are lower than those for

crops grown under either climate ‘0’ or climate ‘1.

The influence of sowing date on crop yield varies between regions and climates.
For climate “0°, with the exception of Wick, the maximum yield is obtained by
planting crops on the second sowing date. At Wick, the highest yield occurs on the
earliest sowing date. For climates ‘1’ and ‘2’, the highest yields are achieved from
crops planted on the last of the sowing dates. From Figure 5-13 it can be seen that
during the initial period of crop growth that differences between climates are
relatively small. Differences in the growth of oilseed rape, appear to occur principally
during the months immediately prior to harvest. Further, differences between climate
‘0’ and the climate change scenarios (climates ‘1’ and ‘2’), that arise during the period
before harvest, are greater for earlier rather than later planting dates. This suggests
that the more rapid crop development that occurs with the warmer temperatures
associated with climates ‘1’ and ‘2’ results in crop growth being penalised during the
later stages of growth.

5.3.6 Soil Nitrogen.

The methods used to describe the influence of nitrogen on the productivity of
farming systems has a significant impact on the structure of the LP model. The
activities that represent crop growth, applications of inorganic and organic fertiliser,
cropping rotations, crop residue disposal and grazing are formulated to allow changes
in the availability of nitrogen during the growing season to be modelled. To achieve
this it is necessary to specify a relatively large number of parameters to account for
changes in nitrogen status and the likely implications of these changes on farm system

productivity.

With the exception of vining peas, potatoes and swedes (see Section 5.2.1), the
growth of crops that are included in the LP model are assumed to be restricted by soll
nitrogen to be less than or equal to potential growth. The estimates of crop
requirements for nitrogen and the turnover of nitrogen in soil are obtained from a
range of sources in the literature. In the current study, variations in soil productivity
are assumed to be a function of the available water holding capacity of the soil. It is

assumed that the productivity of soils are not directly influenced by differences in the
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rates of processes that affect the turnover of nitrogen. Although the moisture status
of a soil is likely to influence the rates of mineralisation and losses of nitrogen from a
soil (Addiscott, 1983; Addiscott and Whitmore, 1987 and 1991; Beek and Frissel,
1973; Jannson et al, 1988, Scholefield and Rodda, 1992), the temporal and spatial
aggregation of the LP model is not appropriate for considering detailed variations in
the cycling of nitrogen.

In the sections below the parameters and assumptions relating to the turnover of
nitrogen in soils are discussed. In the first section, parameters that relate to the
cycling of nitrogen in soils are presented. In the following section, the influence that
crops and weeds have on the nitrogen status of soils is considered. In the final
section, parameters that represent the influence of management factors such as the
cropping rotation, method of residue disposal and applications of fertiliser and farm

yard manure are presented.

5.3.6.1 Cycling of Nitrogen in Soils.

The processes that are considered in this model are atmospheric deposition, net
mineralisation, denitrification, volatilisation, and leaching to groundwater. As
mentioned in Section 5.2.4, it is assumed that the rate of mineralisation, denitrification
and volatilisation are functions of temperature and can be calculated using an
arrhenius equation (see Equation 5-19). The rate of atmospheric deposition of
nitrogen is assumed to be proportional to rainfall (Vinten pers. comm., 1995). With
respect to leaching of nitrogen, it is assumed that losses occur during autumn and
winter months when growth of crops is least vigorous. At other times of the year it is
assumed that losses of nitrogen due to leaching are negligible (Addiscott, 1977;
Addiscott and Bland, 1988; Addiscott ef al, 1991, Simonis, 1988; Spiers pers. comm.,
1995). During the period that leaching is considered the monthly distribution of
leaching is assumed to be proportional to rainfall. The parameters associated with the
cycling of nitrogen in soils are estimated for each region and climate and it assumed

that these parameters do not vary between soil types.

The parameters a21 and a22, from Equation 5-17, that represent atmospheric
deposition and net mineralisation of nitrogen are presented in Table 5-6 and Table 5-
7. From Aslyng and Hansen (1982) the atmospheric deposition of nitrogen is

assumed to be 20 kg per year, and the net mineralisation of nitrogen is taken as 50 kg
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per year. These values are similar to those reported by Scholefield e7 a/ (1991) and
concord with expected levels for Scottish conditions (Vinten pers. comm., 1995). It
is assumed that the annual amount of nitrogen that is derived from these sources does

not vary between the different regions or climates that are considered.

In the LP model, the parameter al4 (see Equation 5-15) is fitted to provide an
estimate of the losses of nitrogen from soil. The annual losses from denitrification,
volatilisation and leaching are assumed to be 20 kg, 10 kg and 40 kg per hectare,
respectively (Aslyng and Hansen, 1982; Scholefield ez al, 1991; Vinten pers. comm.,
1995, Vinten et al, 1991). As mentioned previously, the temporal distribution of
these losses are estimated, respectively, as functions of temperature and rainfall. To
determine al4, the sum of denitrification, volatilisation and leaching losses are
expressed as a proportion of the quantity of nitrogen that is present in the soil It is
necessary, therefore, to estimate the nitrogen status of soils at different times of the
year in the presence of a growing crop. There is relatively little difference in the
pattern of nitrogen uptake between the cereal crops. In this study, a crop of spring
feed barley, fertilised at recommended levels, is used to perform this calculation. The

estimates of al4 are presented in Table 5-8.

5.3.6.2 Crop Uptake, Leaching and Fixation of Nitrogen.

The estimates included in Figure 5-7 that relate to pasture growth refer to the
potential production of leaf material. As discussed in Section 5.2.2, production of
stem is not explicitly represented in the LP model. The amount of nitrogen required
for leaf growth must be adjusted, therefore, to reflect the uptake of soil nitrogen by
other plant components. In the current study it is assumed that the net growth of
roots in mature pasture is zero (Kvifte, 1987). The uptake of soil nitrogen by
growing pasture is determined by multiplying the nitrogen content of leaf by the ratio
of leaf and stem growth to leaf growth (see Equation 5-3).

From Dilz (1988) the nitrogen content of plant material is taken as 0.025 kg
nitrogen per kg of pasture growth and the ratios of leaf and stem growth are
determined from Topp and Doyle's (1994) time series data. The parameters that
represent the uptake of nitrogen per unit of leaf growth are presented in Table 5-10.

There is little difference between grass and grass / clover with values of al (see



107

6T 6C 0 ¢'T & T 97 9¢ T b Pt Sy 1aqiianad]
LE L't L't '€ e I'E Fe Ve (4 £E £t €t 12QUISAON
L'y Ly 8y S S L't by 144 L'y 6 6 S 129010
6°S 6° LS €9 €9 €9 8¢ 8¢ 9 09 09 09 Tquiidag
TL TL 0L 'L 'L 8L L'L L'L '8 SL SL €L 1snsny
89 89 TL €8 €8 8L '8 '8 9L 6L 6L L't Ang
6° 6°S 09 'L L2 89 89 89 S'L 89 89 0L aunf
or 9F Ly 1783 be e (2 (4L 0°¢ £h £c ¢ Aoy
L€ Lt v I'b 'y 0'F 8¢ 8¢ ve L'E L'g 8¢ [udy
8'C 8T 8T Lt LT LT 8T 8T 6C 87 8¢ 9T IR
e T $T €T €T £ €T €T Tt € €7 v'e Aeniga
9t 9'¢C €T 1 1'e 1'C 1'C 12 I'c 1T L' 1 Arenuep
£s 1 0, ¢ el 0. «Cs els 0, «Cs ilis 0, apeu)
qoImy Adlsied PIPLRUIAIN SSO[UIY AR

(L1-§ wonenby 29s ‘7ze) (;-yruow | 34329y 33 ) S[I0S Ul UIZONIN UO UONESI[CIIUIIAl ION L~ IqEL

L'l ['c L1 'l 07¢ Pl ¥l 91 7l 9l 8l 9l 2AGHI=99C]
0T 07T 07 €7 0¢ £¢ 81 Ll 81 ¢l Tt ¢l IoqUILAON
0 (44 0T 9l €T 9l 8l T 81 81 61 81 124010
61 €1 61 61 ¢l 61 Tt [ (A4 9l €1 91 1equiRideg
vl 01 Pl Pl 60 'l Fl 1 | Fl 91 | 9] jsngny
€1 'l €1 bl €1 bl bl 0l Al Ll 'l L'l Amng
4 €1 Tl bl Tl bl A bl A 4 Ll €T aung
bl bl bl 60 £l 60 Tl Al Tl bl bl Pl KN
L'l 9l L'l 9l £l 91 L'l 81 L1 vl €1 bl [udy
81 Ll 81 8’1 Sl 8l ['c 61 I'E 91 g1 91 RERA
8’1 £ 81 vt 1z T 'z 4 1'c <l 0T 'l Areniqag
L1 1'c Ll 61 LT 61 bl 1z bl L1 £ L1 Arenuep
i il 0, s el <0, <Ly I 0, «Cs eLs <0, ayewt)
yoIm Aasted PIoYAUIAIN SSOTUTY U015y

(L1-g uonyenby 235 ‘yze) (;-ypuow y 31359y 3y ) udase.niN jo uonisoda( spydsouny °9-g Jqe],




108

Equation 5-3) ranging between 0.034 and 0.036. This corresponds to a difference of
approximately 5 percent, with the lowest values of al occurring during the winter

months.

The leaching of nitrogen from dead plant material is an important pathway for
nitrogen to cycle between pasture and soil sub-systems. It is assumed that 35 percent
of the nitrogen that is present in dead pasture is leached in a mineral form and
becomes available for subsequent growth (Nielsen et a/, 1988). The amount of
nitrogen that is returned to the soil in a particular period is estimated as the product of
the nitrogen content of leaf, the fraction of nitrogen that is leached, and the amount of
leaf plus stem material that dies. The relative amounts of leaf and stem material that
die in each period are determined from Topp and Doyle's time series data.

It 1s assumed that the amount of nitrogen that is fixed in grass / clover pastures is
200 kg per year Watson ef al (1992). The temporal distribution of nitrogen fixation is
calculated for each climate and region, but it is assumed that the total amount of
nitrogen does not vary between these scenarios. In Topp and Doyle's (1994) model,
fixed nitrogen is calculated as a function of the leaf area index of clover, so that
variations in the abundance of clover affect nitrogen fixation. Although Topp and
Doyle report changes in the amount of clover that are present in the sward with
changes in climate and regions, the extent of these differences is small. The estimates

of nitrogen fixation for grass / clover swards are presented in Table 5-9.

With respect to arable crops, the LP model accounts for growth of harvestable
yield (see Section 5.2.2). To determine the total uptake of nitrogen by the crop, the
nitrogen content of the harvestable fraction of the crop is adjusted to reflect the
uptake of nitrogen by non-harvested components of the crop. These include leaf,
stem and root material. In the case of winter wheat crops, the AFRCWHEAT2 model
considers the growth and development of leaf, stem, roots and grain. The values of
al (see Table 5-10) are determined by dividing the total amount of nitrogen taken up
by the crop each month by the growth in harvestable yield. The values of al for
wheat range from 0.08 during the initial stages of crop growth to 0.02 during the
months before harvest. When evaluating the winter wheat time series data it was
found that on average crop dry matter contained 4 percent of nitrogen until early
May. After this time there is a steady decline in the nitrogen content of the crop to

1.5 percent.
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The growth of other crops, for which parameters relating to the nitrogen content
of the plant are required, are estimated using Kvifte's (1987) model. These include
spring barley, winter barley and winter oilseed rape. However, as previously
mentioned, Kvifte's (1987) model does not account for the uptake of soil nitrogen. In
the current study, it is assumed that the nitrogen content of arable crops is described

using the following equation from Greenwood (1986).

%N = 1.33 + e(1.4-026W) (5-19)

where W is the total plant dry weight (tonnes hectare-1); and %N is the percentage
of the dry weight of a crop accounted for by nitrogen. Greenwood suggests that the
equation provides acceptable estimates of the nitrogen content of a wide range of
different crops. Equation 5-20 may, however, understate the amount of nitrogen that
is taken up by a growing crop. A number of studies have shown that losses of
nitrogen occur as crops mature (Houba, 1973; Legg and Meisinger, 1982; and Tukey,
1970). Equation 5-20 was originally estimated from experiments that measured
nitrogen content at harvest. Losses of nitrogen that occur during the growing season
may therefore lead to discrepancies between the amount of nitrogen that is taken up
by a crop and the amount of nitrogen that is present at harvest.

In contrast to these results, Siman (1974) found that the nitrogen content of a
growing crop can be predicted closely by Equation 5-20. In this study, Equation 5-20
is used to estimate the uptake of nitrogen in crops that are simulated with Kvifte's
model. In this study al is established by multiplying the ratio of Kvifte's estimates of
total crop growth to growth in harvestable yield with the estimates derived from
Equation 5-20. The resulting values of al are presented in Table 5-10.

For spring and winter barley and oilseed rape, the estimates of al decline as the
growing season progresses. This is related to two factors. During the initial months
of growth, increases in harvestable grain account for a small proportion of total crop
growth. As the season progresses the proportion of growth that is attributed to grain
increases. This reduces the ratio between the uptake of nitrogen by a growing crop
and changes in harvestable yield. The second factor is related to the form of Equation

5-20 which describes a decline in nitrogen content as a crop gets heavier.
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From Table 5-10 it can be seen that the values of al for spring barley range from
0.439 to 0.002, with higher values of al estimated in the earlier months of growth.
This corresponds to an uptake of approximately 145 kg of nitrogen or 1.9 percent of
the total dry matter of a crop of spring feed barley. For winter barley the values of al
range between 1 and 0.002. The average uptake of nitrogen by a crop of winter feed
barley is 150 kg which equates to 1.8 percent of total crop dry matter. The values of
al for winter oilseed rape range between 0.41 during the initial months of growth to
0.004 in the months prior to harvest which corresponds to an uptake of nitrogen of

approximately 130 kg or 2.2 percent of the crop dry matter.

The leaching of nitrogen from dead plant material from arable crops is not
modelled. In this study, it is considered that nitrogen leaching from dead crop
material is of less concern than nitrogen leaching from weeds or pasture. The reason
for this is that most of the nitrogen that is leached from arable crops, occurs in the
months immediately prior to harvest (Greenwood, 1986). The potential for leached
nitrogen to have an influence on the subsequent growth of a crop is, therefore,

relatively small.

Table 5-10. Nitrogen Requirement for Crop Growth (kg N. kg yield‘l)
(al, see Equation 5-1).

Month Grass / Grass Winter Spring Winter Winter
Clover Wheat Barley Barley Oilseed

Rape

January 0.035 0.034 0.08 - 0.009 0.004
February 0.035 0.035 0.08 - 0.013 0.007
March 0.035 0.035 0.08 0.333 0.014 0.013
April 0.035 0.035 0.08 0.439 0.012 0.010
May 0.036 0.036 0.02 0.391 0.007 0.007
June 0.036 0.036 0.02 0.025 0.005 0.004
July 0.036 0.036 0.02 0.010 0.002 0.289
August 0.036 0.036 0.02 0.005 - 0.358
September 0.036 0.036 0.02 0.002 1.000 0.410
October 0.036 0.036 0.08 - 0.759 0.233
November 0.036 0.036 0.08 - 0.715 0.273
December 0.036 0.035 0.08 - 0.714 0.003

An assumption of this study, is that the nitrogen content of weed biomass is the

same as grass. However, the estimates of weed growth in Section 5.3.7 refer to the

growth of above ground weed material. To account for the uptake of soil nutrients by
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weed roots, the amount of root material produced by weeds must be accounted for.
As suitable data that refers to weeds could not be found, it is assumed that the
quantity of roots produced by weeds is the same as grass. Kohnlein and Vetter
(1953) evaluated the quantity of root material produced by a number of crops and
report a value of about 1.8 tonnes per hectare for grass. In an experiment on
fertilisation and irrigation, Jensen (1980) found that the dry weights of grass roots are
between 1.5 and 2.0 tonnes per hectare. It is assumed in this study that the quantity of

roots produced by undisturbed weeds is 1.8 tonnes per hectare.

The total amount of weed material that is produced in a field therefore
approximately equals 3.0 tonnes per hectare, which corresponds to the amount of
above and below ground dry matter. The parameter al is estimated by multiplying the
ratio of total weed to above ground biomass by 0.025 kg of nitrogen per kg of weed
material. This results in a value of al of 0.0625 kg N per kg of above ground weed
growth. With respect to leaching of nitrogen from dead weed material, it is assumed
that 35 percent of the nitrogen contained in dead weed material subsequently becomes
available in mineral form. The parameter al8 (see Equation 5-16) is therefore taken
as 0.022.

5.3.6.3 Influence of Crop and Pasture Management on Nitrogen Cycling.

In this section the parameters that represent the influence of management factors,
such as the choice of cropping rotation and residue disposal on the nitrogen status of
soils, are presented. In the LP model, it is assumed that there is a response in nitrogen
mineralisation in the first two years following the ploughing of pasture. It is also
assumed that the amount of mineralisation that occurs is a function of the age of the
pasture (Lloyd, 1992). The method used to model the influence of pasture on
subsequent crops involves a pieci-linear representation of the contribution of pasture

to nitrogen mineralisation rates.

The assumptions relating to increases in mineralisation rates are estimated from the
recommendations included in ESCA (1983), and by assuming that losses of mineral
nitrogen are approximately 50 percent in arable systems (Vinten pers. comm., 1995).
If pasture is less than four years old when ploughed, it is assumed that in the first crop
to follow pasture, 35 kg of nitrogen is mineralised per hectare per year of undisturbed

pasture growth. If the pasture is greater than 4 years old, the increase in
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mineralisation associated with the ploughing of pasture is assumed to be 140 kg per
hectare. In the second crop to follow pasture, the amount of nitrogen mineralisation

1s assumed to be two thirds of the respective rates of the first crop to follow pasture
(Lloyd, 1992).

The contribution of other crops and the implications of the method of residue
disposal on the mineralisation of nitrogen in crops subsequently planted to the same
ground are presented in Table 5-11. It is assumed that cereal crops are the most
exhaustive of the represented crops. From ESCA (1983), when cereal straw is baled,
it is assumed that there is no net transfer of nitrogen to a following crop. Conversely
if the residues of a cereal crop are incorporated, 20 kg of nitrogen per hectare is
assumed to be immobilised and hence unavailable to an incoming crop (Catt et al,
1992; Rule et al, 1991).

With respect to peas, residues are disposed of either by grazing or by
incorporation. The residues of potatoes, oilseed rape, and swedes are disposed of by
incorporation. It is assumed that for crops following peas, potatoes, oilseed rape and
swedes that soil mineralisation rates are increased by 100 kg of nitrogen (McEwan er
al, 1989; ESCA, 1983). Although the derivation of parameters relating to inter-crop
transfers of nitrogen is somewhat arbitrary, the models produced acceptable results
when evaluated.

Table 5-11. Amount of Nitrogen Transferred to a Subsequent Crop
(kg hectare-1)®,

Crop Method of Residue Disposal

Graze Incorporate Bale
Swedes 100
Potatoes 100
Spring Feed Barley -20 0
Spring Feed Barley 0
(under sown with pasture)
Vining Peas 100 100
Winter Oilseed Rape 100
Winter Feed Barley -20 0
Winter Malting Barley -20 0
Winter Feed Wheat -20 0
Winter Milling Wheat -20 0

% For estimates relating to grass and grass / clover see section 5.3.6.3.
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The influence of grazing on nitrogen cycling is incorporated by assuming that the
nitrogen contained in ingested plant material is apportioned between animal product,
urine and dung. The assumptions used to estimate al6 (see Equation 5-15) are
similar to those used by Scholefield ez a/ (1991) who present a model of pasture
grazed by beef animals. ARC (1980) report relationships between the percentage of
nitrogen retained by animals and the nitrogen content of feed. Pasture is assumed to
contain 2.5 percent of N or approximately 3.6 percent N when nitrogen content is
expressed per kg of leaf. This corresponds to a retention of approximately 15 percent
for medium sized steers gaining a kilogram per day (ARC, 1980). It is assumed that
the same value applies to other animal types included in this model. The distribution
of excreted nitrogen between urine and dung is calculated on the basis of a linear
relationship estimated by Scholefield ef a/ (1991). Given Scholefield et al's
relationship and the assumed N content of pasture, the proportion of excreted

nitrogen that is in urine is estimated as 60 percent.

Further assumptions relating to the excretion of nitrogen are that 15 percent of
nitrogen in urine is lost through volatilisation as gaseous ammonia (Lockyer and
Whitehead, 1990; Ryden ef al, 1987; Vertregt and Rutgers, 1987); the remainder of
urinary nitrogen is assumed to be available to plants (Thomas ef a/, 1988). Of the
nitrogen in dung, it is assumed that 25 percent is readily mineralisable (Mason e/ a/,
1981), and the remaining nitrogen in dung is assumed to be held in organic matter and
hence unavailable for pasture. Losses due to volatilisation from dung are small
(Ryden et al, 1987), and these losses are ignored. From these assumptions, and
assuming that the ratio of leaf to stem in the animals diet is constant, approximately
50 percent of the nitrogen that is ingested by animals is returned to the soil in a usable

form. The value of al6 for both grass and grass / clover is set to 0.018.

The residues of vining pea crops can also be grazed by animals. Similar
assumptions as for pasture are used to calculate the amount of nitrogen that is
excreted by animals in a form that is usable by a following crop. The nitrogen content
of pea straw is assumed to equal 0.7 percent (Staniforth, 1979). Assuming, that at the
time of grazing, pea straw is the only constituent of an animals diet, the percentage of
ingested nitrogen that is retained by an animal is approximately 36 percent. Of the
nitrogen that is excreted, Scholefield ef al's relationship suggests that approximately
34 percent is in urine, and the balance is in dung. After calculating the losses of
nitrogen from urine and dung, approximately 30 percent of the nitrogen that is

ingested in pea straw is returned to the soil. For peas, al6 is taken as 0.002.
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To estimate the effect of manure N on soil nitrogen availability, the assumptions
associated with a model presented by Beauchamp and Paul (1989) are adopted. Their
model adopts a similar approach to that of Scholefield ez a/ (1991) in terms of
partitioning nitrogen into categories that are subject to differing degrees of loss. In
Beauchamp and Paul's model, nitrogen that is present in farm yard manure is assumed
to be distributed equally between organic nitrogen and nitrogen that is in the form of
ammonia. They estimate that 20 percent of the nitrogen that is present in organic
matter is readily mineralisable, and assume that the remaining 80 percent of organic N
is not available to plants. Of the ammoniacal nitrogen, 25 percent is assumed to be

volatilised; the remaining 75 percent is assumed to become available to crops.

The estimates presented by Beauchamp and Paul suggest that 47.5 percent of the
nitrogen in farm yard manure becomes available to crops. The parameters in their
model that relate the proportion of ammoniacal and organic nitrogen that are lost are
similar to those of Scholefield ef a/ (1991). The nitrogen content of farm yard manure
is taken as 0.33 percent from Smith (1992). The value of al5 (see Equation 5-15) is
calculated as the product of Beachamp and Paul's estimate of the proportion of
nitrogen in manure that is available to plants and the estimate presented by Smith.

The parameter al5 is assumed therefore to equal 0.0016 kilograms of nitrogen per
kilogram of manure. All of the nitrogen present in inorganic fertiliser is assumed to be

available to growing crops.

5.3.7 Weeds.

In this section the parameters associated with the growth and decay of weeds in
crops and the implications of weeds on crop yield are presented. As previously
discussed, weeds are explicitly modelled in cereal crops that produce feed grains.
These include spring feed barley, spring feed barley that is undersown with pasture,
winter feed barley and winter feed wheat. Parameters that relate to the influence of
weeds on the rate of combine harvesting and cost of crop drying are presented in

Appendix 4.1.

Most of the data in the literature on weed density is presented in units of
percentage ground cover or number of weed plants per m?2 (see for example Courtney
and Johnson, 1986; Cussans and Moss, 1982; Davies 1988; Davies ef al, 1990,
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Jensen, 1985; Orson, 1980; Walker ef al, 1990; Whiting and Davies, 1990; Wilson,
1986; Wilson ef al, 1990). Although this data is relatively inexpensive to collect
(Whiting pers. comm., 1995) and is useful for the construction of population and
economic threshold models (see for example, Cousens 1986; Dent ez al, 1989; Doyle,
1989; Heitefuss ef al, 1987; Pannell, 1990; Streibig, 1989; Thornton et al 1990), it is
of limited value to this study. In the current study the growth of weed biomass is of
interest.

There are relatively few studies where the amount of weed dry matter in a growing
crop is recorded. However, some studies that do consider weed dry matter are
reviewed by Elliott (1980). These include Peters (1978), an unpublished experiment
performed in 1980 by the Weed Research Organisation (WRO), and an experiment
performed by Cussans (1968). In the study performed by Peters (1978) the difference
in dry matter (other than grain) that is produced by clean versus weedy crops of
spring barley is recorded. Ifit is assumed that differences in dry matter between clean
and weedy crops can be attributed to weeds, then the magnitude of these differences
provide an estimate of the above ground dry weight of weeds. In these experiments,

the average of these differences equals 0.7 tonnes per hectare.

With respect to the experiments performed by the WRO, the presence of weeds is
measured in crops of winter barley and winter wheat. In the trial involving winter
barley, there was a difference in material other than grain of 1.86 tonnes per hectare
between a crop where no weed control measures had been applied and one where
weeds were controlled. In contrast, there was little difference between the amount of
material other than grain, produced by winter wheat, for any of the weed control

treatments.

In the trials conducted by Cussans (1968), different levels of couch infestation in
crops of spring sown cereals were evaluated. Cussans found differences in the dry
weight of material other than grain between the least and most heavily infested crops
of approximately 20 and 30 tonnes per hectare. Although Cussans results give an
indication of the amount of weed material that can occur in extreme circumstances, it
is unlikely that infestations of this order would occur in crops that are subjected to

normal levels of husbandry (Whiting pers. comm., 1995).

Rather, the trials performed by Peters (1978) and the experiments performed by
the WRO are likely to provide an indication of weed levels that are more typical than



117

those found by Cussans (1968). Although these trials tend to understate the amount
of weed material present in a field, the extent of this reduction is not clear. It is
assumed, therefore, that the maximum above ground dry weight of weeds is 1.2
tonnes per hectare, which is intermediate to the estimate of 0.7 tonnes per hectare
from Peters and 1.86 tonnes per hectare from the winter barley experiments
conducted by the WRO.

There are two reasons that the trials conducted by Peters (1978) and the WRO are
likely to under estimate the amount of weeds in a crop. The first, is that material
other than grain is a measurement of dry matter that passes through a combine
harvester. The dry weight of weeds that are below the height of the combines cutting
bar are, therefore, excluded from measurement. The second reason is related to the
competition between weeds and growing crops. In a weedy crop, the amount of
straw that is produced tends to be lower than in a clean crop (Elliott, 1980). As the
calculation of the above ground dry matter of weeds assumes that there is no change
in the crop material in a field this may introduce errors into the analysis. In the
current study it is assumed that these errors are small and that no purpose would be
served by adjusting the estimate of above ground weed material to account for these

EITOorsS.

It is assumed that the potential growth profile of weeds is proportional to the
potential growth of the crop in which the weed is growing. Because of the poor
quality of data relating to weeds, it is assumed that weed growth does not vary
between climates, regions or sowing dates. The potential rate of crop growth that is
considered, therefore, is an average of the regions, current climate and earliest sowing
date that are represented. The potential growth of weeds in crops that are planted on

the second and third sowing dates are assumed to be the same as the first sowing date.

Further assumptions are that in the first month of crop growth the potential growth
of weeds is specified by parameter a6; during the remaining months of growth a6 is
set to 0, and potential weed growth is defined by parameter a7 (see Equation 5-11).
The purpose of this construct is to express the influence of weed control applications,
on rates of weed growth, that occur in time periods subsequent to the control
measure. It is also assumed that losses of weeds, that are associated with normal
processes of death and decay, are the same as the proportion of grass that dies in each
period. Parameters a6 and a7 were estimated based on these assumptions (see Table
5-12 and Table 5-13).
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Table 5-12. Potential Weed Growth (kg hectare 1) (a6, see Equation 5-11)

Crop Sowing Date Commencement a6
of weed growth

Spring Feed March April 61
Barley April April 61
May May 433

Spring Feed March April 61
Barley April April 61
(undersown) May May 433
Winter Feed September September 5
Barley October October 67
November November 94

Winter Feed October November 5
Wheat November November 5
December December 11

Table 5-13. Potential Weed Growth (kg growth kg weeds™1)
(a7, see Equation 5-11)

a7
Spring Spring Winter Winter
Feed Barley Feed Barley Feed Barley Feed Wheat
(undersown)

January 0 0 0.77 2.05
February 0 0 0.96 1.84
March 0 0 1.42 2.12
April 0 0 1.44 2.19
May 6.76 6.76 1.07 1.75
June 1.83 1.83 1.02 1.18
July 0.98 0.98 0.70 0.78
August 0.84 0.84 0 0.83
September 0.80 0.80 0 0.80
October 0 0 12.40 0
November 0 0 1.10 0
December 0 0 0.89 177

Weeds reduce crop yields by reducing the pool of nitrogen that is available to
crops and by competing for other nutrients and scarce light and moisture (see Section
5.2.3). The competition for nitrogen between weeds and crops is explicitly
represented in the model. However, to account for the influence of weeds on the
availability of resources that are not expressly modelled, it is necessary to estimate the
parameters a4 (see Equation 5-2) that specify changes in yield with changes in weed
density.
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A series of trials conducted by the Scottish Agricultural Colleges between 1979
and 1988 was reviewed by Davies ¢/ al (1990) and Davies (1988). In these trials the
yield of cereal crops that are subjected to weed control measures at commercially
recommended rates are compared with crops that are not treated with herbicides. In
spring sown barley, Davies e a/ found a small improvement in yield for crops that
were treated with herbicides compared with crops that were untreated. The average
yield of weedy crops was 1.7 percent less than crops that were treated with herbicide;
a difference of approximately 100 kg per hectare. It is assumed that the losses due to
weeds are the same for undersown crops of spring barley. For winter barley and
winter wheat the yield of untreated crops were respectively 9.3 percent (or 675 kg per
hectare) and 3.5 percent (or 250 kg per hectare) less than the yields of treated crops.

The yield losses that are due to competition for nutrients other than nitrogen and
for light and moisture, are assumed to be 50 percent of the estimates from Davies ¢/
al. The remaining 50 percent of yield losses are attributed to the uptake of nitrogen
by weeds. Although attributing yield losses in this way is arbitrary, informal testing of
this aspect of the model produced plausible results. The parameter a4 is estimated for
the various crops by dividing the yield loss associated with weeds competing for
scarce resources other than nitrogen by the sum of the potential quantity of weeds
that are present in the crop each month. The estimates of a4 are listed in Table 5-14.

Table 5-14. Yield Loss Associated with Weeds (kg. kg weeds~! month-1)
(a4, see Equation 5-2)

Crops a4
Spring Feed Barley 0.010
Spring Feed Barley (undersown) 0.010
Winter Feed Barley 0.069
Winter Wheat 0.026
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5.3.8 Pesticides.

The parameters that relate to pesticides are presented below. A list of the
chemicals that are applied to the various crops, and the rates and timings of these
applications can be found in Table 5-2. For crops that produce human feedstuffs and
pasture and swedes, it is assumed that herbicides are applied at commercially
recommended rates. The response of these crops to applications of chemicals are not
therefore considered. As discussed in Section 5.2.3, the growth of weeds and

response to pesticides is modelled in cer