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Abstract

With the rapid development of wireless technologies and user devices, mobile
wireless networks have significantly changed people’s daily lives in the last two
decades. More excitingly, if mobile wireless networks can support Internet Protocol
(IP) at their network layers, they will take advantage of the ubiquitously installed
IP infrastructure and benefit from the IP-based applications and services developed
for wired networks. However, since IP was not designed with consideration of user
mobility, this envisioned success of mobile wireless networks will rely heavily on the
degree of seamless mobility support and high-quality service provisioning in mobile
environments. To meet these requirements, various network management schemes
addressing mobility and quality of service (QoS) management in mobile wireless
networks have been designed.

In order to examine the extent to which the designed schemes attain their design
objectives, i.e. their efficiency and effectiveness, this thesis focuses on the performance
modelling of network management schemes for mobile wireless networks. Instead of
traditional evaluation approaches such as simulation and queueing theory, a formal
performance modelling formalism, named Performance Evaluation Process Algebra
(PEPA), is used to conduct the modelling and assessment. PEPA is adopted because
of its parsimony and expressiveness of concurrency and compositionality. The PEPA
models built in this thesis have generality in that they support high abstractions of
the investigated schemes and are independent of detailed implementations. Their
structures and behaviour clearly and accurately capture the characteristics of the
modelled schemes.

Two important issues in mobile wireless networks are investigated in this thesis.
The first issue is about how, in mobile environments, to deploy the Resource reSer-
Vation Protocol (RSVP), which is widely used to achieve guaranteed QoS in wired
networks. Techniques for solving incompatibilities between RSVP and user mobility
are studied. First of all, schemes that simplify the signalling procedure of RSVP are
modelled, and their advantages in reducing handover interruptions are verified. In
addition, schemes used by a mobile node to make advance resource reservation (ARR)
based on RSVP are also studied, and a reservation optimised ARR scheme is proposed.
Evaluation results show that the proposed scheme achieves a better network resource
utilisation and effectively balances different types of reservation paths in a network, at
the reasonable expense of introducing possible service interruptions to slow mobile
nodes. The second issue concerns the network selection strategies (NSSs) that are
involved in handover management in heterogeneous mobile wireless networks. NSSs
have been-designed for users to select appropriate networks. To find out the effect
of NSSs on both mobile nodes and networks, a general performance evaluation
framework, which has an interface to the NSSs used by the mobile nodes and
an interface to the resource consumption models of the networks, is investigated.
Commonly used NSSs are evaluated from the perspectives of average throughput,
handover rate, and network blocking probability. Results of the evaluation explore the
effect of these NSSs and their characteristics in different mobility and traffic patterns.
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Chapter 1
Introduction

Today, mobile wireless networks have become an integral part of people’s daily
lives, allowing ubiquitous communications and data transfer. In the near future,
mobile wireless networks will be based on Internet Protocol (IP) technologies and
people will enjoy more advanced applications and services. Network management
schemes in this environment are necessary in order to provide seamless and high-
quality mobile services. Before the practical deployment of these schemes, perfor-
mance evaluation is required to examine their efficiency and effectiveness. This
thesis addresses the assessment of the network management schemes by means of
developing performance models using a formal technique. The constructed models
capture characteristics of the investigated schemes and provide meaningful evaluation

results.

1.1 Mobile Wireless Networks

A mobile wireless network generally refers to a network of movable devices that
use radio for communications. Due to the nature of radio propagation, wireless
systems covering small geographical areas typically provide higher data rates than
those that have larger coverage areas. Therefore, mobile wireless networks are usually
grouped according to their scales of coverage. The three most influential mobile
wireless networks are wireless personal area networks (WPANSs), wireless local area
networks (WLANSs) and wireless wide area networks (WWAN:Ss) [1].

1.1.1 Wireless Personal Area Networks

A WPAN covers a small area and is used to connect nearby devices. The most
widely used technology for WPANS is Bluetooth, which has been standardised by both
the Bluetooth special interest group [2] and the Institute of Electrical and Electronic
Engineers (IEEE) 802.15.1 working group [3]. Bluetooth specifies how to construct a

low-cost, short-range and general-purpose wireless network using the unlicensed 2.4-
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GHz industrial scientific medicine (ISM) band. It has achieved global acceptance such
that any Bluetooth enabled device can connect to others and form a Bluetooth network. |

Bluetooth 2.1, which was ratified in 2007, supports a gross data rate of 1 megabit
per second (Mbps) in basic rate ;node or, in enhanced data rate mode, a gross data rate
of 2 or :";Nfbfasi The latest Bluetooth 3.0 ratified in 2009 can éver\}afé;idg Vaitrhfoﬁghput
of data at the approximate rate of 24 Mbps. The fundamental form of communication
in a Bluetooth network is a piconet, which consists of a master node and up to seven
active slave nodes' within a range of about 10m.!! In the case of multiple active slaves,
the network topology is referred to as point-to-multipoint. That is, all communications
within the network only happen between the master node and a slave node, and
direct communications between slave nodes are not allowed. Two or more piconets
can be interconnected and form a larger network, called a scatternet. Each piconet
in this scatternet has its own master node, and the master node of a piconet could
only be a slave node in other piconets. Communications between two piconets can be
established if at least one node from each piconet is within the reach of another and
they form a master-slave relationship.

Unlike other communication technologies that focus primarily on the physical,
data link, and possibly networking aspects of communications, the Bluetooth tech-
nology also specifies precise profiles that support a wide range of applications. For
example, the headset profile describes how a Bluetooth enabled headset should
communicate with a Bluetooth enabled device such as a computer or a mobile phone.
The personal area networking profile describes how two or more Bluetooth enabled
devices can form an ad hoc network and how the same mechanism can be used to
access a remote network (e.g. the Internet) through a network access point (AP).I
With the Bluetooth technology, users can move data files of videos, music and photos
between their own devices and trusted devices of others; information about calendars

and addresses can be synchronised between devices.

IThere can be up to 255 further inactive slave nodes. They are called parked nodes and can be brought
into active state by the master node.
UDepending on its maximum radio power, i.e. 1mW, 2.5mw and 100mW, a Bluetooth device has a
coverage range of 1m, 10m and 100m respectively. 10m is the most typical range.
AN AP offers wireless link connection and functions as a relay point between a wired network and
a wireless network.
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1.1.2 Wireless Local Area Networks

The concept of WLAN was developed with the aim of building a local area nétwork
(LAN) in which connections between nodes are wireless links rather than cables. The
most widely adopted WLAN standard is IEEE 802.11, which consists of a family of
standards that defines 7tiﬁéréﬂys;calﬂlai};éirr and the medium access control ;laiyetjiéf a
'WLAN. The legacy IEEE 802.11 standard [4], which was ratified in 1997 and clarified
in 1999, features a data rate of 1 or 2 Mbps using both radio transmission in the
unlicensed 2.4-GHz ISM band and infrared transmission. On this basis, a family
of amendments to the original specification have been standardised and some well-

known ones are:

o IEEE 802.11a: operates in the 5-GHz ISM band and allows a maximum through-
put of 54 Mbps. The data rate can be reduced to 48, 36, 24, 18, 12, 9 then 6 Mbps

if required.

e IEEE 802.116: operates in the 2.4-GHz ISM band as the legacy standard and
enhances it to support data rates of 5.5 and 11 Mbps, besides the basic 1 and
2 Mbps.

o IEEE 802.11¢g: also operates in the 2.4-GHz ISM band and achieves the same
group of data rates as that of IEEE 802.11a. Moreover, it is fully backwards
compatible with IEEE 802.11b and supports the data rates provided by IEEE
802.11b as well.

e IEEE 802.11e: defines mechanisms to support delay-sensitive applications, such

as voice over IP (VoIP) and streaming multimedia.
o IEEE 802.11:: specifies a framework for providing security management.

There are two basic operational modes in an IEEE 802.11 WLAN: z‘nfmstruéture
mode, and ad hoc mode. Within the infrastructure mode, a WLAN consists of at least
an AP which is usually connected to a fixed network infrastructure (e.g. the Internet)
and a number of IEEE 802.11 enabled nodes that associate with the AP. The nodes
within and outside the WLAN communicate via the AP. The ad hoc mode simply
represents a group of IEEE 802.11 enabled nodes that communicate directly with each

other without an AP and a connection with a fixed network.
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The geographical coverage of a WLAN in an indoor environment is usually about
several dozens of meters, and that in a outdoor environment is normally about one or
two hundred metres [1]. WLANSs have gained unexpected market penetration due to
their flexibility, high data rates, low cost of deployment and use. They are now widely
used in companies and homes to provide wireless data services inside buildings and
are also being deployed to provide network access in public areas where there are a

high density of users such as airports and coffee shops.

1.1.3 Wireless Wide Area Networks

WWAN:Ss, usually referred to as mobile cellular networks, can provide public
mobile services over large geographical areas to users moving at both pedestrian
and vehicular speeds. WWAN:Ss are generally classified into generations based on the
technologies they use. In the early 1980s, first-generation (1G) WWANSs using analog
radio technologies became commercially available. They were mainly used for voice,
although data communication was also supported at the maximum user data rate of
1.2 kilobit per second (kbps) [5]. At this slow data transmission rate, only a very few
data applications can be used, for example paging.

The major step in WWAN evolution was the introduction of digital modulation and
digital signal processing technologies, which led to second-generation (2G) WWANs
in the early 1990s [6]. Besides making voice calls, 2G WWAN:Ss also provide services
like call diverting, setting up closed user groups in which internal calls are charged
at reduced rate, and the short messaging service (SMS) that enables users to transmit
alphanumeric pages of limited length (160 7-bit characters). The two most popular 2G
standards used throughout the world are global system for mobile communications
(GSM) and interim standard 95 (IS-95). GSM provides a maximum user data rate of
9.6 kbps and is widely deployed in Europe and parts of Asia. IS-95 is also known
as cdmaOne due to its usage of code division multiple access (CDMA) technology.
By using CDMA, a user’s traffic can be transported over a frequency band which is
much broader than the spectrum occupied by the user’s original traffic (1.25-MHz in
IS-95 and 200-kHz in GSM). IS-95 supports a maximum user data rate of 9.6 or 14.4
kbps, and is a popular choice in North America and Korea. As the requirements of
mobile data services grow, 2G WWANSs have been upgraded into what are commonly
referred to as 2.5G WWANs with higher data rates. For example, general packet radio

service (GPRS) is an enhancement of the GSM standard and is a near-term solution

4
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for the delivery of Internet packet data to users. GPRS has a peak data throughput
of 171.2 kbps and is well suited to non-real time Internet usage such as asymmetric
web browsing where users download much more data than they upload. The 2.5G
enhancement for IS-95 is called IS-95B and its data rate can reach 64 kbps.

In the late 1990s, standardisation efforts for third-generation (3G) WWANSs were
carried out featuring high data rates, seamless integration of cellular networks with
the Internet, and high-quality multimedia applications. Although the international
telecommunications union (ITU) formulated a plan to implement a single, ubiquitous
wireless communication standard for all countries throughout the world, the eventual
3G evolution remains split between two major technologies: wideband CDMA
(W-CDMA) and cdma-2000. W-CDMA is based on the network fundamentals of
GSM. 1t requires a minimum bandwidth of 5-MHz and supports data rates up
to 2 Mbps, thereby allowing multimedia broadcasting, streaming audio and video,
and interactive Internet games. Because W-CDMA requires expensive hardware
equipment upgrade, the installation of W-CDMA is likely to be slow. On the
other hand, cdma-2000 gives a less expensive upgrade path by maintaining seamless
backward compatibility with cdmaOne and IS-95B user equipment and using the
original 2G CDMA as the building block. The first cdma-2000 air interface uses a
single cdmaOne radio channel and yields typical throughput rates of up to 144 kbps.
Later cdma-2000 allows simultaneous usage of three adjacent or non-adjacent radio

channels, and the peak data rate in this case is in excess of 2 Mbps.

1.2 Service Provisioning in Mobile Wireless Networks

As presented in the previous section, there has been a trend in mobile wireless
networks towards increasing bandwidth, thus facilitating access to information,
applications and services available over the Internet. To achieve this, mobile wireless
networks are required to support IP, which is a universal network layer protocol
for the Internet, for data packet delivery so that they could easily provide IP-based
data and multimedia services to mobile users. However, since the Internet was not
designed with the awareness of node mobility, this envisioned success of mobile
wireless networks will rely heavily on the degree of seamless and high-quality
service provisioning in mobile environments. To meet these requirements, network

management schemes addressing mobility and quality of service (QoS) management
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in mobile wireless networks have been designed. Before the practical deployment
of these schemes, it is necessary and important to examine to what extent they
achieve their design objectives. Therefore, the primary motivation of this thesis is the
performance modelling of the network management schemes that facilitate seamless
and high-quality services in mobile environments in order to assess their efficiency and
effectiveness, under the requirements that the performance models should have clear
and accurate representations of the mechanisms underlying the modelled schemes,
whilst maintaining model generality in order that they are independent of detailed
implementations. To achieve these aims, a formal performance modelling formalism,
named Performance Evaluation Process Algebra (PEPA), is adopted to provide the
modelling and assessment.

Two important issues regarding service provisioning in mobile wireless networks
are discussed in this thesis. The first issue is how to provide QoS to mobile users. The
term QoS is used in many meanings ranging from a user’s perception of a service
to a set of connection parameters necessary to achieve particular service quality.
The best-effort data packet delivery, which is the basic QoS offered by the Internet,
cannot satisfy the requirements of multimedia and real-time traffic. Therefore, QoS
architectures such as integrated services (IntServ) and differentiated services (DiffServ)
have been proposed to augment this basic Internet service model with various
service classes suitable for different applications and scenarios. However, these QoS
architectures were initially designed for wired networks, and when they are deployed
in mobile environments, service interruptions could happen due to user mobility.
For example, in mobile wireless networks supporting the IntServ architecture, which
provides end-to-end guaranteed QoS by reserving resources along the path between
communicaﬁng ends, a mobile node has to request a new reservation path after it
changes its network point of attachment. There are several problems result from this
reservation re-establishment procedure and network management schemes have been
designed in order to make this procedure smoother and reduce overheads. These
network management schemes will be discussed and evaluated in Chapter 4 and
Chapter 5.

The second issue is about the future all-IP network that integrates heterogeneous
wireless networks such as those introduced in Section 1.1. This heterogeneous

environment provides mobile users with the potential for taking advantage of different
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access technologies. A mobile node equipped with different radio access interfaces
can choose an appropriate network to access its services, depending on a number
of different aspects such as user preferences, device capacity, application demands,
etc. Therefore, the selection mechanism used by the mobile node determines which
network a mobile node will connect to and controls the session behaviour of the
mobile node. Consequently, it is important and meaningful to investigate how it
affects both the performance of user applications at the mobile node end and the
utilisation of network resources. The network selection mechanisms will be discussed

and evaluated in Chapter 6.

1.3 Contributions

The primary contribution of the work presented in this thesis is that it carries
out the first investigation on formal performance models of network management
schemes for mobile wireless networks. More precisely, the contributions of this thesis

can be summarised as follows:

e Performance models of schemes that have been designed for solving incompat-
ibilities between an important resource reservation protocol used for attaining
guaranteed QoS and user mobility are built. These models fulfil the above
modelling requirements, verify the rationality and effectiveness of the designed
schemes, and yield clear explanations as to how seamless QoS provisioning is

achieved in mobile environments by means of these schemes.

¢ As one of the solutions to mobility and QoS integration, a novel advance resource

reservation scheme which improves network resource utilisation is proposed.
This scheme is designed in a modular way and consists of two admission control
mechanisms that can be easily integrated into existing schemes. It discriminates
resources that are actively and passively reserved by mobile nodes and allocates
them appropriately. The proposed scheme achieves an enhancement of the QoS

perceived by mobile users.

e A general performance evaluation framework for strategies used by mobile
nodes to select appropriate networks in heterogeneous wireless network en-
vironments is constructed. This framework gains its generality by having an

interface to models capturing network resource consumption and an interface
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to different strategies used by mobile nodes, in the forms of network blocking
probability and network selection probability respectively. Not only the effect
of various strategies on the mobile nodes and the networks but also their
characteristics in different mobility and traffic scenarios are explored by this

framework.

e The above framework also provides a novel approach to the derivation of net-
work blocking probability and handover rate in heterogeneous mobile wireless
networks when different selection strategies are used. This approach employs
an iterative algorithm which links models of network resource consumption and
models of different selection strategies by interchanging necessary parameters
between them. Its convergence speed is fast and performance measures of

interest are direct results of the algorithm.

1.4 Organisation

This chapter presents a basic introduction to the most well-known mobile wireless
networks, and highlights the motivations and contributions of this thesis. The

reminder of this thesis consists of the following chapters:

Chapter 2 continues the introduction of the preliminaries related to the network
management schemes that are modelled in this thesis. These include mobility
management protocols which solve the problem of continuous delivery of
packets to mobile nodes; the architectures designed for providing QoS in

wired networks; and handover management in heterogeneous wireless network

Chapter 3 initially reviews traditional performance modelling methods, followed by
an introduction to the syntax and semantics of the performance modelling
formalism, PEPA. An example is used to demonstrate how PEPA can be used

for system performance evaluation.

Chapter 4 studies one of the two major problems associated with a widely used
resource reservation protocol for QoS provisioning when it is deployed in
mobile environments: how to optimise its signalling procedure in order that

interruptions and overheads to mobile nodes can be reduced. PEPA models of



Introduction

both basic and optimised signalling procedures are built, and the advantages of

procedure optimisation are verified.

Chapter 5 addresses the other problem of resource reservation in mobile wireless
“networks: how to efficiently reserv.e resource in advance for mobile nodes. A
scheme which optimises existing solutions in order to improve network resource
utilisation is proposed. The benefits of the proposed scheme is demonstrated

through performance comparison between PEPA models of different schemes.

Chapter 6 considers a particularly popular heterogeneous wireless network environ-
ment: 3G and WLAN interworking networks. The focus is put on strategies
used by mobile nodes to choose appropriate networks. A general performance
evaluation framework, which explores the effect of the strategies and their

characteristics, is investigated.

Chapter 7 concludes the thesis by reviewing the results of the previous chapters. The

limitations of this thesis and possible directions of future work are also indicated.



Chapter 2

Network Management Schemes for
Mobile Wireless Networks

21 Introduction

Owing to the unprecedented growth of wireless communications, the Internet
has developed from the traditional interconnected wired networks to interworking
wired and wireless networks, and will eventually evolve towards an all-IP network
if all the wired and wireless networks support IP at the network layer. Mobile
wireless networks in this all-IP network are envisioned to become more robust
and cost effective, because they can take advantage of the ubiquitous installed IP
infrastructure and thus benefit from IP-based applications and services developed
for wired networks. However, since IP was not designed with consideration of user
mobility, this envisioned success of mobile wireless networks will rely heavily on the
degree of seamless mobility support and high-quality service provisioning. Several
issues need to be considered before mobile wireless networks are integrated into the
all-IP network.

. The first issue is that a mobile node must be able to remain attached to the Internet
when it changes its point of attachment from one network or subnet to another. This
is not a easy task because an IP address of a node is used as both its identifier
by transport or higher layer protocols and its network layer locator for receiving
packets. Therefore, a mobile node will have no mobility if it just uses a static IP
address for its communications. Another issue associated with node mobility is how
to provide QoS in mobile wireless networks. Like IP, QoS management architectures
were initially designed for stationary nodes. When they are directly deployed
in mobile environments, node mobility can cause service interruptions to mobile
nodes. Moreover, the future all-IP network will integrate heterogeneous wireless
networks such as 3G cellular networks, WLANs and Bluetooth. A mobile node
~ may be equipped with different radio access interfaces and receive services through .

alternative wireless networks. In these heterogeneous mobile wireless networks
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(HMWN ), only providing seamless mobility is not enough. The mobile node may
want to be always best connected (ABC) [7]. That is, tﬁe mobile node not only wants
to be always connected, but also wants to be connected to the best possible network.
To achieve the ABC requirement, a handover management technique must choose an
appropriate wireless network for a specific service. o

This chapter presents the preliminaries that are related to the network management
schemes which are modelled in this thesis. Section 2.2 introduces the mobility
management protocols which solve the problem of delivering packets to mobile
nodes. The architectures designed for QoS provisioning in wired networks and their
inefficiency in mobile environments are described in Section 2.3. In Section 2.4, the
issue of handover management in HMWN:Ss is discussed. Finally, Section 2.5 gives a

summary of this chapter.

2.2 Mobility Management Protocols

To provide connectivity to mobile nodes as they move across different networks,
many solutions are proposed to enrich IP with the capability of managing the node
mobility. The most well-known of such proposals are Mobile IPv4 (MIPv4) [8] and
Mobile IPv6 (MIPv6) [9]. Although very effective, they are not efficient enough in
all scenarios and some extensions such as Hierarchical Mobile IPv6 (HMIPv6) [10]
have been suggested. Based on their respective scopes of applications, mobility
management protocols can be divided into two classes: macro-mobility protocols and

micro-mobility protocols.

2.21 Macro-mobility Protocols

The MIPv4 and MIPv6 are usually called macro-mobility protocols in literature.
In both protocols, a mobile node effectively utilises two IP addresses, one for
identification and the other for routing. The former address is called the home address
(HoA), which is a long-term IP address on the mobile node’s home network! and is
administrated in the same way as an IP address of a stationary node. The latter address
is called the care-of address (CoA), which is associated with the mobile node when it

is out of its home network and reflects its current point of attachment.

'The home network of a mobile node is the network whose network preﬁ;( matches that of the mobile
node’s HoA.
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2.2.1.1 Mobile IPv4 _

MIPv4 [8] is the mobility support protocol for IPv4 Internet. Each mobile node
is always identified by its HoA, regardless of its current location. To support node
mobility, some access routers (ARs)" are configured as mobility agents with which a
mobile node should register. A mobility agent in the mobile node’s home network
and its visited network is called a home agent and a foreign agent respectively.
The operation of MIPv4 consists of three mechanisms, namely agent discovery,

registration, and tunnelling [11].

correspondent

mobile node foreign agent home agent node

--------
..........

_regi.sit?iign request (HoA with CoA)

X .
'.f...reply

cavces

- -
to correspondent node

to home agent

to mobile node

Figure 2.1: The basic operation of MIPv4

Figure 2.1 shows the basic operation of MIPv4, in which dashed arrows repre-
sent signalling packets and solid arrows represent data packets. A mobility agent
makes itself known by sending agent advertisement messages. A mobile node may
optionally solicit agent advertisements from any locally attached agent. These agent
advertisement messages can include information such as the network prefix of the
mobility agent, from which the mobile node can determine whether it has changed
its point of attachment. When the mobile node detects that it has moved to a new
network, it obtains a CoAl on that network and registers this address with its home
agent by exchanging registration request and registration reply messages. A successful
registration creates or modifies a mobility binding at the home agent, associating the
mobile node’s HoA with its current CoA. The home agent will then be able to intercept

packets destined for the mobile node’s HoA and tunnel them to the mobile node’s

TAn AR resides on the edge of a network and offers IP connectivity to mobile nodes by providing
them with routing services.

MThere are two different types of CoAs: a foreign agent CoA that is the IP address of the foreign agent;
and a co-located CoA that is externally obtained and associated with one of the mobile node’s interfaces.
The choice depends on the administrative configuration.
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CoA. The tunnelling process can be achieved by encapsulation algorithms such as IP-
within-IP encapsulation [12]. That is, when the home agent intercepts a data packet,
it precedes it with a new IP header whose source address is the address of the home
agent and destination address is the CoA of the mobile node. In this way, this packet
will be diverted to the CoA and after decapsulation, i.e. removing the outer IP header,
the original IP packet is extracted. When the mobile node comes back to its home
network, it deregisters with its home agent and only uses its HoA.

As can be seen from Figure 2.1, one problem of MIPv4 is called triangle routing.
That is, packets destined for a mobile node must travel through its home agent,
whereas packets from it can be routed directly to its correspondent node. This problem
can be solved by an extension protocol called route optimisation [13], in which the
correspondent node can be informed of the mobile node’s current CoA by the home

agent and then communicate directly with the mobile node.

2.2.1.2 Mobile IPv6
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mobile node access router home agent
node

............

binding acknowledge

to correspondent node

to home agent

to mobile node basic mode
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route optimisation
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to mobile node
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Figure 2.2: The basic mode and route optimisation mode of MIPv6

Due to the limited address space in IPv4, IPv6 is designated as the successor to
IPv4 and MIPv6 [9] is designed to provide mobility support in the IPv6 Internet.
Since MIPv6 utilises the IPv6 version of address autoconfiguration, it does not require
the support of foreign agents. The basic operation of MIPv6 is similar to that of
MIPv4 and is shown in Figure 2.2. A mobile node detects its movement by IPv6
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router advertisements and when it is away from its home network, it registers the
binding of its HoA and its current CoA with its home agent. The home agent will
intercept the packets destined for the mobile node’s HoA and forward them to the
corresponding CoA using IPv6 encapsulation [14]. However, unlike in MIPv4 in
which the registration process must be carried out by exchanging separate registration
messages, in MIPv6 the binding information is included in the mobility eztension
header of a IPv6 packet and can either be sent in separate signalling messages or be
included in normal data packets. This design can reduce both the registration latency
and the handover signalling cost.

MIPv6 also provides the route optimisation mode, which requires the mobile node
to register its binding at its correspondent node. Packets from the correspondent node
can be routed directly to the CoA of the mobile node. However, the correspondent
node uses an IPv6 routing header to route the packet to the mobile node, rather than
using encapsulation as the home agent. In this way, the mobile node can determine
whether its correspondent node knows its latest CoA. If an encapsulated packet is
received, the mobile node will immediately inform the correspondent node of its

current location.

2.2.2 Micro-mobility Protocols

As presented in Section 2.2.1, before packets can arrive at the correct address
of a mobile node, two procedures must be carried out: movement detection and
location registration. During the period of these procedures, packets will be sent to
the mobile node’s previous CoA and might be dropped. This situation deteriorates
if the home agent and the correspondent node are far away from the mobile node in
topology. Moreover, if there are many mobile nodes in the network, there will be a
large volume of signalling traffic in the network. Therefore, micro-mobility protocols
such as HMIPv6 have been designed to reduce the latency and overheads that are
associated with the location registration. Some other micro-mobility extensions such
as MIPv4 fast handover [15] and MIPv6 fast handover [16] have also been proposed
to improve the movement detection procedure of MIPv4 and MIPv6 respectively, but
they are not as widely used as HMIPv6. Detailed reviews of micro-mobility protocols
can be found in {17, 18].
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2.2.2.1 Hierarchical Mobile IPv6

HMIPv6 [10] is a direct extension of MIPv6 by utilising a special mobility agent
called Mobility Anchor Point (MAP) to limit the scope and amount of handover
signalling. A MAP can be located at any level in a hierarchical network of routers. It
usually covers a group of ARs and forms a MAP domain. When a mobile node moves
into a new MAP domain'V, it acquires an On-link Care-of-Address (LCoA) referring
to the AR to which it is connected and a regional care-of address (RCoA) referring to
its serving MAP. The mobile node first registers the binding of its current RCoA and
LCoA with its serving MAP, and then the binding of its HoA and RCoA with its home

agent and correspondent node.

- correspondent
mobile node access router MAP home agent :gge
- :gl:t.e: solicitation
router advertisement __
"lzindixlg update (RCoA with LCoA) h
1 . intra-MAP
pinding acknowle dg“; ............ handover
IR ..o ety
binding update (HoA with RCoA)
averecccecceaas » 9 inter-MAP
binding acknowled F23 I handover
l@-eeenne
________ binding update (HoA with RCoA)
binding acknowledge -
. . -
to MAP
to correspondent node
| >
to MAP
to mobile node .

Figure 2.3: The basic operation of HMIPv6

Outside the MAP domain, the mobile node is identified by its RCoA. As shown
in Figure 2.3, all the packets sent to the mobile node are addressed to its RCoA and
they are intercepted by the MAP and forwarded to the mobile node’s LCoA using
IPv6 encapsulation. That is, when the MAP intercepts a data packet, it precedes it
with a new IP header whose source address is the address of the MAP and destination
address is the LCoA of the mobile node. In the opposite direction, all the packets

sent to the correspondent node must be encapsulated by the mobile node by setting

VLike MIPv6, movement detection is implemented by listening to the router advertisement messages
from ARs, which include MAP information.
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the source address of the outer header to the LCoA of the mobile node and the
destination address to the address of the MAP. The MAP will then decapsulate the
packet and forward it to the correspondent node. When the mobile node performs a
micro handover, i.e., switches to a different AR within the same MAP domain, it only
registers its new LCoA with the MAP, and there is no signalling message outside the
MAP domain. Therefore, the movement of the mobile node within the MAP domain
is transparent to its home agent and correspondent node. In this way, the handover
latency is reduced because the MAP is usually near to the mobile node, and outbound

signalling is minimised.

2.3 QoS Management Architectures

Internet traffic generated by multimedia applications and services requires a high
level of quality and imposes great demands on the network. To provide users
with satisfactory services, traffic-specific requirements of the users on QoS related
parameters such as bandwidth, delay and packet loss rate must be fulfilled. The
straightforward and simplest approach to achieve this is over-provisioning of network
resources. However, over-provisioning is not always feasible for technical and
economical reasons [19]. As an alternative, QoS management architectures can be used
by network administrators for dynamic and optimum network resource usage. The
most well-known QoS manégement architectures are IntServ [20] and DiffServ [21].

2.3.1 Integrated Services Architecture

The essential idea of the IntServ architecture is to extend the basic best-effort
service provided by the Internet, in order that an application can choose its required
QoS from a range of different levels of services provided by the network. Two types
of services are included in IntServ: guaranteed service and controlled-load service. The
guaranteed service provides hard QoS assurances that the end-to-end packet delay is
kept within agreed upper bounds, and also that no packets will be dropped due to
router buffer overflow [22]. Accordingly, this type of service is appropriate for real-
time applications with strict requirements on packet delivery time. The controlled-
load service provides qualitative QoS guarantees that its users would experience a
lightly loaded best-effort network [23]. It offers a high probability that packets are
successfully delivered to the destination, and a high percentage of packets not greatly
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exceeding the minimum delay experienced by any successfully delivered packet. Real-
time applications which operate well in lightly loaded networks but degrade badly in
the presence of network congestion can use this type of service.

The services provided by the IntServ architecture are per-flow based. In the
context of IntServ, a flow is a stream of packets with the same source and destination
addresses and port numbers. Routers along the data flow path should maintain the
QoS requirements of a data flow, called a state of that flow, so that end-to-end QoS
can be provided. More importantly, the required services cannot be provided unless
" routers are able to reserve resources such as buffers for a data flow. For that reason,
the IntServ architecture employs a reser\}aﬁon setup protocol, Resource reSerVation
Protocol (RSVP) [24], to first check for available resources and then create and maintain

flow-specific information along the data flow path.

Figure 2.4: The basic operation of RSVP

RSVP is a general end-to-end QoS signalling protocol which can be used by a host
to request specific services from the network for its data flows. It treats a sender
as logically distinct from a receiver and reserves resources in only one direction.
Therefore, if a host acts as both a sender and a receiver in the communication with its
correspondent node at the same time, two reservation paths between them need to be
established. The basic operation of RSVP is shown in Figure 2.4. To start a QoS session,
the sender sends a PATH message towards the receiver. The PATH message contains
information about the traffic characteristics such as peak packet rate and packet size
of the upcoming session. Every router along the path forwards the PATH message
according to some routing protocol. If an intermediate router is RSVP-compliant, it
installs a state for the session and may optionally add its capability information such as

link delay and throughput in the PATH message. Upon receiving the PATH message,
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the receiver determines what type of reservation it should make and then responds
with a RESV message. The RESV message follows the reverse route of the PATH
message and requests resources for the session. Each RSVP-compliant router makes
its local admission decision based on a comparison of the requested and the available
network resources, along with some additional policy control. The actual resource
allocation for a flow is implemented by the packet classifier and packet scheduler
components in a router. The packet classifier determines what class of service a
packet should receive and the packet scheduler manages the output queue according
to the service class of a packet. Routers that do not support RSVP simply pass the
messages transparently. If all the RSVP-compliant routers along the data flow path
accept the reservation request, a reservation path is established between the sender
and the receiver. Moreover, reservation paths in RSVP are maintained in a soft way.
That is, a reservation path has a lifetime associated with it. To keep the reservation
path active, the sender must periodically send PATH messages and the receiver must
respond accordingly. Otherwise, the reservation path will expire.

The major drawback of the IntServ architecture is its poor scalability, which
results from its per-flow traffic handling mechanism [25]. The storage and processing
overheads on routers increases proportionally with the number of flows. Moreover,
reservation paths need to be regularly refreshed thereby adding traffic on the network
and they may time out due to the loss of refreshing packets which are not sent by
a reliable transport protocol. Despite the above problems, the IntServ architecture is
still viewed as a valuable component in a broader set of QoS technologies because

reserving resources is the only way to provide services with guaranteed quality [26].

2.3.2 Differentiated Services Architecture

The DiffServ architecture is designed to cope with the scalability problem faced by
IntServ and implement service differentiation in the Internet. This architecture does
not use signalling mechanisms, and QoS is applied to aggregated traffic rather than
specific flows. In DiffServ, service differentiation is achieved by dividing the traffic
into a small number of classes and treating each class differently. DiffServ uses the type
of service (ToS) field in the IP header, which is called the DiffServ codepoint (DSCP),
for marking a packet with a particular class. ‘

When a packet arrives at an ingress router of a DiffServ domain, it is classified

and assigned a DSCP. The DiffServ architecture achieves its scalability by putting
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packet classification and traffic conditioning only at the ingress routers of the DiffServ
domain. These ingress routers ensure that users do not violate the agreed-on
traffic characteristics. Within the DiffServ domain, packets with the same DSCP are
treated as the same class in each router, and all routers simply apply their local
scheduling policies to the packets based on their DSCPs. A packet forwarding
- behaviour corresponding to a DSCP is called a per-hop behaviour (PHB). Each PHB
is implemented in each router locally by means of buffer management and packet
scheduling mechanisms, and the same DSCP may be mapped into different PHBs in
different routers. Only two PHBs have been standardised: ezpedited forwarding [27]
and assured forwarding [28]. The expedited forwarding requires a guaranteed amount
of bandwidth for providing a low delay, low jitter and low loss service. Therefore it
is appropriate for real-time services such as voice and video streaming. The assured
forwarding is actually a group of PHBs. It has four classes and. within each there are
three levels of drop precedence. The assured forwarding focuses on the reliability of
packet delivery, whilst delay and jitter are not as important as packet loss. Therefore,
it is appropriate for non-real time services such as file transfer.

Although the DiffServ architecture providés a scalable QoS throughout the net-
work, it fails to be the solution for end-to-end QoS provisioning because of traffic
aggregation and different DSCP interpretations [29]. DiffServ also requires that the
network administrators must use some mechanisms to install classification criteria in
all the nodes in the DiffServ domain. Moreover, it is hard for DiffServ to anticipate
traffic patterns and volumes so that QoS can be provided in real time [26].

To take advantage of the IntServ and DiffServ architectures, the IntServ over
DiffServ architecture is proposed in [30]. This architecture uses DiffServ in the core
network to avoid per-flow QoS signalling, and deploys IntServ in the access networks
between the users and the core network so that users can explicitly express their QoS
requirements. IntServ service requirements are mapped into DiffServ classes at the
boundary between the access and core networks, and the DiffServ domain is treated
like a single logical link between two IntServ-compliant networks.

2.3.3 Inefficiencies of QoS Architectures in Mobile Wireless Networks
As the IntServ and DiffServ architectures were initially designed for wired net-
works, they become inefficient when they are deployed in mobile wireless networks.

For IntServ, this inefficiency is caused by its dependence on using RSVP signalling
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for per-flow resource reservations [31]. When a mobile node changes its point of
attachment to the network, a mobility management protocol such as MIPv6 will
allocate it a new CoA. Since an RSVP reservation path is identified by the IP addresses
of the communicating ends, the mobile node must request a new reservation path
between itself and its correspondent node, and consequently its QoS session will be
interrupted.

The inefficiency of DiffServ in mobile environments principally results from the
service level agreement (SLA) negotiation and flow identification [32]. In DiffServ,
the services a user receives are described and determined by a static SLA between
the user and its Internet service provider. A mobile node at its home network carries
out its QoS sessions depending on the SLAs that have been negotiated between its
home network and its correspondent node’s network. When the mobile node moves
to another DiffServ domain, similar SLAs must be negotiated between the mobile
node’s visited network and its home network and/or between the visited network
and the correspondent node’s network, depending on how packets are delivered.
Moreover, since packets may be classified using the IP addresses of the communicating
ends, some mechanisms are required at the ingress routers of the DiffServ domain to
determine whether the packets belong to a certain mobile node in order to mark them
with the same DSCP and provide the same service to the mobile node as its previous
network.

To provide QoS in mobile wireless networks, the integration of mobility and
QoS management mechanisms is necessary, and this integration has been carried out
for both IntServ and DiffServ. Compared to the DiffServ architecture, the IntServ
architecture receives more interest because it provides end-to-end QoS and explicitly
affects the management of network resources [26]. For the same reason, this thesis
investigates the provisioning of integrated services in mobile environments, and more
specifically, the performance modelling of the schemes that optimise RSVP-based
network resource reservation. These schemes are proposed to solve the different
problems associated with RSVP when it is used in mobile wireless networks, and they

will be introduced in their respective chapters.
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24 Handover Management in Heterogeneous Mobile Wire-

less Networks

Next-generation wireless communications are expected to require heterogeneity
in terms of access technologies, services, capacities, etc. Taking account of the
complementary characteristics of different wireless networks, especially in terms
of bandwidth and coverage, the requirements of future wireless communications
can be attained by the integration of heterogeneous wireless networks [33]. Since
each individual network has its own characteristics, interworking different types
of wireless networks requires careful design of network management schemes that
provide seamless mobility, high QoS and strong security [34]. Moreover, users in
this heterogeneous environment may not be satisfied with just reliable connectivity;
they may also want to access their services through the best possible networks. The
definition of best depends on a number of different aspects such as user preferences,
device capacity, application demands and available network resources. To achieve this
requirement, a handover management technique must include mechanisms that select
appropriate networks for users [35].

Handover management is the process by which a mobile node keeps an active
connection while moving from one point of attachment to another. In HMWNs, a
mobile node may perform two types of handovers: horizontal handovers and vertical
handovers [36]. A horizontal handover happens when the mobile node moves across
cells that use the same type of access technology, whereas the movement between
different types of wireless networks is referred to as a vertical handover. Both
horizontal and vertical handover processes consist of two main phases: handover
decision and handover execution [37,38]. In the handover decision phase, all the
information required to identify the need for a handover is collected and whether and
how to perform the handover is determined. The handover execution phase largely
consists of the allocation of resources at the mobile node’s new point of attachment
and re-routing its existing communication to the new location.

The major difference between the horizontal and vertical handover lies in the
handover decision phase. When performing a horizontal handover, the mobile node
generally makes its decision based on the evaluation of its received signal strength. For
the vertical handover, however, there are various attachment options and the mobile
node may choose a network according to its QoS requirements, service charges and
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security associations, etc. Therefore, in addition to signal strength and availability that
are used in horizontal handover, various handover criteria can be taken into account

when making a vertical handover decision [38]:

e Cost of services: Cost is always a major consideration to users, and could
sometimes be the decisive factor in a handover decision. Networks may employ

different billing strategies that may influence the user’s choice.

o Network conditions: Network-related parameters such as bandwidth, network
latency and packet loss may be measured in order to make an effective network

selection.

e Mobile node conditions: A mobile node’s dynamic attributes such as mobility
pattern, account balance and power consumption may be considered to facilitate

proactive handover. -

e User preferences: A user may have preference for one type of network over

another.

e Security: The most significant source of risks in wireless networks is that the
communication medium is open to intruders. Some types of services require

strong security associations between the user and the service provider.

A possible problem of using multiple handover criteria is that the vertical handover
decision may become difficult and ambiguous because each criterion may play a
role in the decision making. To select a suitable network, it is necessary to evaluate
each optional decision in terms of these criteria, and this evaluation process can be
facilitated by formulating it as a mathematical expression, which is called a network

selection strategy (NSS).

2.4.1 Network Selection Strategies

A number of NSSs have been proposed and they are generally based on multiple
attribute decision making (MADM) theory. The widely used proposals are: simple
additive weighting (SAW) based [39, 40], technique for order preference by similarity
to ideal solution (TOPSIS) based [41] and fuzzy MADM based [42].

e SAW-based: In the SAW-based strategy, each network is associated with a point

which is calculated as the weighted sum of all the handover related attribute
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values. That is, for the candidate network i whose attribute values are z;;, its
point P, is obtained by adding the normalised contributions from each attribute,

ri;¥, multiplied by its corresponding weight w;:
N = =
P = Z Wj * Tij,
j=1

where N is the number of handover related attributes and E;-V:l lwj| = 1.
The weights for benefit attributes are positive and those for cost attributes are
negative. All the candidate networks are then ranked according to their points

and the network with the highest score is selected.

e TOPSIS-based: The TOPSIS-based strategy is based on the principle that the
chosen network should have the shortest distance from the best solution and the
longest distance from the worst solution. The best solution is the network whose
attribute values xz ; are the optimum among all the candidate networks. That is,
Tpj =  MaX Iy Of Tpj = uggan zij, depending on whether zp; is a benefit
attribute or a cost attribute. As for the worst solution, its attribute values zw;
are chosen in the opposite way. The distances of the candidate network i from
the best and the worst solutions, D2 and DY, are then calculated as Euclidean

distances:

M M
B w
Df = \|Y (wj—=8)%, DY =D (i~ zwy)?.
i=1 =1

Based on the above distances, the preference for the network i, P;, is defined as:

Dw

k3

P=—t
1 D 33 + D,}/V’
and the network with the highest preference is chosen.

e Fuzzy MADM based: In this type of strategy, fuzzy logic is used to represent
the imprecise information of some network measures and user preferences. For
example, the sojourn time of a mobile node in a cell can be described as short,

medium and long. These linguistic terms can be converted to values ranging

VFor example, 7;; can be calculated as 7;; = —=zy--—, where M is the number of candidate networks.
ple Tij D W P
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from 0 to 1 using a conversion function. After all the imprecise attributes are

converted, ordinary MADM approaches can be used to select a network.

Among the multiple handover criteria that a vertical handover decision takes into
account, some specific attributes are emphasised in some non-MADM based NSSs.
In [43], user preference is of particular interest. Middleware sitting between the
transport layer and the application layer is proposed to control the vertical handover
behaviour. This middleware not only allows a user to change network but also enables
an application to adapt to new network conditions. In [44], the proposed NSS first
predicts the power consumption of a session using different network interfaces and
then chooses the network which is the most power efficient. In [45], the only handover
criterion is the achievable data rate, and the data rate of a network is represented by the
received signal to interference and noise ratio (SINR). General reviews of the proposed
strategies and their details can be found in [35,46,47] and the references therein.

In HMWN:s, users can move between various networks with different characteris-
tics. This heterogeneous environment provides the users with the potential for taking
advantage of different access technologies according to their requirements. As the
first phase of a vertical handover, the handover decision determines which network
a mobile node will connect to and controls the session behaviour of the mobile node,
and consequently, it affects both the performance of user applications at the mobile
node end and the utilisation of network resources. Therefore, although NSSs generally
operate at the application layer, they are still regarded as network management
schemes. For that reason, in addition to schemes that provide integrated services
in mobile wireless networks, this thesis also investigates performance modelling
£ t NSSs used in a particularly popular heterogeneous wireless network

~ L0 .
Ul dlercl

environment, i.e. 3G-WLAN interworking networks.

2.5 Summary

As a result of node mobility, network management in mobile wireless networks is
more difficult than that in wired networks from the perspectives of mobility, QoS and
heterogeneity. This chapter introduces the most widely used mobility management
protocols used in mobile wireless networks, and the resultant inefficiency of the
traditional QoS architectures. Moreover, the issue of vertical handover decisions in

HMWNs, which is important to achieve ABC, is also reviewed. Of particular impor-
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tance is the performance evaluation of the schemes that integrate mobility and QoS
management in mobile environments and the NSSs designed for vertical handovers,
because the evaluation can provide information on how much the proposed schemes
improve the utilisation of network resources and the service quality perceived by
users. To assess the performance of these network management schemes, performance
models of them are required. In the next chapter, the modelling formalism used to

construct these models will be introduced.
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Chapter 3

Performance Modelling and
Performance Evaluation Process
Algebra

3.1 Introduction

The issue of performance modelling has concerned designers of computer, commu-
nication, and manufacturing systems throughout the history of their evolution. The
increasing amount of functionality that is required to be performed by such systems
has made their abstraction and evaluation an extremeiy complex task. This difficulty
strongly depends on the capability of mapping the performance characteristics of the
system components into the overall system-level performance characteristics [48]. To
investigate whether a proposed design of a system performs as expected, models
are developed. A model is an approximate and abstract representation of a system
and hides its implementation details, and it allows analysis of some properties of the
system before realising it in hardware and/or software. The process of constructing
models and assessing performance properties of a system based on the models is
referred to as the performance modelling of the system. Therefore, performance
modelling is concerned with the capture and evaluation of the dynamic behaviour
of systems, which involves the representation of system behaviour, and the definition
and determination of characteristic performance measures.

This chapter introduces a performance modelling formalism, named Performance
Evaluation Process Algebra (PEPA), which is employed in this thesis. - Traditional
performance modelling methods are reviewed in Section 3.2. In Section 3.3 a very
short introduction to process algebra is presented as prerequisite background material
for PEPA. Section 3.4 describes the syntax and semantics of PEPA, and demonstrates
how PEPA can be used as a performance modelling technique through an example.

Finally, Section 3.5 gives a summary of this chapter.
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3.2 Methods for Performance Modelling

Except carrlying out direct measurement on system performance through ex-
periments, mathematical analysis techniques can also be applied to evaluating the
performance of a system. Two such classical techniques are: simulations and
mathematical modelling. 7 . 7

The simulation is a numerical technique for conducting sampling experiments
of a system evolving in time [49]. A simulation model of a system describes the
dynamic behaviour of the system in terms of individual events and interactions of
the components of the system. Almost any level of detail about the system can be
included in a simulation model, and no particular artificial assumption has to be
imposed. Therefore, the simulation method is widely used for performance analysis,
and especially for systems that are so complex that the mathematical modelling is not
applicable. However, constructing, optimising, running, analysing and validation of
simulation models are usually time-consuming; models including too many details
are usually hard to understand and computationally expensive. In fact, simulation
and mathematical modelling complement each other. Although it is hard to mix
mathematical modelling and simulation, this combination can provide the efficiency
of mathematical modelling and the realism of simulation modelling [48].

The mathematical modelling is a solution technique which extracts a functional
relation between system parameters and a chosen performance criterion in terms
of equations that are analytically solvable [48]. The most important mathematical
modelling is queueing theory. Most performance problems, especially those in
communication networks, are caused by contention for resources. The formation
of a queue is a general consequence that occurs when requests for a service facility
exceed the capacity of that facility. Queueing theory has been extensively studied
and provides a mathematical framework for formulating and analysing the effect
of various resource contentions [48, 50, 51]. Systems with one queue and one
or more identical or different servers can be modelled as single station queueing
systems and generally have straightforward and computationally efficient solutions.
Complicated systems with multiple resources can be modelled as queueing networks,
which consist of networks of single station queueing systems, using a hierarchical
modelling approach which decomposes the system into micro-level models in a

stepwise fashion. However, only the complex systems that have certain structures
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and follow some assumptions have product form solutions, and the derivation of
performance measures is not easy and the results are usually approximations. In
brief, although queueing theory is very powerful when applicable, it has limited
expressiveness for systems mainly because of some underlying assumptions [51].
Furthermore, modelling systems as queueing models is an art mastered only by
experienced specialists, and complex queueing models are often not mathematically
" tractable even after simplification and decomposition [52,53].

Even though queueing theory is elaborate and have many fundamental results,
the size and complexity of many modern systems expose the deficiencies of it in
expressing concurrency and interdependency [52]. This leads to recent interest in
approaches that can tackle the above problems and consider both functional and
temporal aspects of a system at the same time. One such approach is stochastic Petri
net (SPN) which is an effective modelling formalism for describing and analysing the
flow of workload and control in a system [54]. Two elementary nodes of SPN are
places and transitions, and a finite number of tokens can be distributed among places.
In SPN, the states and behaviour of a system are expressed as the distribution of
tokens in places and the transitions between places, which helps in understanding
and reasoning about the functional aspects of the system. By using exponential
distributions for the temporal specifications of transitions, i.e. exponentially timed
transitions, an underlying Markov chain is associated with the model from which
performance measures can be derived. To extend the expression capability of SPNs,
immediate transitions are introduced in SPNs representing probabilistic choices that
do not consume time, and this type of SPN is known by the name generalised
stochastic Petri nets (GSPNSs) [55]. There are also SPNs using general distributions
but the analytical or numerical analysis of them is impossible and simulation is the
'only way to analyse them [56]. The major limitations of SPNs and GSPNs are that
they are expensive in specifying and representing complex systems, and it is easy to
construct large models that are difficult to understand and numerically intractable.
Moreover, they lack the compositionality property, which is very important, enabling
the construction of complex performance models from small building blocks [57].

The compositionality property is captured by stochastic process algebras (SPAs)
which have been developed to describe and evaluate resource-sharing systems. In

an SPA, a model is compositionally constructed from submodels that exhibit specific

28



Performance Modelling and Performance Evaluation Process Algebra

behaviour. The functional and temporal aspects of a system are then formulated by the
interactions and interdependency between these submodels. Moreover, an SPA uses a
high-level language to describe systems, which facilitates model construction. It has
formal semantics that can translate a system description into a state transition system
~ which is associated with an underlying stochastic process. Performance evaluation of
the system is then carried out based on this stochastic process whose characteristics
are dependent on the types of random distributions that are used in the system
description. As in SPNs, using general distributions enriches the expressiveness of
an SPA but then it is not supported by general analysis techniques. For that reason,
the exponential distribution is usually used, which makes the underlying process
a Markov chain and simplifies performance analysis. The explicit compositionality
property makes SPAs stand out from existing performance modelling paradigms
since it facilitates constructing complex performance models. Components and their
interactions in a system can be modelled separately; the structure of a model is easily
constructed and clear to understand; components of a model can be transplanted
from another model without making the model intractable. Many case studies
demonstrating the benefits of SPAs can be found in the references in [58,59]. In the
light of the above benefits, a particular SPA, Performance Evaluation Process Algebra
(PEPA), has been chosen as the modelling technique used in this thesis. In the

following sections, introductions to process algebras and PEPA are provided.

3.3 Process Algebras

Process algebras have been designed as formal description techniques for concur-
rent systems — systems that consist of subsystems interacting with each other. A
process algebra theory introduces processes as the basic terms of an algebraic language
which comprises a small number of combinators. In process algebras, a process or
an agent can perform actions, and a system is modelled from the perspective of its
behaviour as interactions between processes. By using some basic axioms similar to
those in elementary algebra!, equational reasoning can be carried out in order to decide
whether two systems are behavioufally equivalent, or to verify that a system satisfies

some properties, or to investigate other aspects of a system. In short, process algebra

'The simplest examples are a + b = b +a, a+ (b + c) = (a + b) + ¢, etc. Here, the combinator “+”
denotes the choice operation rather than the addition operation, which will be explained later.
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is the study of the behaviour of systems by algebraic means [60].

The model of a system, in classical process algebras such as Communicating
Sequential Processes (CSP) [61] and Calculus of Communicating Systems (CCS) [62], is
composed of processes which model the component parts of the system. Combinators
- of the language are used to describe the behaviour of processes. For example, the
prefiz combinator “.” designates a first action of a process, e.g. the process a. P evolves
into process P after performing an a action. In classical process algebras a system
can be expressed as a group of processes which undertake actions independently or
interact with each other. The operational semantics of the language makes it possiBle
to construct a labelled transition system for a model, in which processes form the
nodes and actions form the arcs. This structure is a useful tool for reasoning about the
behavioural properties of a system. However, since the objective of classical process
algebras is qualitative analysis rather than quantitative, an action is instantaneous and
time information is abstracted away. This limitation means that quantitative values
such as response time and throughpuf cannot be extracted from classical process
algebra models. |

To add quantitative information like time and probability to classical process
algebras so that they are suitable for performance modelling, timed and probabilistic
process algebras have been developed. The main idea of timed process algebras is to
associate time information with an action, and that of probabilistic process algebras is
to calibrate the uncertainty of a process’ behaviour with a probabilistic choice operator.
Timed and probabilistic process algebras can be regarded as logical predecessors of
SPAs, in which time and probability are integrated together into process algebras by
associating a probability distribution function with each action representing its time
information. Typical examples of SPAs are PEPA [63], TImed Process for Performance
Evaluation (TIPP) [64] and Extended Markovian Process Algebra (EMPA) [65]. PEPA
was the first process algebra to be developed with the intention of generating Markov
chains which could be solved numerically for performance evaluation. It is used as

the performance modelling technique in this thesis.

3.4 Performance Evaluation Process Algebra

This section gives an introduction to the PEPA language, starting with the basic

terms and execution rules of the language. How a stochastic process representation of
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a system is generated from its PEPA model is explained. Moreover, an example is used
to illustrate how the language can describe a system and how performance measures

can be derived from a PEPA model.

34.1 Components and Activities

PEPA is an SPA which provides a compositional approach to performance mod-
elling. In PEPA a system is described as an interaction of components which engage
in activities. A PEPA model has a countable number of components that correspond
to identifiable parts of a system. For example, a printing system can be considered
to consist of a Queue component which buffers jobs and a Printer component which
prints jobs. This abstract description of a system is similar to the design of a system
and facilitates model construction.

The behaviour of a component is captured by its activities. The Queue component
in the above example could have activities arrive and print, representing a job
entering and leaving the queue respectively. In PEPA, an activity of a component is
characterised by its type and duration. For example, an activity a is defined as a pair
(a, 1), where «a is the action type (or simply type) and r is the activity rate (or simply
rate). Each activity has only one type, and its rate is the parameter of an exponential
distribution governing its duration.!". For a component P, the set of all its enabled
action types and the set of all its enabled activities are denoted as A(P) and Act(P)
respectively. Since multiple enabled activities of P can have the same action type,
A(P) is a set whereas Act(P) is a multiset. If the component P behaves as component
P’ after completing activity a € Act(P), the P’ is called a derivative of P and this

transition can be denoted as P % P, or P Lour), P,

3.4.2 Syntax and Execution Rule

The PEPA language provides a small set of combinators, which are used to express
the individual behaviour of components and the interactions between them. The brief
definitions and interpretations of these combinators are given below.

Prefix: (a,r).P

The prefix combinator “.” designates activities of a component. The component

(o, 7). P carries out activity (o, ) and subsequently behaves as component P. Sequen-

IThe rate r can be any positive real number, and the duration ¢ of activity a follows the distribution
function Fy(t) = 1—e™ ™.
"The justification of the exponential distribution assumption will be discussed in Section 3.4.7.
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tial activities of a component can be expressed by concatenating them with the prefix
combinator. For example, the Printer component can print a job and then suspend for

a while before it is ready to take the next job. This behaviour can be expressed as:

“Printer 2 (print,71).(suspénd, r2). Printer
or equivalently as:
Printer 2 (print,r).Printer’
Printer’ 2 (suspend, 72). Printer

where the component Printer’ denotes the behaviour of the Printer component after
completing the print activity.

Choice: P + Q

The choice combinator “+” expresses uncertainty about the behaviour of a compo-
nent. All the enabled activities in components P and @ are enabled in the component
P + Q and they compete with each other for completion. The first activity to be
completed must be an activity of P or @, and this activity distinguishes one of
the components, P or Q, and P + @Q will subsequently behave as this component.
The continuous nature of the probability distributions ensures that P and @ cannot
complete an activity at the same time. For example, let the component Queue; denote
the behaviour of the Queue component when there are i jobs in the queue. It can
either allow another job to arrive (when the queue is not full) or. have one of its jobs
printed (when the queue is not empty). The Queue component can then be defined as
(i=1,2,---,N-1)

Queue, =4 (arrwe, r3). Queue,
Queue; Y arrive,r3).Queue;
i i+1
+ (print, T).Queue;_,
Queue o print, T).Queuve_
N N-1

where N is the maximum size of the queue. The symbol “T” means the rate of the
activity is outside the control of the component. In this example, the Queue component
is passive with respect to the activity print since it cannot influence the rate at which

jobs are printed.
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Hiding: P/L

The hiding combinator “/” is used to abstract activities of a component. The
component P/L behaves as P except that any activities of types within set L are
not identifiable externally. A hidden activity appears as the unknown type 7 but its
duration is unaffected.V For example, the activity suspend may be hidden from the

outside, and this can be achieved by redefining the Printer’ component as:
Printer’ 2 (suspend, r3). Printer /{ suspend}

which is equivalent to:

Printer’ £ (r,73).Printer

Cooperation: P'Df] Q

The cooperation combinator “ BJ” represents the interaction between components
P and Q. The set L is called the cooperation set and it defines a set of action types
that must be carried out by P and Q together. The activities of P and @ whose
action types are not included in set L are called individual activities and they will
proceed unaffected. In contrast, all activities whose action types occur in set L are
called shared activities and will only proceed when they are enabled in both P and Q.
Therefore, it is possible that one component becomes blocked and has to wait for its
partner to be ready to participate in cooperation. When the cooperation set L is empty,
the two components proceed concurreﬁtly without any interaction between them. A
shorthand notation P||Q is used to represent P DI Q, and the symbol “lI” is referred
to as the parallel combinator. For example, the printing system may have two parallel
queues that share only one printer, and each Queue component cooperates with the

Printer component on the activity print individually. This can be expressed as:
(Queueg || Queuey) {Egﬂ Printer

The rate of a shared activity is determined by the rate of the slower participant and
is thus the smaller of the two rates. If one of the participants is passive with respect to
the cooperation, i.e., its activity rate is labelled as T, the rate of the shared activity is

determined by the other component. This means that although the component which

NV The action type 7 is reserved in the PEPA language to represent activities that are unknown or
unimportant.
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has this passive activity is required to engage in the cooperation, it has no influence on
the rate at all.

Constant: A Z P

The constant combinator “Z” can be used to associate names with behaviour. Here
A'is the constant and it is'given the behaviour of the component P. Its usage has
been shown in the above examples. Moreover, it can be used for system definition
which specifies how the system is constructed from the defined components, i.e., how
the components cooperate with each other so that they express the behaviour of the
system. For example, the printing system with one queue and one printer can be given
a name System, which is associated with the cooperation between the components

Queue and Printer. That is:
def .
System = Queue {;ES:} Printer

where Queue, and Printer define the initial behaviour of the corresponding compo-
nents.

Precedence:

The precedence of the above combinators is as follows: hiding has the highest
precedence followed by prefix, cooperation comes next and choice has the lowest
precedence. Brackets may be used to force a different precedence or to clarify the
grouping as in elementary algebra.

Execution Rule: . '

In PEPA the dynarﬁic behaviour of a component when it has more than one activity
enabled is governed by a rule called race condition. That is, all the enabled activities
compete with each other to proceed but only the fastest succeeds. The probability
that an activity wins the race is given by the ratio of the rate of this activity to the
sum of the activity rates of all the enabled activities [63]. Therefore, the race condition
is the mechanism by which PEPA achieves probabilistic behaviour. This property is
useful when an action being modelled has more than one outcome. For example, a

component P which is defined as:
P 2 (a,%*T).P1+(a’%*r).P2

has two separate activities of the same action type. To external observers, the
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component P engages in activities of type o with rate r, and will subsequently behave
as P, with probability 1/3 or as P, with probability 2/3. The sum of the rates of all
activities of an action type, say a, in component P is called the apparent rate of action

of type a, and is denoted as 74 (P).

3.4.3 Operational Semantics

Prefix
(a,r).P L) p
Choice
P (a,r) P Q (ar Q,
P+ p  pr ¢
Hiding
(a,r) ; (a,r) '
P:;P (a ¢ L) P(rr) ~— (ac)
P/L —5 P'/L P/L —= P'/L

Cooperation

(a,r) ’ (a,7) ’

pPp=5p Q—>Q
o (¢ L) [CTN (¢ L)
PDAQ =5 PIDAQ PDIQ—> PDBAQ
P (er1) P Q (ar2) Q/ T T
— ¥ (a€L) where R= —r+«—2—smin(rs(P),7a(Q))
(@.R) Ta(P) Ta(Q)
Poa@ et poag o
Constant )
a,r "
P—PF (44p
42, pr

ngure 3.1: Operational Semantics of PEPA

The semantics of PEPA can be presented in the structural operational semantics
(SOS) [66] style as shown in Figure 3.1. Operational semantics of a process algebra pro-
vide a formal interpretation of all expressions, and explicitly describe how processes
evolve in stepwise fashion and possible state transitions they perform. Transitions
are governed by operational rules which have the form E(%\%r%i?%s’ and the operational
rules in Figure 3.1 can be read as: if the transition(s) above the inference line can be
inferred, then the transition below the line can be deduced.

In the rule for cooperation, the apparent rate of a shared activity in the component
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P Dfl Q, i.e. (P Dzﬂ Q), is taken to be the smaller of the apparent rates of that action
type in the components P and Q, i.e. min(r¢(P), 7o(Q)). Moreover, P and Q may have
multiple activities of the same action type which have different outcomes. In this case,
the activity (a, R) is in fact an instance of the action type o of the component P Dzﬂ Q.
The probability that the activity (a, 1) in P and the activity (a,r2) in Q are combined
" to form the shared activity is 71 /74(P) * 72/7(Q).Y 1t is clear that, if P and Q have
only one instance of the action type o, then R is min(ry, r2).

On the basis of the above semantic rules, PEPA can be defined as a labelled
maulti-transition system. In general, a labelled transition system (S, T, {5 |t € T})
consists of a set of states .S, a set of transition labels T and a transition relation between
states - for each t € T. Since PEPA allows multiple instances of a transition, i.e.
multiple activities of the same action type, it can be regarded as a labelled multi-

transition system (C, Act, {(a—r)> |(a,7) € Act}), where C is a set of components, Act

is a set of activities and <= is a set of transitions governed by operational rules in
Figure 3.1.

Following these rules, a transition diagram of a PEPA model which shows its
behaviour can be constructed. Figure 3.2 shows the transition diagram of the above
printing system example with one queue and -one printer when the maximum queue

length is 3.

3.4.4 The Continuous-time Markov Chains Underlying PEPA Models

For any PEPA model, an underlying stochastic process can be generated based on
its transition diagram. To form the stochastic process, a state is associated with each
node of the diagram (e.g. the component Queue, , X1 Printer), and the transitions
between states are defined by the arcs of the diag;;m‘(e.g. the activity (print,r1)).
Since all activities are time homogeneous and their durations are exponentially
distributed, it is established that this stochastic process has the Markov property and
is a continuous-time Markov chain (CTMC) [63]. The elements of the infinitesimal
generator matrix of the underlying CTMC, Q, can be defined intuitively as follows:

e The off-diagonal transition rate of Q between the two states corresponding to
the components C; and Cj (i # j), gy, is defined as ¢(C;,Cj) = 3 ¢ Act(Ci|C;) Tas
where Act(C;|Cj) is the multiset of activities connecting the components C; and

VChoices in P and Q are assumed to be independent.
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Figure 3.2: The transition diagram of the PEPA model of the printing system

C;j. This can be regarded as the rate at which the system changes from behaving

as C; to behaving as Cj.

e The sojourn time of the CTMC in the state corresponding to the component C;
is exponentially distributed, and the rate at which the system leaves this state
is defined as q(Ci) = > acAct(c;) Tar Where Act(C;) is the multiset of activities
leaving the components C;. The diagonal element of Q corresponding to the

component C; is the negative value of ¢(C}), i.e. ¢i; = —q(C;).

N.B.: Without ambiguity, throughout the rest of this thesis, a PEPA model behaving
as a component C is said to be in the state C unless otherwise stated.

To ensure the CTMC underlying a PEPA model has the steady state or equilibrium
behaviour, the PEPA model must be cyclic and finite [63]. From the perspective of the
transition diagram of a PEPA model, these two requirements mean that any node of
the diagram can be reached from any other node of the diagram, and that the diagram
has finite nodes, respectively. The first requirement is satisfied if all components of
a PEPA model are cyclic; its system definition only consists of cooperation between
these components; and the cooperation sets in its system definition are well defined so

that there is no deadlock in the model’s transition diagram. The second requirement
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is satisfied if the PEPA model consists of finite number of components.V!

3.4.5 Deriving Performance Measures '

In this thesis, only steady state performance analysis is considered. Performance
measures such as utilisation and throughput of a PEPA model can be derived from the
equilibrium probability vector of its underlying CTMC, i.e. the equilibrium probabilities
that the PEPA model is in each state. Assume the state space of the PEPA model is S
and # denotes the equilibrium probability vector of the model, then 7 can be found by

using the global balance equations (Eq. (3.1)) and the normalisation condition (Eq. (3.2)):

Qm =0, (3.1)
> m(Ci)y =1, (3.2)

C;eS
where 7(C;) is the equilibrium probability of the model in the state C;. Direct methods
" such as Gaussian elimination and iterative methods such as Gauss-Seidel method can

be used to solve this system of linear equations [67].V!1

7(C;) can be regarded as the
probability that the system is in the state C; when it is observed at a random time.
Alternatively, it can be considered as the proportion of time that the system behaves
as the component C;. -

Performance measures can be derived using a Markov reward structure (MRS) [68],
which assigns rewards to the states or transitions of interest of the Markov chain. For
PEPA models, rewards can be assigned to activities of a component. Then the reward
associated with the state corresponding to this component is the sum of the rewards
attached to the activities that the component enables. A performance measure is then

calculated as the total reward R using Eq. (3.3):

R=Y" pi*n(Cy), (33)

C;€eS
where p; is the reward associated with the state C;. The term p; * 7(C;) can be regarded
as the reward the system accrues during its sojourn time in state C;. In this way, the
rewards can be defined at the level of the PEPA model, rather than at the level of the

VIAll the PEPA models in this thesis have equilibrium behaviour.
VIEor all the PEPA models in this thesis, their equilibrium probability vectors are calculated using a
solver that implements the Gauss-Seidel method.
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underlying Markov chain.

PEPA is equipped with tools for manipulating and analysing models, and thus
analysis of a PEPA model becomes automatic once its descripﬁon is completed. All
the evaluation in this thesis has been conducted using the PEPA Workbench and

associated tools [69], and a review of these tools can be found in [59].

3.4.6 An Example
In this subsection, the process of solving a PEPA model and deriving performance
measures from it are demonstrated, using the printing system example introduced

earlier. The PEPA model of the printing system is

Queueg “ (arrive,r3). Queue;
Printer 2 (print,r1).Printer’ Queue; = (arrive,r3).Queuve;
Printer’ 2 (suspend, r2).Printer + (print, T).Queue;_,

Queue “ (print, T).Queue y_,

System o Queue {Eﬁl} Printer

If the maximum size of the queue N is 3, then this model has 8 states and 13
transitions, as shown in Figure 3.2. The 8 states are labelled as Sy, Sy, - -, Ss, which

are identified as follows:

DA Pri DA Printer’

51 — Queue o3, Printer S5 — Queueg o9, Printer
: D Printer’

So — Queue; o3, Printer S¢ — Queue, Pl Printer
S5 — Queue, {p'?;gt} Printer S7 - Queteq (p":f:} Printer’
B>q ; >q j /

S4 — Queues o Printer Sg — Queues o Printer

The generator matrix Q of the model is
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S
S
S3
Sy
Ss
Se
Sq
Sg

5 S2 S3 Sy Ss Se S7 Ss

[ s rs 0 0 0 0 0
0 —(r1+r3) T3 0 1 0
0 ~(r1+7r3) 73 0 7 0
0 0 0. . —n 0 0 R ST 0
To 0 0 0 —(r2+r3) T3 0 0
T 0 0 0 —(re +13) T3 0
T2 0 0 0 —~(rg +73) 73

i 0 r2 0 0 0 —ry |

The activity rates used in the model are r; = 1/10, r = 1/3 and 73 = 1/15. By

solving the system of equations Eq. 3.1 and Eq. 3.2, the equilibrium probability vector

of the model is

n(S1) w(S2) w(S3) w(Ss) w(Ss) w(Se) 7"(57) 7(Ss)
T = [0.2751 0.2201 0.1834 0.0550 0.1541 0.0550 0.0477 0.0096]-

As examples, utilisation and throughput of the printer, and the average queue

length are derived from this model.

Utilisation: The utilisation of the printer is the proportion of time the printer
has jobs to print. This can be calculated by assigning a reward of 1 to each state
in which the component Printer is able to print jobs [70]. Therefore, the reward

vector p is

pPL P2 P3 P4 P35 P PT P8
p=[0 1 1 1 0 0 0 o]

and the utilisation of the printer U is calculated as:

8
U=> pi*xn(S)=04585 = 45.85%.

i=1

Throughput: The throughput of the printer is the expected number of printed
jobs per unit time, i.e. the throughput of the activity print. Accordingly, it is an
activity related performance measure and a reward equal to the activity rate r;
is associated with each enabled activity print [71]. That is, the fewards assigned

to each state are
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£1 P2 P3 P4 P5s Ps P17 P8
p=[0 1/10 1/10 1/10 0 0 0 0],

and the throughput of the printer T is calculated as:

8
T =Y pi#m(S;) = 0.0459.

i=1

e Average Queue Length: The average queue length is the expected number of
queued jobs. This performance measure is the weighted sum of the equilibrium
probabilities of system states, where the weights are the number of queued jobs
in the corresponding states [72]. Consequently, the rewards assigned to each

state are

P1 P2 P3 Ps Ps Ps PT P8
p=[01230123],

and the queue length L is calculated as:

8
L= Zp,- * 7(S;) = 0.9311.

=1

3.4.7 PEPA for Performance Modelling

As presented in Section 3.2, the most important motivation for the use of process
algebras for performance modelling is the compositionality property. The process
algebraic combinators of PEPA are carefully designed so that they can express the
compositional structures of systems. This enables the construction of complex systems
as the combination of conceptually simpler subsystems, which is close to the way that
designers think about systems. Moreover, PEPA is a high-level language for describing
systems and thus is much more efficient than directly developing a state transition
diagram of a system that is error-prone and time-consuming. ’

PEPA models are generally solved numerically at the level of the underlying
Markov chains. The exponential distribution used in PEPA models reduces the
mathematical complexity and makes it straightforward to derive a CTMC from a given
.specification. Although the exponential distribution assumption is usually not met in

practice, this simplified assumption is still used as a building block of this thesis. On
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the other hand, studies in performance modelling of stochastic systems have shown
that results derived from this unrealistic assumption are often found to agree well with
field data and experiments. That is, it is justified from an engineering point of view for
performance evaluation of stochastic systems [73]. Moreover, stochastic systems may
be insensitive or robust with assumptions made on system parameters [74].
Performance modelling techniques which rely on numerical solution are generally
prone to the state space explosion problem — the size of the underlying Markov chain
is so large that the model is intractable. However, applying equivalence reasoning on
PEPA models allows model simplification and aggregation which results in reduction
in the number of states required in the underlying Markov chain to represent the
model. This kind of manipulation on models is also a distinguishing property of

process algebras which alleviates the state space explosion problem.V!

3.5 Summary

Performance modelling has been playing an important role in the design and
evaluation of systems such as computers and communication networks. Efficient and
reliable design and evaluation of complex systems like these require formal modelling
approaches. The aim of this chapter is to give a brief review of the commonly used
performance modelling methods, and introduce the PEPA formalism which is used in
this thesis. Essentially, mobile wireless networks are resource-sharing systems which
entail concurrency (multiple users compete for, and interact with, multiple resources),
and compositionality (users, protocols and network entities are component parts of
networks). The compositionality, concurrency and parsimony of PEPA make it suitable
for performance modeiling of the network management scheimes that are used in
mobile wireless networks. Models of these schemes are constructed and evaluated

in the following chapters.

VL All the PEPA models in this thesis are compiled by the PEPA tools that implement this state space
reduction function.
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Chapter 4
- .Modelling of Signalling Schemes
| for RSVP in Mobile Wireless

Networks

As discussed in Chapter 2, RSVP exhibits deficiencies when it is deployed in mobile
wireless networks. One of the major problems is the signalling optimisation problem
with regard to reducing handover interruptions and overheads. In this chapter,
PEPA models of basic and optimised signalling schemes for RSVP in mobile wireless

- networks are built and evaluated.

4.1 Introduction

In a mobile scenario, RSVP becomes inefficient because there is an interruption
of a mobile node’s QoS session when it changes its point of attachment to the
network. A number of variants of the basic RSVP with mobility support have
been proposed to tackle incompatibilities between mobility and QoS management
protocols. Although most of the mobility-supported RSVP proposals integrate RSVP
with the macro-mobility management protocols such as MIPv6, a mobility-supported
RSVP that integrates RSVP and micro-mobility management protocols has become
Widely accepted as the best approach to combining mobility and QoS. This is because
a micro-mobility management protocol such as HMIPv6 has inherent characteristics
which facilitate the deployment of RSVP in mobile wireless networks. However
a mobility-supported RSVP is designed, its essential objective is to optimise the
signalling procedure of the basic RSVP by restricting its signalling to within the
affected part of the network, so that the interruptions during handover can be reduced.

To identify the advantages of the mobility-supported RSVP, most of the previous
efforts to evaluate the enhancements have been simulation in which specific network
topologies and traffic patterns are used, and performance measures such as handover

signalling delay and packet loss are obtained. The contribution of the work presented
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in this chapter is that the PEPA models are the first formal performance models of the
operation of both the basic and mobility-supported RSVP in mobile environments.
Moreover, these models are independent of the specific implementations of the
signalling schemes and the structure and behaviour of these PEPA models exhibit
clear representations of the mechanisms underlyiné the schemes. From the PEPA
models, important performance measures such as handover blocking probability and
handover signalling cost are derived from the stationary behaviour of a mobile node,
and the benefits of the mobility-supported RSVP are demonstrated.

The rest of this chapter is structured as follows. Section 4.2 gives a general review of
the approaches that are used by mobility-supported RSVP to optimise the signalling
procedure of the basic RSVP in mobile wireless networks. In Section 4.3 the PEPA
models of both basic and mobility-supported RSVP are presented. The performance
of the two schemes are evaluated and compared in Section 4.4 and in Section 4.5 the

evaluation results are discussed.

4.2 Signalling Optimisation Schemes for RSVP in Mobile
Wireless Networks

Since an RSVP reservation path is identified by the source and destination ad-
dresses, one of the major incompatibilities between RSVP and mobility management,
when providing QoS guarantees in mobile wireless networks, is that a mobile
node must re-establish an RSVP reservation path whenever it performs a network
layer handover. This procedure causes interruptions to the mobile node’s ongoing
communications and can significantly degrade QoS-sensitive services. However, in
most realistic situations, the old and new reservation paths between the mobile node
and its correspbndent node before and after a handover share some intermediate
routers. Therefore, to reduce the reservation re-establishment time, it is required that
the RSVP signalling should be localised within the affected part of the network [75].
Since the work of this chapter is not on designing a signalling optimisation scheme,
only a general description of the approaches to localising the RSVP signalling during
handovers is presented. The details of the approaches can be found in their corre-
sponding references [76-86).

A straightforward way to localise the RSVP signalling is to configure an RSVP-

compliant router so that it is able to determine whether it has already reserved
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resources for an RSVP session. In mobility-supported RSVP schemes for MIPv6 [76-
79], the flow label [87] in the IPv6 packet header is used to identify a traffic flow. When
a mobile node performs a handover, it sends a reservation request which includes the
flow label. The request is transmitted upstream to the mobile node’s correspondent
node, and along the path the RSVP-compliant routers will examine the flow label. If a
router finds that there has been a reservation path for the flow, the reservation request
is ignored.

Although the above mentioned work studies the integration of RSVP with MIPv6,
it is indicated in [88] that for every mobile node’s network layer handover, a
micro-mobility management protocol such as HMIPvé6 is preferable to a global-
. mobility management protocol such as MIPv6 from the perspectives of update latency,
signalling overheads and location privacy. Therefore, schemes that integrate RSVP
and HMIPv6 receive more interest. Previous work on deploying RSVP in an HMIPv6-
compliant network [80-82] takes advantage of the two-layer care-of addresses of a
mobile node. As presented in Chapter 2, when the mobile node performs a micro
handover, i.e., switches to a new AR connecting to the same MAP, only its LCoA is
changed and its RCoA remains the same. It then follows that a mobile node actually
only needs a new reservation path between its new AR and the MAP, and maintains
the same reservation path between the MAP and its correspondent node. In the
proposed schemes, the MAP is configured so that it can assist the mobile node to make
this kind of partial resource reservation: With the information on the current binding
between the mobile node’s LCoA and RCoA, the MAP is capable of intercepting and
looking into the RSVP messages and swapping the LCoA and RCoA of the packets in
a way that the reservation paths below and above the MAP are identified by the LCoA
and the RCoA respectively. As a result, as long as the mobile node moves within the
same MAP domain, the RSVP signalling only traverses the network up to the MAP
and the reservation re-establishment signalling procedure is optimised.

There are also schemes such as [84-86] for MIPv4 that do not re-establish reserva-
tion paths between the mobile node and its correspondent node as normal. These
schemes build a forwarding chain using an RSVP tunnel [89] between the mobile
node’s current and previous ARs, and require all the data and signalling packets
to be transmitted through the tunnel. Therefore, the previously established RSVP

'The basic RSVP in this case cannot achieve end-to-end resource reservation within the MAP domain
since RSVP signalling messages are encapsulated and thus are transparent to RSVP-compliant routers.
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reservation path can still be used and only a new segment of RSVP reservation path is
added. However, this type of scheme has the problem of routing inefficiency since the
traffic is forced to travel through all the mobile node’s previous ARs.

4.3 PEPA Models of the Basic and Mobility-supported RSVP

In this section, the PEPA models of the basic and mobility-supported RSVP are
presented. Here the mobility-supported RSVP refers to the schemes that optimise the
procedure of re-establishing an RSVP reservation path between the two communicat-

ing ends after a handover.

old RSVP
reservation path

basic
RSVP signalling

moblle node ' moblle node

Figure 4.1: Different reservation request procedures

Figure 4.1 shows the reservation request procedures of the basic and mobility-
supported RSVP. A mobile node engages in a QoS session with its correspondent
node and preserves an (old) RSVP reservation path between them. During the
communication, it may perform handovers and need to re-establish a new RSVP
reservation path. In the models the old and new RSVP reservation paths are assumed
to have a shared part, e.g. in HMIPv6 a mobile node performs a handover within its
MAP domain. In this situation, the signalling of the mobility-supported RSVP only
traverses the segment of the network to the merge point of the paths whereas that of
the basic RSVP traverses the whole network up to the correspondent node.

The network between the communicating ends can be separated into two parts
according to the merge point of the old and new RSVP reservation paths, i.e., the
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network below and above the merge point are referred to as the lower network and the
upper network respectively. The lower network usually consists of the whole or part of
the mobile node’s access network (depending on the position of the merge point) and
the upper network generally consists of the Internet core network which is typically
hEav'in loaded. Moreover, the concept of a channel is borrowed from WWANSs, and
resources of the lower and upper networks are represented as lower network channels
and upper network channels respectively. In the following PEPA models, three types
of PEPA components are defined to model the mobile node and the resources of the
lower and upper networks, namely MN, CHAN and CHANY respectively. There is
another PEPA component CT defined to model the cleanup timer that is required by
RSVP.

4.3.1 Traffic and Mobility Models

Before the PEPA models are built, it is necessary to make assumptions about
the traffic and mobility models of a mobile node. The traffic model of a mobile
node usually consists of two parts: the session arrival rate and the session duration.
Although recent study suggests that the Internet traffic at the packet level exhibits
long-range dependence (LRD), the Poisson process is still a good model of the session
arrival behaviour of the mobile node [90, 91]. As for the session duration, the
traditional exponential distribution is used [92-94].

The mobility model is generally concerned with the distribution of the residence
time of a mobile node in an area. By using different assumptions about the speed,
direction and area shape, various types of distributions can be derived. However, the
handover behaviour of a mobile node also depends on the type of handover procedure
and thus the distributions based on contrived mobility patterns and area shapes are
not really practical [95]. For that reason, without any proved probability distribution,
the exponential distribution is chosen to model the mobile node’s residence time in an

area.

4.3.2 PEPA Model of the Basic RSVP
Mobile Node: The mobile node is initially in the idle state MN j4;.. It generates

new session requests (activity session_arrive) at the rate of A and then goes to state

MN §ev

equests i which it tries to make reservation paths in both lower and upper

networks (activity reserveney). If there are resources available in both lower and upper
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networks, the request is accepted and the mobile node goes to state MN gngageq and
carries out its session (activity session). Otherwise, the request could be blocked by
either the lower network or the upper network (activities blockpyer and blockypper)
and the mobile node keeps requesting until it is finally admitted by both networks.
The mean duration of an session is assumed to be 1/u. During the session, the
mobile node may perform a handover (activity handover) at the frequency of v, and
it goes to state MN gg;,f;;g" and requests new reservation paths in both lower and
upper networks (activity reserve@! , '} in order to continue its session.! After the
session is completed, fche mobile node goes to state MN compieted, tears down its current
reservation path (activity tear_down), and goes back to the idle state. The component
MN is defined as:

d . .
MN 14 2 (session_arrive, \).MN f{g;{lest
New - 4
MN Rg;‘{wst = (reservenew, Tn).-MN Engaged

+ (blockiower, Th). MNRE: o,
+ (blockupper, Ti).-MN BEY ot
def .
MNEngaged = (SGSS'LOTL, .U')-MN Completed

+ (handover, v). MNgg;::ieosz;er

Handover 4 all a
MN Request - (Tesemehandover’ Th)~MNE'ngaged

Hand
+ (blOCklowera Té)'MNRg(?ue?tjer
+ (blOCkuppe'I‘a T;)L)'MN;?I%?EET

MNCompleted = (tear-down, Tt).MNhue

As an example, the state transition diagram of the component MN is shown in
Figure 4.2. The state transition diagrams of all the PEPA components in this thesis can
be produced in a similar way.

Lower Network Channel: The component CHAN® models the resources in the
lower network. It can be reserved (activities reservene, and reservefll , 3 and torn
down (activity tear_down) explicitly by a mobile node. Therefore, the definition of
CHANY is similar to the behaviour of a simple queue in queueing theory. The
state of the lower network is denoted as CHANL, where the subscript i indicates

the number of engaged channels. When the mobile node performs a handover, its

IThe mobile node is assumed to implement the local repair [24] option, so it can send reservation
requests almost immediately after a handover.
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(tear_doum, )

(session_arrive, )) [ MNYew \ (reservenew, )

(session, p)

(block,,,wer, r,,)

(handover, v)
(blockypper, T3')

(blockipwer, r;)

N

Handover
MN Regquest

N

(blockupper, T3)

all a
(mewehandover s Th )

Figure 4.2: State transition diagram of the PEPA component for mobile nodes

old reservation path is still valid until the cleanup timer expires (activity ezpire).

) 11

When the CHAN is fully engaged, it blocks the requests of mobile nodes (activity

blockiower). If the capacity of the lower network is M, the component CHAN Lis

definedas (: =1,2,--- ,M

CHANY

CHANY

CHAN%,

- 1):

(reservenew, T).CHANY

all T
+ (T,SEC"’UB handover? /7

(reserveney, T).CHANE,

+ (reserveft . oy T).CHAN[
+ (tear_down, 'I').C'H./h’\fi__1

+ (expire, T).CHANY
(blockiower, T).CHANE,

+ (tear_down, T).CHANY, _,

+ (expire, T).CHAN%,_,

arL
).CHAN'

"The basic RSVP [24] only requires a node to explicitly tear down its reservation path at the end of its

session.
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Upper Network Channel: The component CHAN Y models the resources in the

upper network and its behaviour is the same as that of CHANL. If the capacity of the
upper network is N, the component CHAN Uisdefinedas (i =1,2,--- ,N —1):

CHANY %
CHANY %
CHANY Z

(reserveney, 7).CHAN vo-
hondover> 1)-CHANY{
(reservepew, T).CHAN,-’il

+ (reserve 1 ver» T).CHANZ,
+ (tear_down, T).CHANY

+ (expire, T).CHANY
(blockypper, T).CHAN ¥

+ (tear_down, T).CHANY_,

+ (ezpire, T).CHANY _,

+ (reserve

Cleanup Timer: The component CT models the cleanup timer that is used by

RSVP to maintain the reserved resources and implement soft reservation. It is defined

in such a way that it starts a timer for each obsolete reservation path caused by the

mobile node’s handover, and the reservation path is not released unless the timer

expires. Each timer has a mean lifetime of 1/7 (activity ezxpire). Therefore, after

1 consecutive handovers, there

are i timers enabled and the aggregate expiration

rate of all the obsolete reservation paths is ¢ * 7. Moreover, since the mobile node

always requires reservation paths in the lower and upper networks together, the

maximum number of reservation paths in the whole network is min(M, N), which

is also the maximum number of enabled timers. The component CT is defined as

(h —1 9
\¢ = 1,4«

PR

CTmin(M,N)

System Definition: Since

(handover, T).CT,

(handover, T).CT ;1

+ (expire, i x 7).CT;—

(expire, min(M, N) * T).CT pin(m,N)—-1

the mobile node using the basic RSVP reserves the

resources of the whole network for both new and handover sessions, the activities

TeServene, and reservegfllndouer must be synéhronised by MN, CHAN® and CHANVY.
CHANY and CHAN Y can cooperate with MN on the activities blockiower and blockypper
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respectively when they are fully engaged. ‘The CT synchronises with MN on the
handover activity and with CHAN® and CHANV on the expire activity. When the
mobile node finishes the session, the activity tear_down is carried out by MN, CHAN -
and CHANY together The PEPA model of the basic RSVP is constructed as (the

number K in the square brackets denotes K parallel mobile nodes):
B Y L U
RSvPB Y (MN,dle[K]> > ((CHANO DI CHAN ) b CTO), _
where

L, = {reseruenew, reserveﬁfllndover, tear_down, block jpyer, blockypper, handover},

Ly = {'reser'ueneu,, reservedl i ver, tear_down, e:vpire}, and L3 = {ezpim}.

4.3.3 PEPA Model of the Mobility-supported RSVP
Mobile Node: Unlike the mobile node using the basic RSVP, the mobile node
using the mobility-supported RSVP only requires a new reservation path in the lower

network after a handover. This is implemented by changing the behaviour of the

Handover

component MN after a handover. That is, in state MN por.t

the component MN

performs the activity reservel°¥er _ In this case, the mobile node can only be blocked

by the lower network (activity blockioyer). Therefore, the component MN is defined as:

MN 1416 =4 (session_arrive, A).MN %j;‘,’mt
MNee . 2 (reservenew, Tn)-MN Bagaged

+ (blockiower, Th)-MN BE% o

+ (blockupper, T3)-MN R o
MNEngaged z (3633i0n7 N)'MN Completed

+ (handover, v). MN gg&‘ig‘;’{"
MN fiendoner 2L (reservelower ..., h). MN bngaged

1 Hand
+ (blOCklowera rb)-MNRg;te?t’er

def
MNCompleted = (tear_down, Tt)'MNldle

Lower Network Channel: The component CHAN' is modified so that it is aware
of the new type of request which only reserves the resources of the lower network.

Generally, the mobility-supported RSVP requires the mobile node to explicitly tear
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down its obsolete reservation path after a handover.

However, to avoid a one-

sided comparison, this requirement is not implemented. The component CHAN Lis

modified as : = 1,2,--- ,M —1):

- CHAN} 2
CHAN} Z
CHANEL, 2

(reserveney, T).CHANY
fover ... T).CHANY
(reserveney, T).CHAN,-[:H
gfggﬂ;wer’ T)'CHANiL-H
+ (tear_down, T).CHANL ,

+ (ezpire, T).CHANL ,
(blOCklowera T)CHANﬁ/f

+ (tear_down, T).CHAN%,_,

+ (expire, T).CHAN%, _,

+ (reserve

+ (reserve

Upper Network Channel: In the mobility-supported RSVP, there is no need for

a new reservation path in the upper network after a handover. An upper network

reservation path is only established and torn down at the start and the end of an

session, and it is not aware of the mobile node’s handover and consequently never

expires. The component CHANV isdefinedas (i = 1,2,--- ,N —1):

CHANY
CHANY

CHANY,

o (reservenew, T).CHANIU
= (reservenew, T).CHANgH

+ (tear_down, T).CHANY ,

Y (blockupper, T).CHANY

+ (tear_down, T).CHANY _,

Cleanup Timer: The component CT in the mobility-supported RSVP has the same

function as that in the basic RSVP. The only difference is that the maximum number

of timers in the whole network is M because only lower network reservation paths

expire and the mobile node can use up all the resources in the lower network. The
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component CT is defined as (¢ = 1,2,--- ,M —1):

d.

CTy =] (handover, T).CT,

cT; 2 (handover, T).CT ;41
+ (ezpire, i x7).CT;1

CTm =4 (ezxpire, M x T).CT pm—1

System Definition: The system definition of the mobility-supported RSVP is the
same as that of the basic RSVP, except for the cooperation sets L; and Ly. In L;
the activity reserve , is replaced by the activity reserveld?er . In L, there are
no longer activities reservef!! ,  and ezpire, since there is no need to establish an
upper network reservation path after a handover and the reservation pa{ths in the
upper network do not expire. The PEPA model of the mobility-supported RSVP is

constructed as:
RSVPMS ¥ (MN e [K]) D ((CHANg >J CHANY ) D CTO),
Ly Lo L3
where

L, = {resemenew, reserveioer .., tear_down, blockoyer, block upper, hGNdOWT},

Ly = {Tesemenew, tear_down}, and L3 = {ezpire}.

4.3.4 System States of the PEPA Models

Due to the characteristics of the basic and mobility-supported RSVP, resources of
the lower and ui)per networks are consumed in different ways. For the basic RSVP,
since a mobile node requires resources all through the network for both new and
handover sessions, there are at most min(M, V) reservation paths in both lower and
upper networks. For the mobility-supported RSVP, since upper network resources
are only reserved for new sessions, there are at most min(K, N) reservation paths in
the upper network.!V On the other hand, all the M channels of the lower network
can be used for new and handover sessions. For example, if K = 15, M = 20 and
N =10, then for the basic RSVP, the upper network could be fully engaged whereas
10 channels in the lower network are redundant. For the mobility-supported RSVP,

VRemember that in both PEPA models, a mobile node cannot start a new session until it finishes its
current session.
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both networks could be fully engaged.

To ensure that the models are numerically tractable, in both models there are
K = 5 parallel mobile nodes and M and N are set to 7 and 5 respectively. The
capacity of the upper network in particular is set smaller than that of the lower
network to emphasise the scarcity of resources in the upper network. The system
states of the basic RSVP model and the mobility-supported RSVP model are the feasible
combinations of the state of each component of that model. External codes written
in AWK [96], which is designed for processing text-based data, are used to check
whether every state is feasible. For example, for the basic RSVP model, the number
of engaged upper network channels, the number of engaged lower network channels
and that of engaged mobile nodes should be the same; and for the mobility-supported
RSVP model, the number of engaged upper network channels should equal to that of
engaged mobile nodes.

In this thesis, the system state of a model is denoted as a tuple. For instance, both

models have the following system state:
(MN Hendser | MN ngaged! MN ratel MN 1aie| CHAN|CHANY | CT),

where the symbol

llln

has no operational meaning but just separates different compo-

nents.

4.4 Performance Evaluation

Since the network between the two communicating; ends usually consists of the
Internet core network where the traffic is typically congested, an optimised utilisation
of it is both practically and economically required. A more congested network usually
results in a higher reservation request blocking probability, and a larger signalling
delay implies a longer interruption of QoS sensitive traffic. The mobility-supported
RSVP is especially designed to eliminate unnecessary consumption of network re-
sources and reduce the signalling overheads. Therefore, the performance measures
investigated in this work are the probability of rejecting handover reservation requests

and the costs associated with the handover reservation signalling.
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_Rate Corresponding activity Value (second”)

A session._arrive [10: 10 : 150].7!
@ session [30 : 30 : 450].7¢
v handover [60 : 60 : 900].7}
T  eapire . 150~

Tn reserveney 0.171

Th resemegffndover 0.17!

rfl reserveff’;‘,’f;[over 0.0571

'rl', block jower 0.025~1

Ty block ypper 0.075~1

Tt tear_down 0.1°1

Table 4.1: Activity rates of the PEPA models of the basic and mobility-supported RSVP

44.1 Parameter Settings

The activity rates used in the basic RSVP model and the mobility-supported RSVP
model are set as follows. The session arrival interval 1/, the session duration 1/, and
the mobile node’s handover interval 1 /v are the control parameters and their variation
ranges are listed in Table 4.1.V The mean lifetime of an RSVP reservation path 1/7 is
set to 150 seconds as suggested in [24]. The mean delays of the signalling messages
that traverse the whole and the lower network are set to 0.1s and 0.05s respectively.
As for the lower and upper network reservation request blocking signalling messages,
since they could be generated at any RSVP-compliant router in the lower and upper
networks, it is assumed that statistically they are generated at the middle point of the

Ir v A
network and their mean d

to 0.025s and 0.075s respectively. The rates of

all the activities are listed in Table 4.1.

4.4.2 Handover Blocking Probability

Since the mobile nodes in the basic RSVP model and the mobility-supported RSVP
model are individually expressed, performance measures can be derived by observing
either a single mobile node or all the mobile nodes as a whole (the former is chosen).
Moreover, as the 4 MN components in both models have identical behaviour, any one

of them can be chosen to carry out the evaluation (the first one is chosen).

VThe operator “:” generates a sequential series of numbers, each number separated by a step value,

“ =1r

using the syntax first:step:last; the operator “.~"” calculates the reverse of each element of a matrix.
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The handover blocking happens in the system states in which the mobile node
requires a reservation path after a handover whilst the lower network or the upper
network is fully engaged. Therefore, in the basic RSVP model these system states can

be described as the union of two sets of system states:
SBp = { (M endaer x| | x| CHANq |+ ) } U { (MN famdoner )+ |+ | CHAN |+ ) },

and in the mobility-supported RSVP model these system states can be described as the
set:
St = { (MNJfendezer| «| x|+ |CHAN | |+ ) },

"
*

where the symbol is used as a wildcard character for a component’s state and
means that there is no requirement on the state of that component as long as Sgg and
SM are the subsets of the state space of their respective models. In these system states,
the mobile node can only perform the self-transitions corresponding to blocking until
there are available resources. Therefore, the percentage of time that the mobile node
gets stuck due to the lack of resources, which can also be regarded as the handover

blocking probability experienced by the mobile node, is calculated as:

Pg= Y n(si), (4.1)
siESSB

Pifz= Y n(s), (4.2)
s.‘ES?}’B

where 7(s;) is the equilibrium probability of the system state s;, and Pz and Py
denote the handover blocking probability for the basic RSVP model and the mobility-
supported RSVP model respectively.

In the following subsections, the effect of session arrival interval, session duration »

and handover interval on the handover blocking probability is investigated.

4.4.2.1 Effect of Session Arrival Interval
Figure 4.3 shows the effect of the session arrival rate on the handover blocking

probability.Y! The handover interval is set to 540 seconds and the session duration

VIThis figure is produced by the following steps: For each value of the session arrival interval, firstly,
the equilibrium probability vector of each PEPA model is derived using Eq. (3.1) and Eq. (3.2), and then
their handover blocking probabilities are calculated using Eq. (4.1) and Eq. (4.2). In this thesis, all the
figures showing evaluation results are produced in a similar way: For each value of a control parameter,
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Figure 4.3: The effect of session arrival interval on handover blocking probability

is set to 240 seconds. It can be observed that as the interval between session arrivals
grows, the blocking probability for the basic RSVP decreases from 1.03 x 107! to 3.09 x
102, and the mobility-supported RSVP has a lower blocking probability ranging from
2.44 x 1072 to 3.48 x 1073 because it does not require a new reservation path in the
upper network after a handover. Moreover, the mobility-supported RSVP has a much
smaller absolute change than the basic RSVP on the handover blocking probability
and their difference is larger at smaller session arrival intervals. This indicates that the
mobility-supported RSVP is less affected by the traffic intensity and performs better

when sessions are generated frequently.

4.4.2.2 Effect of Session Duration

Figure 4.4 shows how the session duration affects the handover blocking probabil-
ity. The results are calculated by setting the handover interval and the session arrival
interval to be 540 and 80 seconds respectively. It can be observed that the handover
blocking probability for both schemes increases as the session duration becomes
longer. When the duration is 30 seconds, the basic RSVP has a blocking probability
of 4.72 x 10™* whereas the mobility-supported RSVP has a blocking probability of
1.24 x 1073, which means that the mobile node is highly unlikely to be blocked for
handover if it uses mobility-supported RSVP. When the session duration grows to 450

the equilibrium probability vector of a PEPA model is first derived, and the performance measure of
interest is then calculated using the corresponding equation.

57



Modelling of Signalling Schemes for RSVP in Mobile Wireless Networks

—O— Basic RSVP -
—{3— Mobility-supported RSV

e
3

°
8

Randover Blocking Probability
e © © o o o
8 B ® & 8 8§
T T T T T
|
]

=
=4
T

2 L : L \
30 20 150 210 270 330 390 450
Session Duration (1/p)

Figure 4.4: The effect of session duration on handover blocking probability

seconds, the mobility-supported RSVP has an increase in blocking probability up to
1.78 x 10~2, whereas that of the basic RSVP reaches 9.85 x 1072. This again indicates
that at higher traffic intensity the mobility-supported RSVP performs better than the
basic RSVP.

4.4.2.3 Effect of Handover Interval
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Figure 4.5: The effect of handover interval on handover blocking probability

The effect of the mobile node’s mobility is also investigated, and the results are

shown in Figure 4.5. The session arrival interval and session duration are set to 80

58



Modelling of Signalling Schemes for RSVP in Mobile Wireless Networks

and 240 seconds respectively. It is clear that when the handover frequency decreases,
the reservation requests for network resources are reduced, thereby resulting in a
lower blocking probability. For the basic RSVP, there is a recognisable decrease in the
blocking probability from 5.04 x 107! to 2.27 x 102, On the other hand, the blocking
probability for the mobility-supported RSVP ranges from 3.63x 10! to 1.48x10~%, and
remains almost unchanged for handover intervals larger than 720 seconds. Moreover,
the difference in performance of the two schemes diverges at small handover intervals,
which means the mobility-supported RSVP can significantly improve the performance

in high mobility scenarios.

4.4.3 Handover Signalling Cost

Since one of the major benefits of the mobility-supported RSVP is ‘reducing the
scope of the network over which the RSVP signalling traverses after a handover,
another performance measure of interest is the handover signalling cost. The set of
system states in which the mobile node can perform handover is denoted as Sys. In
the basic RSVP model, the handover signalling activity is reserve@? . and Syg is

the union of the sets described as:

sBs= U {{ (MN fomdoer| x| |« |CHANF|CHAN | ¢ ) }}
: 0<i<M -1
0<j<N-1
and in the mobility-supported RSVP model, the handover signalling activity is
reserveffgfgwer and Spg is the union of the sets described as:
M _ Hand L
sto= U {{(mvsimer« <1 omanti )},
where SZ; and S should be the subsets of the state space of their respective models.
By employing MRS and Eq. (3.3), the handover signalling costs for the basic RSVP
model (CEs) and the mobility-supported RSVP model (C1) are calculated as:

CEs = Z B x m(sy), (4.3)
siESES

Cifs = > il *m(s), (4.4)
S,'ES,A,JS
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14

andover and

where rB and M denote the rewards associated with the activities reservef;
reservejo¥r . in the system state s; respectively. Moreover, the rewards for the same
type of handover signalling activity in each system state are set to equal values.

Therefore, Eq. (4.3) and Eq. (4.4) can be written as:

Chs =18+ ) n(s) =r® P, (4.5)
s,-esﬁs

Cis=rMx > w(s;) =r™ « Pl (4.6)
siGS,",’{g

It is necessary to point out here that the summations 3_, . sg, 7(s:) and 2 siesH, m(s;)
(denoted as PS¢ and PJL respectively) are in fact the percentage of time the mobile
node spends on the handover signalling activities in the respective mod.els, and their
values are in inverse proportion to the rates of the handover signalling activities.

The definition of the rewards 72 and r™ is not unique. Since the effect of the
signalling delay is already reflected in the summations in Eq. (4.5) and Eq. (4.6), the
same reward r is used for both types of handover signalling activities and it can be
regarded as the cost (e.g. packet loss rate) associated with the handover signalling. The
value of r will be discussed in Section 4.4.3.1. As in Section 4.4.2, the effect of the traffic
intensity and the mobility pattern on the handover signalling cost is investigated, and
the activity rates for each of the following subsections are the same as their counterpart
in Section 4.4.2.

4.4.3.1 Effect of Session Arrival Interval

The effect of the session arrival interval on the handover signalling cost is shown in
Figure 4.6. The reward r is set to the inverse of the minimum of the Pf and P/f; values
calculated from the session arrival intervals. Equivalently, the reward r makes the
minimum of the calculated C5g and C¥ equal 1. The reward is designed in this way
s0 as to normalise the handover signalling cost. In Figure 4.6, decreases (nearly linear)
in the handover signalling costs for both schemes can be observed. This is because at
smaller session arrival intervals, the mobile node engages in communications more
frequently and therefore is more likely to perform handovers, which increases the
cost of handover signalling. Within the variation range of the session arrival interval,
the handover signalling cost for the basic RSVP (from 2.46 to 1.90) is roughly twice
as much as that for the mobility-supported RSVP (from 1.50 to 1.00), because the
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Figure 4.6: The effect of session arrival interval on handover signalling cost

latter restricts the RSVP signalling to be within the affected area of the network.
Moreover, their difference gets larger for small intervals, which suggests that the
mobility-supported RSVP reduces handover signalling cost at high traffic intensity

scenarios.

4.4.3.2 Effect of Session Duration
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Figure 4.7: The effect of session duration on handover signalling cost

Figure 4.7 shows how the session duration affects the handover signalling cost. As

the session duration increases, the handover signalling costs for both schemes grow
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approximately threefold, which is because a longer session implies more handovers
for the mobile node. The cost for the basic RSVP grows from around 2.00 to 5.27, and
the cost for the mobility-supported RSVP is approximately half of that for the basic
RSVP (from 1.00 to 3.04). Their difference gets larger for longer session durations,
which again indicates the benefits of the mobility-supported RSVP. 7

4.4.3.3 Effect of Handover Interval
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Figure 4.8: The effect of handover interval on handover signalling cost

Results similar to those in the previous two subsections can also be identified
in Figure 4.8, where the control parameter is the handover interval. The mobility-
supported RSVP experiences a lower signalling cost than the basic RSVP, and clearly,
the mobile node can save its handover signalling cost by avoiding changing its
connectivity too often. For the basic RSVP, the handover signalling cost ranges from
around from 11.42 to 1.90, and that for the mobility-supported RSVP ranges from 7.91
to 1.00. For the large handover intervals, the difference between the two schemes
is smaller because the mobile node seldom changes its point of attachment and the
benefits of the mobility-supported RSVP is less apparent. However, the mobility-
supported RSVP has a greater improvement at small handover intervals, which again

shows that it performs better in high mobility scenarios.
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4.5 Conclusions

Since RSVP and mobility management protocols were designed independently,
their efficient integration is necessary in order to provide a QoS guaranteed mobility
in mobile wireless networks. One problem of this integration is the signalling
optirfm‘isatioh problem which results from the reservation re-estak;lishment after a
mobile node performs a handover. In this chapter, PEPA models of the basic and
mobility-supported RSVP have been constructed and evaluated in order to verify
the advantages of the signalling optimisation schemes. The effect of the traffic and
mobility patterns of mobile nodes on the performance of the basic and mobility-
supported RSVP have been compared. Two performance measures, the probability of
blocking RSVP reservation requests after a handover and the cost of RSVP signalling,
have been investigated because they determine the QoS perceived by the users.
The results indicate that the mobility-supported RSVP clearly outperforms the basic
RSVP on both measures, and verify that the former is more suitable in high traffic
and mobility scenarios. These enhancements are achieved by avoiding unnecessary
resource reservation paths in the unaffected part of the network and limiting RSVP
signalling within the affected part. Moreover, both measures are much more sensitive
to the mobility pattern than to the traffic pattern, i.e., the mobility of the mobile
node has the largest effect on its handover performance. However, despite the fact
that the mobility-supported RSVP can reduce the interruptions to a mobile node
during its handover, an interruption can still happen, especially when there are not
enough resources at the mobile node’s new location for it to use. Therefore, schemes
that reserve resources in advance have been proposed and they can further reduce
handover interruptions that happen to the mobile node. The modelling of these
schemes will be studied in the next chapter.

It is important to point out that although only models of small size are used for
performance evaluation, the presented PEPA models have no restriction on model
size. Certainly, to obtain more realistic results, larger scale models consist of more
components should be investigated. Large-size PEPA models can be solved using a
set of coupled ordinary differential equations (ODEs) and meaningful performance
measures such as utilisation and response time can be derived directly without
generating the whole state spaces of the models [97]. However, since the performance

measures investgated in this work are related to the joint probability of multiple
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components, the derivation of these measures from the ODE:s is not easy and is still
under investigation. Although the PEPA models in this chapter are not complex and
the results derived from them are rather predictable, the characteristics of the modelled
schemes have been captured by the models and they are expressed in terms of the
behaviour of network entifies. In the following chapters, more sophisticated PEPA

models will be presented.



Chapter 5
Modelling of Advance Resource

Reservation Schemes for RSVP in
Mobile Wireless Networks

Another major problem of deploying RSVP in mobile wireless networks is called
the advance resource reservation (ARR) problem with regard to reserving resources
in advance for a mobile node. Traditional solutions to this problem waste too many
network resources and increase the probability of blocking active reservation requests.
In this chapter, a novel ARR scheme which optimises network resource utilisation is
proposed and the PEPA models of the conventional and proposed schemes are built

and evaluated.

5.1 Introduction

As discussed in Chapter 4, resource reservation using conventional RSVP exhibits
deficiencies in mobile wireless networks. This is because a mobile node must re-
establish a reservation path after a network layer handover in order to continue its
ongoing QoS session. When the mobile node changes the data flow path after a
handover, the congestion levels at the routers along the old and new paths may also
change [98]. If the new path is overcongested, the available bandwidth along the new
path may not be sufficient to satisfy the requirements of the QoS session. Therefore,
the mobile node may be rejected for making a reservation path and its QoS session
will be interrupted. To solve this problem, it has been suggested that the required
resources be reserved in advance in the networks that a mobile node may visit. In this
way, resources are guaranteed before the handover, and the mobile node can continue
its communication smoothly after it switches its network connectivity.

However, conventional ARR schemes waste network resources from the QoS
traffic’s perspective, and an efficient ARR scheme that can optimise network resource

utilisation is needed. The contribution of the work presented in this chapter is
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that a reservation optimised ARR scheme which combines resource reservation and
call admission control (CAC) mechanisms is proposed. This scheme is designed
to improve the performance of the existing ARR schemes by avoiding too many
advance reservation paths in a network. Furthermore, this scheme takes account of
the traffic and mobility patterns of mobile nodes and only allows the most eligible
ones to reserve resources in advance. To demonstrate the advantages of the proposed
scheme, PEPA models of different ARR schemes are built and assessed. These PEPA
models are independent of the specific implementations of the ARR schemes, and
important performance measures including the blocking probabilities of different
types of reservation requests and the mean numbers of different types of reservation
paths are derived.

The rest of this chapter is structured as follows. Section 5.2 gives a general review
of some typical ARR schemes. In Section 5.3 a reservation optimised ARR scheme and
its operating procedure are presented. In Section 5.4 the PEPA models of the different
ARR schemes are described, and their performance is evaluated and compared in

Section 5.5. In Section 5.6 the evaluation results are discussed.

5.2 _ Advance Resource Reservation Schemes for RSVP in Mo-

bile Wireless Networks

ARR schemes aim to reduce the reservation request blocking probability during
handover by reserving resources in advance for a mobile node. Previous proposals for

ARR schemes can be classified into two types: agent-based and multicast-based.

o Agent-based schemes: In the agent-based schemes [99-102], there are two
types of reservation paths: active and passive. A mobile node makes an
- active reservation path in its current network and passive reservation paths
in neighbouring networks that it may visit. An active reservation path is
actively used by the mobile node to carry out its communication and the
passive reservation paths are just reserved for the mobile node but not used.
When the mobile node hands over into a neighbouring network, its passive
reservation path in the newly visited network is switched to the active state
and its old active reservation path is changed to the passive state. In every
network there is an agent which is in charge of the advance resource reservation

and reservation state change procedures. The mobile node needs to inform
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the agents of the neighbouring networks which it may visit of its reservation
information and require them to make passive reservation paths for it. In [100],
the passive reservation paths are only established when the mobile node is in
the overlapped area of two networks and intends to perform a handover. To
reduce redundant passive reservation paths, some apfxoa'chesr are equipped
with the position prediction techniques [101,102]. These techniques estimate
the most likely neighbouring networks that the mobile node may visit according
to statistical models or historical moving trajectories, and only allow advance

resource reservations in the predicted networks.

e Multicast-based schemes: In the multicast-based schemes [82, 83,103], RSVP
signalling messages and ordinary data packets are delivered to a mobile node
using IP multicast routing. As in the agent-based approaches, there is also an
agent in every network. Before the mobile node starts its communication, the
mobile node and the agents in its neighbouring networks join a multicast group
and share a multicast address. All the traffic goes through the multicast address,
and a handover of the mobile node can be regarded as leaving and joining the
branches of a multicast tree. A conventional reservation path is established
between the mobile node and its correspondent node, and the neighbouring
agents make predictive reservation paths on behalf of the mobile node. These
two types of reservation states are essentially the same as the active and passive
states in the agent-based schemes. When the mobile node hands over into
a neighbouring network, the states of its old and new reservation paths are
changed accordingly. Since all the data packets are addressed to the multicast
address, the mobiie node can continue its communication without interruptions

when it moves out of its current network.

- With the help of the ARR schemes, the session interruptions during handover is
reduced. However, an advance reservation path in a network is made exclusively for
a certain mobile node and is not actively used by its reserver. Allowing too many
advance reservation paths in a network will increase the blocking probability of the
active reservation requests originating from the mobile nodes in that network. The
approaches that allow traffic with lower QoS requirements to temporarily use the
passive reservation paths [82,99,100,103] are not reliable, since the resources borrowed

by a QoS session have to be returned when their reservers reclaim them, which results
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in an interruption to the borrower. On the other hand, only allowing best-effort traffic
to use the passive reservation paths is a waste of network resources from the QoS
traffic’s point of view. Therefore, putting a restriction on the number of the advance

reservation paths in a network would be beneficial from the perspective of network

utlhsahon In faft a Combma’aon of ARR and CAC mechamsms should achleve better

performance on managing network resources as suggested in [98,104, 105].

5.3 The Reservation Optimised Advance Resource Reserva-

tion Scheme

In this section, a reservation optimised ARR scheme is proposed. This scheme
aims to achieve a better utilisation of the network resources by balancing the number
of active and passive reservation paths in a network. The proposed scheme includes
two admission mechanisms: passive reservation limited and session-to-mobility ratio
(SMR) based replacement. It needs to be pointed out here that the proposed scheme is
not a design of a new signalling procedure for an ARR scheme but is an investigation

of an efficient way of utilising network resources.

5.3.1 Passive Reservation Limited Mechanism

In the conventional ARR schemes, the resources of a network are actively reserved
by the mobile nodes in that network (namely local mobile nodes) and passively
reserved by the mobile nodes in the neighbouring networks (namely foreign mobile
nodes). Since the active and passive reservation requests are treated in the same
way, there is no restriction on the number of passive reservation paths in a network.
Moreover, since allowing too many passive reservation paths is a waste of network
resources from the perspective of the QoS traffic, it is better to give higher priority to
the active reservation requests because this type of request implies that there are QoS
sessions that cannot start without the requested resources.

As in Chapter 4, the resources of a network are regarded as channels. To limit
the number of passive reservation paths in a network, part of the channels are
reserved only for active reservation paths. As a result, the channels of the network
are partitioned into two groups: standard channels and dedicated channels. The only
difference between a standard channel and a dedicated channel is that the former can

be used for both active and passive reservation paths, whereas the latter can only
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be used for active reservation paths. To guarantee that the channels are allocated
correctly, there is an enhanced agent (EA) in each network which monitors the
network resources and admits different types of reservation requests. The EA assigns
dedicated channels or standard channels to the active reservation requests, whereas
it only assigns standard channels to the péssive reservation rethests. In this way,
the number of passive reservation paths in the network is limited and hence more
resources are available for the active reservation requests. More importantly, unlike
the conventional ARR schemes, the passive reservation limited mechanism does not
allow an active reservation path to change to the passive state. That is, when the local
mobile node hands over out of the local network, it has to release its active reservation
path and instead requests a passive reservation path.

In order to avoid over-restricting passive reservation requests, the EA first allocates
dedicated channels to the active reservation requests. The standard channels are only
assigned when all the dedicated channels are engaged. Therefore, if the total number
of channels in a network is T" and the number of standard channels is S, then the
maximum number of passive reservation paths in the network is § and the EA can

accept at least T — S active reservation requests.

5.3.2 SMR-based Replacement Mechanism

Since only the standard channels of a network can be used for passive reservation
paths, they are scarce resources from the foreign mobile nodes’ point of view.
Consequently, an efficient admission strategy is necessary to determine which foreign
mobile node is eligible to acquire a standard channel. Since the essential objective of
an ARR scheme is to improve the handover performance of a mobile node, it would
be better to assign a standard channel to the foreign mobile node which is most likely
to handover during a session.! '

In previous work such as [106, 107], the handover frequency of a mobile node is
usually defined by the ratio of the mobile node’s session arrival rate to its mobility
rate. This type of ratio is used to optimise the packet routing and network traffic
load in HMIPv6. However, a handover is the behaviour of a mobile node during its
communication and it has no direct relationship with the session arrival rate. For that
reason, in the proposed SMR-based replacement mechanism a modified form of the

ratio, which is defined as the ratio of a mobile node’s session duration to its residence

TAll the sessions are assumed to have the same QoS class.
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time in a network, is used to characterise the handover likelihood of the mobile node
during its communication.

In the SMR-based replacement mechanism, every EA is assumed to be able to
get the SMR information of the mobile nodes in its administrating network.! The
" mechanism works as follows: Assume there is a foreign mobile node which iequests
a passive reservation path in the local network. The foreign EA, which is in charge of
that foreign mobile node, will inform the local EA of the SMR of the requesting foreign

mobile node.

e If there are free standard channels in the local network, the local EA will allocate

one to the foreign mobile node.

e If there is no free standard channel in the local network, the local EA will
compare and find out whether the SMR of the requesting foreign mobile node
is larger than the smallest of the SMRs of the foreign mobile nodes that have
already been allocated standard channels. If it is, the foreign mobile node with
the smallest SMR is replaced by the requesting foreign mobile node, i.e., the
standard channel is re-allocated to the requesting mobile node. Otherwise, the

passive reservation request is blocked.

Note that the SMR-based replacement mechanism should not be applied to active
reservation requests because this would affect the ongoing QoS sessions. On the other
hand, the re-allocation of passive reservation paths has no effect on the QoS sessions

of the foreign mobile nodes since they are not actively using them.

5.3.3 Operation Procedure

In the following, the operation procedure of the reservation optimised ARR scheme
from the perspective of the EA of the local network is described. Figure 5.1 shows the
channel allocation procedure of the proposed scheme. The local EA receives two types

of reservation requests.

e When the local EA receives an active reservation request from a local mobile
node, it will allocate a free channel to that local mobile node (a dedicated channel

is chosen first, or if one is not available, then a standard channel). When the local

"This can be achieved by receiving information messages from the mobile nodes, or by employing
some statistical or history-based prediction algorithms. Typical examples of these can be found in [108-
110}, and they are beyond the scope of this work.
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Figure 5.1: The channel allocation procedure of the reservation optimised ARR scheme

mobile node finishes its session, its active reservation path is released. Moreover,
it also releases its active reservation path when it hands over out of the local

network and instead it sends a passive reservation request to the local EA.

e When the local EA receives a passive reservation request from a foreign mobile
node, it tries to allocate a standard channel to the foreign mobile node. The
allocation procedure is described in Section 5.3.2. If the foreign mobile node fails
to obtain a passive reservation path in the local network, it has to request an

active reservation path when it hands over into the local network.

In brief, the reservation optimised ARR scheme is a CAC enhanced solution to
the advance resource reservation problem. The CAC is carried out by the EA in
each network by managing network resources with consideration of types of requests
and mobility characteristics of mobile nodes. The motivation for integrating the CAC
algorithm is to restrict the number of passive reservation paths in a network and only
allow the most eligible mobile nodes to acquire them. In fact, to give an even higher
priority to the active reservation requests, a passive reservation path can be replaced
by an active reservation path. However, this kind of replacement is not included in
the proposed scheme since it can result in an over-restriction on passive reservation
paths in the network. In this work, a mobile node is considered to be more eligible if it

has a larger SMR, with the assumption that all the sessions are of the same QoS class.
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However, in a broader sense, different QoS classes should also be considered and it is a
very important parameter to determine which mobile node is more suitable for being
allocated a passive reservation path. This traffic class based admission control can be
implemented in the policy control module of RSVP [24].

5.3.4 Modularity

To improve the efficiency of the reservation optimised ARR scheme, position pre-
diction algorithms, which determine in which neighbouring networks a mobile node
makes advance reservation paths, can be applied. With a precise position prediction
algorithm and a low-cost signalling procedure such as RSVP aggregation [111], the
signalling cost of the reservation optimised ARR scheme can be reduced.

Moreover, since the proposed scheme in fact consists of two admission control
mechanisms, it can be easily integrated into existing ARR schemes by requiring them
to implement these management mechanisms. As there are already agents in these
ARR schemes, the only additional information required is the SMRs of the mobile
nodes. Incidentally, collecting the session and mobility information of the mobile
nodes is a basic requirement of next-generation wireless communications [112]. In

this way, the modularity of the proposed scheme is maintained.

5.4 PEPA Models of the Conventional, Passive Reservation

Limited and Reservation Optimised ARR Schemes

active reservation path passive reservation path
for local mobile node A for foreign mobile node B

Figure 5.2: Different types of reservation paths in the local network
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In this section, the PEPA models of the conventional and the reservation optimised
ARR schemes are presented. Moreover, as a stepping stone between the two models,
the PEPA model of the ARR scheme which only implements the passive reservation
limited mechanism is also given. These models aim to express how the resources of a
network are consumed by the mobile nodes. The network under observation is called
a local network, and a mobile node is called a local and a foreign mobile node when
it is in and out of the local network respectively. Figure 5.2 shows an example of
the different types of reservation paths in the local network. The local mobile node A
makes an active reservation path in the local network, whereas the foreign mobile node
B makes a passive reservation path in the local network. Moreover, the assumptions
about the traffic and mobility models of the mobile nodes are the same as those in
Chapter 4.

54.1 PEPA Model of the Conventional ARR Scheme

In the conventional ARR scheme, a local mobile node requires an active reservation
path in the local network, whereas a foreign mobile node requires a passive reservation
path in the local network. The local network does not discriminate between the
active and passive reservation requests, and the type of a reservation path is changed
according to the movement of its reserver. There are two types of PEPA components in
this model. The component MN models the behaviour of a mobile node, and a channel
of the local network is modelled by the component CHAN.

Mobile Node: Since the resources of the local network are used by the local and
foreign mobile nodes in different ways, the states of a mobile node are distinguished
according to its position. Superscripts L and F' are used to denote that the mobile
node is in the local and neighbouring networks respectively. The mobile node is
initially in the idle state MN%,,, (or state MNY), ) and can move between different
networks (activities move gyppards and Movepyards)- Its mean sojourn times in local and
neighbourmg networks are 1/v,,; and 1/v;, respectively. The mobile node generates
new session requests (activity session_arrive) at the rate of \. Depending on the
position of the mobile node, i.e., in states MN ﬁeque st and MN geque ¢, it requires an active
or a passive reservation path in the local network respectively (activities reserve,ctive
and reservepassive). In state MN Iéequest/ if the mobile node’s active reservation request is
blocked, it keeps requesting until the resources become available, or during this time it

may move out of the local network and change to state MN ﬁequest. In state MN gequest,
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if the mobile node’s passive reservation request is blocked, it keeps requesting until
its request is admitted, or its session is finished.! Note that in the latter case, the
mobile node’s session behaviour (activity session) has no effect on the local network.
Alternatively, the mobile node may move into the local network and change to

state MNL

Eoquest- At the engaged states MN g, 0,000 and MN . 004, the mobile node

actively and passively uses its reservation path respectively (activities session gceive and
8€8810N pgssive), With a mean duration of 1/u. For the foreign mobile node which has
successfully reserved resources in advance, it can continue its session when it hands
over into the locél network (activity handoverinwards). As for the local mobile node,
when it hands over out of the local network (activity handover outwands), it still occupies
its reservation path in the local network, though in a passive way. When the mobile

node finishes its session, it returns to the idle state. The component MN is defined as:

MNE,. o (session_arrive, )\).MNﬁequest

+ (mOerutwamds, 'Uout)-MN;:ile
MNﬁequest =t (reservegetive, Tactive)~MN%ngaged

-+ (move outwards 'Uout)-MN gequest
MN%ges 2 (se55i0nactine, ). MN fy,

=+ (handoveroutwardsa 'Uout)'MNgngaged )
MN¥E,, o (session_arrive, ,\).MNﬁeqmt

+ (moveinyards, 'Uin)-MN%dle
MN gequest fi_f (rese'r‘vepasme, Tpassive)-MN gngaged

+ (SCSSZ'O’IL,,U,).MNEIG

+ (moveinwards, Vin)- MN fl{equest
MN‘Engaged £ (sessionpassive, I‘)'MNi'ile

L
+ (handoverinwards, Vin)-MN Epyaged

Channel: A channel of the local network has three states: idle, active and passive.
At state CHAN j4; the channel can accept active and passive reservation requests and
go to the states CHAN gciive and CHAN pggsive respectively. The type of a reservation
path is changed according to the movement of its reserver. When a mobile node

finishes its session, its reservation path is released. The component CHAN is defined

"MIn fact, a foreign mobile node cannot start its communication unless its active reservation request
is admitted by its current network. To simplify the models, it is assumed that the foreign mobile node’s
active reservation requests are always admitted by its current network.
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as:
CHANIdle d=ef (resemeactivea T)-CHANActive

+ (reservepassive; ). CHAN possive
CHAN poive 2 (sessionactive, T). CHAN pq

+ (handover yyiwards, T )-CHAN pgssive
CHAN pgssive = (sessionpqssive; 1)-CHAN rqie

+ (handoverinyards, T).CHAN Active

System Definition: The component CHAN synchronises with the component MN
on the reservation request activities reserve,ctive and TESeTVE passive, and the resource
holding activities session ctive and session passive. Moreover, the type of a reservation
path is changed according to the mobile node’s handover acﬁvities handover outwards
and handover ipywards- The PEPA model of the conventional ARR scheme which consists

of K mobile nodes and X channels is constructed as:
def
ARRCON Z (MNﬂue[K]) Dq (CHANldze[X]),

where

L= {'resem}eactive; TESETVE passive , SESSION getive ; SESSLON passive s

handover ouswards, haANAOVET inwards } .

5.4.2 PEPA Model of the Passive Reservation Limited ARR Scheme

In the passive reservation limited ARR scheme, dedicated channels are set aside
especially for active reservation paths. Therefore, there are two PEPA components
CHAN® and CHANP to model the standard and dedicated channels respectively. The
behaviour of the mobile node also needs to be modified to implement the passive
reservation limited mechanism described in Section 5.3.1.

Mobile Node: Since a local mobile node can use both standard and dedicated
channels, at state MN ,L?equest the local mobile node can either request a dedicated
channel (activity reserveprior), or request a standard channel when there is no free
dedicated channel (activity reservesciive). Moreover, since the passive reservation
limited scheme does not allow an active reservation path to change to the passive
state, the engaged local mobile node has to request a passive reservation path when it

hands over out of the local network, i.e., it goes to state MN gequest instead of the state
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MN gngaged. The definitions of the other states and the behaviour of the component
MN are the same as in the conventional ARR scheme model. The component MN is

defined as:

MNE, Y (session_arrive, \).MN Request
+ (Move sutwards> Vout)-MN [y,
MN IL:tequest o (reservegctive, Tactive)- MN gngaged
—+ (reservepm-or, Tprior)-MNgngaged
+ (moveoutwardm 'Uout)-MN Zequest
MN Broaged 2 (sessionactive, 1£)-MN by,
-+ (handove"'outwards, 'Uout)-MNgequest
MNYE,. 2 (session_arrive, \).MN ﬁequest
+ (moveinwardsa 'Uin)-MNfldle
MN gequest = (reserve passive "'passive) - MN gngaged
+ (session, u).MNF,,
-+ (move inwards Uin) . MNﬁequest
MNg‘ngaged g (SeSSionpassivea /J')'MN;:ile

L
+ (handoverinyards, Vin). MN Engaged

Standard Channel: An idle standard channel can accept a passive reservation
request'from a foreign mobile node (activity reservepqssive) and is passively reserved.
When the foreign mobile node hands over into the local network, the passively
reserved standard channel becomes active, i.e., goes to state CHAN 5 ;.. On the other
hand, an idle standard channel can also be actively reserved by a local mobile node
when there is no free dedicated channel (activity reserveqciive). However, an actively
reserved standard channel is released, i.e., goes to state CHAN fu-ie,. when the local
mobile node hands over out of the local network. An engaged standard channel is

released when its reserver finishes its session. The component CHAN? is defined as:

CHANfd,e - (reservegctive, T)- CHANS

Active

+ (reservepassive, T).CHAN?%

Passive

CHANS, iive =4 (ses8i0n getive, T)-CHANS,,
+ (handoveroutwa,;is, T).CHANY,,
CHAN 4ssive =4 (sessionpassive, T).CHAN 3y,

+ (handoverinyards, 1).CHAN s

Active
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Dedicated Channel: An idle dedicated channel can only accept active reservation
requests from a local mobile node (activity reservepror) and be actively reserved. An
engaged dedicated channel is released when its reserver finishes its session or hands
over out of the local network. To guarantee that the local mobile node chooses the
dedicated channels before the standard channels, the activity reserve aeuive is defined
as a self-transition at state CHANZ ;. and all the components CHANP are required
to cooperate on it. In this way, reserving a standard channel (activity TESETVE getive) 1S
only enabled when all the dedicated channels are engaged. The component CHAN b

is defined as:

CHAN?MZ (TCSGTU@pn'or, T)' CHANgctive
CHANgctive Z (SGSSionactive’ T) CHANgile
+ (handover outwards, T)-CHANgile

+ (reserveactive, T)-CHAN 3oy

a

System Definition: As in the conventional ARR scheme model, the component
MN synchronises with the components CHAN®S and CHANP on the reservation
request, resource holding and handover activities. Moreover, all the components
CHAN P synchronise with each other and with the components CHAN ¥ on the activity
TeseTve qctive, Which guarantees that the dedicated channels are selected first. The PEPA
model of the passive reservation limited ARR scheme which consists of K mobile

nodes, X standard channels and Y dedicated channels is constructed as:

def
ARRPRL Z (MNfdze[K]) > ((CHAN%“[X]) e

(CHAN Dy, 03 CHAND,, -+ 5 CHAN ))

-~

Y

where

L, = {Tesemeactive, TE€SETVE prior, TESETVE passive $€8510T gctive , SESSLON passive ;

handover guiwards, handover iwards }, and Ly, = {Tesemeacﬁve}.
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5.4.3 PEPA Model of the Reservation Optimised ARR Scheme

The reservation optimised ARR scheme includes the passive reservation limited
and the SMR-based replacement mechanisms. The objective of the SMR-based
replacement mechanism is to make the best usage of the standard channels in a
network. Only the foreign mobile nodes with the highest SMRs are eiligible to make
passive reservation paths in the local network. Since the SMR of a mobile node is
dynamic and the replacement procedure is hard to implement using the performance
modelling formalisms, an approach that approrimate the replacement procedure is
employed. That is, the SMR-based replacement mechanism forbids some mobile nodes
from requesting passive reservations. Therefore, the mobile nodes in the network are
classified into two groups: the fast mobile nodes and the slow mobile nodes. This type
of classification does not lose generality since there will always be some mobile nodes
that have higher SMRs than the others and are eligible to request passive reservation
paths. These mobile nodes can be regarded as the fast mobile nodes and the rest can
be regarded as the slow mobile nodes. The fast and slow mobile nodes are modelled
by the components Fast_MN and Slow_MN respectively.

Fast Mobile Node: A fast mobile node can make both active and passive
reservation requests. Its behaviour is the same as the component MN in the passive

reservation limited ARR scheme model. The component Fast_MN is defined as:

Fast MN%,, 2 (session_arrive, \).Fast_MN ﬁequest

+ (moveoutwardsa Uout)'FGSt—MN‘;:ile
FaSt—MNﬁequest g (reserveactive, Tactivs)'FaSt-MN[éngaged

+ (reserveprior, Tprior)-Fast_MN f«)ngaged

+ (moveoutwards, Uout)'Fa'St-MNgequest
Fast_MNé,;gaged -4 (session getive, u).Fast_MNf‘d,e

+ (hando'veroutwanisa Uout)-FGSt-MNﬁequest
Fast_MN 'IF:ue =4 (session_arrive, \).Fast_ MN f;equest

+ (Moveinwards, Vin)-Fast_ MN &y,
Fast-MN ooy 2 (reservepassive, Tpassive)-Fast-MN o g

+ (session, p).Fast_ MN¥y,

+ (moveinwards, vin)-FaSt-MN[}llequest
FaSt—MNgngaged 4 (3633i0npassivey ﬂ)’FaSt—MNﬁ‘ﬂe

+ (hando've"'inwardSa Uin)~Fa3t—MN[éngaged
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Slow Mobile Node: A slow mobile node behaves differently from a fast mobile
node when it is in the neighbouring networks. The passive reservation requests
of the slow foreign mobile node are always blocked by the local network (state

IV or moves into the

Slow_MN &§,,.1.4), and it stops requesting until it finishes its session
local network and requests an active reservation path. Moreover, since the slow mobile
node in the neighbouring networks has no effect on the resource utilisation of the
local network, at state Slow_MN, .., its session and handover behaviour are named
differently (activities