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## INTRODUCTION

Of fundamental importance in physics are problems whose mathematical formulation requires at least three dimensions. Since in many ways one and two dimensional problems are easier to handle, one of the major efforts of mathematicians has been to reduce three dimensional problems to those of lower dimensions. Fourier analysis, separation of variables, integral transforms, and the introduction of various kinds of axial symmetry are some of the more familiar methods that have been devised with this aim in mind. This thesis is concerned with the study of the two dimensional equations that result when Fourier analysis is applied to the three dimensional Helmholtz or reduced wave equation.

## The Helmholtz Equation

We begin our study by considering the three dimensional Helmholtz equation in cylindrical coordinates $\rho, \phi, z$ :

$$
\begin{equation*}
\Delta \Phi+k^{2} \Phi \equiv \frac{\partial^{2} \Phi}{\partial \rho^{2}}+\frac{1}{\rho} \frac{\partial \Phi}{\partial \rho}+\frac{1}{\rho^{2}} \frac{\partial^{2} \Phi}{\partial \phi^{2}}+\frac{\partial^{2} \Phi}{\partial z^{2}}+k^{2} \Phi=0 \tag{0.1}
\end{equation*}
$$

The following uniqueness theorem was first stated by Sommerfeld and later extended and refined by Magnus ${ }^{(18)}$, Rellich ${ }^{(20)}$ and Levine ${ }^{16)}$.

Theorem 0.1 : Let $F$ be the exterior of a finite three dimensional closed surface $\partial D$ ( $\partial \mathrm{D}$ denotes the boundary of a simply connected domain D). $\partial D$ satisfies such regularity
conditions as to insure the validity of the following case of Green's identity:

$$
\int_{G_{a}}(\bar{u} \Delta u-u \Delta \bar{u}) d v=\int_{\Sigma(a, 0)}\left(\bar{u} \frac{\partial u}{\partial n}-u \frac{\partial \bar{u}}{\partial n}\right) d S
$$

where $\sum(a, 0)$ denotes the sphere of arbitrary radius $a$ centred at the origin and containing $\partial D$ in its interior, $G_{a}$ is the domain bounded by $\sum(a, 0)$ and $\partial D, u$ is a twice continuously differentiable function in $G_{a}$, vanishing on $\partial D$, (with $\bar{u}$ as its complex conjugate) and $\frac{\partial}{\partial_{n}}$ indicates differentiation in the direction of the exterior normal of $\sum(a, 0)$. Then $u(p, \phi, z)=0$ is the only continuous function in $F=F u \partial D$ such that
a) $u \in C^{(2)}(F) \cap C^{(1)}(\bar{F}) \quad C^{(n)}(F)$ denote the space of functions defined in $F$ which are $n$ times continuously differentiable in $F$ ).
b) $\Delta u+k^{2} u=0$ in $F$.
c) $u=0$ on $\partial \mathrm{D}$.
d) $\lim _{R \rightarrow \infty} R\left(\frac{\partial u}{\partial R}-i k u\right)=0$ uniformly along all rays from the origin, where $R=\left(p^{2}+z^{2}\right)^{1 / 2}$.
e) $u=O\left(R^{-1}\right)$ as $R \rightarrow \infty$.

Condition d) is known as the "radiation condition" and e) is known as the "finiteness condition". A bounded, simply connected domain $D$ that admits the application of the Gauss integral theorem ${ }^{(12)^{*}}$ will be called a normal domain. The conditions imposed on $\partial \mathrm{D}$ in theorem 0.1 are equivalent to requiring that the domain $D$ be normal ${ }^{(12)^{\text {F }}}$. Rellich showed that conditions d) and e) could be replaced by
\# p. 4-5.
a.) $\lim _{R \rightarrow \infty} \int_{\sum(R, 0)}\left|\frac{\partial u}{\partial R}-1 \mathrm{ku}\right|^{2} d s=0$.

See (12) ${ }^{\text {F }}$ for more information. Notice that theorem 0.1 holds only for $u$ defined in the exterior of a finite closed surface $\partial D$. For the situation in which there are infinite boundaries very little is known. See (16) for a survey of what has been done up until 1964 in this area of research.

We now expand solutions $\Phi(\rho, \phi, z)$ of $(0.1)$ in a Fourier series in $\phi$, that is,
$\Phi(\rho, \phi, z)=\Phi_{0}(\rho, z)+\sum_{n=1}^{\infty} \Phi_{n}^{c}(\rho, z) \cos n \phi+\sum_{n=1}^{\infty} \Phi_{n}^{S}(\rho, z) \sin n \phi$

Here $\Phi_{n}^{c}(\rho, z)=\frac{1}{\pi} \int_{0}^{2 \pi} \Phi\left(\rho, \phi^{\prime}, z\right) \cos n \phi^{\prime} d \phi^{\prime}, n \geq 1$

$$
\begin{equation*}
\Phi_{n}^{\$}(\rho, z)=\frac{1}{\pi} \int_{0}^{2 \pi} \Phi\left(\rho, \phi^{\prime}, z\right) \sin n \phi^{\prime} d \phi^{\prime} \quad, n \geq 1 \tag{0.3}
\end{equation*}
$$

and $\Phi_{n}^{s}$ and $\Phi_{n}^{c}$ satisfy the equation

$$
\begin{equation*}
\frac{\partial^{2} \Phi_{n}}{\partial \rho^{2}}+\frac{1}{\rho} \frac{\partial \Phi_{n}}{\partial \rho}+\frac{\partial^{2} \Phi_{n}}{\partial z^{2}}-\frac{n^{2}}{\rho^{2}} \Phi_{n}+k^{2} \Phi_{n}=0 \tag{0.4}
\end{equation*}
$$

We introduce the change of variables $\rho^{n} U_{n}(\rho, z)=\Phi_{n}(\rho, z)$ and $(0.3)$ becomes

$$
\begin{equation*}
L_{n+1 / 2}\left(u_{n}\right) \equiv \frac{\partial^{2} u_{n}}{\partial \rho^{2}}+\frac{z_{n+1}}{\rho} \frac{\partial u}{\partial \rho}+\frac{\partial^{2} u_{n}}{\partial z^{2}}+k^{2} u_{n}=0 \tag{0.5}
\end{equation*}
$$

In the above analysis $2 n+1$ must be a positive, odd integer.

However if we begin our study of equation (0.1) by expanding $\Phi(\rho, \phi, z)$ over a wedge shaped domain $0 \leq \phi \leq 2 \pi a$ ( $\alpha$ is a real number) instead of $0 \leqslant \varnothing \leqslant 2 \pi$, then it is seen that $2 n+1$ can assume arbitrary positive real values depending on the choice of $\alpha$.

For the situation in which the solution $\Phi(p, \phi, z)$ of (0.1) is considered to be defined and continuous in the exterior of a bounded domain, only solutions $u$ of $I_{n+1 / 2}(u)=0$ which are bounded along the $\rho$ faxis for $\rho>\rho_{0}$ (where $\rho_{0}$ is some positive number) are permitted. However if we consider unbounded domains (which arise for example if we wish to examine the field resulting from the diffraction of a plane electromagnetic wave by an infinite conducting cylinder whose axis is the line $\rho=0$ ) solutions $u$ of $I_{n+1 / 2}(u)=0$ no longer need necessarily be bounded along $\rho=0$ and we need to examine singular solutions of $L_{n+1 / 2}(u)=0$. From the analytic theory of this equation (to be developed presently) it is seen that this is essentially the study of $I_{1 / 2-n}(u)=0$. Hence investigation of questions of uniqueness for $L_{n+1 / 2}(u)=0$ for $n<0$ may provide clues as to sufficient criteria for uniqueness of solutions of the Helmholtz equation in unbounded domains.

Because of its intimate connection with the three dimensional Helmholtz equation, considerable attention has been devoted in recent years to the study of boundary value problems for equation (0.5.) (see the survey article by Heins ${ }^{(11)}$ ). As of yet, however, questions of uniqueness of solutions has not been examined. This is due basically to the fact that for $n \neq-1 / 2$ the coefficient of $\frac{\partial u}{\partial p}$ in ( 0.5 ) is unbounded in any region containing a segment of
the axis $p=0$, and the mathematical study of boundary value problems such "singular" partial differential equations is of only very recent origin. It is the purpose of this thesis to examine questions of uniqueness for equation ( 0.5 ) where $n$ is an arbitrary real number. To the author's knowledge this is the first time uniqueness theorems have been obtained for an exterior boundary value problem involving a singular partial differential equation.

## Singular Partial Differential Equations

Ordinary linear differential equations with rational coefficients, such as Bessel's and Legendre's equation, made an early appearance in analysis and today their study forms an integral part of the theory of ordinary differential equations. A similar theory for singular partial differential equations (i.e. partial differential equations with rational coefficients) is still only partially developed even though mathematicians of the calibre of Appell, Goursat and Picard devoted their energies towardsit. For the state of the art as of 1951, see the survey article by Erdelyi (4). Recently considerable attention has been given to a class of singular partial differential equations involving Bessel's operator

$$
\begin{equation*}
D_{\nu}(u) \equiv \frac{\partial^{2} u}{\partial y^{2}}+\frac{2 v}{y} \frac{\partial u}{\partial y} \tag{0.6}
\end{equation*}
$$

since such equations arise frequently in many areas of mathematical physics. For more information on this important class of equations, see the survey article by Weinstein ${ }^{(25)}$.

Singular partial differential equations are also of interest as a source of "improperly posed" problems, i.e. boundary value problems in which either existence, uniqueness, or continuous dependence upon the boundary data fails to hold. See ${ }^{(19)}$ for some results along this line. The following quotation from (2) p. 230) should indicate why the mathematician and physicist are interested in such seemingly pathological cases: "The stipulation about existence, uniqueness, and stability of solutions dominates classical mathematical physics. They are deeply inherent in the ideal of a unique, complete, and stable determination of physical events by appropriate conditions at the boundaries, at infinity, at times $t=0$, or in the past. Laplace's vision of the possibility of calculating the whole future of the physical world from complete data of the present state is an extreme expression of this attitude. However, this rational ideal of casual-mathematical determination was gradually eroded by confrontation with physical reality. Nonlinear phenomena, quantum theory, and the advent of powerful numerical methods have shown that "properly posed" problems are by far not the only ones which appropriately reflect real phenomena. So far, unfortunately, little mathematical progress has been made in the important task of solving or even identifying and formulating such problems which are not "properly posed" but still are important and motivated by realistic situations."

Although questions of existence and uniqueness have played a fundamental and basic role in the study of partial differential equations whose coefficients are twice continuousiy differentiable, it is only very recently that a similar study has been initiated for the singular case $(21,19)$.

We now explain briefly the terminology used in the work that will follow. Consider the following partial differential equation of elliptic type in normal form

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}+a(x, y) \frac{\partial u}{\partial y}+b(x, y) \frac{\partial u}{\partial x}+c(x, y) u=0 \tag{0.7}
\end{equation*}
$$

and assume that $a, b$ and $c$ are rational functions of $x$ and $y$. Let $\phi(x, y)$ be an irreducible factor of one of the denominators. The algebraic curve $C=\phi(x, y)=0$ is a singular curve of equation ( 0.7 ). A point $(a, b)$ of $C$ is called a nonsingular point of $c$ if either $\phi_{x}(a, b) \neq 0$ or $\phi_{y}(a, b) \neq 0$ and it is called a general point of $C$ if it is nonsingular and if C is the only singular curve of ( 0.7 ) which passes through that point. If there is a fundamental system of solutions $u_{1}(x, y)$, $u_{2}(x, y)$ which can be represented in the canonical form

$$
\begin{align*}
& u_{1}(x, y)=\phi^{P_{1}} S_{1}(x-a, y-b) \\
& u_{2}(x, y)=\phi^{P_{2}} S_{2}(x-a, y-b) \tag{0.8}
\end{align*}
$$

(or in special cases in a similar form containing terms in log 6 , where the $S(x-a, y-b)$ are power series convergent in some neighbourhood of ( $a, b$ ); and if such a representation holds in the neighbourhood of each general point $(a, b)$ of $c$, with the $\rho_{i}$ independent of $a, b, x, y$ then $\phi(x y)=0$ may be called a singular curve of the regular type.

From this point on we will consider equation ( 0.5 ) in the form

$$
\begin{equation*}
L_{v}(u) \leq \frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}+\frac{2 \nu}{y} \frac{\partial u}{\partial y}+k^{2} u=0 \tag{0.9}
\end{equation*}
$$

where ( $x, y$ ) are cartesian coordinates and $\nu$ is an arbitrary real number which can be either positive or negative.

## The Analytic Theory of $L_{V}(u)=0$.

In either of the half planes $y>0$ and $y<0$, ( 0.9 ) is an elliptic partial differential equation with analytic coefficients, and hence every twice continuously differentiable solution is an analytic function of $x$ and $y$ in each such half plane ${ }^{(2)^{\text {F }}}$. The line $y=0$, which will be called the axis is a singular curve of the regular type with exponents $\rho_{1}=0, \rho_{2}=1-2 v$ (see equation ( 0.8 )). Consequently, there are solutions of ( 0.9 ) which are regular on (some portion of) the axis. It is seen from the differnetial equation that $\partial u / \partial y=0$ on the axis for such regular solutions. For $2 v \neq-1,-2,-3$ each regular solution can be continued across the axis as an even function of $y$ i.e. for $2 v \neq-1,-2,-3 .$. a regular solution is an analytic function of x and $\mathrm{y}^{2}$ in some domain D that is symmetric with respect to the axis $y=0$. If $2 v=-1,-2,-3, \ldots$ the assumption that $u$ is an even function of $y$ will be part of the definition of regularity, viz.

Def. 0.1 : A solution $u(x, y)$ of $L_{\nu}(u)=0$ will be called regular if it is an analytic function of $x$ and $y^{2}$ in some region which is symmetric with respect to the axis $y=0$. Theorem 0.2 : (The Correspondence Principle): Let $u^{(2 v)}$ be a solution of $L_{\nu}(u)=0$ in a region $D$ not intersecting with $y=0$. Then $\mathrm{u}^{+}=\mathrm{y}^{2 v-1} \mathrm{u}^{(2 v)}$ is a solution of $\mathrm{L}_{1-\nu}\left(\mathrm{u}^{+}\right)=0$ and vice versa.

## Proof:

From theorem 0.2 we see that for $v \neq 1 / 2$ a fundamental system $\times \mathrm{p} .502$.
of solutions of $L_{\nu}(u)=0$ about a point $(a, 0)$ consists of a regular solution $u_{1}(x, y)$ of $L_{\nu}(u)=0$ and a solution of the form $u_{2}(x, y)=y^{1-2 v} u^{+}(x, y)$ where $u^{+}(x, y)$ is a regular solution of $I_{1-v}(u)=0$. This holds even for $2 v$ equal to an integer (provided $2 v \neq 1$ ) where we might have expected logarithmic solutions. Hence the study of singular solutions of $L_{v}(u)=0$ for $v>1 / 2$ is essentially the study of regular solutions of $L_{\nu}(u)=0$ for $v<1 / 2$. Note that the case when $2 v=-1,-3,-5, \ldots$ is exceptional in the sense that any solution is an even function of $y$ and hence regular.

Theorem 0.3: (The Identification Principle): Let $2 v \neq-1,-3,-5$, and let $u_{1}(x, y)$ and $u_{2}(x, y)$ be two regular solutions of $L_{\nu}(u)=0$ in a region $D$ which is symmetric with respect to the axis $y=0$. If $u_{1}(x, y)=u_{2}(x, y)$ along some segment of the axis contained in $D$, then $u_{1}(x, y)=u_{2}(x, y)$ throughout $D$.

## Proof: $(24,25)$

Theorem 0.4: (The Recursion Formula): Let $u^{(2 v)}(x, y)$ be a solution of $L_{\nu}(u)=0$ in a region $D$ not intersecting with $y=0$. Then $u^{+}(x, y)=\frac{1}{y} \frac{\partial u^{(2 v)}(x, y)}{\partial y}$ is a solution of $I_{y+1}(u)=0$ in $D$.

## Outline of Results

Much of the analysis in this work is based on our first showing that any regular solution $u(x, y)$ of $L_{\nu}(u)=0$ can be expanded in a Bessel-Jacobi series and then extracting properties of $u(x, y)$ from such an expansion. The use of such special
function expansions can be considered analogous to the use of power series and Laurent expansions in the study of analytic functions of a complex variable.

The case $\nu=0$ is always excluded since in this case $L_{\nu}(u)=0$ reduces to the classical two dimensional Helmholtz equation in cartesian coordinates.

In chapters one and two we consider the following uniqueness question: Let $F=R_{2}-\bar{D}$ where $D$ is a normal domain symmetric with respect to the axis $y=0$ and $R_{2}$ is the $x-y$ plane. Let $u(x, y)$ be a regular solution of $L_{v}(u)=0$ in $\bar{F}$ and suppose that $u(x, y)=0$ on $\partial D$. Then under what conditions can we state that $u(x, y)=0$ in $F$ ? Examples are given to show that $u(x, y)=0$ on $\partial \mathrm{D}$ alone does not imply $\mathrm{u}=0$ in F . The following results are obtained:

1) Assume $\nu>-1 / 2$. If $\lim _{r \rightarrow \infty} \int_{0}^{\pi} r^{2 v+1} \sin ^{2 \nu} \ominus\left|\frac{\partial u}{\partial r}-i k u\right|^{2} d \theta=0$ (where $x=r \cos \theta, y=r(\underset{r}{r} \sin \theta$ ) then $u(x, y)=0$. It is shown that if $u(x, y)$ is regular for $r>a$ the above radiation condition is equivalent to there existing a rectangle $T$ (independent of $r$ ) enclosing $[-1,+1]$ in the complex $\xi=\cos \theta$ plane such that for each fixed $r>a \quad u(x, y)=\tilde{u}(r, \xi)$ is an analytic function of $\xi$ in $T$ and $\lim _{r \rightarrow \infty} r^{\nu+1 / 2}\left(\frac{\partial \tilde{u}}{\partial r}-i k \tilde{u}\right)=0$ uniformily for $\xi$ contained in $T$.
2) Assume $v<-1 / 2,2 v \neq-1,-3,-5, \ldots$ If there exists a rectangle $T$ as described in 1) and if $\lim _{r \rightarrow \infty} r^{\nu+1 / 2}\left(\frac{\partial \tilde{u}}{\partial r}-i k \tilde{u}\right)=0$ uniformly for $\xi$ contained in $T$ then $\underset{u(x, y)}{r}(x, \tilde{u}(r, \xi)=0$. 3) It is shown that for $v=-1,-2,-3, \ldots$ a solution to the exterior Dirichlet problem satisfying the conditions in 2) does not in general exist for given analytic boundary data even though
if a solution does exist it is unique. This is of added interest since it is often tacitly assumed or hoped that elliptic boundary value problems are well posed if uniqueness holds ${ }^{(7)}$. Such miseguided hopes are encouraged by the fact that Perron's method yields both existence and uniqueness theorems provided one can derive a maximum modulus principle ${ }^{(2)}$ p. 342.

In chapter three regular solutions of $L_{\nu}(u)=0$ for the case $2 \nu=-1,-3,-5, \ldots$ are decomposed into a function of the form $y^{1-2 v} u^{+}(x, y)$ where $u^{+}(x, y)$ is a regular solution of $L_{1-v}(u)=0$ and a function of the form $Q_{1}(x, y) e^{i k x}+Q_{2}(x, y) e^{-i k x}$ where $Q_{1}(x, y)$ and $Q_{2}(x, y)$ are polynomial in $x$ and $y^{2}$. Hence the study of $L_{\nu}(u)=0$ for such values of $v$ is reduced to examining $I_{\nu}(u)=0$ for $2 v \geq 3$.

In chapter four solutions $u(x, y)$ of $L_{\nu}(u)=0$ which are regular in the whole plane are considered for $v<-1 / 2$, $2 v \neq-1,-3,-5, \ldots$. Conditions are established to insure that if $\lim _{r \rightarrow \infty} r^{\nu+1 / 2} u(x, y)=0$ pointwise for $\theta \varepsilon[0, \pi]\left(x=r \cos \theta_{\text {, }}\right.$ $y=r \sin \theta$ ) then $y(x, y)=0$. It is noted that for $v>-1 / 2$ uniqueness theorems are easily obtainable by direct generalization of results for the classical Helmholtz equation.

## Concluding Remarks

Previous work on the equation $I_{v}(u)=0$ has been done by Henrici ${ }^{(13)}$ and Gilbert and Howard ${ }^{(8)}$, each of whom considered
solutions of $I_{v}(u)=0$ for $v>0$ which are regular in some region containing the origin.

The author believes that results similar to those obtained in this thesis can be derived without serious difficulty for the following equations

$$
\begin{align*}
& \frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}+\frac{2 \mu}{x} \frac{\partial u}{\partial x}+\frac{2 \nu}{y} \frac{\partial u}{\partial y}+k^{2} u=0  \tag{0.10}\\
& \frac{\partial^{2} u}{\partial x_{1}^{2}}+\cdots+\frac{\partial^{2} u}{\partial x_{n}^{2}}+\frac{2 \nu}{y} \frac{\partial u}{\partial y}+k^{2} u=0  \tag{0.11}\\
& \frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}+\frac{2 \mu}{x} \frac{\partial u}{\partial x}+\frac{2 \nu}{y} \frac{\partial u}{\partial y}+\left\{k^{2}+e^{2} / r\right\} u=0 \tag{0.12}
\end{align*}
$$

Here $\mu, \nu, k$, e are real valued constants.

## CHAPTER I

In this chapter we will investigate uniqueness questions for

$$
\begin{equation*}
L_{v}(u) \equiv \frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}+\frac{2 \nu}{y} \frac{\partial u}{\partial y}+k^{2} u=0 \tag{1.1}
\end{equation*}
$$

where $v$ and k are real numbers, $v>-1 / 2, \mathrm{k}>0$. More specifically we ask the following: Given a normal domain (see introduction) $D$ symmetric with respect to the axis $y=0, F=R_{2}-\bar{D}\left(R_{2}\right.$ is two dimensional Euclidean space), u a regular solution of (1.1) (see introduction) such that $u=0$ on $\partial D$, under what additional conditions is $u \equiv 0$ in $F$ ? The fact that some additional condition is needed can be seen by the following example:

Example 1.1 : Let $x=r \cos \theta, \underset{r^{-v}}{ }=r \sin \theta, D \underset{\sim}{=}\{(x, y) \mid r \leq a, a>0\}$ and let $u(x, y)=\tilde{u}(r, \theta)=\frac{r^{-\nu}}{H_{\nu}^{(1)}(k a)} H_{\nu}^{(1)}(k r)-\frac{r^{-\nu}}{H_{\nu}^{(2)}(k a)} H_{\nu}^{(2)}(k r)$ where $H$ denotes Hanker's function. On $\partial D \tilde{u}(a, \theta)=0$ but $\tilde{u}(r, \theta) \neq 0$ in $F=R_{2}-\bar{D} . \tilde{u}(r, \theta)$ is a solution of $I_{\nu}(u)=0$ which is independent of $\theta$.

For $v=0$ the following radiation condition assures uniqueness (12) p. 108)

$$
\begin{equation*}
\lim _{r \rightarrow \infty} \int_{0}^{2 \pi} r\left|\frac{\partial \tilde{u}}{\partial r}-i k \tilde{u}\right|^{2} d \theta=0 \tag{1.2}
\end{equation*}
$$

In the more general case of equation (1.1) it will be shown that (1.2) must be replaced by

$$
\begin{equation*}
\lim _{r \rightarrow \infty} \int_{0}^{\pi} r^{2 \nu+1} \sin ^{2 \nu} \theta\left|\frac{\partial \tilde{u}}{\partial r}-i k \tilde{u}\right|^{2} d \theta=0 \tag{1.3}
\end{equation*}
$$

Observe that for $v=0$ (1.3) reduces to (1.2). Henceforth in this chapter (1.3) will be referred to as the radiation condition.

Condition (1.3) is implied by stronger radiation conditions which resemble those first derived by Sommerfeld (see Introduction). If $v \geqslant 0$ we have

$$
\left|\int_{0}^{\pi} r^{2 \nu+1} \sin ^{2 \nu} \theta\right| \frac{\partial \tilde{u}}{\partial r}-\left.i k \tilde{u}\right|^{2} d \theta\left|\leq \pi \max _{0 \leqslant \theta \leqslant \pi} r^{2 v+1} \sin ^{2 v} \theta\right| \frac{\partial \tilde{u}}{\partial r}-\left.i k \tilde{u}\right|^{2}
$$

and hence ( 1.3 ) holds if

$$
\begin{equation*}
\lim _{r \rightarrow \infty} r^{\nu+1 / 2} \sin ^{\nu} \theta\left|\frac{\partial \tilde{u}}{\partial r}-i k \tilde{u}\right|=0 \tag{1.4}
\end{equation*}
$$

uniformly for $0 \leqslant \theta \leqslant \pi$. If $-1 / 2<\nu \leqslant 0$ we have

$$
\int_{0}^{\pi} r^{2 \nu+1} \sin ^{2 \nu} \theta\left|\frac{\partial \tilde{u}}{\partial r}-i k \tilde{u}\right|^{2} d \theta \leqslant \max _{0 \leqslant \theta \leqslant \pi} r^{2 \nu+1}\left|\frac{\partial \tilde{u}}{\partial r}-i k \tilde{u}\right|^{2} \int_{0}^{\pi} \sin ^{2 v} \varphi d \varphi
$$

and hence (1.3) holds if

$$
\begin{equation*}
\lim _{r \rightarrow \infty} r^{\nu+1 / 2}\left|\frac{\partial \tilde{u}}{\partial r}-i k u\right|=0 \tag{1.5}
\end{equation*}
$$

uniformly for $0 \leq \theta \leq \pi$. For $\nu \geq 0$ condition (1.5) implies that condition (1.4) holds also.

## Statement of Main Theorem and Outline of Proof.

Theorem 1.1: Let $F=R_{2}-\bar{D}$ where $D$ is a normal domain symmetric with respect to the axis $y=0$. Let $u(x, y)$ be a regular solution of $I_{v}(u)=0$ in $\bar{F}$. Assume $v>-1 / 2, k>0$, and let the radiation condition (1.3) hold. Then if $u(x, y)=0$ on $\partial \mathrm{D}, \mathrm{u}(\mathrm{x}, \mathrm{y}) \equiv 0$ in F .

Outline of Proof: Since all regular solutions of (1.1) for $v>-1 / 2$ are even functions of $y$ (see Introduction) it is only necessary to examine solutions $u$ of $L_{v}(u)=0$ in the half plane $y \geq 0$. For $r_{0}$ sufficiently large let $B_{r_{0}}$ be the region bounded by that part of $\partial D$ lying in $y \geq 0$, portions of the axis $L_{1}$ and $I_{2}$, and the semicircle $\partial S=\left\{(x, y) \mid r=r_{0}, y \geq 0\right\}$. See Figure 1.1 below.


Figure 1.1

First a representation for $u(x, y)=\tilde{u}(r, \theta)$ valid for $r \geq r_{0}$ will be obtained. Next it will be shown that if

$$
\begin{equation*}
\lim _{r_{0} \rightarrow \infty} \int_{\partial S} y^{2 \nu}|u(x, y)|^{2} d S=0 \tag{1.6}
\end{equation*}
$$

then $u(x, y)=0$ in F. Finally Green's formula ${ }^{(5)}$ will be applied to $u(x, y)$ in the region $B_{r_{0}}$ and it will be shown that (1.6) is implied by the radiation condition.

## Preliminary Theorems

$$
\text { Assume } v>-1 / 2 .
$$

Theorem 1.2: Let $u(x, y)$ be a regular solution of $L_{v}(u)=0$ for $r \geq r_{0}$ where $x=r \cos \theta, y=r \sin \theta$. Then if $u$ satisflies the radiation condition (1.3), $u$ can be expressed for $\theta \in(0, \pi)$
$r \geq r_{0} /$ as

$$
u(x, y)=\sigma(r, \theta)=r^{-v} \sum_{n=0}^{\infty} a_{n}^{-16-} H_{\nu+n}^{(1)}(k r) C_{n}^{v}(\cos \theta)
$$

where $H_{\nu+n}^{(1)}$ is a Hanker function, $C_{n}^{\nu}$ a Gegenbauer polynomial and $a_{n}, n=0,1, \ldots$ are independent of $r$ and $e$. Proof: For fixed $r \geq r_{0}, \tilde{u}(r, \theta) \varepsilon C_{C}^{(1)}([0, \pi])$ and hence the Fourier cosine series of $\sin ^{\nu} \theta(r, \theta)$ sonverger uniformity to $\sin ^{\nu} \theta \tilde{u}(r, \theta)$ in $\varepsilon \leq \theta \leq \pi-\varepsilon$ where $\varepsilon$ is a fixed positive number, $0<\varepsilon<\pi\left({ }^{(26)}\right.$ p. 368, 410). Now since Gegenbauer polynomials are ecnstant multiples of Jacobi polynomials (3) V.II p. 174) by the equiconvergence theorem for Jacobi series (23) p. 239) it is seen that for $\Theta \varepsilon(0, \pi)$ we have

$$
\tilde{u}(r, \theta)=\sum_{n=0}^{\infty} h_{n} C_{n}^{v}(\cos \theta) \int_{0}^{\pi} \tilde{u}(r, \varphi) \sin ^{2 v} \varphi C_{n}^{v}(\cos \varphi) d \varphi
$$

where $c_{n}^{\nu}$ denotes the Gegenbauer polynomial ( ${ }^{(3)}$ Vol. II, p. 174) and

$$
\begin{equation*}
h_{n}=\frac{2(n+\nu) n!\Gamma(\nu)}{\pi^{1 / 2}(2 \nu)_{n} \Gamma(\nu+1 / 2)} \tag{1.7}
\end{equation*}
$$

In polar coordinates equation (1.1) becomes

$$
\frac{\partial^{2} \tilde{u}}{\partial r^{2}}+\frac{2 \nu+1}{r} \frac{\partial \tilde{u}}{\partial r}+\frac{1}{r^{2}} \frac{\partial^{2} \tilde{u}}{\partial \theta^{2}}+\frac{2 \nu}{r^{2} \tan \theta} \frac{\partial \tilde{u}}{\partial \theta}+\kappa^{2} \tilde{u}=0
$$

Now let $v_{n}(r)=\int_{0}^{\pi} \tilde{u}(r, \varphi) \sin ^{2 r} \varphi C_{n}^{v}(\cos \varphi) d \varphi$

$$
\begin{aligned}
0 & =\int_{0}^{\pi} C_{n}^{v}(\cos \varphi) \sin ^{2 \nu} \varphi\left\{\frac{\partial^{2} \tilde{u}}{\partial r^{2}}+\frac{2 \nu+1}{r} \frac{\partial \tilde{u}}{\partial r}+\frac{1}{r^{2}} \frac{\partial^{2} \tilde{u}}{\partial \varphi^{2}}+\frac{2 \nu}{r^{2} \tan \varphi} \frac{\partial \tilde{u}}{\partial \varphi}+k^{2} \tilde{u}\right\} d u \\
& =v_{n}^{\prime \prime}+\frac{2 \nu+1}{r} v_{n}^{\prime}+k^{2} v_{n}+\frac{1}{r^{2}} \int_{0}^{\pi} C_{n}^{\nu}(\cos \varphi) \sin ^{2 \nu} \varphi\left\{\frac{2 \nu}{\tan \varphi} \tilde{u}_{c e}+\tilde{u}_{c h e}\right\} d \varphi
\end{aligned}
$$

where $u_{\phi}=\frac{\partial u}{\partial \phi}$. Now consider the integral in the last term, setting $f(\phi)=C_{n}^{\nu}(\cos \phi)$ for notational convenience,

$$
\int_{0}^{\pi} f(\varphi) \sin ^{2 v} \varphi\left[\frac{2 v}{\tan \varphi} \tilde{u}_{c \varphi}+\tilde{u}_{\varphi \varphi}\right] d \varphi=\int_{0}^{\pi} f(\varphi) \frac{\partial}{\partial \varphi}\left[\sin ^{2 v} \varphi \tilde{u}_{\varphi}\right] d \varphi
$$

Now $\frac{\partial u}{\partial \phi}=\frac{\partial u}{\partial x} \frac{\partial x}{\partial \phi}+\frac{\partial u}{\partial y} \frac{\partial y}{\partial \phi}$ and $x=r \cos \phi, y=r \sin \phi$. Hence $\frac{\partial u}{\partial g}=-y \frac{\partial u}{\partial x}+x \frac{\partial u}{\partial y}=O(y)$ as $y \rightarrow 0$ by Weinstein's recursion formula (see Introduction.). Therefore

$$
\int_{0}^{\pi} f(\varphi) \frac{\partial}{\partial \varphi}\left[\sin ^{2 v} \varphi \tilde{u}_{\varphi}\right] d \varphi=-\int_{0}^{\pi} f^{\prime}(\varphi) \sin ^{2 v} \varphi \tilde{u}_{\varphi} d \varphi+\left.f(\varphi) \sin ^{2 v} \varphi \tilde{u}_{\varphi}\right|_{0} ^{\pi}
$$

The last term in the above line vanishes from the above discussion and therefore integrating by parts again we have

$$
\begin{aligned}
\int_{0}^{\pi} f(\varphi) \frac{\partial}{\partial \varphi}\left[\sin ^{2 v} \varphi \tilde{u}_{\varphi}\right] d \varphi & =\int_{0}^{\pi}\left\{f^{\prime \prime}(\varphi) \sin ^{2 v} \varphi+2 v f^{\prime}(\varphi) \sin ^{2 v-1} \varphi \cos \varphi\right\} \tilde{u}(r, \varphi) d \varphi \\
& -\left.f^{\prime}(\varphi) \sin ^{2 v} \varphi \tilde{u}(r, \varphi)\right|_{0} ^{\pi}
\end{aligned}
$$

By our notation $f^{\prime}(\varphi)=\frac{d}{d \varphi} C_{n}^{v}(\cos \varphi)=-\sin \varphi \frac{d C_{n}^{v}(\cos \varphi)}{d(\cos \varphi)}=O(\sin \varphi)$

Hence the last term in the above line vanishes and from Gegenbauer's differential equation

$$
\begin{equation*}
\left(1-x^{2}\right) y^{\prime \prime}-(2 v+1) x y^{\prime}+n(n+2 v) y=0 \tag{1.8}
\end{equation*}
$$

we have

$$
\begin{aligned}
\int_{0}^{\pi} f(\varphi) \frac{\partial}{\partial \varphi}\left[\sin ^{2 v} \varphi \tilde{u}_{\varphi}\right] d \varphi & =-n(n+2 \nu) \int_{0}^{\pi} C_{n}^{v}(\cos \varphi) \sin ^{2 v} \varphi \tilde{u}(r, \varphi) d \varphi \\
& =-n(n+2 \nu) v_{n}(r)
\end{aligned}
$$

Hence $v_{n}(r)$ satisfies

$$
\begin{equation*}
v^{\prime \prime}+\frac{2 v+1}{r} v^{\prime}+\left(k^{2}-\frac{n(n+2 v)^{\prime}}{r^{2}}\right) v=0 \tag{1.9}
\end{equation*}
$$

i.e.

$$
v_{n}(r)=a_{n} r^{-\nu} H_{\nu+n}^{(1)}(k r)+b_{n} r^{-\nu} H_{\nu+n}^{(2)}(k r)
$$

where $H_{n+v}^{(1)}, H_{n+v}^{(2)}$ denote Hanker functions of the first and second kind respectively. Now we have, using the radiation condition and Schwartz's lemma,
$\lim _{r \rightarrow \infty}\left|r^{\nu+1 / 2}\left(\frac{d v_{n}}{d r}-i k v_{n}\right)\right|^{2}=\lim _{r \rightarrow \infty} \left\lvert\, \int_{0}^{\pi}\left\{\left.r^{\nu+1 / 2 i m} \min ^{2 v}\left(\frac{\partial \tilde{u}}{\partial r}-i k \tilde{u}\right) C_{n}^{v}(\operatorname{coc} \varphi) d u\right|^{2}\right.\right.$ $\leq \lim _{r \rightarrow \infty} \int_{0}^{\pi} r^{2 \nu+1} \sin ^{2 v} \varphi\left|\frac{\partial \tilde{u}}{d r}-i k \tilde{u}\right|^{2} d \varphi \int_{0}^{\pi} \sin ^{2 v} \varphi\left[C_{n}^{v}(\cos \varphi)\right]^{2} d \varphi$

$$
=0
$$

From ${ }^{(3)}$ (Vol. II, pp. $79,85,31$ ) we have

$$
\begin{align*}
& \frac{d}{d r}\left[r^{-\nu} H_{v}^{(1)}\left(k_{r}\right)\right]=-k r^{-v} H_{v+1}^{(1)}(k r) \\
& \frac{d}{d r}\left[r^{-\nu} H_{v}^{(2)}\left(k_{r}\right)\right]=-k r^{-\nu} H_{v+1}^{(2)}(k r) \tag{1.10}
\end{align*}
$$

$$
H_{v}^{a)}(k r)=\sqrt{\frac{2}{k \pi r}} e^{i\left(k r-\frac{1}{2} v \pi-\frac{1}{4} \pi\right)}+O\left(r^{-3 / 2}\right), r \rightarrow \infty
$$

$$
\begin{equation*}
H_{\nu}^{(2)}(k r)=\sqrt{\frac{2}{k \pi r}} e^{-i(k r-1 / 2 \nu \pi-1 / 4 \pi)}+O\left(r^{-3 / 2}\right), r \rightarrow \infty \tag{1.11}
\end{equation*}
$$

Hence for large $r$ we have
$r^{v+1 / 2}\left(\frac{d v_{n}}{d r}-i k v_{n}\right)=a_{n}\left[O\left(\frac{1}{r}\right)\right]+b_{n}\left[-2 i k \sqrt{\frac{2}{\pi k}} e^{-i(k r-1 / 2(\nu+n+1) \pi-1 / 4 \pi)}+O(r-1)\right]$

Since this last expression must tend to zero as $r$ tends to infinity, conclude that $b_{n}=0$. Hence our theorem is proved.

The next theorem we are going to prove can be considered as an analogue of Rellich's lemma ${ }^{(12)}(\mathrm{p}, 109)$ for the classical Helmholtz equation.

Theorem 2.3 (Rellich): Let $V(x) \in C^{2}$ for $|x|>r_{o}\left(r_{0}>0\right.$, $\left.x=\left(x_{1}, \ldots, x_{n}\right)\right)$ be a (complex valued) solution of $\Delta_{n} v+k^{2} v=0\left(\Delta_{n} \equiv \frac{\partial^{2}}{\partial x_{1}^{2}}+\cdots+\frac{\partial^{2}}{\partial x_{n}^{2}}\right)$ with $k>0$. Let

$$
\lim _{r \rightarrow \infty} \int_{|x|=r}|v|^{2} d S=0
$$

where as denotes an element of surface area on the sphere $|x|=r$. Then $V(x) \equiv 0$.

Theorem 1.4: Assume $u(x, y)=\tilde{u}(r, \theta)$ is a regular solution of $L_{\nu}(u)=0$ in $F$ and the radiation condition (1.3) holds. Let $v>-\frac{1}{2}$. If

$$
\lim _{r \rightarrow \infty} r^{2 v+1} \int_{0}^{\pi} \sin ^{2 v_{\phi}}|\tilde{u}(r, \phi)|^{2} d \phi=0
$$

then $u(x, y) \equiv 0$.
Proof: $u(x, y)=\tilde{u}(r, \theta)=r^{-v} \sum_{n=0}^{\infty} a_{n} H_{\nu+n}^{(1)}(k r) C_{n}^{v}(\cos \theta)$ from
theorem 1.2. Parseval's relation for series of Gegenbauer polynomials gives us

$$
\sum_{n=0}^{\infty} h_{n}^{-1}\left|r^{-v} a_{n} H_{v+n}^{(1)}(k r)\right|^{2}=\int_{0}^{\pi} \sin ^{2 v} \varphi|\tilde{u}(r, \varphi)|^{2} d \varphi
$$

where $h_{n}$ is defined by (1.7). Hence

$$
r^{2 \nu+1} \int_{0}^{\pi} \sin ^{2 v} \varphi|\tilde{u}(r, \varphi)|^{2} d \varphi=r \sum_{n=0}^{\infty} h_{n}^{-1}\left|a_{n} H_{v+n}^{(1)}(k r)\right|^{2}
$$

Therefore $\forall \epsilon>0, \exists r_{0}$, such that for $r>r_{0}$

$$
\begin{equation*}
r n_{n}^{-1}\left|a_{n} H_{n+v}^{(1)}(k r)\right|^{2}<\varepsilon \tag{1.12}
\end{equation*}
$$

But from (1.11) we have

$$
H_{\nu+n}^{(1)}(k r)=\sqrt{\frac{2}{\pi k r}} e^{i(k r-(\nu+n) \pi / 2-\pi / 4)}+O\left(r^{-3 / 2}\right), r \rightarrow \infty
$$

Hence conclude $\left|a_{n}\right|<\sqrt{\varepsilon h_{n}} \sqrt{\frac{\pi k}{2}}$ and since $\varepsilon$ was arbitrary $a_{n}=0, n=0,1,2, \ldots$, , which implies $u \equiv 0$ for $r>r_{0}$. By analyticity of $u(x, y), u(x, y) \equiv 0$.
we are now in a position to prove theorem 1.1.

## Proof of Theorem 2.1

It $2 s$ curivenient to consider two separate cases, that for $v>0$ and $-1 / 2<v<0$. For $v>0$ Green's formula can be applied directly. Green's formula for equation (1.1) is (5)

$$
\begin{equation*}
\int_{\partial{B_{r_{0}}}} y^{2 \nu}\left(g \frac{\partial f}{\partial n}-f \frac{\partial g}{\partial n}\right) d S=\int_{B_{r_{0}}}^{y^{2 \nu}}(g L(f)-f L(g)) d x d y \tag{1.13}
\end{equation*}
$$

$f, g \in C^{(2)}\left(\overline{B r}_{r_{0}}\right)$
(See Figure 1.1) where $/, \frac{\partial}{\partial n}$ indicates differentiation in the
direction of the exterior normal of $\partial B_{r_{0}}, \quad L(u)=\frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}+\frac{2 v}{y} \frac{\partial u}{\partial y}$ and $\partial \mathrm{B}_{\mathrm{r}_{0}}$ is traversed in a counterclockwise direction. Now if P and $g$ are regular solutions of $L_{\nu}(u)=0$, then $\frac{\partial \rho}{\partial n}=\frac{\partial g}{\partial n}=0$ along
the axis $y=0$ since $f$ and $g$ are even functions of $y$. Let $f=g=0$ on $\partial D$. Equation (1.13) now becomes

$$
\begin{equation*}
\int_{\partial S} y^{2 \nu}\left(g \frac{\partial f}{\partial r}-f \frac{\partial g}{\partial r}\right) d S=\int_{B_{r_{0}}} y^{2 \nu}(g L(f)-f L(g)) d x d y \tag{1.14}
\end{equation*}
$$

For $-1 / 2<\nu<0$ Green's formula is valid only if the path of integration does not contain points of the axis $y=0$ since in this case $\mathrm{y}^{2 \nu}$ in (1.13) becomes infinite. We have however the following

$$
\begin{equation*}
\int_{\partial \Sigma} y^{2 \nu}\left(g \frac{\partial f}{\partial n}-f \frac{\partial g}{\partial n}\right) d s=\int_{\Sigma} y^{2 \nu}(g L(f)-f L(g)) d x d y \tag{1.15}
\end{equation*}
$$

where $\partial \Sigma=I_{1}+C_{1}+I_{2}+C_{2}$ where $C_{2}$ lies on $\partial D$ (see Figure 1.2 below).


Figure 1.2
Now in (1.15) assume $f, g$ are bounded for $y \geq 0$ and $\frac{\partial f}{\partial y}, \frac{\partial q}{\partial y}=O(y)$ as $y \rightarrow 0$. Now let $\theta_{0} \rightarrow 0$ in Figure 1.2 and conclude that formula (1.13) is valid in this case also since the integrals along $L_{1}, I_{2}$ vanish in the limit. Now note that Weinstein's recursion
formula (see Introduction) implies that for regular solutions $u$ of $I_{v}(u)=0$ we have $\frac{\partial u}{\partial y}, \frac{\partial u}{\partial y}=0(y)$ as $y \rightarrow C^{0} C^{(2)}\left(\frac{H e n c e}{B_{r_{q}}}\right)$ conclude formula (1.14) is valid for $f=u$, $g=\bar{u} /$ where $I_{v}(u)=0$. Let

$$
\begin{aligned}
R\left(r_{0}\right) & =\int_{\partial S} y^{2 v}\left|\frac{\partial u}{\partial r}-i k u\right|^{2} d S=\int_{\partial S} y^{2 v}\left(\frac{\partial \bar{u}}{\partial r}-i k \bar{u}\right)\left(\frac{\partial u}{\partial r}-i k u\right) d S \\
& =\int_{\partial S} y^{2 v}\left|\frac{\partial u}{\partial r}\right|^{2} d S+k^{2} \int_{\partial S} y^{2 v}|u|^{2} d S+i k \int_{\partial S} y^{2 v}\left(\bar{u} \frac{\partial u}{\partial r}-u \frac{\partial \bar{u}}{\partial r}\right) d S
\end{aligned}
$$

Now apply (1.14) with $f=u, g=\bar{u}$ and arrive at

$$
\begin{equation*}
R\left(r_{0}\right)=\int_{\partial S} y^{2 v}\left|\frac{\partial u}{\partial r}\right|^{2} d S+k^{2} \int_{\partial S} y^{2 v}|u|^{2} d S \tag{1.16}
\end{equation*}
$$

Since $\lim _{r_{0} \rightarrow \infty} R\left(r_{\alpha}\right)=0$ and both terms in (1.16) are positive conclude that

$$
\lim _{r_{0} \rightarrow \infty} \int_{\partial S} y^{2 v}|u(x, y)|^{2} d S=0
$$

By theorem 1.4 this implies $u(x, y) \equiv 0$.

## CHAPTER II

In this chapter we will investigate uniqueness questions
for

$$
\begin{equation*}
L_{v}(u) \equiv \frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}+\frac{2 v}{y} \frac{\partial u}{\partial y}+k^{2} u=0 \tag{2.1}
\end{equation*}
$$

where $v<-1 / 2, k>0$. More specifically we ask the following: Given a normal domain (see introduction) D symmetric with respect to the axis $y=0, F$ the exterior of $\bar{D}, u$ a regular solution (see introduction) of (2.1) in $\bar{F}$ such that $u=0$ on $\partial$, under what additional condition is $u \equiv 0$ in $F$ ? Here it will always be assumed that $2 v$ is not a negative odd integer since in this case all solutions of (2.1) are regular and up to a function of the form $y^{1-2 v} u^{+}$where $u^{+}$is a regular solution of $I_{1-y}, u=0$ the general solution can be explicitly expressed in terms of $1 \mathbf{- 2 v}$ arbitrary constants (see chapter three).

For $v>-1 / 2$ uniqueness theorems for (2.1) depend on expanding $u(x, y)=\tilde{u}(r, \cos \theta)$ in a Gegenbauer series for fixed $r$ (see chapter one. In chapter one $\tilde{u}$ denoted $u$ as a function of $r$ and $\theta$. Due to the fact that $u$ is an even function of $y$, $u$ can also be expressed as a function of $r$ and $\cos \theta$ and in this chapter $\tilde{\mathrm{u}}$ denotes this latter function):

$$
\begin{equation*}
u(x, y)=\tilde{u}(r, \cos \theta)=\sum_{n=0}^{\infty} a_{n}(r) C_{n}^{v}(\cos \theta) \tag{2.2}
\end{equation*}
$$

the $a_{n}(r)$ are then determined from the following representation formula

$$
\begin{equation*}
a_{n}(r)=h_{n}^{-1} \int_{-1}^{1}\left(1-\cos ^{2} \theta\right)^{\nu-1 / 2} C_{n}^{v}(\cos \theta) \tilde{u}(r, \cos \theta) d(\cos \theta) \tag{2.3}
\end{equation*}
$$

where $h_{n}$ is a normalization constant depending only on $n$. It was shown in chapter one that for $v>-1 / 2$ the following radiation condition assures uniqueness:

$$
\begin{equation*}
\lim _{r \rightarrow \infty} \int_{-1}^{1} r^{2 \nu+1}\left(1-\cos ^{2} \theta\right)^{\nu-1 / 2} / \frac{\partial \tilde{u}}{\partial r}-\left.i k \tilde{u}\right|^{2} d(\cos \theta)=0 \tag{2,4}
\end{equation*}
$$

where $x=r \cos \theta, y=r \sin \theta$.
For $\nu<-1 / 2$ the methods outlined above cannot be applied immediately since the weight function $\left(1-\cos ^{2} \theta\right)^{\nu-1 / 2}$ in (2.3) and (2.4) no longer ; is integrable over $[-1,+1]$. This can be dealt with by considering contour integrals instead of real integrals. In this sense our work bears some resemblance to that of Mackie ${ }^{(17)}$. Much of the forthcoming analysis is devoted to considering equations similar to (2.2) and (2.3) when $\xi=\cos \theta$ is complex valued. It will be shown that if $u(x, y)$ is a regular solution of $L_{\nu}(u)=0$ for $r>a$ then for fixed $r>a \tilde{u}(r, \xi)$ can be extended to an analytic function of $\bar{\xi}$ in some rectangle in the complex $\xi$-plane enclosing the points $\pm 1$. For $\nu<-1 / 2$ $(2 v \neq-1,-3,-5, \ldots)$ the following conditions are shown to ensure uniqueness:

1) There exists a rectangle $T$, independent of $r$, enclosing $[-1,+1]$ in the complex $\xi$-plane such that for each fixed $r>a$ $\tilde{u}(r, \xi)$ is an analytic function of $\xi$ in $T$.
2) $\lim _{r \rightarrow \infty} r^{\nu+1 / 2}\left(\frac{\partial \tilde{u}}{\partial r}-i k \tilde{u}\right)=0$ uniformly in $T$.

Finally for $v>-1 / 2$ it is shown that condition (2.4) is equivalent to conditions 1) and 2) above.

## Statement of Main Theorem and Outline of Proof

where $D$ is
Theorem 2.1: Assume $v<-1 / 2,2 v \neq-1,-3,-5, \ldots$. Let $F=R_{2}-\bar{D} /$
a normal domain symmetric with respect to the axis $y=0$. Let $u(x, y)=\tilde{u}(r, \cos \theta)$ be a regular solution of $I_{\nu}(u)=0$ in $\bar{F}$ and hence regular for $r>a$ where $a$ is large enough. Suppose that

1) there exists a rectangle $T$, independent of $r$, enclosing $[-1,+1]$ in the complex $\xi$ plane such that for each fixed $r>a$ $\tilde{u}(r, \xi) \quad(\xi=\cos \theta)$ is an analytic function of $\xi$ in $T$. 2) $\lim r^{\nu+1 / 2}\left(\frac{\partial \tilde{u}}{\partial r}-i k \tilde{u}\right)=0$ uniformly for $\xi$ in $T$. $r \rightarrow \infty$

Then if $u(x, y)=0$ on $\partial D, u(x, y) \equiv 0$ in $F$.

Outline of Proof: As pointed out in chapter one it is only necessary to examine solutions $u$ of $L_{\nu}(u)=0$ in the half plane $y \geq 0$. An expansion theorem for $u(x, y)$ in terms of a Bessel-Jacobi series valid for $r>a$ where $a$ is sufficiently large will be obtained. Using this series an asymptotic expansion for $\tilde{u}(r, \xi)$ and $\frac{\partial \tilde{u}(r, \xi)}{\partial r}$ will be obtained for large $r$. By the use of Green's formula it will be shown that if $u=0$ on $\partial \mathrm{D}$ then for $0<\theta_{0}<\pi$

$$
\begin{equation*}
\int_{\theta_{0}}^{\pi-\theta_{0}} r^{2 \nu+1} \sin ^{2 \nu} \theta\left(\tilde{u} \frac{\partial \bar{u}}{\partial r}-\overline{\tilde{u}} \frac{\partial \tilde{u}}{\partial r}\right) d \theta=0 \tag{2.6}
\end{equation*}
$$

for $r$ large enough where $\overline{\widetilde{u}}$ denotes the complex conjugate of $\tilde{u}$. Finally by using (2.6) coupled with the above mentioned asymptotic expansion we will show that $u(x, y)=0$.

## Preliminary Theorems

Theorem 2.2: Suppose $-\infty<\nu<+\infty,-\infty<k<\infty$ and let $u(x, y)$ be a regular solution of $L_{\nu}(u)=0$ for $r_{1}<r<r_{2}$ where $r=+\sqrt{\mathrm{x}^{2}+\mathrm{y}^{2}}$. Then for every closed interval $\left[r_{3}, r_{4}\right]$ contained in $\left(r_{1}, r_{2}\right)$ there exists a neighbourhood $T$ of $[-1,+1]$ in the complex $\xi=\cos \theta$ plane such that $u(x, y)=\tilde{u}(r, \xi)$ is an analytic function of $\xi$ for $r \in\left[r_{3}, r_{4}\right]$, $\xi \in T$.

Proof: Since $u(x, y)$ is regular for $r_{1}<r<r_{2}, u(x, y)$ is an analytic function of $x$ and $y^{2}$ in this annulus (see introduction). since we have

$$
\begin{align*}
& x=r \cos \theta=r \xi \\
& y^{2}=r^{2} \sin ^{2} \theta=r^{2}\left(1-\xi^{2}\right) \tag{2.7}
\end{align*}
$$

we can conclude that for $r_{1}<r<r_{2}, \quad \xi \in[-1,+1] \quad, \tilde{u}(r, \xi)$ is an analytic function of $r$ and $\xi$ since an analytic function $0:$ an analytic function is analytic ((1) p. 136). Hence for each fixed $\xi_{0} \in[-1,+1], r_{1}<r_{0}<r_{2}$, we can write

$$
\begin{equation*}
\tilde{u}(r, \xi)=\sum_{m, n} a_{m n}\left(r-r_{0}\right)^{m}\left(\xi-\xi_{0}\right)^{n} \tag{2.8}
\end{equation*}
$$

for $\left|r-r_{0}\right|<\delta\left(r o, \xi_{0}\right),\left|\xi-\xi_{0}\right|<\eta\left(r_{0} \xi_{0}\right)$. Hence about each point $\xi_{0} \in[-1,+1]$ there exists a disc of radius $\eta\left(r_{0}, \xi_{0}\right)$ such that $\tilde{u}(r, \xi)$ is analytic in thisdisc for $\left|r-r_{0}\right|<\delta\left(r_{0}, \xi_{0}\right)$. By the Heine Bowel theorem we can pick out a finite number of these discs which cover $[-1,+1]$. Let these discs have their centres at the
points $\xi_{1}, \ldots, \xi_{k}$. For each $\xi_{k}$ we have associated with it the positive number $\delta\left(r_{0}, \xi_{k}\right)$. Let

$$
\begin{equation*}
\delta\left(r_{0}\right)=\min \left\{\delta\left(r_{0}, \xi_{l}\right): 0 \leqslant l \leqslant k\right\} \tag{2.9}
\end{equation*}
$$

then for each fixed $r,\left|r-r_{0}\right|<\delta\left(r_{0}\right), \tilde{u}(r, \xi)$ can be continued analytically into this finite union of discs which cover $[-1,+1]$. Now consider the closed interval $\left[r_{3}, r_{4}\right]$ contained in $\left(r_{1}, r_{2}\right)$. For each fixed $r_{0}$ in $\left[r_{3}, r_{4}\right]$ there exists a $\delta\left(r_{0}\right)$ such that for $\left|r-r_{0}\right|<\delta\left(r_{0}\right) \quad \tilde{u}(r, \xi)$ can be continued analytically into some region in the $\xi$ plane enclosing $[-1,+1]$. By the Heine- Bored theorem there exists a finite number of these intervals $\left|r-r_{j}\right|<\delta\left(r_{j}\right)$, $0 \leq j \leq m$, which cover $\left[r_{3}, r_{4}\right]$. Let $T_{j}$ be the region into which $\tilde{u}\left(r, \xi_{)}\right)$can be continued analytically for $\left|r-r_{j}\right|<\delta\left(r_{j}\right)$ and let $T=\bigcap_{j=1}^{m} T_{j}$. This $T$ satisfies the requirements for $T$ in the theorem and hence we are done.

Szego(23) $F$. 238) has shown that if $f(x)$ is an analytic function on the closed segment $[-1,+1]$ then $f(x)$ can be expanded in a Gegenbauer series which is convergent in the interior of the greatest ellipse with foci at $\pm_{1}$ in which $f(x)$ is regular. There it is assumed that the index $v$ of the Gegenbauer polynomials $C_{n}^{\nu}(x)$ is greater than $1 / 2$. Since the Jacobi polynomials $P_{n}^{(\alpha, \beta)}(x)$ are well defined for $\alpha, \beta \neq 0,-1,-2, \ldots$, and

$$
\begin{equation*}
C_{n}^{v}(x)=\frac{\Gamma(v+1 / 2) \Gamma(n+2 v)}{\Gamma(2 v) \Gamma(n+v+1 / 2)} P_{n}^{(v-1 / 2, v-1 / 2)} \tag{2.10}
\end{equation*}
$$

the question arises as to the possibility of expanding an arbitrary analytic function in a Jacobi series of equal negative non-integer indices. In view of theorem 2.2 and recalling the analysis of chapter one, this is the case of interest in the study of regular solutions of $L_{v}(u)=0$ for $v<-1 /, 2 v \neq-1,-3,-5, \ldots$. The following theorem shows that the above mentioned expansion is in general impossible for $v=-1,-2,-3, \ldots$.

Theorem 2.3: Let $v=-1,-2,-3, \ldots$ and $f(x)$ be a polynomial of degree $-2 v$. Then it is not possible to expand $f(x)$ in a Jacobi series

$$
f(x)=\sum_{n=0}^{\infty} a_{n} P_{n}^{(v-1 / 2, v-1 / 2)}(x)
$$

where the series converges in some region containing $[-1,+1]$.
Proof: From (23) p. 61) we have

$$
\begin{equation*}
P_{n}^{(\nu-1 / 2, \nu-1 / 2)}(x)=\binom{n+\nu-1 / 2}{n}_{2} F_{1}\left(-n, n+2 \nu ; v+1 / 2 ; \frac{1-x}{2}\right) \tag{2.11}
\end{equation*}
$$

where $2^{F_{1}}$ denotes the hypergeometric function. Hence if $v$ is a negative integer $P_{n},(x)$ is of degree $n$ for $0 \leq n \leq-v$ and $-2 v+1 \leqslant n$ whereas $P_{n}^{(v-1 / 2,--1 / 2)}(x)$ is of degree $-n-2 v$, and hence of degree strictly less than $n$, for $-v+1 \leqslant n \leqslant-2 v$. Since $f(x)$ is a polynomial of degree $-2 v$ it is therefore impossible to expand $f(x)$ in a Jacobi series with a finite number of terms. Now suppose it were possible to expand $f(x)$ in an infinite series of Jacobi polynomials, ie.

$$
\begin{equation*}
f(x)=\sum_{n=0}^{\infty} a_{n} P_{n}^{(\nu-1 / 2, v-1 / 2)} \tag{2.12}
\end{equation*}
$$

where there does not exist an $N$ such that, for $n>N, a_{n}=0$ and the series (2.12) converges in some region containing $[-1,+1]$. Let $C$ be a simple closed curve lying in this region and enclosing $[-1,+1]$. From $(23)$, p. 245) we have for $a>-1 / 2$

$$
\begin{gather*}
\frac{1}{\pi i} \int_{C}\left(y^{2}-1\right)^{\gamma-1 / 2} Q_{n(y)}^{(\alpha-1 / 2, y-1 / 2)} P_{m}^{(\alpha-1 / 2, q-1 / 2)}(y)
\end{gather*} d y=\delta_{m n} g_{n}^{\alpha}
$$

where $Q_{n}^{(a-1 / 2, a-1 / 2)}(y)$ denotes a Jacobi function of the second kind. If we expand $f(x)$ in a Jacobi series for some (fixed) $\alpha>-1 / 2$ and apply (2.13) conclude (since $f(x)$ is a polynomial of degree $-2 v$ ) that for $n>-2 v$

$$
\begin{equation*}
\int_{C} f(y)\left(y^{2}-1\right)^{\alpha-1 / 2} Q_{n}^{(\alpha-1 / 2, \alpha-1 / 2)}(y)^{(x)} d y=0 \tag{2.14}
\end{equation*}
$$

By analytic continuation with respect to $a$ (2.13) and (2.14) holds true for $a-1 / 2$ not equal to a negative integer, in particular for $\alpha=v$. Now note that due to the asymptotic expansion of the $\left.\left.p_{n}^{(v-1 / 2, v-1 / 2}\right\rangle_{x}\right)$ (23), p. 195) the series (2.12) converges uniformly in every compact subset of its ellipse of convergence and hence termwise integration is permissible. (2.13) and (2.14) now imply that in the series (2.12) $a_{n}=0$ for $n>-2 v$ which is a contradiction. We next derive an expansion theorem for solutions $u(x, y)$ of
$I_{\nu}(u)=0$ which satisfy conditions 1) and 2) of theorem 2.1. This could have been accomplished by extending the expansion theorem of Szego as mentioned on page 27 to the case when $v<-1 / 2,2 v \neq 1,-2$, ... . Then by using the orthogonality property (2.13) the general expansion theorem for $u(x, y)$ could have been derived using the method of theorem 1.2 since $Q_{n}^{(v-1 / 2, v-1 / 2)}(x)$ satisfies the same ordinary differential equation as $C_{h}^{\nu}(x)$. However the following approach allows us to handle the case $v$ equal to a negative integer (which by theorem 2.3 is excluded in the method outlined above) and thereby bring to light the improperly posed problems which arise in this situation.

Theorem 2.4: Let $u(x, y)=\tilde{u}(r, \cos \theta)$ be a regular solution of $L_{v}(u)=0$ for $r>a>0$ and $2 v \neq-1,-3,-5, \ldots$. Suppose further that $u(x, y)$ satisfies hypotheses 1) and 2) of theorem 2.1. Then for any $b>a$ and $r \geq b>a$ we have

$$
u(x, y)=\tilde{u}(r, \cos \theta)=r^{-\nu} \sum_{n=0}^{\infty} a_{n} \frac{H_{\nu+n}^{(1)}(k r)}{H_{\nu+n}^{(1)}(k b)} P_{n}^{(v-1 / 2, \nu-1 / 2)}(\cos \theta)
$$

Proof: Let $m$ be an integer greater than or equal to $-2 \nu+1$. Since by hypothesis for each fixed $r>a \tilde{u}$ is an analytic function of $\xi=\cos \theta$ in $T$, so is $\frac{\partial^{m_{\tilde{u}}}}{\partial \xi^{m}}$. Now expand $\frac{\partial^{m} \tilde{u}}{2 \xi^{m}}$ in a Jacoioi series of index $m+v-1 / 2$ for fixed $r=b$ ( 23 ), p. 238),

$$
\begin{equation*}
\frac{\partial^{m} \tilde{u}}{\partial \xi^{m}}=\sum_{n=m}^{\infty} a_{n-m} P_{n-m}^{(m+v-1 / 2, m+v-1 / 2)}(\xi) \tag{2.15}
\end{equation*}
$$

From ( ${ }^{(23)}$, p. 238) the above series converges uniformly in some ellipse containing $[-1,+1]$ and in view of the fact that $\left|p_{n}^{(\alpha, \beta)}(\xi)\right|^{1 / n}>1$ for $n$ large enough and $\xi \notin[-1,+1] \quad\left({ }^{(23}\right)_{p .}$ 195) we can use the root test to conclude that $\overline{\lim }\left|a_{n-m}\right|^{1 / n}<\mid$. This implies the weaker estimate $\left|a_{n-m}\right|=0\left(n^{-p}\right)$ for any fixed integer $p$. We now use the following relationship between the Jacobi polynomials (3), Vol. II, p. 170):

$$
\begin{equation*}
2^{m} D^{m} P_{n}^{(\alpha, \alpha)}(x)=(n+2 q+1)_{m} P_{n-m}^{(\alpha+m, q+m)}(x) ; m=1, \cdots, n \tag{2.16}
\end{equation*}
$$

where $D=\frac{d}{d x}$. Hence for $n \geqslant m$

$$
\begin{equation*}
\underbrace{\int_{1}^{\xi} \cdots \int_{1}^{\xi} P_{n-m}^{(m+\nu-1 / 2, m+\nu-1 / 2)}(\xi) d \xi}_{m \text { times }}=2^{-m}(n+2 v)_{m}\left[P_{n}^{(\nu-1 / 2, v-1 / 2)}(\xi)+f_{n}(\varepsilon)\right] \tag{2.17}
\end{equation*}
$$

where $f_{n}(\xi)$ is a polynomial of degree at most $m-1$. (Define

$$
\begin{aligned}
& \gamma_{k}=2^{k-m}(n+2 v)_{m-k} P_{n-m+k}^{(v-1 / 2+m-k, k 1 / 2+m-k)} \\
& I_{k}(s)=\underbrace{\int_{1}^{s} \cdots \cdot \int_{1}^{s}}_{k \text { times }} d s \quad ; \quad I_{0}(s)=1
\end{aligned}
$$

By (2.16) we have

$$
\begin{aligned}
2^{-m}(n+2 \nu)_{m} \int_{1}^{\varepsilon} P_{n-m}^{(m+\nu-1 / 2, m+\nu-1 / 2)}(s) d \delta & =\int_{1}^{s} D^{m} P_{n}^{(\nu-1 / 2, \nu-1 / 2)}(s) d s \\
& =D^{m-1} P_{n}^{(\nu-1 / 2, \nu-1 / 2)}(s)-\gamma_{1}
\end{aligned}
$$

Repeating this operation m times we have formula (2.17) where

$$
f_{n}(s)=-\sum_{d=0}^{m-1} \gamma_{m-l} I_{l}(s)
$$

).

Since from ( ${ }^{(3)}$, VII, p. 169) we have

$$
\begin{equation*}
P_{n}^{(\alpha, \alpha)}(1)=\frac{(\gamma+1)_{n}}{n!}=O\left(n^{\alpha}\right) \tag{2.18}
\end{equation*}
$$

and $(n+2 v)_{m-k}=O\left(n^{m-k}\right)$ we can conclude from the above reprosentation of $f_{n}(\xi)$ that if we express $f_{n}(\xi)$ as $f_{n}(\xi)=\sum_{k=0}^{m-1} \beta_{k} \xi^{k}$ then $\beta_{k}=O\left(n^{\nu-1 / 2}\right)$ for $0 \leqslant k \leqslant m-1$. Therefore since $a_{n-m}=O\left(n^{-p}\right)$ for any integer $p$ it is possible to integrate (2.15) termwise $m$ times and then rearrange the series to get

$$
\begin{equation*}
\tilde{u}(r, \xi)=\sum_{n=m}^{\infty} b_{n}(r) P_{n}^{(v-1 / 2, \nu-1 / 2)}(\xi)^{( }+h(r, \xi)=S(r, \xi)+h(r, s) \tag{2.19}
\end{equation*}
$$

where $h(r, \xi)$ is a polynomial of degree at most $m-1$ in $\xi$ with coefficients depending on $r$ and where $b_{n}(r)=O\left(n^{-p}\right)$ for any integer p. Note that $S(r, \xi)$ is an analytic function of $\xi$ (for fixed $r$ ) in the rectangle $T$ since $\tilde{\sim}(r, \xi)$ and $h(r, \xi)$ both have this property. Now for $a-1 / 2$ not equal to a negative integer by reasoning exactly as in the derivation of equation (2.14), we have for $n \geq m$

$$
\begin{equation*}
\int_{C} h(r, \xi)\left(\xi^{2}-1\right)^{q-1 / 2} Q_{n}^{(\alpha-1 / 2,(\xi-1 / 2)} d \xi=0 \tag{2.20}
\end{equation*}
$$

where $C$ is a smooth curve surrounding $[-1,+1]$ and lying within the rectangle T. Setting $\alpha=v$ in (2.20) we have from (2.13) and (2.19) that

$$
b_{n}(r)=\left(\pi i \quad g_{n}^{\nu}\right)^{-1} \int_{C} \tilde{u}(r . s)\left(\xi^{2}-1\right)^{\nu-1 / 2} Q_{n}^{(\nu-1 / 2 \nu-1 / 2)}(\xi) d \xi
$$

where $g_{n}^{\nu}$ is defined in (2.13). Since the curve $C$ can be chosen independent of $r$ we can apply the methods of theorem 1.2 and conclude from the partial differential equation and the radiation condition that

$$
b_{n}(r)=b_{n} \frac{H_{\nu+n}^{(1)}(k r)}{H_{\nu+n}^{(1)}(k b)} \quad r \geq b>a
$$

where $b_{n}$ is independent of $r$. Since $S(r, \xi)$ is an analytic function of $\xi$ for $r=b$ and $b_{n}(b)=b_{n}$ conclude that $b_{n}=O\left(n^{-p}\right)$ for any integer $p$ just as we concluded that $a_{n-m}=O\left(n^{-p}\right)$ in (2.15). For real $\xi\left|p_{n}^{(v-1 / 2, v-1 / 2)}(\xi)\right|=O\left(n^{-1 / 2}\right)$ uniformly for $\xi \in[-1,+1](23), p, 164)$ and

$$
\left|\frac{H_{v+n}^{(1)}(k r)}{H_{v+n}^{(1)}(k b)}\right|=O\left(\frac{b}{r}\right)^{n}
$$

uniformly for $r$ on compact subsets of $[b, \infty)(10)$. Hence for each fixed $r_{0}, b<r_{0}<\infty, S(r, \xi)$ is dominated over the interval $\left[b, r_{0}\right]$ by

$$
\sum_{n=m}^{\infty} n^{-p}\left(\frac{b}{r}\right)^{n} \quad b \leq r \leq r_{0}, p \text { any integer }
$$

This series converges uniformly for $b \leq r \leq r_{0}$. Similar arguments show that the series obtained by applying $\frac{\partial}{\partial \theta}, \frac{\partial^{2}}{\partial \theta^{2}}, \frac{\partial}{\partial r}, \frac{\partial^{2}}{\partial r^{2}}$ termwise to $S(r, \xi)$ converge uniformly. Hence the operator $L_{\nu}$ can be applied to $S(r, \xi)$ termwise with the result that $L_{\nu}(S)=0$ for $r \geq b, \theta \in[0,2 \pi]$ since $r_{0}$ can be taken arbitrarily large. By methods identical to theorem 2.5 (which follows this theorem)
it is seen that $S\left(r, \xi_{\xi}\right)$ satisfies conditions 1) and 2) of theorem 2.1. Hence $h(r, \xi)$ is a polynomial in $\xi$ of degree at most $m-1$ with coefficients depending on $r$ which satisfies $L_{\nu}(h)=0$ for $r \geq b, \theta \in[0,2 \pi]$ and also the radiation condition ${ }^{(25)}$. Ours proof will be complete if we show that $h(r, \xi)$ is of the form

$$
h(r, \xi)=r^{-\nu} \sum_{n=0}^{m-1} c_{n} \frac{H_{\nu+n}^{(1)}(k r)}{H_{\nu+n}^{(1)}(k b)} P_{n}^{(\nu-1 / 2, \nu-1 / 2)}(\xi)
$$

For $v$ not equal to a negative integer this is immediate since we can expand $h(r, \xi)$ in a Jacobi series of a finite number of terms and then use (2.13) and the methods of theorem (1.2). Therefore consider the case in which $v$ equals a negative integer. In this situation we set $m=-2 v+1$ and go to the partial differential equation.

The polynomial $h(r, \xi)$ can be written in the form

$$
\begin{equation*}
h(r, \xi)=\sum_{n=0}^{-2 v} c_{n}(r) \cos n \theta \tag{2.21}
\end{equation*}
$$

Applying $I_{v}$ to $h(r, \xi)$ we have

$$
\begin{equation*}
0=\sum_{n=0}^{-2 \nu}\left[c_{n}^{\prime \prime}+\frac{2 \nu+1}{r} c_{n}^{\prime}+\left(k^{2}-\frac{n^{2}}{r^{2}}\right) c_{n}\right] \cosh \theta-c_{n} \frac{2 \nu n}{r^{2} \tan \theta} \sin n \theta \tag{2.22}
\end{equation*}
$$

Now $\frac{\sin n \theta}{\tan \theta}=\frac{\sin n \theta}{\sin \theta} \cos \theta=U_{n-1}(\cos \theta) T_{1}(\cos \theta)$ where $T_{n}$, $U_{n}$ denote Tchebichef polynomials of the first and second kind respectively ( ${ }^{(3) \text {, Vol. II, p. 183). We have }}$

$$
U_{n-1} T_{1}=\frac{1}{2}\left[U_{n}+U_{n-2}\right]
$$

$$
\frac{1}{2} U_{2 n}=-\frac{1}{2}+\sum_{m=0}^{n} T_{2 m} \quad ; \quad \frac{1}{2} U_{2 n-1}=\sum_{m=0}^{n-1} T_{2 m+1}
$$

Hence

$$
\begin{aligned}
O=\sum_{n=0}^{-2 \nu}\left[c_{n}^{*}+\frac{2 \gamma+1}{r} c_{n}^{\prime}+\left(k^{2}-\frac{n^{2}}{r^{2}}\right) c_{n}\right] \cos n \theta \\
-c_{n} \frac{2 \nu n}{r^{2}}\left\{\begin{array}{l}
-1+2 \sum_{m=0}^{\frac{n-2}{2}} \cos 2 m \theta+\cos 2 n \theta \text { if n seven } \\
2 \sum_{m=0}^{\frac{n-3}{2}} \cos (2 m+1) \theta+\cos 2 n \theta \text { ifnis odd (2.23) }
\end{array}\right.
\end{aligned}
$$

Therefore by the orthogonality properties of $\cos n \theta$ and the fact that $h(r, \xi)$ (and hence $c_{n}(r)$ in (2.21)) satisfies the radiation condition (2.5). Conclude

$$
\begin{equation*}
C_{n}(r)=\sum_{j=n}^{-2 \nu} d_{j} r^{-\nu} H_{v+j}^{(1)}(k r) \tag{2.24}
\end{equation*}
$$

Substituting (2.24) into (2.21) and rearranging we have

$$
h(r, \xi)=r^{-\nu} \sum_{n=0}^{-2 \nu} H_{\nu+n}^{(1)}(k r) g_{n}(\xi)
$$

where $g_{n}(\xi)$ is a polynomial of degree at most $-2 \nu$ in $\xi_{0}$ Now using the fact that the $H_{\nu+n}^{(l)}(k r)$ are linearly independent for $0 \leq n \leq-v$ whereas $H_{-\nu-n}^{(1)}(k r)=e^{(\nu+n) \pi i} H_{v+n}^{(1)}(k r)$ and applying the partial differential equation conclude that $g_{n}(\xi)$ must satisfy Jacobi's equation

$$
\begin{equation*}
\left(1-\xi^{2}\right) y^{\prime \prime}-(2 \nu+1) \xi y^{\prime}+n(n+2 \nu) y=0 \tag{2.25}
\end{equation*}
$$

i.e.

$$
h(r, \xi)=r^{-\nu} \sum_{n=0}^{-2 \nu} a_{n} H_{\nu+n}^{(1)}(\kappa r) P_{n}^{(\nu-1 / 2, \nu-\nu / 2)}
$$

Here the $a_{n}$ are not fully determined since the preceding analysis shows that it is in fact a linear combination of $a_{n}$ and $a_{-n-2 v}$ which is uniquely determined. This concludes the proof.

Corollary 2.1: Let $f(\xi)$ be an analytic function of $\xi=\cos \theta$ for $\xi \in[-1,+1]$ and let $v$ be a negative integer. Then in general no solution $u(x, y)$ of $L_{\nu}(u)=0$ regular for $r \geq 1$ exists which satisfies hypotheses 1) and 2) of theorem 2.1 and assumes the values $f(\xi)$ on $r=1$.
Proof: By theorem 2.4 $u(x, y)=\tilde{u}(r, \xi)=r^{-\nu} \sum_{n=0}^{\infty} a_{n} \frac{H_{v+n}^{(1)}(k r)}{H_{v+n}^{(1)}(k)}$ $P_{n}^{(v-1 / 2, v-1 / 2)}(\xi)$ for $r \geq 1$ since $\tilde{u}(r, \xi)$ is regular for $r \geq 1$. Hence $f(\xi)=\sum_{n=0}^{\infty} a_{n} P_{n}^{(v-1 / 2, v-1 / 2)}(\xi)$ where convergence is uniform in some ellipse containing $[-1,+1]$. By theorem 2.3 there exist analytic functions $f(\xi)$ for which no such expansion exists. The following theorem is a generalization of a result due to Kart ${ }^{(15)}$ who considered the case $v=0$, i.e. the classical two dimensional Helmholtz equation. The hypothesis of the theorem is implied by the hypothesis of theorem 2.4.

Theorem 2.5: Assume $-\infty<\nu<+\infty, 2 \nu \neq-1,-3,-5 \ldots$ Let $u(x, y)$ satisfy $L_{v}(u)=0$ for $r>a$ and have the expansion

$$
u(x, y)=\tilde{u}(r, s)=r^{-\nu} \sum_{n=0}^{\infty} a_{n} \frac{H_{\nu+n}^{(1)}(k r)}{H_{\nu+n}^{(1)}(k b)} P_{n}^{(\nu-1 / 2, \nu-1 / 2)}, r \geq b>a
$$

then there exists a convergent expansion in the form

$$
u(x, y)=\tilde{u}(r, \xi)=r^{-v} H_{v}^{(1)}(k r) \sum_{n=0}^{\infty} \frac{F_{n}(\xi)}{r^{n}}+r^{-v} H_{v+1}^{(1)}(k r) \sum_{n=0}^{\infty} \frac{G_{n}(s)}{r^{n}}
$$

where the series converges uniformly and absolutely for $\mathrm{r} \geq \mathrm{b}>\mathrm{a}, \quad \xi=\cos \theta$ contained in some rectangle T in the complex $\xi$ plane enclosing $[-1,+1] . F_{0}(\xi)$ and $G_{0}(\xi)$ determine $u(x, y)$ uniquely and are analytic functions of $\xi$ in the above mentioned rectangle.

Proof: It is known (3) Vol. II, p. 34) that

$$
\begin{equation*}
H_{v+n}^{(1)}(k r)=H_{\nu}^{(1)}(k r) R_{n, v}(k r)-H_{v-1}(k r) R_{n-1, \nu+1}(k r) \tag{2.26}
\end{equation*}
$$

where $R_{n, \nu}(k r), R_{n-1, \nu+1}(k r)$ are the Lommel polynomials defined as

$$
\begin{equation*}
R_{n, v}(r)=\sum_{k=0}^{[n / 2]} \frac{(-1)^{n}(n-k)!\Gamma(v+n-k)}{k!(n-2 k)!\Gamma(\nu+k)}\left(\frac{1}{2} r\right)^{-n+2 k} \tag{2.27}
\end{equation*}
$$

Consider now the series

$$
\begin{align*}
& E(\omega, s)=\sum_{n=0}^{\infty} \frac{a_{n} P_{n}^{(\nu-1 / 2, \nu-1 / 2)}(s)}{H_{\nu+n}^{(1 /}(k b)} R_{n, \nu}(w)  \tag{2.28}\\
& Q(\omega, s)=\sum_{n=0}^{\infty} \frac{a_{n} P_{n}^{(\nu-1 / 2, \nu-1 / 2)}(s)}{H_{\nu+n}^{(1)}(k b)} R_{n-1, \nu+1}(\omega) \tag{2.29}
\end{align*}
$$

which result when (2.26) is substituted into the Bessel-Jacobi representation for $u(x, y)$ given in the statement of the theorem. Here $\omega$ is a complex variable. Replace $\omega$ by abe ${ }^{i \alpha}$ where $0 \leq \alpha \leq 2 \pi$. Then for example we can rewrite (2.28) as
$E\left(k b e^{i \alpha}, s\right)=\sum_{n=0}^{\infty} \frac{a_{n} P_{n}^{\left(\nu-1 / 2, v-\frac{1 / 2)}{(\nu)}\left(\frac{1}{\nu+m)}\right.\right.}\left(\frac{k b}{2} e^{i \gamma}\right)^{n+\nu}}{\frac{1}{\Gamma(\nu+m)}\left(\frac{k b}{2} e^{i \varphi)^{n+\nu}} H_{\nu+n}^{(1)}(k b)\right.} R_{n, \nu}\left(k b e^{i \psi)}\right.$
(if $v$ is a negative integer, for $n \leqslant-v$ omit the factor $\frac{1}{\Gamma(v+n)}$ which appears in the numerator and denomenator of each term in the above series). Using the formula (3) V. II, p. 35), (15)

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{(z / 2)^{\nu+n} R_{n, \nu}(z)}{\Gamma(\nu+n)}=\left(\frac{z}{2}\right) J_{\nu}(z) \tag{2.31}
\end{equation*}
$$

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\left(\frac{k-b}{2}\right)^{n+\nu}}{\Gamma(v+n)} H_{\nu+n}^{(1)}(k b)=-\frac{i}{\pi} \tag{2.32}
\end{equation*}
$$

and recalling that for $r=\mathrm{b} \tilde{u}(r, \xi)$ is an analytic function of $\xi$ in some rectangle enclosing $[-1,+1]$ (theorem 2.2) and hence $\tilde{u}(b, \xi)=b^{-v} \sum_{n=0}^{\infty} a_{n} p_{n}^{(\nu-1 / 2, v-1 / 2)}$ converges absolutely uniformly on compact subsets of this rectangle, we can conclude that the right hand side of $(2,28)$ is uniformly and absolutely convergent for $|\omega|=\mathrm{kb}$ and $\xi$ contained in some rectangle enclosing $[-1,+1]$. Now the series $(2,28)$ is a series of polynomials in $\frac{1}{\omega}$ which, as we have just seen, converges uniformly and absolutely on the circle $\left|\frac{1}{\omega}\right|=\frac{1}{\mathrm{~kb}}$ and hence define an analytic function for $\left|\frac{1}{\omega}\right|<\frac{1}{\mathrm{~kb}}$ (26) p. 95, 97). A similar result is seen to hold for equation (2.29). Hence

$$
\begin{equation*}
u(x, y)=\tilde{u}(r, s)=r^{-v} H_{v}^{(1)}(k r) E\left(\frac{1}{r}, s\right)+r^{-v} H_{v+1}^{(1)}(k r) Q\left(\frac{1}{r}, s\right) \tag{2.23}
\end{equation*}
$$

where $E$ and $Q$ are analytic functions of $\frac{1}{r}$ and are regular in the interior of the circle $\left|\frac{1}{r}\right|=\frac{1}{b}$ in the complex $\frac{1}{r}$ plane. The first part of the theorem follows from this statement. If $F_{o}$ and $G_{0}$ are known, $F_{n}$ and $G_{n}$ can be computed recursively by substituting the series into the differential equation (see ${ }^{(15)}$ ). It is also easily verified that

$$
\begin{align*}
& F_{0}(\xi)=\sum_{n=0}^{\infty} \frac{a_{2 n}(-1)^{n}}{H_{2 n+v}^{(1)}(k-b)} P_{2 n}^{(v-1 / 2, v-1 / 2)}(\xi)  \tag{2.34}\\
& G_{0}(\xi)=\sum_{n=0}^{\infty} \frac{a_{2 n+1}(-1)^{n}}{H_{2 n+v+1}^{(1)}(1 \tau b)} P_{2 n+1}^{(v-1 / 2, v-1 / 2)}(\xi) \tag{2.35}
\end{align*}
$$

which are seen to be analytic in the same rectangle $\tilde{u}(b, \xi)$ is analytic since they are the uniform limit of analytic functions in this rectangle.

The above theorem implies the following important corollary.

Corollary 2.2: Let $u(x, y)=\tilde{u}(r, \cos \theta)$ satisfy the conditions of theorem 2.1. Then $\lim _{r \rightarrow \infty} \sqrt{\frac{\pi k}{2}} r^{\nu+1 / 2} \tilde{u}(r, \cos \theta) \exp \left\{-i k r+\frac{i \pi}{2}+\frac{i v \pi}{2}\right\}$ $=f_{0}(\cos \theta)$ exists uniformly for $\xi=\cos \theta$ contained in some rectangle in the complex $\xi$ plane enclosing $[-1,+1]$, where

$$
\begin{aligned}
F_{0}(\xi) & =1 / 2\left[f_{0}(\xi)+f_{0}(-\xi)\right] \\
-i G_{0}(\xi) & =1 / 2\left[f_{0}(\xi)-f_{0}(-\xi)\right]
\end{aligned}
$$

Proof: From theorems 2.4 and 2.5 and the asymptotic expansion for Hanker functions (see theorem 1.2) we have

$$
f_{0}(\xi)=F_{0}(\xi)-i G_{0}(\xi) \text {. From (2.34) and } 2.35 \text { it is seen }
$$

that $F_{0}(\xi)=F_{0}(-\xi)$ and $G_{0}(\xi)=-G_{0}(-\xi)$. The corollary follows from these facts.

Theorem 2.6: Let $v<-1 / 2$. If $u(x, y)=\tilde{u}(r, \cos \theta)$ is a/solution of $L_{\nu}(u)=0$ in the exterior $\bar{F}$ of a normal domain $D$ symmetric with respect to the axis $y=0$ and $u(x, y)=0$ on $\partial D$ then for $0<\theta_{0}<\pi$ and $r$ sufficiently large

$$
\int_{\theta_{0}}^{\pi-\theta_{0}} r^{2 \nu+1} \sin ^{2 v} \theta\left(\tilde{u} \frac{\partial \overline{\tilde{u}}}{\partial r}-\overline{\tilde{u}} \frac{\partial \tilde{u}}{\partial r}\right) d \theta=0
$$

where $\overline{\widetilde{u}}$ denotes the complex conjugate of $\tilde{u}$.
Proof: For $y>0$ Green's formula ${ }^{(5)}$ is

$$
\begin{equation*}
\int_{\partial \Sigma_{1}} y^{2 v}\left(g \frac{\partial f}{\partial n}-f \frac{\partial g}{\partial n}\right) d s=\iint_{\Sigma_{1}} y^{2 v}[g L(f)-f L(g)] d x d y \tag{2.36}
\end{equation*}
$$

where $L(u)=\frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}+\frac{2 \nu}{y} \frac{\partial u}{\partial y}, \quad \partial \sum_{1}$ is a sufficiently smooth simple closed curve in the half plane $y>0$ traversed counterclockwise and bounding a closed domain $\Sigma_{1} f, g \in C^{(2)}\left(\sum_{1}\right)$ write the identity as

$$
\begin{equation*}
\int_{\partial \Sigma_{2}}(-y)^{2 \nu}\left(g \frac{\partial f}{\partial n}-f \frac{\partial g}{\partial n}\right) d S=\iint_{\Sigma_{2}}(-y)^{2 \nu}[g L(f)-f L(g)] d x d y \tag{2.37}
\end{equation*}
$$

where $\partial \Sigma_{2}$ is traversed counterclockwise. Now consider

$$
\begin{equation*}
\int_{\partial \Sigma_{1}} y^{2 \nu}\left(u \frac{\partial \bar{u}}{\partial n}-\bar{u} \frac{\partial u}{\partial n}\right) d s+\int_{\partial \Sigma_{2}}(-y)^{2 \nu}\left(u \frac{\partial \bar{u}}{\partial n}-\bar{u} \frac{\partial u}{\partial n}\right) d s \tag{2.38}
\end{equation*}
$$

$$
\partial \Sigma_{1}=I_{1}+C_{1}+I_{2}+C_{2} \text { and } \partial \Sigma_{2}=I_{3}+C_{3}+I_{4}+C_{4}
$$ (see Figure 2.1. $I_{1}, I_{2}, I_{3}, I_{4}$ are line segments connecting the circle containing $C_{1}, C_{4}$ with $\partial D . C_{2}$ and $C_{3}$ lie on $\partial D$.)



By hypothesis both $u$ and $\bar{u}$ vanish on $C_{2}$ and $C_{3}$ (since $C_{2}$ abd $C_{3}$ lie on $\partial D$ ) and since $u$ and $\bar{u}$ satisfy $I_{\nu}(u)=0$ the double integrals in $(2.36)$ and $(2.37)$ taken over $\Sigma_{1}, \Sigma_{2}$ respectively vanish. Observing that 1) $u$ is an even function of $y$, 2) $\frac{\partial u}{d \theta}$ is an odd function of $\theta, 3$ ) along $L_{1}$ and $L_{3} \frac{\partial u}{\partial n}=-\frac{1}{r} \frac{\partial u}{\partial \theta} ;$ along $L_{2}$ and $\left.L_{4} \frac{\partial u}{\partial n}=\frac{1}{r} \frac{\partial u}{\partial \theta}, ~ 女\right)$-the

 straight line paths in (2.38) cancel each other. Hence since $u=\bar{u}=0$ along $C_{2}$ and $C_{3}$ we have

$$
\begin{aligned}
0 & =\int_{C_{1}} y^{2 \nu}\left(u \frac{\partial \bar{u}}{\partial n}-\bar{u} \frac{\partial u}{\partial n}\right) d s+\int_{C_{4}}(-y)^{2 \nu}\left(u \frac{\partial \bar{u}}{\partial n}-\bar{u} \frac{\partial u}{\partial n}\right) d s \\
& =2 \int_{\theta_{0}}^{\pi-\theta_{0}} r^{2 v+1} \sin ^{2 \nu_{\theta}}\left(\tilde{u} \frac{\partial \bar{u}}{\partial r}-\bar{u} \frac{\partial \tilde{u}}{\partial r}\right) d \theta
\end{aligned}
$$

This proves our theorem.

This concludes the preliminary results. We now prove the main theorem of this chapter viz. theorem 2.1.

Proof of theorem 2.1 : If $\tilde{u}$ satisfies the hypothesis of theorem 2.1 then by theorem 2.4 the hypothesis of theorem 2.5 is also satisfied. The series representation for $\tilde{u}$ derived in theorem 2.5 converges uniformly and absolutely for $r \geq b>a$ and $\xi=\cos \theta$ contained in some rectangle in the complex $\xi$ plane enclosing $[-1,+1]$. Hence by this theorem and corollary 2.2 we can write

$$
u(x, y)=\tilde{u}(r, s)=\sqrt{\frac{2}{\pi k}} r^{-\nu-1 / 2} e^{i\left(k r-\frac{\nu \pi}{2}-\pi / 4\right)}\left[f_{0}(s)+O\left(\frac{t}{l}\right)\right]
$$

$$
\begin{equation*}
\frac{\partial \tilde{u}(r, s)}{\partial r}=-(\nu+1 / 2) \frac{\tilde{u}(r, s)}{r}+i k \tilde{u}(r, s) \tag{2.39}
\end{equation*}
$$

$$
\begin{equation*}
=i k r^{-\nu-1 / 2} e^{i\left(k r-\frac{\nu \pi}{2}-\pi / 4\right)}\left[f_{0}(s)+O\left(\frac{1}{k}\right)\right] \tag{2.40}
\end{equation*}
$$

From theorem 2.6 we have for $r$ sufficiently large

$$
0=\int_{\theta_{0}}^{\pi-\theta_{0}} r^{2 r+1} \sin ^{2 \nu} \theta\left(\tilde{u} \frac{\partial \overline{\tilde{u}}}{\partial r}-\overline{\tilde{u}} \frac{\partial \tilde{u}}{\partial r}\right) d \theta=2 i k \int_{\theta_{0}}^{\pi-\theta_{0}}\left|f_{0}(\cos \theta)\right|^{2} d \theta+O\left(\frac{1}{r}\right)
$$

Letting $r$ tend to infinity we have therefore

$$
\int_{\theta_{0}}^{\pi-\theta_{0}}\left|f_{0}(\cos \theta)\right|^{2} d \theta=0
$$

Hence since $f_{0}(\cos \theta)$ is continuous, $f_{0}(\cos \theta) \equiv 0$ for $\theta_{0} \leqslant \theta \leqslant \pi-\theta_{0}$. Since $\theta_{0}$ can be chosen arbitrarily close to
zero, conclude that $f_{0}(\cos \theta) \equiv 0$ for $0 \leq \theta \leq \pi$ by continuity of $f_{0}(\cos \theta)$, and hence $f_{0}(\cos \theta)=0$ for all $\theta, 0 \leq \theta \leq 2 \pi$. Theorem 2.5 and corollary 2.2 now imply that $u(x, y)=\tilde{u}(r, \cos \theta) \equiv 0$. The theorem is proved.

At first glance conditions 1) and 2) of theorem 2.1 which treats the case $v<-1 / 2,2 v \neq-1,-3,-5, \ldots$ seems much more restrictive than condition (2.4) for the case $v>-1 / 2$. The following theorem shows that the class of solutions considered in each case is essentially the same.

Theorem 2.7: Suppose $v>-1 / 2$ and $u(x, y)=\tilde{u}(x, \cos \theta)$ is a solution of $I_{\nu}(u)=0$ regular for $r \geq b>a$. Then the following two conditions are equivalent:

1) $\lim _{r \rightarrow \infty} \int_{0}^{\pi} r^{2 v+1} \sin ^{2 v} \theta\left|\frac{\partial \tilde{u}}{\partial r}-i k \tilde{u}\right|^{2} d \theta=0$.
2) There exists a rectangle $T$ (independent of $r$ ) enclosing $[-1,+1]$ in the complex $\xi=\cos \theta$ plane such that for each fixed $r>a \quad u(x, y)=\tilde{u}(r, \xi)$ is an analytic function of $\xi$ in $T$ and $\lim _{r \rightarrow \infty} r^{\nu+1 / 2}\left|\frac{\partial \tilde{\pi}}{\gamma_{r}}-i k \tilde{u}\right|=0$ uniformly for $\xi$ contained in $T$.

Proof: The fact that 2) implies 1) was shown in Chapter One where the limit in 2) was required to hold only for $\xi \varepsilon[-1,+1]$. If 1) holds then for $r \geq b>a$ we have by theorem 1.2 (it is easily shown'that the interval $(0, \pi)$ in the theorem can be replaced by $[0, \pi]$ ).

$$
u(x, y)=\tilde{u}(r, s)=r^{-\nu} \sum_{n=0}^{\infty} a_{n} \frac{H_{\nu+n}^{(1)}(k r)}{H_{\nu+n}^{(1)}(k b)} C_{n}^{\nu}(\cos \theta)
$$

By theorem 2.5 we see that there exists a rectangle $T$ as defined in condition 2) and by methods identical to colollary 2.2. we have $\frac{\partial \tilde{u}}{\partial r}=1 k \tilde{i}+0\left(\frac{l}{r}\right)$ uniformly as $r$ tends to infinity for $\xi$ contained in $T$. Conclude that 2) holds and hence the theorem is proved.

## CHAPTER III

It is the purpose of this chapter to investigate solutions of the equation

$$
\begin{equation*}
L_{\nu}(u) \equiv \frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}+\frac{2 v}{y} \frac{\partial u}{\partial y}+k^{2} u=0 \tag{3.1}
\end{equation*}
$$

where $2 v$ is a negative odd integer and $k>0$. If solutions of the classical Helmholtz equation in three dimensions which are regular in some exterior domain are expanded in a Fourier series, then the Fourier coefficients/are a function of $\rho$ and $z$ (Helmholtz's equation is assumed to be expressed in cylindrical coordinates $\rho, \phi, z$ ) and satisfy $I_{n+1 / 2}(\psi)=0$ if we set $p=y$, $z=x$ in (3.1). The study of singular solutions of the last mentioned equation is essentially the study of equation (3.1) for the values of $v$ indicated above, viz. $2 v$ a negative odd integer. The reader is referred to the introduction for more detailed information. The main characteristic which distinguishes this case from other real values of $v$ is that it is now possible for a regular solution $u(x, y)$ of $I_{\nu}(u)=0$ to vanish along the axis $y=0$ without having $u(x, y) \equiv 0$. The following theorem essentially reduces the study of equation (3.1) for $2 v$ a negative odd integer to the study of $I_{f-\nu}(u)=0$. This extends the results previously obtained by Hyman for the situation in which $k=0^{(14)}$.

Theorem 3.1: Suppose $2 v=-1,-3,-5, \ldots$ and $u(x, y)$ is a solution of $L_{\nu}(u)=0$ regular in some domain $D$ containing a segment of the axis $y=0$. Then $u(x, y)$ is of the form

$$
u(x, y)=Q_{1}(x, y) e^{i k x}+Q_{2}(x, y) e^{-i k x}+y^{1-2 v_{u}+}(x, y)
$$

where $Q_{1}(x, y), Q_{2}(x, y)$ are polynomials of degree at most $-\frac{1}{2}(2 v+1)$ in x and $-(\nu+1 / 2)$ in $\mathrm{y}^{2}$ and $\mathrm{u}^{+}(\mathrm{x}, \mathrm{y})$ is a solution of $I_{1-v}(u)=0$ regular in $D$.

Proof: A fundamental system of solutions of equation (3.1) can be written in the following canonical form

$$
u_{1}(x, y)=\sum_{m, n} d_{m n}(x-a)^{n} y^{2 m} ; u_{2}(x, y)=y^{1-2 v} \sum_{m, n} c_{m n}(x-a)^{n} y^{2 m}(3.2)
$$

where the power series converge in some neighbourhood of $(a, 0)$ (see introduction). By Weinstein's correspondence principle (see introduction) $u_{2}(x, y)$ is of the form $y^{1-2 v} u^{+}(x, y)$ where $I_{x-y}\left(u^{+}\right)=0$. Now consider $u_{1}(x, y)$. Since the series representation of $u_{1}(x, y)$ is absolutely convergent on compact subsets contained in its region of convergence, we can rearrange this series on such sets to obtain

$$
\begin{equation*}
u_{1}(x, y)=\sum_{n=0}^{\infty} y^{2 n} g_{n}(x) \tag{3,3}
\end{equation*}
$$

Using the method of (6) we have

$$
\begin{equation*}
4_{n}(n+\nu-1 / 2) g_{n}=-\left(D^{2}+k^{2}\right) g_{n-1} \tag{3.4}
\end{equation*}
$$

where $D \equiv \frac{d}{d x}$. The recurrence relation (3.4) tells us that $\left(D^{2}+k^{2}\right) g_{-v-1 / 2}=0$ and by repeated application of this formula we can conclude that $\left(D^{2}+k^{2}\right)^{-\nu+1 / 2} g_{0}(x)=0$

Since $g_{0}(x)=u(x, 0)$ by (3.3), we have

$$
\begin{equation*}
\left(D^{2}+k^{2}\right)^{-v+1 / 2} u(x, 0)=0 \tag{3.5}
\end{equation*}
$$

$$
\begin{equation*}
\text { i.e } \quad u(x, 0)=P_{1}(x) e^{i \hbar x}+p_{2}(x) e^{-i k x} \tag{3.6}
\end{equation*}
$$

where $p_{1}(x)$ and $p_{2}(x)$ are polynomials of degree at most $-\nu-1 / 2$. Again from (3.4) it is seen that $g_{n}(x)$ for $n>-v+1 / 2$ is uniquely dependent on $\mathrm{g}_{-\nu-1 / 2}(x)$ which can be arbitrarily chosen. Therefore

$$
\begin{equation*}
u_{1}(x, y)=\sum_{n=0}^{-\nu-1 / 2} y^{2 n} \frac{(-1)^{n}\left(D^{2}+k^{2}\right)^{n} u(x, 0)}{4^{n} n!(\nu+1 / 2)_{n}}+\sum_{n=-\nu+1 / 2}^{\infty} y^{2 n} g_{n}(x) \tag{3.7}
\end{equation*}
$$

In view of (3.6) this equation can be rewritten as

$$
\begin{equation*}
u_{1}(x, y)=Q_{1}(x, y) e^{i \hbar x}+Q_{2}(x, y) e^{-i k x}+y^{1-2 \nu} \sum_{m, n} f_{m n} y^{2 m}(x-a)^{n} \tag{3.8}
\end{equation*}
$$

where $Q_{1}$ and $Q_{2}$ are functions described in the statement of the theorem and $f_{m n}$ are constants. By (3.4), (3.5) and (3.7) it is seen that $\omega(x, y)=Q_{1}(x, y) e^{i k x}+Q_{2}(x, y) e^{-i k x}$ satisfies $L_{\nu}(\omega)=0$ and since $L_{\nu}(u)=0$ we can conclude that the third term on the right hand side of (3.8) is of the form $y^{1-2 v} u^{+}(x, y)$ where $I_{\gamma-\gamma}\left(u^{+}\right)=0$. (See arguments at the beginning of this proof). This proves the theorem.

## CHAPTER IV

It is the purpose of this chapter to investigate uniqueness questions for solutions regular in the whole space of the equation

$$
\begin{equation*}
L_{v}(u) \equiv \frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}+\frac{2 v}{y} \frac{\partial u}{\partial y}+k^{2} u=0 \tag{4.1}
\end{equation*}
$$

where $v<-1 / 2, k>0$. For $v>-1 / 2$ uniqueness theorems follow readily from the analysis of the Bessel-Gegenbauer series reprosentation of $u(x, y)$ (see chapter one) similar to the investigation of tho 1040 the classical Helmholtz equation. The reader is referred to the papers of Hartman and Wilcox $(9,10)$ for details. Hence in this chapter we concern ourselves solely with the case $v<-1 / 2$. For such values of $v$ our main interest is in deriving results analogous to the following theorem of Magnus for the classical Helmholtz equation. Again let us stress the point that for $v>-1 / 2$ such results are easily obtainable. In the following $x=r \cos \theta, y=r \sin \theta$.

Theorem 4.1 (Magnus). Let $u(x, y)$ be a solution regular in the whole plane of $L_{0}(u)=0$ having the expansion

$$
u(x, y)=\sum_{n=0}^{\infty} a_{n} J_{n}(k r) \cos n \theta
$$

Suppose that

$$
\frac{1}{r} \int_{\Delta(0, r)}|u(x, y)|^{2} d x d y \leq c \text { for all } r
$$

(or equivalently $\sum_{n=0}^{\infty}\left|a_{n}\right|^{2} \leqslant c$ ) where $c$ is a positive
constant and $\Delta(0, r)$ denotes a disc of radius $r$ centred
at the origin in the ( $x, y$ ) plane. If

$$
\lim _{r \rightarrow \infty} r^{1 / 2} u(x, y)=0
$$

Lor every (fixed) $\Theta \varepsilon[0, \pi]$ then $u(x, y) \equiv 0$.

Proof:
See ${ }^{(9)}$
The reason that problems of uniqueness for (4.1) are quite difficult for $v<-1 / 2$ and $v>-1 / 2$ is due basically to the fact that the condition of regularity in a neighbourhood of the axis $y=0$ serves essentially as a boundary condition and the strength of this condition is seriously weakened as we pass into the range $\nu<-1 / 2$. For example if $v>-1 / 2 \quad(v \neq 0)$ then any twice continuously differentiable solution $u(x, y)$ of $L_{\nu}(u)=0$ in a domain $D$ containing a portion of the axis is also regular in $D$ whereas for $v<-1 / 2$ this is not the case. (This is due to the fact that the exponents of the singular line $\mathrm{y}=0$ are 0 and $1-2 v$ (see introduction).) The well known methods of attacking (4.1) viz. integral operators and Bessel-Gegenbauer expansions $(8,13)$ run into difficulties for $\nu<-1 / 2$ and recourse often has to be made to properties of solutions $u(x, y)$ of $L_{v}(u)=0$ in the complex $y$ or $\xi=\cos \theta$ plane ${ }^{(17)}$; Chapter two of this thesis) In chapter two of this thesis strong use was made of the fact that $u(x, y)=\tilde{u}(r, \xi)$ (where $\xi=\cos \theta$ ) is an analytic function of $\xi$ (for each fixed $r$ ) in some rectangle in the complex $\xi$ plane enclosing $[-1,+1]$. In general the size of this rectangle will of course depend on $r$. With these facts in mind we proceed to determine sufficient conditions on solutions $u(x, y)$ of $I_{\nu}(u)=0$ which are regular in the whole plane to ensure that $u(x, y) \equiv 0$.

Theorem 4.2: Assume $v<-1 / 2,2 v \neq-1,-3,-5, \ldots$ and let $u(x, y)=\tilde{u}(r, \xi)$ be a solution of $I_{\nu}(u)=0$ which is regular in the whole real $x, y$ plane, Suppose there exists a rectangle $T$ in the complex $\xi=\cos \theta$ plane enclosing $[-1,+1]$ such that $\tilde{u}(r, \xi)$ is analytic in $T$ for all fixed $r, 0 \leq r<\infty$, i.e. $T$ is independent of $r$. If

1) $\sup \left\{r^{\nu+1 / 2}|\tilde{u}(r, \xi)|: \delta \leq r<\infty, \quad \xi \in T\right\} \leq M(\delta)<\infty$ where $\delta$ and $M$ are positive constants, $\delta$ arbitrary but greater than zero.
2) $\lim _{r \rightarrow \infty} r^{\nu+1 / 2} u(x, y)=0$ pointwise for $\theta \varepsilon[0, \pi]$ where $x=r \cos \theta, \quad y=r \sin \theta$
then

$$
u(x, y) \equiv 0 .
$$

Proof: Proceeding exactly as in the proof of theorem 2.4, except that instead of employing the radiation condition (2.5) to determine the coefficients of the Jacobi expansion for $\tilde{u}(r, \xi)$ we use the fact that $\tilde{u}(r, \xi)$ is regular at $r=0$, we have

$$
\begin{equation*}
u(x, y)=\tilde{u}(r, s)=r^{-v} \sum_{n=0}^{\infty} a_{n} J_{\nu+n}(k r) P_{n}^{(v-1 / 2, v-1 / 2)}(\xi) \tag{4.2}
\end{equation*}
$$

where

$$
\pi i a_{n} g_{n}^{\nu} r^{-\nu} J_{\nu+n}(k r)=\int_{C}\left(\xi^{2}-1\right)^{\nu-1 / 2} \tilde{u}(r, \xi) Q_{n}^{(\nu-1 / 2, \nu-1 / 2)}(\xi) d \xi
$$

formula (4.3) holding for $n \geq-2 v$ if $v$ equals a negative
integer and for all $n$ if $2 v \neq-1,-2,-3, \ldots$ Here $C$ is an ellipse lying in $T$ with foci at $\pm 1, Q_{n}^{(v-1 / 2, v-1 / 2)}(\xi)$ is a Jacobi function of the second kind and $g_{n}^{\nu}$ is given by

$$
\begin{equation*}
g_{n}^{\nu}=\frac{2^{2 v-1}}{n+\nu} \frac{\Gamma^{2}(n+v+1 / 2)}{\Gamma(n+1) \Gamma(n+2 \nu)} \tag{4.4}
\end{equation*}
$$

Note that due to the hypothesis of the theorem we can use the same ellipse $C$ for all values of $r, 0 \leq r<\infty$, i.e. $C$ is independent of $r$. We first examine the behaviour of $Q_{n}^{(v-1 / 2, v-1 / 2)}(\xi)$ along the ellipse C. From (3), V.II, p. 170) we have

$$
\begin{equation*}
Q_{n}^{(\gamma, \gamma)}(\xi)=\frac{2^{2 \alpha-1} \Gamma^{2}(n+q+1)}{\Gamma(2 n+2 q+2)\left(\frac{s-1}{2}\right)^{n+1}\left(\xi^{2}-1\right)^{2 q}} F_{2} F_{1}\left(n+1, n+\alpha+1 ; 2 n+2 q+2 ; 2(1-\xi)^{-1}\right) \tag{4.5}
\end{equation*}
$$

where $2^{F 1}$ denotes the hypergeometric series. From ( ${ }^{(3)}$ V.1, p.77) we have

$$
\begin{aligned}
& \left(\frac{\xi-1}{2}\right)^{-a-\lambda}{ }_{2} F_{1}\left(a+\lambda, a-c+1+\lambda ; a-b+1+2 \lambda ; 2(1-\xi)^{-1}\right)= \\
& =\frac{2^{a+b} \Gamma(a-b+2 \lambda+1) \Gamma(1 / 2) \lambda^{-1 / 2}}{\Gamma(a-c+\lambda+1) \Gamma(c-b+\lambda)} e^{-(a+\lambda) \omega}\left(1-e^{-\omega}\right)^{-c+1 / 2}\left(1+e^{-\omega}\right)^{c-a-b-1 / 2}\left[1+O\left(\lambda^{-1}\right)\right]
\end{aligned}
$$

ar $\lambda \rightarrow \infty$
where $|\arg \lambda| \leqslant \pi-\delta, \quad \delta>0, \quad \xi \pm\left(\xi^{2}-1\right)^{1 / 2}=e^{ \pm \omega}, \xi \notin[-1,+1]$. Setting $a=1, c=-\alpha+1, b=-2 \alpha$ in (4.6) we have

$$
\begin{equation*}
Q_{n}^{(\alpha, \gamma)}(\xi)=\Gamma\left(\frac{1}{2}\right)\left(\xi^{2}-1\right)^{-2 \alpha} n^{-1 / 2} e^{-(1+n) \omega}\left(1-e^{-2 \omega}\right)^{\alpha-1 / 2}\left[1+O\left(\frac{1}{n}\right)\right] \tag{4.7}
\end{equation*}
$$

which implies

$$
\frac{\left|Q^{(\gamma, q)}(\xi)\right|^{1 / n}}{e^{-\omega}}=\frac{\left|Q_{n}^{(x, 0)}(\xi)\right|^{1 / n}}{\left|\xi-\left(s^{2}-1\right)^{1 / 2}\right|}=1+o(1) \text { as } n \rightarrow \infty
$$

which is valid for all real non integer $a$ and for $\xi \oint[-1,+1]$. Here $\left(\xi^{2}-1\right)^{1 / 2}$ is positive for $\xi>1$.

Now from (4.3) and the hypothesis of the theorem we have for $n \geq-2 v$

$$
\begin{equation*}
\left|\pi g_{n}^{\nu} a_{n} r^{1 / 2} J_{\nu+n}(k r)\right| \leq M \max _{\xi \in C}\left|Q_{n}^{(\nu-1 / 2, \nu-1 / 2)}(\xi)\right| \tag{4.9}
\end{equation*}
$$

where $M$ is independent of $n, r, \theta$. Since the curve $C$ is bounded away from $[-1,+1]$ for $\xi \varepsilon C$ we have $\left|\xi-\left(\xi^{2}-1\right)^{1 / 2}\right| \leq \rho<1$ where $\rho$ is a positive constant independent of $\xi$. For $\varepsilon$ small enough we can find a $\gamma$ such that $\rho(1+\varepsilon) \leq \gamma<1$. The right hand $\underset{n>n_{0}}{ }$ side of ( 4,8 ) is less than $1+\varepsilon$ for $n>n_{0}(\varepsilon)$ and hence for $/ \xi \varepsilon C$ the inequality $\left|Q_{n}^{(\alpha, \alpha)}(\xi)\right|<\gamma^{n}$ holds. Here $n_{o}$ does not depend on $r$ since the ellipse $C$ does not depend on $r$. Hence we have

$$
\left|\pi g_{n}^{v} a_{n} r^{1 / 2} J_{\nu+n}\left(c_{k r}\right)\right| \leqslant M r^{n} \quad \text { for } n>n_{0}
$$

Now consider the sequence of integers $n, n>n_{0}$, and let $r_{n k}$ denote the $k^{\text {th }}$ local maximum of $J_{v+n}(k r)$. In view of the asymptotic behaviour of Bessel's function (3) ${ }^{(3)}$. II, p. 85)

$$
(2 \pi r)^{1 / 2} J_{\mu}(r)=2 \cos (r-1 / 2 \mu \pi-\pi / 4)+o(1) \text { as } r \rightarrow \infty \quad \text { (4.11) }
$$

we have from (4.10) by letting $r$ run through the values $r_{n k}$ $k=1,2,3, \ldots, n$ fixed, that for each fixed integer $n>n_{0}$

$$
\begin{equation*}
\left|g_{n}^{v} a_{n} \sqrt{2 \pi k}\right| \leq M \gamma^{n} \tag{4.12}
\end{equation*}
$$

Since (4.4) implies that $\left|g_{n}^{v}\right|=O\left(\frac{1}{n}\right)$ and $M$ and $r$ are independent of $n$ we can conclude from (4.12) that

$$
\begin{equation*}
\overline{\lim }_{n \rightarrow \infty}\left|a_{n}\right|^{1 / n}<1 \tag{4.13}
\end{equation*}
$$

We now make use of Rommel's inequality ${ }^{(9)}$

$$
\begin{equation*}
\left|J_{\mu}(r)\right| \leq 1 \text { for } r, \mu \geq 0 \tag{4.14}
\end{equation*}
$$

and the uniform bound on Jacobi's polynomials (23), p. 164)

$$
\begin{equation*}
\left|P_{h}^{(v-1 / 2, v-1 / 2)}\right|=O\left(n^{-1 / 2}\right) ; \quad x \in[-1,+1], 2 v \neq-1,-3,-5, \ldots \tag{4.15}
\end{equation*}
$$

We have using (4.11)

$$
\begin{align*}
& \left|\sqrt{2 \pi k} r^{v+1 / 2} \tilde{u}(r, s)-2 \sum_{n=0}^{\infty} a_{n} \cos \left(k r-\frac{\pi}{2}(\nu+n)-\pi / 4\right) P_{n}^{(v-1 / 2, v-1 / 2)}\right| \\
& \leq \sum_{n=0}^{\infty}\left|a_{n} P_{n}^{(\nu-1 / 2, v-1 / 2)}\right|\left|(2 \pi k r)^{1 / 2} J_{v+n}(k r)-2 \cos (k r-\pi / 2(\nu+n)-\pi / 4)\right|
\end{align*}
$$

By (4.14) the factor of $\left|a_{n} P_{n}^{(v-1 / 2, v-1 / 2)}(\xi)\right|$ in (4.16) is uniformly bounded for $n>[v+1]$ and $r \geq 0$ and hence by (4.13) and (4.15) the series is uniformly convergent for $\xi \varepsilon[-1,+1]$. Since by (4.11) each term tends to zero as $r$ tends to infinity we can conclude that for $\xi \in[-1,+1]$

$$
\begin{equation*}
\lim _{r \rightarrow \infty}\left|\sqrt{2 \pi k} r^{v+1 / 2} \tilde{u}(r, \xi)-2 \sum_{k=0}^{\infty} a_{n} \cos (k r<\pi / 2(v+n)-\pi / 4) P_{n}^{(v-1 / 2, v-1 / 2)}\right|=0 \tag{4.17}
\end{equation*}
$$

and hence by the hypothesis of the theorem

$$
\begin{equation*}
\lim _{r \rightarrow \infty} \sum_{n=0}^{\infty} a_{n} \cos (k r-\pi / 2(\nu+n)-\pi / 4) P_{n}^{(\nu-1 / 2, \nu-1 / 2)}(\xi)=0 \tag{4.18}
\end{equation*}
$$

Formula (4.18) can be written as
$\lim _{r \rightarrow \infty}\left\{\cos \left(k r-\frac{\pi \nu}{2}-\pi / 4\right) \sum_{n=0}^{\infty} a_{2 n}(-1)^{n} p_{2 n}^{(\nu-1 / 2, v-1 / 2)}(\xi)+\right.$

$$
\begin{equation*}
\left.+\sin \left(k r-\frac{\pi \nu}{2}-\frac{\pi}{4}\right) \sum_{n=0}^{\infty} a_{2 n+1}(-1)^{n} P_{2 n+1}^{\left(n^{1} / 2, v-1 / 2\right)}(\xi)\right\}=0 \tag{4.19}
\end{equation*}
$$

Formula (4.19) implies that for $\xi \in[-1,+1]$

$$
\begin{equation*}
\sum_{n=0}^{\infty} a_{2 n}(-1)^{n} p_{2 n}^{(\nu-1 / 2, \nu-1 / 2)}(\xi)=\sum_{n=0}^{\infty} a_{2 n+1}(-1)^{n} p_{2 n+1}^{(\nu-1 / 2, \nu-1 / 2)}(\xi)=0 \tag{4.20}
\end{equation*}
$$

From (23), p. 195) we have for non-negative integer $\alpha$ and $\xi \notin[-1,+1]$

$$
\begin{equation*}
\frac{\left|P_{n}^{(q, x)}(\xi)\right|}{\left|\xi+\left(\xi^{2}-1\right)^{1 / 2}\right|}=1+0(1) \text { as } n \rightarrow \infty \tag{4.21}
\end{equation*}
$$

Hence in view of (4.13) and (4.15) each of the series in (4.20) is an analytic function of $\xi$ in some rectangle enclosing $[-1,+1]$ since each of the series converges uniformly in some such rectangle and the uniform limit of analytic functions is analytic. Since each of the series is zero along $[-1,+1]$, by the identity principle they are equal to zero in the above mentioned rectangle.

Now for $n \quad 0,2 v \neq-1,-3,-5, \ldots$ we have from formula (2.13) that

$$
\begin{equation*}
\pi i \int_{C_{1}}\left(s^{2}-1\right)^{\nu-1 / 2} Q_{n}^{(\nu-1 / 2, \nu-1 / 2)} P_{m}^{(\nu-1 / 2 \nu-1 / 2)}(s) d s=\delta_{m n} g_{n}^{\nu} \tag{4.22}
\end{equation*}
$$

where $g_{n}^{\nu}$ is given by (4.4) and $C_{1}$ is a simple closed curve lying in a rectangle in which both series in (4.20) converge uniformly. Hence $a_{n}=0$ for $n \geq 0$ if $\nu \neq-1,-2,-3, \ldots$ and for $n \geq-2 v$ if $v=-1,-2,-3, \ldots$ If the first case holds, by (4.2) we are done. Therefore assume $v=-1,-2,-3 \ldots$ when by the above analysis we have

$$
\begin{equation*}
\sum_{n=0}^{-\nu} a_{2 n}(-1)^{n} P_{2 n}^{(\nu-1 / 2, \nu-1 / 2)}(\xi)=\sum_{n=0}^{-\nu-1} a_{2 n+1}(-1)^{n} P_{2 n+1}^{(\nu-1 / 2, \nu-1 / 2)}(\xi)=0 \tag{4.23}
\end{equation*}
$$

From (2.11) we have $P_{n}^{(v-1 / 2, v-1 / 2)}(\xi)=h_{n} P_{-n-2 v}^{(v-1 / 2, v-1 / 2)}(\xi)$ where $h_{n}$ is a normalization factor and also that for $0 \leq n \leq-\nu$ $P_{n}^{(v-1 / 2, v-1 / 2)}(\xi)$ is a polynomial of degree $n$ in $\xi$. Hence if (4.23) vanishes we must have for $0 \leq n \leq-v$

$$
\begin{equation*}
a_{n}+(-1)^{n+\nu} h_{n}^{-1} a_{-n-2 \nu}=0 \tag{4.24}
\end{equation*}
$$

Since $J_{\nu+\mathrm{n}}(\mathrm{kr})=(-1)^{\nu+\mathrm{n}} J_{-\nu-\mathrm{n}}(\mathrm{kr})$ we have from (4.2) (since $a_{n}=0$ for $n \geq-2 v$ ) that $u(x, y) \equiv 0$ and the theorem is proved.

Example 4.1 : The rectangle $T$ in the hypothesis of theorem 4.2 cannot be replaced by the line segment $[-1,+1]$ since in this case $u(x, y)=e^{i k x}$ satisfies all the conditions of the theorem, but $u(x, y) \neq 0$.
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