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ABSTRACT 

The thesis is concerned with two problems from the prediction 

theory of continuous parameter stationary stochastic processes, and 

the related questions concerning the measure V on the real line which 

is associated with the process via Bochner's theorem. 

In Section 1 of Chapter 1, we describe briefly the background 

required from the theory of Hardy spaces in the upper half-plane, and 

some facts about entire functions Of exponential type are given. Then, 

in Section 2, we discuss stationary processes and describe the main 

problems, motivating their study by a brief description of the 

classical prediction problems of Wiener and Kolmogorov and the work of 

Helson, Sarason and Szeg3. 

Chapter 2 is devoted to the proof of two representation theorems 

for weight functions satisfying the strong mixing condition p-*. 0 

and the positive angle criterion P.< 1. The proof uses a result on 

analytic continuation and a characterisation of the algebra H .  + BUC. 

These results generalise the known results for discrete parameter 

processes. 

Chapter 3  consists of a discussion of the spaces BMO and VMO and 

their relationship to the strong mixing condition; and the Helson-Szeg8 

condition of Chapter 2. We prove a result characterising those 

positive functions f on R for which log f E VMO, and derive a 

connection between BMO, the condition 	< 1, and the boundedness of 

the toperator on a subset of L 2 (), depending on A. This 

generalises the discrete version which is due to Helson and SzegB. 

In Chapter 4,  we consider the mixing conditions for a multi-

variate stationary process. The main result is an example of,(hermitian 

2 x  2 matrix G, all of whose entries are real VMO functions, which 



is such that exp G dOes not satisfy the strong mixing condition 

PX -' 0. The proof depends on the construction of a VMO function which 

goes off to infinity at the origin, and the fact that no VMO function 

can have a jump discontinuity. 
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PREFACE 

The material presentedin this thesis is claimed as original 

with the exception of those sections where specific mention is made 

to the contrary. 



1. 

CHAPTER 1 

Introduction 

Our aim in this thesis is to investigate a problem in analysis 

which has its roots in prediction theory. We shall describe the 

problem and its probabilistic significance in Section 2 of this 

chapter, but for now a brief outline seems desirable. 

Prediction Theory really comes from time series analysis, and 

is concerned with the relative independence of sets of random variables 

{Xt: t E T}, where T is to be thought of as a set representing 

time. Typically, you start with a collection of random variables 

{Xt: t E R} which are stationary in the sense that the probabilistic 

properties of a subset As = {Xt: t E S C R} are indisting;uishable 

from those of any other subset of the form As
+  = {Xt+r: t E 5) 

for fixed r G R. that is, translation in time has no effect on the 

properties of the random variables X, probabilisticafly speaking. 

The basic problem is to try to obtain as much information as possible 

about Xr  for r > 0, knowing something about the X for t < 0. 

In other words, we try to assess the dependence of Xr for r > 0 

on the set 	t < 01. Of course, as you would expect, there are 

many criteria for estimating the dependence, and each gives rise to 

a different prediction problem. In Section 2, we describe four 

different problems, but our attention will be devoted to only two of 

/ these, one being studied first by Rosenblatt [211 in 1956, and the 

other by Helson and Szeg in 1960 [10]. It will turn out that they 

can be reformulated as questions about a given finite measure on the 

line and we shall look at this in Chapter 2. 

In Chapter 3 we shall be concerned with the recently studied 
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spaces BMO and VMO (See [ii] and  [2 1 ]) which crop up naturally in the 

course of the work in Chapter 2. Finally, in Chapter 14, we shall 

look briefly at multidimensional prediction theory, giving an example 

with interesting properbies. 

This programme involves us in the theory of Hardy spaces and 

entire functions, and Section 1 of this chapter is devoted to the 

necessary background material. A good reference for Chapter 1 is [hi , 

and for the theory of Hardy spaces we refer the reader to [11] and 

[31. For entire function theory, see [19] , especially Chapter 5. 

Section 1 Hardy Spaces in the Upper Half Plane, and Entire Functions 

(A) Hardy Spaces 

Let us fix some notation. ll will denote the open upper half-

plane, ll the closed upper half plane. For f: R - C, let fe', 

f denote the Fourier transform, and inverse Fourier transform 

respectively, i.e. 

f(x) 
= f etf(t)dt, 	f(x) = 	f e tf(t)dt. 

CO 

Note that throuout this thesis, f will denote the integral f, 
unless explicitly stated otherwise. For f: fl ~ C, and y > 0 

define f: R -* C by fy(x) = f(x+iy). Let e: ll ± C denote 

the function e(z) =  e , (z E II ). 
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Definition 1.1 (a) A function h, analytic in 11 k , is in the Hardy 

sace H, 1 < p < , if lihil + = supl! h yfl < 	where IL II 	is the 
p 	 p 	 p 

usual L norm; 

(b) A function h, analytic in ll, is in the Hardy 

space H 	if 

11h11 CO+  = supIIhy II 	< CO 

y>o 

where 	11 C. is the usual essential supremuin norm. 

It is easily checked that (HP,ILII + ) is a Banach space, for 

1 < p < . In fact, one can define H for 0 < p < 1 in the same 

way, but II.11 	is not a norm if p < 1. We shall only once need to 

refer to H and this lack of norm will cause us no problem. We now 

summarise briefly the results we need from H r-theory, and we begin 

with 112.  We shall briefly glance at Hi  and H. 

H 2  

Theorem 1.2 A function h E 11 2  1ff Jf E L2 (R) with (t) = 0 for 

t < 0 such that 

00 

1 

	

 
h(z) = - fe itzf'(t)dt 	 (*) (z E ll) 

2ir 0 

+ 
Remark Notice that the integrand in (*) is integrable for z E ii , 

since f' is bounded on R and I e itZf(t)I 

(z = x + iy E ll) 



From this theorem it is easy to deduce that 1imIJh-fiI 2  = 0 and 
40 

11h11 2  + = II fII. Thus h has a limit on R in the sense that the map 

h + h0 = lim hy  is an isometry of H 2  onto the class L 2 [0,°°] 	of 
yo 

inverse Fourier transforms of functions f' s  E L2 (R), vanishing on the 

left half-line. Generally, we shall not distinguish between h and 

ho, and often we shall think of 112  as a subspace of L 2 (R). A 

proof of Theorem 1.2 can be found in Dym and McKean [14, p.30-321. 

There is a natural projection of L 2  onto H2  given by 

Pf(z) = 1 f f(t) 
 dt = 	f f ̂  (t) eit,z t 	

dt 
-z 	2rr 

C 

(fEL2 , zEll) 

and, on R. 

co  Pf(x) = lim Pf(z) = 1  j
e itx 

f's (t)dt 
y40 	2lro 

the limit being in the L 2-sense. in particular, for h E 11 2  and 

z E 11 + , we have 

h(z) = -- f ho(t) 	
1 f hp(t)

2T1 j 	- dt and 0 = 	
- . - - dt. 

Combining these gives the Poisson formula: 

h(z) = 	f 	
hp(t)

ir 	(x-t) 2  + y2: dt = (Py*ho)(X) 

where P (x) = 	2 is the so-called Poisson kernel for 11+, y 	irl+x 

and * denotes con?olution, as usual. Of course, h0(x) = urn h (x) 
y4.0 
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pointwise a.e. on R. 

Lemma 1.3 (a) If h E H 2 , then 

1ogh(z) < P * 1ogho = 	1ogIhpt 	at for z = x + iy E j1. 
- y 	 ir j  (x-t) 2  + y 

(b) If h  0, then f log1 h o (VI dt > -. 
1+t 

Remark (b) is a consequence of (a): for if y > 1, then 

logh(iy)i < (P*loghol)(0) 	f iogIhp(tL dt < 	f loglho(t) - y 	 t +y 	- ii 	1+t2 dt. 

Thus J 1ogIho(t) dt = - 	h(iy) = 0 Vy > 1 	0, by alyt 
1 + t 

Of course, the integral can only diverge to -, since 

I 1og4ihp(t) at < 	f 1h0(t)12 

J 	1+t2 

(where, as usual, 
f+ 
 denotes the function defined by 

f(t) = max(If(t)l,O)). 

The next concept of outer function, is central to our work. 

Definition 1.14 A function h E H 2  is outer if h 0 and 

1ogh(z) = (P*logho )(x) for z = x + jyEfl. A function j 	H00  

is inner if Ii(z)I < 1 (z E ii) and hot = 1• a.e. on R. 

A proof of the next theorem can be found in Hoffman [11] or 

Dym-McKean [141. 
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Theorem 1.5 The following are equivalent for h E H 2 , h 0. 

h is outer 

1 1 1ogIhp(tI dt logh(i) 	J 	+ 
the set {eAh:  A > 0} is dense in H2 . 

Remark It is the characterisation (iii) of outer function which is 

most useful for our purposes. 

The following result is well-known. 

Proposition 1.6 Every g 0 in H2  can be written as a product 

g = jh 

where h is.an  outer function in H2  and j is inner. Moreover, 

the factorisation is unique up to multiplication of the factors by a 

constant of unit modulus. In fact, h is given by the formula 

	

1 	f tz+l iogIgp(t)Ih(z) = exP-- 
	i+t 2 	dt I - 

Theorem 1.7 Suppose f > 0 a.e. on B, f E L 1 . Then we may write 

= Iho 1 2  for some h E H2  

iff f logf(t) dt > -. 
Proof () is immediate from 1.3 (b). 
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+ 
Pir 	 tz+1 log f(t)] .Then h is clearly 

	

Define h(z) 	exp __i f  t-z l+t ___ dt 
analytic in H , and Jh(x+iy)1 2  = exp{Re 	. f 

tz+1 

	

t-z 	i+t2 	dt}. 

expfP*log f} 

	

so f Jh(x)I 2 dx 	f exp(P1*log f)dx < f (P*f)(x)dx and so 

f Ih 1 2 dx <Jf(t)dt < . Thus h EH 2  and 

limlh (x)I2 = urn exp[(P *log f)(x)] = f(x) a.e. on R. 
y.JQ y. 	y4.O 	y 	 -

00 

Having looked at 112,  we turn our attention to Hi and H, 

where most of the above results have obvious analogues. 

H 1  

The obvious analogues of all 	the 	H2  results hold for Hi, 	the 

idea of outer function in H' being defined just as the 112  case. 

The Cauchy formula 

h(z) = 	f hp(t) dt 	 (z E
2rrit-z 

holds for H' functions, as does the Poisson integral formula, h0  

being defined as the limit of h both in the L1 . sense and pointwise 

a.e.. Also we have the following result. 

Proposition 1.8 Every g E  H 1  can be written as a product of two 

112 functions a, 

g = 



11 1 + 	11+ 
with 	nail 2 	= Iill 2 	= ( iI g iI,) 

Proof 	3 j 	inner, h outer in & such that g = jh. Let 

a = jh 2 , = h. Then a, E  H2  and 	IIai1 2 	= 11 01 2 

00  H 

Again we have Obvious analogues of the Poisson formula and 

inner-outer factorisation theorem. In addition we have the following 

result analogous to 1.2. 

Lemma 1.9 H is the annihilator of H 1  in L; more precisely 

co  {f E  L: f fh = 0 h E H 1 },/aird/ (H1)* 	. , where * 

denotes the dual space, as usual, and 

ii fl-Hi = inf{ ii f+h ii : h E H I = sup{ J / fh I: h E H 1 , ii hll + < 1). 

This completes our survey of HP space theory, except for the 

closely associated definition of conjugate function. We shall define 

both the conjugate function for real-valued f satisfying 

fIf(x) dx < , and the Hubert Transform for real f E  L 1 . In fact 

for real f E L, their difference is a constant function. 

If f is real-valued and in L 1 , define h analytic in Jil- - 

by 

h(z) = 4 f ' f(t) dt 	 (z E n) ira. Jt - z 



Then h(z) = (P*f)(x) +i(Qf)(x) 	where P * f is the Poisson 
y 

t- integral of f, and 	* f = f 	x + y2 r(t)dt. 

We have 

Theorem 1.10 ho(x) = urn h (x) exists almost everywhere on R. 
y_3_0 y 	 - 

Proof See Dym and McKean [14, p.149-501. 

Definition 1.11 The function (Hf)(x) = urn (Q *f)(x) is called the 
y4o 

Hhlbert Transform of f. 

Notation Let L1 
C  denote the set of functions f: R + C such that 

f  f(t) 

	

- 	- 

Proposition 1.12 Suppose f E  L 1  is real-valued. Then the function 

h(z) = 	f tz + 1 f(t) 	dt in 	t - z 	i+t2 	
(*) 

+ 
is analytic in IT , and the limit ho(x) = lim h(z) = f(x) + i f(x) 

YO 
exists, almost everywhere on B. 

f is called the conjugate function of f. A proof of 1.12 is 

also in Dyrn and McKean [p.50-51]. 

Remarks (i) If f E  L 1  is real, then I and Hf differ by the 

constant function 1 - f tr(t) 2dt. ir 	1+t 

(ii) The concept of the conjugate function for a half-plane 

is the exact analogue of the more familiar conjugate function on the 
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circle, and one can investigate all the same classical problems 

concerning L -boundedness of the conjugation operator f + f. We 

touch briefly on this in Chapter 3, but for now we only need the 

definition of f and the following result. 

00  Lemma 1.13 Suppose s E L is real valued. Then s E L 1  
c 

Proof This follows immediately from the circle result which says 

that if g E  L(r) is real valued, then g E L'(r). The link is 

provided by the linear fractional map z 	Z + 	which maps the 

upper half plane JI onto the open unit disc D. It is easy to 

check that this map 'lifts' the conjugate function on 1' to the con-

jugate function on R, in the sense that if s E L °°  and we define 

g(e'0 ) = S(x) where 	= 	, then g G i,°°(r), so g E L'(r) 

and this implies s E L 1 , since under this map dO corresponds to 

1 i-x2 
• The result that g E L(r) 	g E L'(r) is obvious from 

theM. Riesz Theorem [3, p.5 141. 

- Remark The linear fractional map z + = z i+ . will be of' use to 

us again. In fact, we use it in the neth result to derive a represent-

ation for positive harmonic functions on 11+. 

Theorem 1.1 1  Suppose g is a positive harmonic function in ll. 

Then 3 a representation 

d F(x) g(z) = ky + 	f Jx-zl 	
(1) 
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with k > 0 constant, and a non-decreasing function F satisfying 

fdF( <  
j l+x 

Proof Map 11 onto D = { = relO: r < l} by the linear fractional 

map z + 
= 	. Then g(z) = u() is positive and harmonic in 

D, and by the poisson formula, 

2ir- 
i - Id u(e)d0 	 (H < i) u(R) =;;- f 	i0 	2 

+ e 

The mass distribution dFR(0) = u(Re10)dO is non-negative and of 

total mass 

2ir 

f u(Re' 0 )dO = 2rru(0) = 27rg(i) < 

0 

so you can make H t 1 through a sequence of values, so that 

u() = lim u(R) - 	 f l Rtl 	
- 2ir 	±0 	

dF1 (0) 
e - 

2 
 

witha non-negative mass distribution dF1 of the same total mass. 

Now, isolate the jump of F 1  at 0 if any, so that 

u() = 	
l_t€2 [F1 (o~ )-F1 (o-)] + 	 dF1 (o). 

27T 	 27T f 	ig- 

Now map back from the circle to 11+. The inverse image x of e10 

runs through - to -- as 0 runs from 0+ to 27r-, and 

dF1  (o) is carried onto a non-negative mass distribution 

(x2+1) -1 dF(x) of finite total mass. Moreover, the Poisson kernel 
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is transformed by 

z-i. 2 
1 - I 12 = 	

1 
- 

	+11 	
= i 	+ 1 

271 J e 1O_ 2 	271 x-i - z-i 	2 7r lz-x1 2  
lx+i 	z+i 

so that 

g(z) = 	[F1 (o+ )-F 1 (o-)] + 	
d F(x )

Tr  2ir f Il 
as required. 

Lemma 145 Suppose g is a positive harmonic function in 11+.  Then 

3c> 0 such that 

	

g(iy) - cy 	 (r 
.. 1). 

Proof By the representation theorem above, we have if y > 1 

_______ 	 ______ 	 d F(t) dF(t) 	
ky+ f  dF(t)  g(iy) = ky + f  Jt-iy2 - 	

2 + 2 
dt < ky ~ 

f 
	

cy. 

Remark Theorem 1.1 1  is well-known and the proof given above appears 

in Dym and McKean [1, p131. Our interest is twofold; firstly, the 

result of Lemma 1.15 is used in Chapter 2 to prove a result on con-

jugate functions which we need. Secondly, the linear fractional 

transformation z: - 	

= Z + 
	

given above maps 11+  onto D in such 

a way that the real line maps onto r \ {1}. It is very useful in 

transferring results on Hardy spaces from the disc to the upper half-

plane and vice-versa. Also, as we shall see in the next section, it 

allows us to compare the properties  of discrete and continuous 

parameter processes. Chapter 8 of Hoffman [ii] gives an idea of its 
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usefulness. We require the notion of subharmonic function in 

Chapter 2. 

Definition 1.16 A 	 g is subharmonic in a domain 

U C C if(i)Vz0 EU  36 0  > 0 such that D(zo,6 ) CU and 

2u 

g(zo) < 	f g(zo+6e)do, 	 V6 < 60. 2ir  
0 

where D(zo ,60 ) denotes the disentre z 0 , of radius 60. 

1) 	kJ 	t 	 OQ. 

Lemma 1.17 If 	f 	is analytic in a domain U C C, arid 	f 0, 	then 

logJfJ 	is subharmonic in 	U, as are 	log+ If! 	and  IfIp (0 	< p < cc). 

Proof That 1ogfJ is subharmonic follows from the well-known 

inequality 

2ir 

loglf(0)I < 	f 2ir  
0 

To get that log+ JfJ and II' (0 < p < cc) are subharmonic, just 

apply the result that g real and subharmonic in U and 4 increas-

ing and convex on B 	o g is subharmonic, with 4 defined 

respectively by 	(t) = xnax(0,t) and q(t) = ePt and g given by 

g = log Ifi 

Remark We are only really interested in the result that If 1 2  is 
subharmonic if f is analytic. 
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(B) Entire Functions 

Definition 1.18 An entire function F is of (finite) exponential 

type A if 

•  
1im 

1 	sup logF(Re iO )I = A < 
Rt 	O<O<2ir 

i.e. IF(Re10) I < constant x  :e 	Yji > A, but for no p < A. 

Functions of exponential type are amongst the most tractable of 

entire functions and the theory IS extensive. 	We shall encounter 

functions of exponential type which are also of class A, which we now 

define. Functions of class A are studied by Levin in [19, Chapter 51. 

Definition 149 An entire function F is of class A if the zeros 

{zk} satisfy the condition 

00 

kl 
(A) 

Remark (I) An entire function of exponential type with zeros {zk} 
CO 

satisfies Lindelof's criterion, namely that 	 I < . Thus, 
k1 k 

iii particular, any entire. function of exponential type whose zeros 

all lie in the upper half plane must automatically be of class A. 

(ii) The condition (A) is satisfied if the entire function F 

is sufficiently well-behaved on the real line; indeed we quote the 

following result characterising some functions of class A, which can 

be found in Levin [19, Chapter 5, Theorem 111. 
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Theorem 1.20 If an entire function F of exponential type satisfies 

one of the following conditions (a) f logF(xI &x exists 
IFI is bounded on  

FIR E If(R)  for some p 

then F is of class A and we have the representation 

F(z) = czm e
iø z  urn 	11 	(1 -  

	

Rt0 IzkI<R 	zk 

where {z} are the zeros of F, and c 	are constants. 

It is not our intention to become embroiled in the complexities 

of entire function theory, so we do not prove Theorem 1.20. However, 

entire functions of exponential type and of class A crop up naturally 

in the course of our investigations of the strong tnixing condition on 

H; they take the place of the finite trigonometric, polynomials on F, 

the unit circle. We shall need the following result of Achieser; for 

a proof see Levin [19, p.14381 

Theorem 1.21 An entire function F of exponential type A has a 

representation 

	

F(x) = IG(x )12 	 (ER) 

for some entire function G of exponential type 	with zeros only 

in ll', iff F is of class A and F(x) > 0 (x E R). 

Remark Theorem 1.21 is a direct generalisation of the Fejr-Riesz 

theorem which states that a non-negative trigonometric polynomial' 
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T(x) = 	eke 	such that T(x) > 0 (Vx E R) can be written in 

the form T(x) = IS(x) 1 2  (x E R) where S(x) = b ke x, and S 

can be chosen so that all its zeros are in ll. This was generalised 

by Krein to entire functions of exponential type which are bounded on 

R. and then by Achieser to a general function of class A. 

Our last result in this section is the well-known Paley-Wiener 

Theorem. 

Theorem 1.22 Suppose A and C are positive constants and f is 

an entire function such that If(z)I < Ce 	 for all z E C, 

and 

I If(x)l 	< 

A 
Then 3F E L2 (-A,A) such that f(z) = f F(t)eltZdt. 

-A 

Proof Dym and McKean [1, p.281. 

This completes Section 1 and the preliminaries. In the next 

section we shall introduce the idea of stationary stochastic process, 

and prediction theory. We shall give the strong-mixing condition for 

such a process and set up the machinery for its study in Chapter 2. 
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Section 2 Stationary Processes and Prediction Problems 

k1 Stationary Processes 

In this section we give a brief general introduction to the 

theory of stationary random processes before looking at prediction 

theory. We shall then be able to formulate the strong mixing con-

dition and the positive angle criterion of Helson and Szeg which is 

the main topic of this thesis. Then in Chapter 2 we shall reformulate 

these problems in prediction theory as problems about weight functions 

on the real line and the techniques we use thenceforth will be those 

of analysis. First we need to set the scene. Let (c,E,P) be a 

probability ppace. 

Definition 1.23 A random variable X on Q is a complex-valued 

Z-measurable function on Q. X is said to be square-suminable if 

E(1X1 2 ) = I Ix(w)I 2dP(w) 

Notatioi? Let L 2(,,P) denote the set of all square-summable random 

variables on Q. If we identify functions which are equal a.e. (dP), 

then L2 (P) becomes a Hilbert space with inner product 

(X 1 ,X2  ) 	= E(X1X2). 

Definition 1.21 (a) A stochastic process (s.p.) is a collection 

{Xt: t E  TI  C  L2 (P), where T is either R or Z. If T = 

then the process is called discrete; if T = R it is a continuous 

s.p.. 
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(b) A discrete s.p. {X: n E  Z} is (weakly) 

stationa if 

E(Xm+n m ) =R(n) 

is independent of m E Z. 

A continuous process {Xt:  t E  R} is stationary.  if 

E(X5+tX8) = R(t) 

is independent of 5 E B, and R(t) is a continuous function of t. 

Remarks (i) Square-summability is included in the definition of 

s.p. purely for convenience sake. 

There is a concept of strong stationarity which says 

that not only is R(t) independent of t, but all the joint distribu-

tions of a finite number of the X.  are unchanged by translations in 

T . 

Notice that for a continuous parameter process we 

require R(t) to be continuous. This restriction is essential if any 

meaning is to be given to prediction problems for a continuous 

stationary s.p.. Indeed, it is automatically satisfiedby any s.p. 

which is weakly continuous in the sense that urn E{1X5-Xt12} = 0. 
t -s-'-O 

Lemma 1.25 If 	t ER) is a stationarys.p., then R(t) is 

positive definite. 
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Proof R(-t) = E(XX0 )  = E(X0X) = E(X0), by stationarity 

= R(t) 

Also if ti , ..., t n E R and Ci , •.., c n E C, then 
-  

R(t._tk)cjck = E(Xt  Xt )c 	= E(X XtjtCkjk 

x >0 
J 

Thus R(t) is positive definite on R. 

The following well-known theorem can be found in almost any text on 

stochastic processes, or indeed harmonic: analysis; for example Doob 

[2, p.519]. 

Theorem 1.26 (Bochner) A function r(t) is positive definite 1ff 

3 a finite positive Borel measure p on R of total mass r(0) 

such that 

00 

= 	e r(t) 	f ixt p(dx). 
 

- 

Remark For a discrete process, R(n) is a positive definite sequence 

and a forerunnerof the above theorem, due to Herglotz, tells us that 

3 a finite Borel measure p on r, the unit circle, such that 

R(n) = f ep(dO). All this is described in Doob [2]. 
r 

The above theorem tells us that to any stationary process we 

may associate a.+ve measure p (on either R or r) which we call 

the spectral measure of the process. Of course, the converse is true: 

given a measure p generating a positive definite function R(t) 
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we can find a stationary s.p. {X} with R(t) = E(XtX0). For, we 

may suppose, without loss of generality, that 'i is a probability 

measure. Then we need only define X t on (R,B,i) by 

Xt() 	e1tX. Then {Xt: t E  R) is a stationary s.p. and 

E(X+X5) = R(t). (Here B denotes the Borel a-algebra on R). In 

fact it can be shown that given a positive definite function, we can 

find a Gaussian stationary s.p. {X:  t ER) 	such that 

E(Xt+X) = R(t). For a proof, see for example, Doob [2, p.72]. 

Let us now turn to the prediction theory of a stationary s.p. 

t E  B). 

) Prediction Theory 

Notation (1) Let M be the closed subspace of L2 (P) generated by 

{X: t E  R}. 

(ii) Let 	L2 (p) denote the set of all functions u: R -'- C 

such that 1Iu112 = f Iu(x)i 2u(dx) < , again identifying functions 

equal a.è 	(dp). 

Lemma 1.31 M is isometrically isomorphic to L2 (p) under the corres-

pondence 

X 	
itX 

Proof 	e 1tX ,e X ) = 	e  (ts)dlJ(4 =R(t-s) = E(XX 
') 
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The lemma is completed by observing that e1t 	t E  R} is dense in 

L2 (). 

A similar result is true for discrete processes. 

Prediction problems are concerned with the following situation: 

Let P 
t  =closed span {X: s < t}, Ft = closed span {X6 : s > t} 

M 	 M
t .

and let P= fl P 	P 	is called the 'past' of the process, 
- 

P 	its 'remote past'. The basic problem is to obtain information 

about the process X for t > to when we are given information 

only about X for t < to One such problem might be: given 

for. t < 0 compute the distance in L 2 (P) of X1 to P 0 , or more 

generally from X to to 
PO where to  > 0. This is historically one 

of the earliest prediction problems and we shall have more to say 

about it in amdment. 

Firstly, however, notice that the isometry of Lemma 1.27 tells 

us that 3 subspaces of L2 (ii) corresponding to P 	 and Ft etc., 

and that any statement about ft or Ft involving only the structure 

of L2 (P) as a Hubert space is mirrorred exactly in a similar state-

ment about the corresponding subspaces of L 2 (p), which we denote by 

P 	etc.. It is natural to ask why we restrict attention to 

the relationship between P and F in the L2 (P)-sense, and the 

short answer is thatfor Gaussian processes, the most important class of 

processes, approximation in the norm of L2 (P) is especially signif-

icant. The reason is that the best least-squares approximation is 

achieved by the best linear least squares approximation for a set of 

Gaussian random variables. This, and the fact that, in a practical 

sense, linear approximation is easiest to deal with, explains why 

work in prediction theory is often restricted to Gaussian processes. 
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Though we shall not make this assumption, the reader may asume that 

all processes are Gaussian. 

Now the same is true for the discrete case that we can define 

Pn , F n , P-co  and the corresponding spaces P, F 	etc. in L2 (p). 

Not surprisingly the space F 1  (correspondingly F1  ) is called the 

'future' of the process. The first problem in prediction theory was 

investigated by Koimogorov and Wiener, and its solution is due to 

Szeg, Kolmogorov, and Krein who each proved part of it, and to 

Wiener independently, in the discrete case it IS Simply stated as 

"What is the distance from the 'past' to the 'future'?" 

More precisely, compute a = inf 111fIIL2( ). From now on we look 
fEF 1  

only at the concrete space L 2 (p). The solution of this problem is 

contained in the celebrated Szeg's Theorem. 

Theorem 1.28 Let fX: n E  Z} be a discrete process with spectral 

measure p on r. Let p have Lebesgue decomposition 

dp = wdO + dp 5 , where w > 0 is In L 1 ( 1'), and dp 5  is the singular 

part of p, dO being normalised Lebesgue measure on r. Then 

02  = exp[ f log w(0)dO] 
r 

For a proof see Hoffman [U, p. 1t8-50]. 

Remarks (I) Notice that the singular part of p has no effect 

on a. 
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If log w §E L 1 (r), the result is interpreted as saying 

that the distance a is zero, i.e. 1 E F 1  and all the P 
n 
 are 

equal to P0  (n E 

Szeg (1920) proved this for an absolutely continuous 

measure p, and the general case is due to Kolmogorov (191). The 

proof in Hoffman is due to Helson and Lowdenslager [8] 

Definitio 	If a = 0, we sj that the process is deterministic. 

If P­00  = { 0}, it is called purely non-deterministic. 

The definition is motivated by the following well-known result. 

Theorem 1.29 For a discrete stationary s.p. {X: n E  Z} with 

spectral measure p the following alternative holds:- 

Either (a) log w E L 1 (r) and L2 (p) 	P 0 	P 

or 	(b) log w 	L'(r) and L2 (p) = Po = P. 

Proof See Doob [2, p.5791. 

We omit the proof of Theorem 1.29, because it is well-known and 

because we shall prove the corresponding result for a continuous 

s.p.. Notice that part of the theorem is that if ak  is the distance 

between Po  and Fk,  then either ak = 0 W E Z, k > 1 or ak > 

Vk > 1. If a = a 1  = 0, then the past determines the future, i.e. 

perfect prediction is possible. For the analogue of Theorem 1.29 for 

the continuous case we need a preliminary lemma. 
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Lenna 1.30 Either ext E P for every t > s or for no t > S. In 

the former situation P = L2 (p) Vs E R. 

Proof By definition, Pt  = e t5) Ps  (Vs, t E ). Suppose 

e Uth 0 E P 	for some t o  > s. Then, for t E [s,t0 ] , 

e 
ixt 

=e 
 ix(t-to)  e ixto E ix(t-to) 

S = 	
C[ 	Thus P 
- 	 to 

=P . 

Suppose t > to > s. Then 

Pt 
= 	 ) = eitt0  ) 	 - D 

to 	 s 

This holds for every t > to. If t + (s—to) <t0 , then 

Pt 	t+(s-t0) 	P0 	
P• If t + (s-t0) > to, then repeat the 

above argument with t replaced by t + (s-to) to get 

Pt = t+(s-t0 ) = t+2(s-t0) 	Continuing in this way, since there 

exists n s.t. t + n(s-t 0 ) < to we get eventually that Pt  = P 5  

Vt > s. The second part isobvious. 

Theorem 1.31 Suppose {Xt:  t E R) is a stationary s.p. with spectral 

measure p defined as in Theorem 1.26, and suppose dp = wdx + dp5  

is the Lebesgue decomposition. Then the following a Lternative holds:- 

Either (a) f log w(x 	
L2 (p) 

or 	(b) f 1ogW()  dx = --00 and P 	= Po  = L2 (p). 

Proof (Dym and MeKean [1,  p.81t]) Let P T  denote<projection onto 

(T ER). The proof is split into two parts. 

(i) Po  V L2(p) 	f log w) dx >L- , and P 	~ 
. 

 1 + x 
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Proof of (i) If P o 	L2 (p), then 3s < t so that 

= (l-P5)e ixt A 0. Now' a 	 is perpendicular to e ixr for
st 

	

-ixS 	 -ixr 
r < s, by definition, so ' e 	a()e 	dii(x) = 0 for r < 0. 

By the F. and M. Riesz theorem (just the same as the circle version) 

-ixs 
e' at vanishes on the singular set of V. so that 

-ixs 	 -xS 

St e 	a St 
 (x)dp(x) = e 	a (x)w(x)dx 

-ixs 
and e 	a St (x)W(x) EH 1 . 

1oga w(x)I 

	

St 	dx > -, and so we have fIn particular, 
	+ xz 

f log w( dx f 	dx- 
logE Ia t (x) Iw(x)1 2 	

jt(x) 2w(x)] 

+ 
- 

l+x2 	 1+x2 	
dx 

J lx 

>2 f 
logE Ia t (x)Iw(x)] 

dx - 'Ia. 112 > 
- 	 l+x2 	 St 

(2) P0  = L2 (p) 	P = P 	and 	
log w(x)J_, f l+x2 

Proof of (2) If P 0  = L2 (p), then L2(p) = 	
ixT 

e 	'0 =n pr = 
T<0 	T<O 

It remains to show that J 	---- dx -. Suppose not. Then 
3h E H2  with w = Jh 2  a.e. on B, and if we define 21  = 1 on the 

h 

singular set of p, it follows from P = L 2 (p) that if 

f = cje ixt1 + 	+c e 
n 

lXtfl 
with t1, ..., t n < 0, then — 

inf 	f If(x)h(x)h(x)1 2dx.. 	inf 	f If(x)4(x)I2du(x) = 0 
all such f 	 all such f 	h 

since 11  G L2 (p) = Po . 
h 
Thus h E 112  fl 2 = {0} contradicting f 

log wki  

This completes the proof. 



26. 

Remarks (i) The F. and M. Riesz theorem quoted in the above theorem 

is given in Dym and McKean [14, p. 1451 . Its statement is as follows:- 

A function F of total variation 5 IdF'()I < 	with 

5 e
-ixt  dF(x) = 0 Vt < 0 must be of the form 

F(x) = constant + f h0(y)dy for some h E  H 1 . 

(ii) The proof given above is modelled on that for the 

discrete case which is given in Doob [2]. Notice that d1i 5 , the 

singular part, plays no part in the prediction, and its significance 

is shown in the following result. 

Lemma 1.32 If f log w( 	dx >-, then P 	= L2(dp), dp5  being 
1+x 

the singular part of ji which has Lebesgue decomposition 

dp = wdx + dp 5 . 

g 
Proof (Dym and M fcKean [ii]) Suppose 	

lo w( 	dx > -. Then 
 1 + 

P 	P0  V L2 (ii). Suppose f E P_. Then e "f E P, Vr E  R. Now, 

if s < t, the function aSt = (i-P 5 )e1 	is perpendicular to 

P J P - 	 st , and since a dp(x) = a st 
 w(x)&X (as in the proof of Theorem 

1.31, part (i)), we have that 	 - 

f ixr ixr 
e 	f(x)cz st(x)d.i(x) = 	e 	f(x)a5t(x)W(x)dX = 0 	(Vr G B). 

Thus fcttw vanishes a.e. (dx). 

f
iogIa5(x)Iw(x)

since 	
- 1+x2 

(dx). This proves 	C L2 (dp 5 ) 

Conversely, suppose f E L2  

and cl5tdl 1 (x) = a5t(x)w(x)dx, we 

Therefore f vanishes a.e. (dx), 

stops a5tw from vanishing a.e. 

Then, as f = 0 a.e. (clx) 

must have 
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-ixt 	 ixt 1  
f [(1-P5 )f(x)Je 	dp(x) = 1 f(x)[(l-P)e 	jdp(x) 

= f f(x)a 
st 
 (x)w(x)dx = 0, 	Vt > S. 

Thus (1-P5 )f is perpendicular to both P 5  and F and so must 

vanish. Thus f=PfEP VsER, i.e. 	EP 
S 	S 	- 	 _CO  

Corollary 133. {Xt:  t E  R} is purely non-deterministic iff p is 

absolutely continuous and f lo 1g +w(xI x2 dX> -OD. 

Proof P 	= o} p 	L2(p) 	
log w(x )  dx> 	and PL2 (dp) 
i + x2  

by Lemma 1.32 so dp 5  = 0. Conversely, 

f log w(I dx > - 	P
-00  = 

L2 (dp 5 ) = { O}, so 	is purely non- 
J l+x 

deterministic. 

The proofs of Theorem 1.31 and Lemma 1.32 can be found in Dym 

and McKean as we have indicated above. However, these results can be 

derived more directly from the corresponding results for discrete 

processes on r, the unit circle, by means of the linear functional 

map of Theorem 1.114, namely z 
	

(z E ri, C E D). As we 

remarked, then, this transformation is very useful for deriving 

results about the H spaces in 11+  and indeed about conjugate 

functions from the corresponding results on D, as in Hoffman [U, 

Chapter 81 . Let us look at it briefly. 

If we start with a continuous stationary s.p. {X:  t E R} 

with spectral measure p, then there exists an associated discrete 

process with spectr.l measure v on F and, more importantly, the 

subspaces p0 (p) and p() correspond, as do p(p) and P_(v). 
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To see this consider the linear fractional map, A, from 
fl 
 to D, 

the unit disc, defined, as above, by 

z - i • (zE1T) 
Z+1 

with inverse 

- 	 (E D) 
~ A 1 () = 	

-  

Define v on r by v(0) = p(tan 	). Then 	= j— 2 , so V 

is the spectral measure of some discrete process, and the integrals 

log wu(fl dx and f log w(0)dO are finite or infinite together, 

where of course dp = w 
p 	5 	 V 	5 dx + dp and dv = w dO + dv are the 

respective Lebesgue decompositions of p and v. To see that Po(p) 

and Po(v) correspond under this transformation, we have 

e_ 0  = 	= 1 - 
2 f etXetdt 

so that elO, and hence e 0  Vii > 1, corresponds to an element 
0 

itx of Po(p), since the integral f eedt may be approximated in
00 

L2 (p) by a linear combination of the functions e]tX.E P0(p) 

(t > 0), and so belongs to P 0 (p). Thus the image of P0(v) is in 

P0 (p). 

Conversely, 	the function elZt = exp(t --9 ) is analytic in 

> 1 and has modulus < 1 if t < 0, since 

exp(t Ier(t 	)I = exp(tRe .±i 	= 
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and this is less than 1 if t < 0 and Id > 1. Thus et may be 

expanded in a series of non-positive powers of F. On r, it is 

exp(ixt), t < 0, the bounded pointwiselimit of exp(ixt) for t < 0. 

Thus e 	, t < 0 can be approximated boundedly and in L2 (p) by
ixt 

the image of an element of P 0  (v) and so the image of P 0  (v) is 

Po (i.)• 

This is enough to prove Theorem 1.31. The assertion that 

P(v) and P.i) correspond is proved similarly. 

A second prediction problem which is quite important is that of 

interpolation. Suppose {X: n E  Z} is a discrete stationary s.p. 

with spectral measure p, and dp = wdO + dp. The problem is to 

find the best approximation to the function 1 from the combined 

past and future P -1  U F 1 ; more precisely, to compute 

T = inf{II1_II 2() : g E P_ 1  U F }. 

For this discrete case, the solution was given by Kolmogorov and says 

that 

f dO \ 
.= 	w(0)) 	' 

r 

Notice once again that the singular part of p is unimportant for 

computing T. The interpolation problem for a continuous parameter 

process, i.e. if the behaviour of X 	for ItI > A > 0 is known, 

what can we say about X for Iti < A, in particular about X0 ?, 

is much harder to solve and a complete solution has only recently 
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been provided in the book of Dym and NcKean. 

Both problems mentioned so far, the Kolmogorov-Wiener problem, 

and the interpolation problem say roughly that if w is not too 

'little' i.e. if a > 0 or r > 0, then the functions {e1tX: t > 0} 

have a measure of independence in L 2 (11). The condition which we are 

interested in is stronger than either of the conditions cF > 0 and 

t > 0, and says that the functions {e1tX: t E  R} are "asymptot-

icafly" independent in L2 (11). We need some definitions. 

Definition 1.31 (a) A subsace of a Hubert space is a closed linear 

manifold. 

Let M, N be subspaces of a Hubert space H. 

Then the quantity p(M,N) between M and N is given by 

p(M,N) 	süp{( ,n >1: 	E M, 	r EN, 	!III < 1, 	DII < 1). 

It is obvious that p < 1. cos 1p is sometimes called the 

angle between M and N. 

We say that M, N are at positive angle if 

p<l. 

Clearly M fl  N 0 {0} 	p(M,N) = 1, and if dim H < , then 

p(M,N) = 1 iff M fl  N 0 {0}. This is not true if dim H = 

Obviously p = 0 iff M j N. 

In the context of the prediction theory of a discrete process 

{X: n E  z}, Helson and Szeg8 [10] in 1960 posed and answered the 

question: When are Po  and F 1  at positive angle, i.e. when is 

Pi 	P(Po,Fj < 1? In fact, they proved the following result. 

Theorem 1.35  Po  and F1  are at positive angle in L 2 (p) iff p is 

absolutely continuous and Jr, s real L °°-functions such that 
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'Is" 00  < 	and a.e. on 

w = exp(r+) 

where 9 denotes the conjugate function of s. 

It is of course natural to ask about p = p(Po,Fi) for n > 1 

(p 	depends only on n by stationarity, of course). This was solved 

by Helson and Sarason [9] in 1967 as a corollary of their method of 

solving the strong-mixing problem which we shall describe in a 

moment. They proved 

Theorem l.3ci  P0  and F 	 are at positive angle in L2 (11) iff p is 

absolutely continuous and 3 a representation 

w = IPI2exP(r+) 

00 

where r, S are real L -functions with us11 < - , arid P is a 
00 	

iT 

 2 

polynomial in e 0  of degree < n - 1 with all its root)on the 

unit circle. 

We shall obtain a complete analogue of Theorem 1.35 in the 

continuous case, i.e. when is p = p(P0,FA) ,< 1 for A > 0? 

However our main task is to study the strong-mixing condition, first 

suggested by Rosenblatt, for a continuous stationary s.p.. The 

discrete case was solved by Helson and Sarason[9] , and finally by 

Sarason [231 in 1972. Let us state the problem. 

"For what finite positive Borel measures p on B is it true 

that p = p(P0 ,F) - 0 as A -3- Co 
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Of course, p 	is non-increasing, and p ± 0 p < 1 VA > A 	for 

some A0 > 0. It turns out that this condition is stronger than the 

two previous ones we have considered. In the discrete case the follow-

ing result was proved by Helson and Sarason. 

Theorem 1 .31, P n = PoFn) -- 0 as n -'- 	iff j.i is absolutely 

continuous 	log w E L'(r), and 3 a representation 

w = IPI 2exp(u6) 

where u, v are real continuous functions on r, and P is a poly-

nomial in e16  with all its zeros on r. 

We shall give a result like Theorem 1.36 in Chapter 2 for a 

continuous stationary s.p., but it is not so complete. In fact, it 

corresponds to the result given in the 1967  paper of Helson and 

Sarason fora discrete process, before it was improved in the 1972 paper. 

At first sight it is not obvious that the strong-mixing condition 

Pn 
4- 0 has much probabilistic significance, and again the justifica-

tión comes when one assumes that the process IX: n E  Z} is Gaussian 

(for cotivenience we consider the discrete situation). For if {X} 

is Gauss Ian, it was proved by Ko11cgorov and Rozamov [181 in 1960 that 

Icj 
n 	n < p < sin(2jia n ) where a n is given by 

— —  

a = a(M° ,M ) = 	sup 	JP(EF)-P(E)P(Ffl n 	- 	
E1°,F 	 - 

coo n 

where Mst  denotes the a-algebra of events generated by the set 
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{X: S < r < t}, and EF denotes the intersection E fl  F (recall 

that the Xr are defined on (c,E,P) a probability space). The 

condition a -'-0 was first suggested by Rosenblatt [21] in 1956. 

In the same paper of Kolmogorov and Rozanov [18] 	is related to the 

maximal correlation coefficient between Po  and F n . We shall not 

pursue this further. 

Another important reason for looking at the condition P+ 0 

(or P n 0 in the discrete case) is that processes which satisfy 

this' condition satisfy a central limit theorem; we refer the interested 

reader to IbragimDv [16] , or Rozanov [22, Chapter IV] 

Our main task in Chapter 2 is to derive analogues of Theorems 

1.36 and 1.37 for the continuous case. The ideas in the proof of 

Theorem 1.37 recur1jë, so we shall not prove it, but refer the 

reader instead to the papers of Helson and Sarason [91 , and Sarason 

[23]. However, to finish Chapter 1, we give a proof of part of 

Theorem 1.37 because it is elegant and involves techniques from the 

theory of uniform algebras. 

Lemma 1.38 If {X: .n E  Z} is a stationary s.p. with spectral measure 

p onF, and if p + 0 as n 4- , then p is absolutely continuous. 

Proof Without loss of generality, we may assume that p(r) = 1. 

Suppose p is not absolutely continuous. Then there exists a set 

E of Lebesgue measure zero such that p(E) > 0. By regularity of p, 

we may assume that E is closed. Define g = Z'XE on F, where 

XE denotes the characteristic function of E. Then g E  C(E). By 

the Rudin-Carlesontheorem (see Gamelin [6, p.58]), 3 a function f 
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in the disc algebra A(D) such that I = g on E and 1110 = 1. 

Also since E is a peak set for A(D) we may assume that II < 1 

off E. By choice, ther 

I If1 IdP -* f dii = p(E) 
r 	E 
Thus, by definition, p k 

contradiction shows that 

fore 11c0 

1. But also, 

I I 
i must be a 

off E. and we have 

If fkzkdIiI + ji(E) as k ~ 

as k+, andthis 

bsolutely continuous. 

Remarks (1) The regularity of p is obvious, since it comes from a 

positive definite sequence via Herg1otzstheorem. 

The Rudin-CarlesonTheorem [6, p.58] characterises closed 

sets of Lebesgue measure zero in terms of the peak sets of the algebra 

A(D). 

For our purposes, the neatest proof of Lemma 1.38 is 

obtained by showing that p -~
. 0 	= {O} and using.the result of 

Theorem 1.31. This is done for a continuous process in Chapter 2. 

As a concluding remark, we should point out that for a given 

measure p on R it is usually difficult to calculate p for 

A > 0. One which is known is dii = w(x)dx where w(x) 
= 

In this case p .  = eX (A >0), so that w is a Helson-Sarason 

function. Naturally the question arises of just how p 4- 0 in a 

particular example, and work has been done on this by.I.A. Thragimov 

1131 , [141 , [15].. We shall not pursue this question. 
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CHAPTER 2 

Mixing Conditions on the Line 

In this chapter we shall study the strong mixing condition of 

Helson and Sarason, and the condition of positive angle first intro-

duced by Helson and Szeg, for a continuous parameter stationary 

process. The machinery which we develop for the mixing condition, 

PX + 0 ,will be useful in considering the Helson-SzegB problem. 

Before tackling these individual problems we present a couple of 

results useful inboth contexts. Recalithe setting: we have a station-

ary continuOus parameter process (X t : t E R) and an associated 

spectral measure dii = wdx + dp, on R. Here w is non-negative 

and integrable, and dx denotes Lebesgue measure on R. From now on 

we concern ourselves only with the analytic properties of p,  and 

the underlying process --'z not specified. By Theorem 1.31, if 

log w §E L'c,  then P 	= Po  = L2 (dp) and so p. = 1 1  VA > 0. 

Henceforth we assume that log w EL 1 . In this situation recall that 

by Lemma 1.32, P_ ,,  = L2 (dp). Wenow prove that a process satisfy-

ing either the strong mixing condition, p A -'- 0 or the Helson-Szeg 

condition, PA < 1, must be purely non-deterministic. 

mma 2.1 P- 	 VA>O. 

Proof Suppose g0 E P 	with 1g011 = 1. Then, by definition, 

= sup{ I f,g ) : f E FA, g E P 0 , lift1 < 1, ugh 	< 1)
14 

= sup{l< f, g ) : f E F
Av' 

g 	
P, 

hft' < 1, Ugh 	< 11 
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so PA > sup{( f,go >1: f E F, hft1 < i} (Vi' E 

But 	U F = L2 (p), and g0E L2 (p), so p > 1Jot1 	= 1, i.e. 
rER 

PX  

The following is an immediate consequence of Lemma 2.1 and the 

fact that P = L2 (dp ). 
5 

Corollary 2.2 If log w E L 1  and p < 1 for some A > 0, then 

p is absolutely continuous. 

From now on we shall assimie that p is absolutely continuous, 

p = wdx where w is non-negative and integrable, and log w E L'c• 

Notation Let W = (v E L 1 , w > 0: log w E L 1 	and p -3- 0 as 

A + 00). For each A > 0, let W = {w E 0,w > 0: log w EL 1  and 

< 1). 

Obviously W C U WA, and  WA C W if p > A. Before we can 
A>O 	 p 

determine the nature of W and WA  we need a more concrete descrip- 

tion of PA.  Suppose w E L 1 , w >.O and log w E Llc Then, by 

Theorem 1.7,  there exists an outer function h E 112 such that 

1 
w = Ihi 2 a.e. on R, and we may write h = Ihie

4)
with 4) real, 

chosen so that .4)(i) = 0. Of course, h is unique up to multiplica-

tion by a constant of modulus 1. Recall that for A E R. e X denotes 

the function defined on ll by eA(z) = eZ, so that e X E H for 

A > 0, 

Lemma 2.3 ForA > 0, p = inf IIe_2i4)_e AAII 00  i.e. 	A is the 

distance in L from the function e 	to the subset eH  of 
Co 
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Proof By definition, P, = sup{If fgeIhI 2dxI: f, g EB(F0 )} 

= sup{ f (fh)(gh)ee 21&q: r, g E B(F0 )} 

(1) 

Since h is outer in 11 2 , {fh: f E B(F 0 )) is dense in the unit 

ball of 112,  and so by Theorem 1.5, {(th)(gh): f, g E B(F 0 )} is 

dense in the unit ball of H 1 . Thus (i) expresses p 	as the norm of 

the linear functional Rwhich is defined on H by 

R(a) =  / aeAe_2i dx (a E  H'). Now, since (H 1 )' 	by Lemma 1.9, 

as easy application of the Hahn-Banach theorem gives that 

-214 	 -214 
p = inf le e 	-Ai = inf lie 	-e A 

H A 	 AEH 	__A 

The following theorem is based on a result of Sarason [241, 

and characterises W. It is the continuous case analogue of Theorem 

2 in [9]. 

Theorem 2.4 w E W 1ff e 2  E H + BUC, where BUC denotes the 

set of bounded uniformly continuous functions on H. 

Proof By Lemma 2.3, p + 0 1ff lim mc IIe_2l _e_ AAII, = 0. Let 
A- AI 

R denote the uniform closure of the set U {eAH}. We prove that 

00 	 A>O 
R = H + BUC. This is done in two parts. 

Step I:- H + BUC CR. Obviously H00  C R. Let f E BUC. For A > 0 2  

define g 	on 	by g (z) = A / K(A(t-z))f(t)dt where 

K(t) = - (51tu/2  . Then it is easy to see that 	is analytic in 

We show that e 
g

E  H00 , VA > 0 and that lim Uf_gH = 0 

which will prove (I). 



	

(a) eg E  H 	It suffices to prove that lg(z)I < KeAY for 

z = x + iy E fl and some constant K. By translation we need only 

look at z = iy. Now 

	

2A I 	_ _ 	 ___________ __ 	
sin[ 

1 / • IAtiAyl)2 	

IAt-iA2 2 

I g (iy ) I = 	
(slnL 

2 	f(t)dt < 	hr11 J 	2. 	dt 

J 	At-lAy 	 u1. 	cJ 	
At - iAy 

N ow 
2 	5h (- 	) + C05 2  

2 	
2sinh2 	.&\ (_ 

2' 
Isin Aty 
	

- 	

sin 	t 	2 	- 

X2(t21-y2) 	
if t2+y2  0 O 

XtiAy I 	if ty0  

So, if we fix 6 > 0, then 
2 	 I' 

[Ati 	
cos h2( 	

sin h 2 ( - 	' 

Xy  I 	- 2 + 	A2y2 	if y 0 

sin
E 	 2 

At-iAy 	- 

	

Isin[At_iAYi 	

if y = 0 
2 

Hence 	2 

At-iXy 

sin 
2 	

cosh2(_ 
___________ If t 	(-6,6), then 	

2 

2 

___________ 	

2 + sin h2(- .' 

At - iAy 	- 	 A2t2  

Ày 

A2 t2  
COI Sifl 

IAt_iAy 
2 	

] 2 	

A 	Ay  I
CO 

	

L 	j Thus 	
At-lAy 	

6 -CO  

Ày = (.+ 	)e , proving (a). 
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(b) gX 	 J:: Notice that 

= A f K(A(t-x))f(t)dt = f K(t)f(x+t/A)dt 	(xER) 

Let c > 0 and x E R. Choose N > 
1611 f11 • Since f is uniforrn1 

continuous, IS > 0 such that Is-ti < if(s)-f(t)i < With 

this 6 5  choose A >• Then 

f(x) - 	= f K(t){f(x) - f(x+t/X)}d -t so that 

00 

If(x)-g(x)I < J K(t)If(x)-f(x+t/X)Idt + 411f1l. f K(t)dt 

N 
Since f K(t)dt 	

N 
= 1 and - ( 6, 	f K(t)If(x)-f(x+t/A)Idt< -- . Also 

CO 

J K(t)dt < 8HfIL7 at 	£ 	
-N 

N 	
- 	

N 	< 	
• Thus IIf- 	< c, proving (b). 

Step II:- R C H'°  + BUC (Sarason [24, p.140111 ) 

(a) e_h E H + BUC for A > 0 and h E  Ir Let h E H and 

CO 

A > 0. Choose a C function v of compact support with v = 1 on 

[ -A,01. Let u be the inverse Fourier transform of v, so that 

= v. We have, defining 	f = eAh, that f = (u*f) + (f-uf). By 

definit ion of u, it is easy to see that u * f C  BUC. It remains 

to prove that f - (u*f) C 1100, and it suffices to show that it 

annihilates 111.  Thus suppose g EH 1 , and let ui(x) = u( -x) 

(x C R). Then, by Fubini, f (u*f)(x)g(x)dx = f (u,g)(x)f(x)dx so 

f [f(x)-(u*f)(x)]g(x)& = f [g(x)_(u1g)(x)eTh(x)x. 

Now U, (x) = - ( -x)= 1 on [0,A1, so the Fourier transform of 
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g - Ui * g vanishes on [O,A]. But g E H' 	u1 * g E H 1 , so the 

Fourier transform of g - Ui * g vanishes on (-co,A]. Thus the 

function e[ -uig1 lies in H' and so annihilates H. Hence the 

last integral above vanishes and (a) is proved. 

(b) H + BUC is closed in L°' The proof of this is just like 

that of the well-known result for the circle that H + C is closed 

00 

in L, and is only included for the sake of completeness.. Consider 
CO 

the natural map 	: 
• BUC 	

L given by f + (HffiBUC) - f + H co  

(f E BUC). The distance estimate, 

dist(f,H) = dist(f,HflBUC) 	(f E BUC) 	(2) 

shows that ri is an isometry and so has closed range. But ffO + BUC 

is simply the inverse image in L of this range under the quotient 

00 L 
map L -'- 	, and so is closed. To check the distance estimate (2) 

it is enough to prove the inequality dist(f,H1BUC) < dist(f,H) 

(f E BUC). Let h E  H and, for y > 0, let fy  hy  be the Thnctions 

fy ( X) = f(x+iy), hy ( X) = h(x+iy) obtained, as usual via the Poisson 

extensions of f and h to 11+.  Then, for y > 0, 

U f-h II 	< II f-f II 	+ U f -h U 
y 00 y y 00 

But f E BUC 	U 	II - 0 as tr -- 0 	and also U f -h II < II f-hfl
00  y 	 , 	 y y- 	Co 

Thus, since hy  E HCo fl BUC, we have dist(f,H °I3UC) < Uf-hil. Taking 

the infimuin over all h E HCo yields the result (b) and completes the 

proof of the theorem. 
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00 

Corollary 2.5 H + BTJC is a closed subalgebra of L. 

Remark The characterisation given in Theorem 2.4 is sometimes useful 

in identif'ying specific elements of W, as we shall see shortly. 

However, its usefulness is limited and we are seeking a more elaborate 

description of W along the lines of the Helson-Sarason result for the 

discrete case given in Theorem 1.37. Accordingly out first step is to 

identify some elements of W to be the "building blocks" out of which 

we construct arbitrary elements of W. To this end we identify the 

analogues of the factors IpI2 and exp(u6) which appear in Theorem 

1.36. This we now do. 

Lemma 2.6 Suppose w = exp(u+) is integrable, where u, v are real 

functions in BUC. Then w E W. 

Remark v denotes the conjugate function of v, as defined in 

Chapter 1. 

Proof By hypothesis w E L 1  and log w = u + E L 1  by Lemma 1.13. 

Thus w = 1h12 for some outer function h E 11 2 , and, in fact, h is 

given by 

h2(z)expJ+1( 	dx u-i-v) 	2 x - z 	l+x 

But, by definition of conjugate function, 

urn 	f xz+i 	dx 	- 
Imz-,-O 	

- (u+) 1 + 2 = u + iu + - iv 
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Thus, 

. 	 - 

-2i4 	w 	
e u+v 	

iCy-u) 

	

e 	=2=._- h 	u+ru+v-iv 
e 

i(v-) -  u+iv -u-ii 	u+iv 	 ulu co  But e 	- e 	e 	, and e , 	E BUC, e 	E H 	so' that 

e 2  E H + BUC. 

In identifying the class of functions on R which corresponds 

to the factors II2 in the discrete case, it is useful to notice 

that if w = II2 on r where the degree of P is no, then 

p(w) = 0 Vn > no, and, conversely, if w E L'(r), w > 0 and 

Pn
=  0 Vn > no, then J a polynomial P of degree < n o  - such that 

w = II2. This is an easy consequence of Lemma 2.3 and the definition 

of H'(r) in terms of the vanishing of the negative Fourier coeffi-

dents. The argument is given below for the continuous case and 

involves only elementary properties of Fourier transforms. 

Lemma 2.7 (a) Let w E Lt(R), w'> 0 and suppose that 

w(x) = f e ixt t)dt 
	

(3) 

for some 4 E L 1  of compact support in [—x0,x01. Then p(w) = 0 

VA>Ao . 

(b) Conversely, if 	wE L', w > 0 'and pA(w) = 0 

VA > A0, 	then w 	has a representation in the form (3). 

Proof (a) By definition of p., it is enough to prove that 

I aewdx = 0 for everr function of the form a = rlar, where 
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A > 0, r = 1, ..., n. Thus it suffices to prove that 

f ewd.x=O Vv>A. But 
V 	 - 

f ewdx = f e" ( -x)dx, since w(x) = 	by (3) 

f e_i3(x)dx 

= 

The last step follows by the inversion theorem for Fourier transforms 

which is applicable since 4) and w are both integrable. Since 4) 

vanishes off [-A0,A0 J 	p = 0. 

(b) If w > 0, w E L' satisfies p X  = 0 VA > Ao, then the 

function g = ew E H 1  by Lemma 2.3. Sináe w = w, we have w = 

and sog = e2 g a.e. on R. , t g E Hi 	g vanishes on (co , 0] , 

and e2 g(y) = g(2A-y), so e2 g vanishes on [2A,co). Thus g has 

support in (0,2A). Hence w = 	has support in ( -A,A). This is 

true for'every A > A0, and so 	vanishes off [ -Ao,Ao]. Since 

w E L 1 , w is continuous, and hence in L 1 . Thus, by the inversion 

theorem, w(x) = f 
ixt 
	a.e. and (3)  holds. 

By the Paley-Wiener theorem (Theorem 1.22), the equation 

110  
(z) = f e1tZ4)(t)dt 	 (4 E L'[-A0,A0] ) 

-A0  

defines an entire function, and obviously 

I(z)I < Ke X01YI 	 z = x + iy 

for some constant K independent of z (in fact K = II4)tI 	in this 
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case). Conversely, any entire function t(z) satisfying (B) and such 

that E L 1  has a representation of the form (A). So, from Lemma. 

2.7, we obtain 

Theorem 2.8 If w E L', w > 0, then PA = 0 VA> A0 iff there 

exists an entire function 4 satisfying (B) such that w = 

Corollary 2.9 (a) wE  L 1 , w > 051 PX = 0 VA > Ao 	w is bounded 

and continuous on R. 

(b) If w > 0, w E L 1  is the restriction to R of an 

entire function satis4ing (B), then log w E L'. 

Proof Immediate from Theorem 2.8. 

We have thus obtained the analogues of the factors 1P12 in 

Theorem 1.37,  for, by Theorem 1.21, entire functions satisfying (B) 

with 01 	> 0, ol, E L 1  have the property that 3T satisfying (B) 

such that 0 IR= IWIRI• If we combine the resulté of Theorem 2.8 and 

Lemma 2.6, we obtain a subset of W. the properties of which are 

fairly representative of W as a whOle. 

Theorem 2.10 Suppose w' = f exp(u+), where f is a real L 1 -function 

which is the restriction to R of an entire function 	satisfying 

I (z)I < Ke X ' Imz l for some constantsA,K > 0, 'and u and v are real 

functions in BUC such that e' E  L 1 . Then w E  W. 

Proof By Corollary 2.9 (b), log f E Ll 
C so that log w E L'e• Also 
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I is bounded on R by hypothesis, and so w E L 1 . Thus I = 	2, 

h1 	outer in H' and 	E H + BUC. Similarly, eU = 1h2 1 2 , h2 
u+v 

outer in H 2  and 	2 E H + BUC. Clearly w = 1h 1 h2  1 2 , and itis. 
easy to see that h1h 2  is outer, so that 

-2i4 	w 	f eu+v  
e 	= h12h22 = 	

h22 E H' + BUC, as required. 

Remark Of course, the method of proof of Theorem 2.10 actually shows 

that if w1  E W S  w2  EW and w 1 w2  E L 1 , then w 1 w2  E W. 

For the moment, this is as far as we want to go in identifying 

particular elements of W. The approach now is to break up an 

arbitrary element of W into its conStituentparts of the above sort. 

We need to put Lemma 2.3 into a more useful form, which we do in 

Lemma 2.12. First we notice that multiplication by 	1  2  preserves 

W. We have 

.( i+x)  Lemma 2.11 (a) The function g(x) = + 
	

is in BUC. 
 

wEW w  
l+x 

wEW, (1+x2 )wEL 1 (1+x2 )wEW. 

Proof (a) I(i+x)
Ii + x21 = 1 Cx ER), and 

I(i-i-x) 2 	(i-i-y)212 	4(x-y)2 {(x+Y)2+(y_l)2l 
1 + x2  - 1 + 	- 	(l+x2 ) 2 (1+7 

< 

so g is in BUC. 

(b) if w E W. then 	- E L1  and since w = 1h1 2 , h I_h2  outer in 112,  we have that 	+ 
w 	

= 	
• 	21 and 	

h 	
is outer (i+x) 	i+z 

in 112 . By Theorem 2.4, it suffices to show that 
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w 	(i 

l+x2 	E H + BUC. But this follows, since h7 E H + BUC and, 

by (a), (i+x)
2  

1 + x7 
6 BUC. 

(c) is proved in a similar way using the fact that i +
(±+x)2 

is also in BUC. 

Lemma 2.12 Suppose w 6  L 1 , w > 0. Then w 6 W iff Ve > 0, 

= X(e) > 0, A = A(e) 6  H 	and a real L° -function s = s(e) such 

that a.e. on R 

Isi < e, IlogAJ < e and s + arg(Ah 2e) E 0(mod2ir). 

Remark 	The statement a E 0(mod27) 	means that for almost all 	x 6 R, 

Jk(x) 6 Z such that a(x) = 27k(x). 

Proof () Suppose that w 6 W. By Lemma 2.3, given 	t > 0 	3A 6 

and A > 0 such that e-2i -e -A 
All 	< 	c. Then we have a.e. 

 E. 
IAI = Ie_AJ = I(eA-e

-2i4  )+e -2i4 
L. 1 + 

Similarly JAI > 1 - e, so we may assume, without loss of generality, 

that IlogIA11 < e. Consider the diagram below where P is such 

that 0<P<2i. 	 tr 
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We have, arg(Ah 2e_) = ar(e_A) + arg(h 2 ) = arg(e_A) + 24) 

= arg(eA) - arg(e 
214)) 	

So that arg(Ah2e) 	P(mod27r). Now 

I e_A-e '4) I < c 	cos P > 0, for, otherwise, Ie2'e_AI is too 

large. By the cosine rule, 

-2±4) 2 
IeAAI + 1 - Ie_AA-e 	.;I 	1+ (1_c)2 - 	1 - cosP= 	

>- 2(1+c) 	1+c' 
2 IeAI 

which is close to 1. Thus, modifying A and A if necessary, we 

have JI < e. Let S = -P. Then JsI < c, and 

s + arg(Ah 2e 	= arg(Ah 2 e 	.- P E O(mod270. 

(4) This is straightforward, since 

I -2 i4) 
e 	_eAAI2 = 1 + IAI 2  - 2IAIcos s < 1 + (1+6) 2  - 2(1_ e ) 2  < 

The next step is to formulate a result on analytic continuation 

across H of a function defined on 11+, and for this we need a 

definition. 

Definition 2.13 Suppose a, a and R are real numbers, and U is 

the interior of the rectangle S = fz E C: 0 < Imz < H, a < Rez < 01. 

We say that f: U - C is in H'(U) if f is analytic in U, 

f E  L 1 (a,8) Vy E (0,R), and f If0(t)y(t)I(1t - 0 as y -'- 0 for 

some f0 E L 1 (ct,8). 	This entails that fy 	fo pointwise a.e. on 

(a,). 

Proposition 2.114 Suppose f E H 1 (U), and f0  is real a.e. on (a,). 

Then f can be extended analytically across (a,). 
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Proof The idea of the proof is to mimic the proof of the Schwarz 

reflection principle where normally one assumes that f0 is contin-

uous. The condition f E  H 1 (U) satisfactorily replaces this assump-

t ion. 

Choose and fix 	E U. Consider a rectangle .J symmetric about 

R and containing E so that J C closure(U U iii) as in Figure 1. 

(Here U = {z: z E U).) 

t. 

c,3  

Since f E  H 1 (U), extending f to mt J by f(z) = f(z) we may 

assume makes f continuous on the boundary of J. Define g on 

mt J by 

g() 	.1 	f(z) dz 	 (EintJ) 
2iri 	z - 

Then it is obvious that g is analytic inside J. For each 

n >  im~
, construct the contour J of Figure 2. 

n 	 T 
Then it is Clear that 

 

f() 	f
z)dz 

2. 
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since the integral round the upper contour is f() and that round 

theE5is 0. (1) holds for every n 
>

, so to see that 
M C 

f() = g(), it will suffice to prove that
,( 	

r: 	dz -3- 0 as 

-- . By symmetry it suffices to prove that f 	dz -' 0 as 

n +co , where C 	is shown in Figure 3. 

> 
—S 

Now 

I 	f(z)d 

Ef(x+iln) 

- f(x)]d + ± I j 
1/n f 	

E ~

dy 
C y xiIn 	x 

- 	 0 y+iy- 	6+iy- 
j• 

But 

ln

' 
f(y+iy) - 	 +iy) 	ln jf(y+iy)J+If(6+iy) dy . 	(2) 

0 	'r 	6+iy 	
- 0 	Ini - - 

n 

sup{If(x+iy)J : 0 < y < 1
3. x = y or x 	6) 

But f is continuous on the boundary of J, hence bounded there and 

so the supremuin above is bounded for all large n. Thus the integral 

in (2) tends to 0 as n +  co 

For the integral along the horizontal sides of C, we need to 

use the fact that f -3- fo in L 1 (a,) and pointwise a.e. on (cz,8). 

f f(x+i/n) 	!Lc2 dx 	I f(x+i/n) - fo(x) 	± f 	 fp(x) 
 x+(±/n)- - x - 	 — 	 x+(i/n)- 	- 	(x-)(x--+-i/n) 

dx 

I 	 I 	 I 

so 

6 

f If(x+i/n) ] < 
	If(x+/n)fo(x)I dx  [x+(i/n)- 	x —.j 	- Im-l/n 	

6 I 	
+: _ 	f Ifo(x)Idx} nIxn 

I 
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- Im-l/n 	el/n 	
u, 	+ II r0 11 

I 	 } n Im 

(where 11.11 (a, 	
denotes f 	dx). Since f E 1 

a 
fi 

1/n 
r 	ffi(a,B) 

  0 as n -* co  , and so the last expression above also 

tends to zero. 

Proposition 245 Suppose f is analytic in if', 'f > 0 on R and 

f = aa where ea E Hi and(•+)2 E H 1 . Then f continues anal-

ytically across R. 

Pioof eAa E H I  _ 3, v E 112 with Jul = lvi and ea = uv. 

Similarly, Ju', v'E 11 2  with iu'i = iv'i and(i-fz)2 = u'v'. 

Define y,6 	in ll 	by 

eAl = u(i+z)u' and 6 = v(j+z)v'. 

Then iii = 161 on B and y6 = aa = f a.e. on B. Since r>o. 

on R, we must have 6 = y a.e. on R. Let f = y + 6, 

= i(y-6). It is straightforward to check (*) that f1 , f'2 E  H 1 (u) 

for any rectangle U of the above form, and so f1, f2 both continue 

analytically across R. Hence y and 6 do also, and f does. 

(*)Remark To see that g = (•+)2 E Hi 	f E H 1 (U) for any rectangle 

of the given form proceed as follows:- with the notation of 

Proposition 2.114, since Jf1(x)j = e[x2+(1+y)2]Ig(x)J, we have 

ify(X)kx < {[max(1a1 2 ,J81 2 )] + (l+y)21eAY!  i(x)idx < 
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so f E  L 1 (a,8). Moreover, 

(xi -e 	(x'+1) go(x) 
-iAx AY(x2+(l+y)2)g 	-iAx Ifo()-f()I 	e 	e 

•  (x2+1)e Ày  (x)-o(x)I + e I y2 +2y If g ( x )1 
Ày 

• (x+l)[e 

so 

II 0 	iIia,8) 	
8 

- 	 /Iffldx 0 a 

go' 	} 

+ 

and this last expression tends to zero as y -* 0 since g E H 1 . Thus 

fEH 1 (TJ). 

The full strength of Proposition 2.15 is not needed immediately, 

but it is useful when we look at the Helson-Szeg8 problem. Before we 

apply it.to  our investigation of W, we need the following result. 

which is basically the half-plane version of a well-known result of 

Zygmund [26, p.254]. 

'I 	it 	 . 	
i Lemma 2.16 Suppose s E L.  is real and listi < - . Define g n I

+ 
F 2 

by 

____ 
itif 	 1+x 	

ll) g(z) = -
1 xz+l 

s (xj 	 (zE ______ 	______ 

e 
ig 

Then (i+z)2 E H 1 . 

iii, 
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Proof Recall from Chapter 1, that Reg is simply the Poisson 

extension of S to ll 	and urn g(a+ib) = s(a) + is(a), by defini- 
b1.o 

tion. Thus Fish 	< 	Reg(z) I < list! < 	. Hence if we define G 

by 

G(z) = Reeig(z) = 	ig(z)1 	cos Reg(z) 

then G is a non-negative harmonic function on 11+,  and 

1ig(z)j < 	G(z) . By Lerrmia 1.15, we know that cos us1! 

G((21+l)i) < C(2y+u) (Vy > 0) for some constant C. But 

[.i(x)1 

	fG(x+iy)__(x+i) 2j Il l 	x2 + ( i+y) dx 	y +
Tr  
 

1 G((2r+1)i) 
L 	y 

so 

hI[(x+i)_ 2e1 hl 	< irC 	+ 	< 3rC 	 (r > 0). 
y - 

i g 
So (i+z)2 E H, as required. 

We are now at last in a position to apply the result described 

above to the problem of characterising W. 

Suppose w E  W, w = 1h12, h outer in H 2 . By Lerrnna 2.11, 

1
E W and = fk where k = . is outer in H 2 . 

By Leiñrna 2.12, given c > 0 JA E H and A > 0 and a real-valued 

L-function s with ustt < c such that j1ogJA < c and 

s + arg(Ak 2 e 	E 0(mod2ir). Define g as in Lermna 2.16, i.e. 

	

lf 
x - z 	1+x
xz+l 	dx g(z) 	rn. 	 s(x) 	2 
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Then define f in fl by f = Ak2ee. Now ef 	(Ah2) 

(i+z) 
and the functions Ah2  and 	2 are both in H 1 . But we notice 

that f > 0 on R a..e. because 

arg f = arg(Ak2e 	arg(l) = arg(Ak 2e) + S E 0(mod 2ir). Now, by 

definition, 	= 1k12 = IAI_1feS = fer+s, where r = -loglA. 

By Proposition 2.15, f extends analytically across R, and the 

reflection principle then says that the extension, which we denote by 

F,. is entire. In order to say a little more about F we need the 

following simple lemma. 

Lemma 241  Suppose g > 0 is subharmonic in C, and satisfies 

	

I g(x+iy)dx < Ke l l y l 	 • (y E R) t 

Then g is bOunded on R, and g(z) - 

	

<Ce 	(zEC). 

Proof Supp'ose Z0 = x + iy0 . Then, if DC Zo) is the unit dis. 

centre zo,  we have, by subharmonicity,  

yo+l 	
x0 +Il-(y-yo)2 

TTg(z.) < 	If g(.)dxdy < 	f dy 	I  g(x-I-iy)dx 

D(zo) 	 yo-1 	
x0/l-(y-yo)2 

y0 +1 

< K 	f ei)< Ce 'Ib0  1 , as required. 
y0  -1 

We can now state one of our main results. 
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Theorem 2.18 Suppose w E W. Then Ve > 0, J a representation 

1 +x2 =f exp(r+) 

where (1) f = FIR is the restriction to R of an entire function 

which satisfies 

I F(z)l < Ce AIImzI for some A > 0 

f is bounded and non-negative on R, and f E  L(Vp > fl. In 

general, F and A depend on c 

and 	(ii) r and s are real L-functions, depending on E > 0, 

with HrU 	( c, 	1s11 	< E.
00 

Pioof Since ef is the product of two H'-functions, we have that 

I If(x+iy)I 2dxKe 	 (y> 0) 

The reflection principle tells us that f IF(x+iy)ldxKe'' 
(Vy ER). Now apply Lemma 2.17 to the subharmonic function 

jj g = 1FI 2 , to get that F(z) < CeAm, in particular, f = Fil is 

bounded on R. Since f E L 1  if is immediate that f E  L 

Vp > 12. ( ii) is obvious. 

Remark The construction of F which is described above entails that 

in ll, F = Ah2e 	(±+Z)2 	so it is immediate that e XFe-Ig  E 111. 

This suggests how we might obtain a converse to Theorem 2.18. In 

/ 
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fact we have the following theorem 

Theorem 249 Suppose w E L 1 9  w > 0 and log w E L 1 . Suppose that 

for each c > 0 we have a representation 	= fexp(r+U, where 

f = 	for some entire function F satisfying 

I Fi(z)I < CeAt 	for someC)X > 0, depending on c 

and 	f > 0 on B with f E L Vp > . 

r, S are real L-functions, depending on c, such that 

11A.0 < e, IIO < c. Then we can conclude that w E W. 

Proof The argument falls into two parts; firstly we show that the 

function G(z) = eFe 	is in H, Vc > 0, and then we deduce 

that 	E W, the result then following by Lemma 2.11 (c). 

G E H 1 :- Clearl,r G is analytic. Also eF E H and 

-ig 	 G 

(i+z)2 E H 1 	E H 1 . So 3 inner j and outer k E 111 such 

that G 	(i+z) 2jk. But a.e. on R. IGI =IFe5l = en 

Now let w' = en 1 + x2 • Then w' E L 1  and 

log w' = -r + log w - log(l+x2 ) E L 1 , so J h' outer in Hi  such 

that w' = lh'I. But then we have a.e. on R 

	

IkI___ 	
-r 

	

___ 	e w 
	I_h' I

= 	= (i x2 ) 2 	(i+x) 2 1 

Now k and 
(i+X)2 are both outer in 111, •so by uniqueness modulo 

a constant, 3y E C with j y j = 1 such that k = (1+z)2' and so 

G = (i+z) 2jk = yjh' E 111. 
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W. We use Lemma 2.12. Again let 	= e 
W2 

, and G be as 

above, so that G = jh' for some outer h' E & by the first part, 

and w' = Ih'!. Now jil = 1 a.e. On R, and 

larg jh'eI = arg GeI = arg fei+)I = I-si < C. 

Since e r 	 i > 0 E  Inv(L ) (the nvertible elements of L ), 

JB E Inv(H), B outer such that er = IBI a.e.. Of course, 

1 + x2 
= e 1'  w' = JBh' I, and Bh' is outer. Now put r = E H. 

Then, a.e. on H, we have 

Iiogli'ii = 	logIBJ 	= i-ri < E, and targr(Bh')ei = Jarg jh'eAi<c. 

Thus, for each c > 05, 31' 	H.  and 	A > 0 satisfying the condition 

of Lemma 2.12 with respect to the function i2' and so 1 
	2 

hence w, is in W. 

Theorems 2.18 and 2.19 together give necessary and sufficient 

conditions for w to belong to W. They are the main result of this 

chapter together with a similar representation theorem for W 	which 

we present shortly (Theorem 2.24). The situation is similar to that 

which obtained prior to the 1972 paper of Sarason for weight functions 

on the unit circle. Unfortunately for our purposes, the method of his 

paper, which removes the dependence on E and ties in W with the set 

of so-called functions of vanishing mean oscillation, VMO, is not 

immediately applicable1 The difficulty is in deciding how much the 

/ 
entire function F 	can vary as c -'- 0. On the circle, the corres- 
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ponding problem concerns only polynomials JI2 and Sarason, together 

with Helson, was able to deduce that P 
C 
= PQ where P has zeros 
 C 

only on r, and does not depend on c, and Q has zeros only off 

r. Then we only need look at functions of the form e5+t  where 

t = 2logQ 
C 

I is a continuous function on F. 

We have not been able to carry this through completely for the 

line, the difficulty being in the properties of entire functions. 

However, we do have the following' which says that the entire functions 

F and F occurring in two different representations must have the 

same real zeros. 

Lemma 2.20 Suppose w E W and f1., f2 are two functions with the 

property (I) of Theorem 2.19 which occur in representations of 

w 
i.e. 

f2er J+ S2 

and suppo'se -that 11s 1  U, < 	, 	Ils II 	< 

Then ti  and f2  must have the same real zeros. 

Proof Notice that the assumption UsU < , llsU 	< 	is no 

real restriction. 

Let W = 	Then 
(W)2 = e2n1 +2'1 E Lic, by Lemma 2.16, 

and similarly 
()2 

E L 1  . Th us 

f1  1 + x2 . [ () 2 +x2] [J 0.21 +x2] 2, 
	From (f) we 

deduce that every zero of fi is a zero of f2; for suppose 

f1  ('x), = 0 and f2  (x) 0 0. Since f2  is continuous on B, 3 	a 
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neighbourhood (x-6,x+6) on which f2(y) > c > 0. Since f 1  is 

differentiable at x, the mean-value theorem gives that 

fi (y) = fi ()(y-x) for some E between x and y, and the 

continuity of f1' says that Jr 1  '()J < K for every 	(x-6,x+6). 

Thus 

x+S 	 x+6 

f f2 	dx 	 1 	f Ia> 	C 	 ___ 

 1y_xj 
= + x 	+ (JxJ+ô) 2  	f1 	- K(l+(:JxJ+6)2) f 00, 

x-ó 	 x-cS 

fsince 	dx = 	V6 > 0. Thus (t) is contradicted and we have the  

re suit . 

The class of entire functions F which can occur in the 

representations given above is obviously quite special. In fact they 

are of exponential type and class A as is clear from Theorem 1.20 of 

Chapter 1, and so they ha 

F(z) = czineiZ urn 	II 
R4x,  Iz J<R 

implies that in is een, 

multiplicity, and 	= 0. 

theorem in one convenient 

re a representation in the form 

(i -- ). The fact that F(x) > 0, Yx E  R 
Zk 

all the real zeros of F are of even 

Let us - now summarise our representation 

form 

Theorem 2.21 Suppose w E L 1 , w > 0 and log w E L 1 :.. Then w E W 
C 

iff Ve > 0 9 a representation 

1 + x2 = I g J2exp(r+) 

where (i) r, s are real Lw-functions with llrII < ,. 	C 

and (ii) g is the restriction to R of an entire function of 

exponential type of class A 	 such that 
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g E  L Vp > 1. Also, for x E R, 

g(x) = 
	k 	

- 
n1 	 mi 

': 
-  

where y} are the real roots of g, and {a} are the non-real 

roots, both counted according to multiplicity. Of course we may 

assume Im a > 0 Viii,. 
m 

Of course, the set {y} is not dependent on c, but we cannot 

necessarily say the same for the set {a. 

Before we 166k further at W, we need to know a little about 

functions of bounded meai'n oscillation, BMO and this we do in Chapter 

3. Firstly however we derive a characterisation of W for fixed 

> 0 in a similar way. We shall obtain a complete analogue of the 

Helson-Szeg8 result of 1960 as extended by Helson and Sarason in 

1967. In this case also there is a connection with BMO. The first 

step is a lemma like 2.12. 

Lemma 2.22 Suppose w E L 1 , w > 0 and log w E L'. Then w E W 

00  1ff Jc > 0 and A E H such that a.e. on R 

JAIi>-c and Iarg Ah2eI <- C 	 (*) 

Proof () This is similar to the first part of Lemma 2.12 and is 

omitted. 

() Suppose c > 0 and A E H satisfies (*)• Let c > 0 

be a constant. We have, a.e. 'on R. 

le 	-e_cAl 2  = 1 + cIAI(cIAI2 cos arg Ah2e_) < 1 + clAI(cAI-25inc) 



______ 	 c sinc Put c = sin c 	 _______ Then le 	-e cAl2 < 1 - hAil 	< 1. Thus hAil 	• 	 - x 
p = inf he -e Bil < 1 and w E W. 

BI°3 	
-x 

Corollary 2.23 Suppose w E 
W A 

and k > 0 E Inv(L). Then kw E W. 

Proof Suppose P(w) < 1. Then by Lernnia 2.22, Be > 0 and A E Hco

CO 

satisfying (*). Since k > 0 and is invertible in L , B an outer 

function B E  Inv(H) such that k = IBI a.e. on R. Let r = 

Then r€ H.  and if h0 2  = Bh so that kw = 1h012, h 0  outer in 

AI 	c H2 we have In = ji1-- Tk-  IF 	and 
00 

Iarg rho2eI = arg Ahel < 	- C 

Thus kw E W. 

Remark A careful look at the proof of Lemma 2.22 suggests that one 

can obtain an inequality for p(kw)  in terms of px(w);  in fact, 

some crude estimation will give the result that 

< 1 - (s2 

1 - p(w) 
where y = 
	 , 	= ilIC'il(1+p(w)), and p = 1 + 

We are now in a position to characterise W as we did W. 

Notice that everything in W is eventually in 
W X for some A. 

Thëorein2.214 Suppose w E L 1 , w > 0 and log w E L 1 	Then 

W E W X iff 3 a representation 

1 - p(w) 
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w = f exp(r-+-) 

where, (i) f = FIR is the restriction of an entire function F(z) 

which satisfies 

	

IF(z)l < CJi+z 2  e AImz 	 (z E ll) 	(1) 

f being non-negative a.e. on R, 

and 	(ii) r, s are real L-functions satisfying 11sli. < 

Proof () Suppose w E W. By Lemma 2.22, Jc > 0 and A E H such 

that a.e. on R 

I A I > c and Iarg Ah2eI < 	- 

As in the case of W. choose s real such that 

s + arg Ah2e A E O(niod 27r), sothat ust' 	- E. Define F in ll 

by F = Ahe_el where g(z) = -4 f - 	

5(x) 
1 	

Then F is 

analytic in rf and, on R, arg F = s + arg Ah2e 	O(mod 2ir), so 

that f = FIR is non-negative a.e.. Also F 	 and the 

functions Ah 2  and ()2  are in H1,,  so, by Proposition 2.15,  F 

extends analytically across R, and the reflection principle says 

that F is entire satisfying F(z) = F(z). We have 

w = Jh2 = 	 = 

where r = -iog4 E L. It remains to prove that 
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I F(z) I < CIi+z I2e Al 	(zif). This is not quite as straightforward 

as the corresponding result for W, and we state it as a separate 

result:- 

Proposition 2.25 Suppose F is entire, real on R, and satisfies 

eAF 

(i+ 	
8 for a, '$ E H 1 	 (2) 

z12  =  

Then F satisfies (i) for some constant C.> 0. 

Proof By (2), 

f  IF(x+iy)I 	dx< Ke I2  
Ji+z 	 (y = Iinz > 0) (3) 

1 

Now 	F 2 is aialytic in ll, so g(z) = F(z) is subharmonic (i+z) 	 ji+zJ 
in ll. Thus for Yo > 1, we may apply Lemma 2.17 to get 

'1 

rF(zp) 2 
 < Coe 
 (A/2)y0 

 and so IF(zo)I < c i e 0 Ii+zo f 2  
Ii+zoI - 

(zo = Xo + iyo , Yo > i). Notice that the conclusion of Lemma 2.17 is 

valid since when considering a unit disc round z0 we remain in ll 

and 	is valid there. 

To get (i) for 0 < Imzo <1 we must be more careful. Suppose 

y0  E [o,i). Then the unit disc centre z0 lies inside the strip 

IimzI < 2. 1  Since F(z) = F(z) we must have, corresponding to (3), -  

IF(x+iy)12 < Ke -(A/2)y (y < 0) so that, in general, 
1 f 	IF(x+iy)12 dxIKe /2)IyI ( 1 ) (z Ec). Now1for 	:IImzI 	2, 

z in the unit bali round z 0 , we have 
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x2  + ( l+IyI)< 3 +. IxoI 2  

and so, sinde IFI 	is subharmonic in C, we have 

yo+l 	xo+Ii-(y-yo) 	 Yol 

rrIF(zo)I 	. 

 j 	f IF(x+1y)Ix < [3+xo 2 J K 	f 	X/2)lyldy e 

yol 	c0 -/1-(y-yo) 2 	 yol 

< Kt(3+I xo I 2 ) e ( V2)0 I 

whence we get 

IF(zo)I < C t (3+Ixo! 2 )e 0 	(0 < Yo .. i) 

Thus Vz E  11 + 
	

IF(zo)I < Cli+zl2e 	proving the proposition. 

This proves the implication () of Theorem 2.24. 

() Suppose there is a representation w = f exp(r+) of the 

stated form. We proceed as in the proof of Theorem 2.19.  We show 

that G = eAFe g E H' and deduce that w' = e rw  E W. 
eF A 	CO 

Now G is analytic, (j+)2 E H by hypothesis, and 
-ig 

QI (by Lemma 2.16 applied to -s), so that we have 

(i-i-z)1 
E H. Thus J inner j,  outer k E H' such that G = (i+z)jk. 

Again w' = Ih I l for some h' outer in H 1  and, a.e. on R. 

Iki = 	II 	w' 	I h' 
)2 = ( l+x2 ) 2  = 

Now h 	 h' outer 	(i+)Lf is outer, and so the iiniq .ueness of outer 

functions up to constants of modulus 1 allows us to cOnclude that 

k = 
	

for yE C with 	= 1. Thus G = (i+z)jk = yjh' EH1. 
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To see that w' E W x just put A = yj so that A E H, IAI = 1 a.e. 

on R and arg Ah t e = erg Ge 	-s, and the result follows by 

Lemma 2.22. 
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CHAPTER 3 

The Spaces BMO and VMO 

In this chapter we study the spaces of functions of bounded 

mean oscillation, BMO and vanishing mean oscillation, VMO. These 

can be defined on both F and H. On the circle they arise naturally 

when considering the Helson-Sarason and Helson-SzegB conditions for a 

discrete stationary process, and our original motivation for studying 

them was to try and improve our representation theorem of W (Theorem 

2.21) on H by removing the dependence on e. While we have not 

been completely successful, we shall present in this chapter some 

results on BMO and VMO, both on F and R, and we shall establish 

a connection between W and these spaces. We also prove a result 

connecting the Helson-Szeg8 condition p < 1 and the boundedness of i4 

operator on a subspace of 1, 2 (11) depending on A > 0. 

The main results are Theorems 3.9 and 3.16. 

Notation For a measurable subset E of H, we let IEI  denote its 

Lebesgue measure. 
loc 
	will denote the set of locally integrable 

functions f: R 4- C, i.e. functions for which f Ifldx exists for 
- 	 I 

every finite interval I C  B, dx, as usual denoting Lebesgue measure 

on R. 

Definition 3.1 Suppose f E Llloc 	and I is a finite interval. 

Let f1  denote the average of f over I, i.e. f1 = TT f(x)dx. 

Define, for a > 0, M(f) by 



1.• 
M a 

(f) = sup TT' If-f1Idx. 
lIka 

1  

Define ll.II = sup M (f), M0(f) = urn M (f). We say  that 1' is of 
a>O a 	 a-iC a 

bounded mean oscillation, f E BMO, if IIfll <Go. If f E BMO, and 

140 (f) = 0, we say that f is of vanishing mean oscillation, VMO. 

Now if we identify functions which differ by a constant, then 

BMO becomes a Banach space under the norm II 	and it is straight- 

forward to prove that VMO is a closed subspace. We shall be inter-

ested in both VMO and BMO, and indeed in certain other subsets of BMO. 

It is sometimes useful to think of VMO sitting inside BMO in the same 

way as the continuous functions sit inside L 1 1 . BMO was first 

introduced by John and Nirenberg 1171, and later work has been done by 

Fefferman and Stein 151, and Sarason [214], although the latter focuses 

attention more on VMO. The paper of Fefferman and Stein [5] is 

concerned with deriving a real-variable theory of H spaces, and 

the space BMO crops up as the dual of their version of 111.  We shall 

need a result from this paper (Theorem 3.3 below). 

We now state some results from these various papers which we 

shall need. No proofs will be given. 

Theorem 3.2 Suppose I C  B is a finite interval, and f E BMO. Let 

Ea be defined for a > 0 by E = {x E I: 	> a}. Then 3Cr 

positive constants ci , C2, not depending on I, such that 

lEaI < c1 e21*jIJ 	
Va > 0 

Proof John and Nirenberg 117, p.14151. 
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Theorem 3.3 (a) If H is the map taking an LCO_function  g to its 

conjugate function then 3 a constant A such that IIHgII < All gil 

i.e. H is a bounded map from LCO  into BMO. 

(b) For each f E BMO, 3 functions r, S E LcO with 

f = r + s, and moreover, 	3 a constant B such that 11rll 0, < BlIfll 

and lIsli < BllflI. B does not depend on f, r or s. 

Proof Fefferinari and Stein []. 

Remarks (i) The set E of Theorem 3.2 will be met again when we 
a 

give necessary and sufficierit conditions for a positive function f 

to satisfy log f E VMO. 

(ii) Notice that since functions differing by a constant are 

identified in BMO, it is irrelevant whether we use the conjugate 

function or Hubert transform in Theorem 3.3 (a), except of course 

that the latter is only defined for g E L'. 

Notation (i) For y > 0, we let Ty  denote the translation 

operator (Tyf)(X) = f(x-y). 

(ii) Let UC denote the space of uniformly continuous 

functions on R. and BUC, as before, the space of bounded functions 

in UC. 

The following result is proved in Sarason [21, Theorem 11 

Theorem 3.1 Suppose f E BMO. The following are equivalent:- 

fEVMO 

f is in the BMO closure of UC fl  BMO 
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(Iv) f = u + , where u, v are in BUC, and, as usual, V 

denotes the conjugate function of v. 

Remarks (I) The proof of Theorem 3.4 is based on Fourier transform 

techniques and the result of Theorem 3.3 (b), and the fact that BMO is 

a homogeneous Banach space. 

(Ii) It follows from Lemma 2.6 that w > 0, w E  L1 , 

log w E VMO w E W, so we immediately have a connection between W 

and VMO. We shall give necessary and sufficient conditions for f > 0 

to satisfy log fEVMOIn Theorem 3.9. 

(ill) Obviously we can define BMO, VMO etc. on the circle, 

and Theorems 3.2 and 3.3 are unchanged, the place of loc 	being taken 

by L 1 (r), of course. Theorem 3.14 Is also unchanged except that UC 

and BUC are both replaced by C, the space of continuous functions on 

r. Also, the uypothesls that f E BMO is redundant as the following 

lemma shows, via a covering'argument. 

Lemma 3 Let 	10 	be a finite interval. 	Suppose 	f E  L' ( I) 	and 

M0 (f) = 0. Then 	11 
= 

I If-fIdx < 	. 

Proof Since 140 (f) 	0, 36 > 0 such that III < *5 	1  f If 1I < 1. 

Partition 10 into n disjoint equal intervals I, 
..., 

I with 

> 	VsJ 	VAC. 	O44 L4q 	l -I.e  

Let M = 	max f1  -f1 I, and K = 3(3+li.M). Suppose I C 10. 
l<i,j<n 	I 	j 

If III < 	, then 	f If-f1ldx < 3. If 	> , we can choose 

Il 	''k (relabelling if necessary) such that I C U I. and 
k 	 j=l 

III < 3 1 1 1. Now we have 
j=l 



Wei 
ZPAL 

k 

TT 	If-fIdx • T1 	IffIdx 

j 

k 	 k 

rfr 	I1'- 	IdX + 1+i 	I'•II 1. -r1 1 

	

j=l 	j j 
k 

3 + ii.i Jr1  -r1 J 
j=l ' 

k 

—lyr &t Jr-rI 	I If1  fJdx < 	V I Jr1  fldx 
J 	''1=11. 	j 1 

/ 1f1-f1ldx + / 1f1-fldx) 

k 
1 

<-ri-i- 	(JI 1 Jx(M+l)) <3(M+l). 
I  i=1 

Thus -j--j- I Jf-fJdx < 3 + 9(M+l) = K < . 

In particular, on the circle for an L 1-function f we have 

f E VMO M0 (f) = 0 which shows that C C vMo(r). In the case of 

the line, since it is obvious from the definition that L C  BMO, we 

see that VMO contains all uniformly continuous functions in BMO, hence 

also BUC as Theorem 3.1  said. Of course, for f E Llloc 
	we can 

have M0(f) = 0 and 	= , e.g. f(x) = x is in UC but not in 

BMO. BMO does, however, contain unbounded functions as Theorem 3.3 

indicates; for example the function f(x) = iogJxJ is in BMO. Notice 

that if f E  L 1 (R) then M0 (f) = 0 f E VMO. 

Lerruna3.6 For fEL'(R), 1,10 (f) =OfEVMO. 

E2c?: (=) Choose 6 so that JIJ < 6 
=-j- f Jf-f1 ldx < 1. If 

1 1 1 > 6, then since Jr1J < 
	

, we have 
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211f 1  

ii 	
0

•• 	6 

Thus sup 	f I f7f1Jd.x < rnax(j., 2IIfI11) 
	

so IIfII < 00 . The other 
'9 	I 

implication is trivial. 

As we indicated in the remark preceding Lemma 3.5, it will be 

useful to have a criterion for judging when log f E VMO for a given 

positive function f E  L 1 (R). First we need a preliminary measure 

theoretic result. 

Proposition 3.7 Suppose f > 0 is integrable on the finite interval 

I. Let 5 > 0 and define E = x E I: hog  fJ > s}, 

F = {x E I: Ilog ff > 1 + s}. Suppose J C I is an interval such 

that 

IJ\EI - , 	JIPL>J4. 

e - 1 Then mi' -r-r f 1a 1 f-lhdx > 
a>0 	J 

Proof Let A(a) = -
j--j- / 1a 1 f-lIdx. We consider five separate cases 

a E (0,e )
J 

-s 	-s -(l+s) 
on J \ E, eS < f < eS, so Ja1f-lJ > e -a > e 

a - 	-s) 
JJ'EJ 	e - l 

(l-+- 

Thus A(a) > (e-l) 

- (l+s) -s- (p) aEle 	,e ) 
5 

Again, on J \ E, 1a'f-1I > e 	- a 
a 

If -(l+s) 	 -(l+s) 
f < e 	, then Ja'f-lI > a

-  e 
a 

If f > el+S, then 1a'f-ih > .! l+s 	a 	
j - a 
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Now notice that 
l+s 	 -(i+s) 	l+s 	 +e -(i+s) 	i+s 	-(l+s) 

+e 	2>e 	 -2>0 a 	 a 	 a 	 - 	-s 
-(i+s) -s 	

e 
for a in the range [e 	,e ). Thus, on J fl  F, 

-(l+s) 

	

a 1  f-li 
> a - e 	. So we have 

a 

> - 

-s 	 -(l+s) nFl 
	

1-s 	 -(l+s) 
A (a) 

e - -a 	+ a - e 	Jj 	e 	-  ae+a - e 
- 	a 	 a 	It-- 	e3a 
e-i 

> 	-r - 	since the last function above has a minimum when 

-s 
a = e 

(IIi) a E [e 5 .,e 5 J 
-(i+s) 

Again, f < 	 1a'f-11 
> 

a - ea 	and 
l+s 

f > 	 1a'f-II 
> 

e a - 	
. As in case (II), 

l+s -  a 	-(l+s) 	l+s 	-(l+s) e 	 a-e 	> e 	+,e --2>0. So,on JflF, a 	 a 	- 	e 5  

	

-(l+s) 	 -(i-i-s) 
1a'r-iI 

> a- e 	
, and X(a) > a - e  

>!_ 
- 

'f 5 S+1 v) a E e, e  
S 	 5 .  

On J \ E, 1a'f-lI > 
a - e • Let F(a) = 	e 

- a 	 a 
E(S s+11 a  e,è 	j. 

-(l+s) 	
1a'f-iI 

> a - e 
-(i+s) 

f<e 
-  so, on J fl  F, we have l+s 1+s f > e 	1a1f-iJ 

> e 	- a a 
- 	a 

-(l+s) 
i Ja'r-iJ > G(a) = mn( 

a-e 	
e -a • Thus a 	' 	a 

A(a) > 	mm 	 + f F(a) 	G(a) 	1 mm 	{eF(a)+G(a)
aE(e,e] '- 	e 	= e aE(eS,eS+1] 

If we consider the graph of eF(a) + G(a) in the given range 

a E (eS,e] as in Figure 1 below, it is easy to check that the 

minimum occurrs when a = e 5  so we have 



72. 
S 	-(i+s) 	-2s 

A(a) > e - e 	= e- e - e - 1 
e3+S 	 e 	- e 

s+1 ) aE(e 
- S e-1 	 -1 On J \ E, la'f-lI > a 	e 	 so X(a)  - > 	, 	 > e - a - e 	 - e 

- -I 

This completes the proof that inf A(a) > 
a>O 	e 

Before we use this result to get necessary and sufficient 

conditions we need to state the Calderon-Zygmund Lemma. This lemma 

provides a decomposition of a finite interval I in terms of a given 

function f integrable on I in just the right form for our 

purposes. It was used y John and Nirenberg in their original paper 

on BMO for a similar purpose... 

Lemma 3.8 Let u be integrable over some finite interval I. and 

let S be given such that 

I uIdxs. 
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Then, 2 a countable number of disjoint open intervals 1k C I such 

that 

Jul < s a.e. in i\ U J k 
k 

5<.--i-f 	luldx<2s. 1 k' J 
k 

For a proof see John and Nirenberg 117, p. 1 18-I4191. 

Theorem 3.9 Suppose f C loc 	f > 0 a.e.. Then 

Mo(log f) = 0 4 Vc > 0 36 > 0 such that 

JiJ < 6 	3a1  > 0, depending on I, such that 	1jfj I k'f-lldx < £ 

Proof () Suppose Mo(iog f) = 0. Let g = log f. Since 

Mo(g)=0, given n>O 36>0 suchthat 

JIJ < 6 	f 19-91 1 ax < n. It foflows from Theorem 3.2 that, if 

Ea = {x C I: Ig-g1 1 > a}, then 3 constants c1 , C2, depending 

only on g and not on I S  such that IEl < ciec2afhII. Let 

a = exp g1 . Then Ja'f-iJ < exp(Jg-g 1 J)- 1, as is easily checked. 

So I ja_1f-1-Jdx < f [exp(Jg-g1J)-ljdx 
00 

I 	 I 

= I JEJdF(s) 

where F(s) = eS - 1 is continuously differentiable and vanishes 

at 0. (see John and Nirenberg 117, p. 1415].) 

But I JEJdF(s) < c III! eC25e5ds 

= C III I e(12/'15ds 
0 

- 	c III - - ciiilIl 
C2/T]1C2 — n 

Now, if we choose T1 SO Small that 	Clfl 	< €, then we get 

that 
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III < 6 => 1 f 1a 1 f-lld.x < e, as required. 

() Suppose n > 0. Let ni = min(ri , — 3 s- )• Fix s E (0, - 

and suppose e < min( 

such that III < 6 	9a1  > 

I with III < 6. Without 

a1  = 1 (otherwise replace 

l_e_S), ----j ). Then, by hypothesis, Jo > 0 

0 such that -j--j- / lai1f-lIdx < c. Choose 
i I  

loss of generality we may assume that 

f by a1 1 f). Then we have 

1 	
If-lIdx<c 
	

(i) 

From (1), c 
> T-I 	

If-lldx 	-j- 	I IfiIdx 	
1 uT 	IEI 	so 

IEI < 	
-s 	< -- 	where E = { x E I: 	iog  I > s}. Let 

l -e 
E = {x E I: IlogfI > n + s}, so that E = E 0 . Clearly 

IE n 	n+l 	 n 	 n+l I > IE 	. We want to show that IE I > (e2-l)IE 	I (n > 0) (2) 
- 	 - 	 - 

Fix n > 0. Let u = XE 	, the characteristic function of E 1 . 
n+1 

Then 

f udx = 1 E 	< JE 	<fl1  JiJ < 	, by choice of iii. 1 n+1 1 — n 3 	44 
I 

We apply the Calderon-Zygmund Lemma (Lemma 3.8) to u. Thus, J a 

countable number of disjoint open subintervals J C I satisfying 

Iu.I <2.. in i\ Uj 
— e 

II : f udx  <J
J 	 'k1 

Since u is a charaOteistic function, (i) =>u = 0 on I \ U 

i.e. IE+lfl(I\UTk) 	0. Let S = U 	Then IE 1('I = 0. So 
IE 1 I = IE+11'SI <2  Sj from (ii). To prove (2) we need only 

show that 
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IE 1-81 > e 2  - 1 - 	e L 	IsI 	 (3) 

for then IEI > 1Er61> e2- 	ISI >( e2_1)IEn+iI. 

Suppose (3)  is false. Then J at least one Jk' 	say, such 

that 

IJ\EI > 	and 	IJ1-E 	I .. 	 (') n+l 

This follows from (ii). Now just apply Proposition 3.7 with s 

replaced by n + S and E, F replaced by E 
n 	n+l and E 	respectively. 

We deduce that 

mr 1  f 1a1f-lIdx > e -1 > C. 

a>OJ 	 e 

But this contradicts our hypothesis, and so (3) must hold. Now to 

finish the proof we use an argument similar to that used in the 

implication () above. 

Let F(t) = I{x E I: Jiog fj > t)I. Then 

	

S 	 CO 

f. flog  flax = f F(t)dt = f F(t)dt + f F(t)dt 
I 	 0 	0 	s 

• sF(0) + k0 F(k+s) < sill + k0 

CO 

• sill + 
	

(e2_l)_kIEoI 
k=O  

(s  +e:_ )I'I <nih. 

This proves that Mo(log f) = 0, and completes the proof. 
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Reriarks (i) This criterion for log f to be in VMO was suggested to 

me by A.M. Davie. 

(Ii) The theorem has two simple corollaries which we now.  

state. 

Corollary 3.10 (a) Suppose log f E L 1 (R), f > 0 a.e. and the 

condition of Theorem 3.9 is satisfied. Then log f E VMO. 

(b) If f > 0 and log f E BMO, then log f E VMO 

1ff the condition of 3,9 holds. 

Proof (a) follows from Lemma 3.6 and (b) is immediate. 

Remark Notice that in the circle case, Lemma 3.5 tells us immediately 

that the condition of Theorem 3.9 is equivalent to saying that 

log f E  YMO, so we have proved the following result for the discrete 

case. 

Lemma 3.11 For a discrete stationary s.p. with spectral measure 

dp = w(0)dO we have p + 0 as n -'- 	iff w = II2f where P is 

a polynomial in e 0  with all its roots on r, and f > 0 a.e. 

satisfies the condition of Theorem 3.9. 

Recall from Chapter 2 that for w E W we have a representation 

for each c > 0, F exp(r+), where F has a representation 

on R. 

00

00  

F(x) 	2 	TI 2k. 	Il - 	Ii - 2L.12 	(x E R) 
ml 
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where the y 	are real and Im a > 0. Vn. Of course, F depends 

on c. Recall, however, that from Lemma 2.20, the set {i}  is 

independent of c > 0. Thus we may write 

1 + x2 = IGoI 2exp(r +s +T ) 	 (**) 
C C C 

where G0 = cx'  II (1 - - ) 'is not dependent on c and 
00 	

n1 	Yn 

T = log II 'ji - 	where {a } depends on C. 

	

ml 	am 	 m 

Suppose we knew that T E UC fl BMO for a sequence of C + 0. 

Then we would have that the BMO distance from the function 

log jG02 	to the set UC flBMO was zero, since 

	

w 	 w 1  
UCflBNO) = 	inf ho dist(log 

TGoP 	 TJCIM0 	g jGoj2 - TII < fir +s Ii <Pie + 0 
BMO 

Here W denotes the function 1 

Unfortunately, we do not inow if T E UC  fl  BMO for a sequence 

of C -* 0. Ideally, we require necessary and sufficient conditions 

oh the roots {a } of T which ensure that T E VMO. We do know m 	c 	
k 

that if T has. only a finite number {a } 	of roots of F 

associated with it, then T E tJC  fl  BMO, as follows fràm the following 

lemma. 

Lemma 3.12 Suppose a E ll. Then the function u defined on H by 

C 

u(x) = logjx-aj ' 	(x ER) 

iSJthe space UC fl BMO, and so is a VMO function. 
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Proof It is easy to see that u is uniformly continuous, since it 

is differentiable on R and its derivative is boded by 

max(l, 	). To see that U E BMO we proceed as follows. Suppose 

I is an interval in H, and denote its length by III. Choose 

A, p E I so that IA-al = maxlx-al,lp-al = minjx-cil and define 

a1  = loglA-ct. Then l.u-a1 H llogx-a-logjA-czJl = log 	Let 

E = {x E I: 	lu-a1 l > a} = {x E I: Ix-al < lA-cIe a} (Va > 0). If 

E 	then it must contain p so that 

IA-ale
-a 
 > lu-al I lA-cI - IA-uI .. JA-aJ - III 

whence lA-at < 	III -a . It follows that E is contained in the a 1- e 

interval lx-czl < lllea = III 	• Thus IE I < 	2111 	But, of a 	a 	 - l-e- 
	 a 	a e - 1 	 e - 1 

course, IE 
a - I < III Va > 0 and so we obtain the inequality 

IE 	IIlmin( 2 	, J) . 14eI I 	(Va > 0) a 
e-1 

Now proceed exactly as in the last proof of Theorem 3.9 to get that 

00 

I Iu-a1 ldx = 	lEIds 

and so f Iuu1 Ic]-x < I fu-o 	 .x dx + I lu-aId < 8 1 1 1, so u E BMO. 
I 	 I. 	 I 

Coiollary 3l3 (a) The function log(i+x 2 ) E VMO; 

(b) In the representation (**) preceding Lemma 3.12, 

namely 
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W = G0 2 exp(r+s+log(1+x2 )+T) 

if we know that 	a sequence of c -- 0 for which each T has only. 

finitely many {a 	occurring in its definition, then W 	IG012exp f 

for some rea1 VMO function f. 

Proof (a) follows from Lemma 3.12 with a = 1. 

(b) is immediate from (a) and 3.12. 

We now leave consideration of the connection between W and VMO 

for continuous stationary s.p. 's by stating the main problem still to 

be solved, and making a conjecture. 

Problem Given a function G of the form 

Go 

G(x) = log II Ii - 
m=l 	am 

where Im a > 0 Viii, find conditions on the set {a } such that 
m 

GEVMO. 

Conjecture For a weight function w 1>0,  w E L1  such that 

log w E  L 1 , a necessary and sufficient condition for w E W is that 

w have a representation in the form 

l fr= I.G1 2exp f 

where f is a real VMO function and G is an entire function which 



sat is fi es 

IG(z)I <Ke A IImzI 	 (zEC) 

for some positive constants A and K. 

Now we turn our attention to the relationship between BMO and 

WA for fixed A > 0. By Theorem 2.2 14, w E W iff 3 an entire 

function F satisfying IF(z)I < cIi+ z I2 e mz , for. z E  ll 	and which 

is positive a.e. on R, and real L-functions r and s with 

us11 < 	such that on R 
CO 2 	 - 

w = F exp(r+s) 

Let S = { r + 	r E L, Usti < 	}. Then, by Theorem 3.3, S C BMO. 

To see just exactly how S sits inside BMO seems fairly difficult'. 

For intance S contains some ball round the origin in BMO, for, by 

Theorem 3.3  again, 3 constant B such that Vf E BMO Jr, s E L 

with f = r + s and llrll c  < B 11 fII, IIsIICO < BIIfIl. Hence if 

< 	, then Os11 < a and f E S. Notice from the last remark 

that f real, OfII < 	e '  E L 1 ; for we may write f = r + 

with us1t < BIIflI < 	so, by Lemma 2.16, e5,E Lic and so 

e ±' = e r .e $  E L 1 . This can be proved more directly, namely that if 

'111 	is sufficient].ysmaii we have e E  L 1 , using a method similar 

to that used by Fefferman and Stein 15, p.141-1142J to prove that 
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BMO C L 1 . Notice, in passing, that this latter result BMO C L'c 

includes the result of Lemma 1.13 that s E L 1 	E L'. 

In their 1960 paper, Helson and Szeg established a connection 

between the condition Pi (. < 1 and boundedness of the conjugation 

operator on L 2 (w), where w is some weight function on r. Is there 

some analogue of this result for weight functions on R? In 1974, 

Coiffman and Fefferman [1] proved the following result 

Theorem 3.114 Suppose g is a locally integrable functiOn which is 

positive a.e. on R. Then the following are 

(a) log gES 

	

(b.) sup 	(f gdx)( f g 1 dx) < 	where the supreuiuxn is 

	

IcR 	IIIZ i 	i 
over all the intervals I C R. 

(c) The conjugation operator is bounded on L 2 (g). 

Remark (1) The equivalence of (a) and (c) 	for the circle case 

was known to Helson and SzegB (where g E L'1c(R) is replaced by 

g E L 1 (r), of course). 

(ii) 	(b) 	(c). is due to Hunt, Muckenhoupt and Wheeden 

[12] 

From our representation theorem 2.214 we know that a given weight 

function w E L 1 (R) is in W 1ff 	E exp(S) for some entire 

function F satisfying certain growth conditions. The role played 

by F is essentially to "force" w into L 1 , because elements of 

exp(S) are never integrable as we see from 

Lemma 3.15 f E S exp(f) it Ll(R). 
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Proof f E S 	exp(f) E  L 1  , and exp(-f) E  L 1  . If exp(f) E L 1 , 
C 	 C 

then 

1 	- 	exp(-f) 	1 	 1 

+ xz 
- exp(f) 14- 2 E L, i.e. (i+x 2 Y E L 1 . 

But this is not true, and so exp f §E L. 

Remarks (i) This behaviour is in contrast to the circle case where 

exp(S) C  L 1 (r). 

(ii) It is a consequence of Lemma 3.15 that the conjugation 

operator is hever bounded on L 2 (w) if w E L 1 (R) and log w E L 1 . 

Again this is different from the circle case where f E  S conjugation 

is a bounded operator on L 2 ( e f'). 

pi(e 1) < 1 

However, there is a connection between bo\indedness of the conjugation 

operator and the positivity of the angle 
pX  for fixed A > 0. We 

have the following result 

Theorem 3.16 Suppose w E Llh log w E L'. The following are 

equivalent for A > 0 

The conjugation operator H is a bounded operator, in the 

norm of L2 (w), on the set of real functions in 	U 

p< 2A  

3 a representation w = F ecp f where f E S is real, and 

F is an entire function which is positive on R and satisfies 



2 IF(z)l <Ci+zI 
e 2XIImzI 
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(z E if) 

Proof (b) I (c) is the statement of Theorem 2.21. To prove (a) 44, (b) 

we show that (a) 	(A) 	(b), where (A) is the statement that the 

operator T defined by 

T( X a en1X) = 
	a e

i3.1 
fl

X 	(a E  C, p E R) 
n 

	

n 	 n - 	n - 
n- 

is bounded on 	U 

(a) 	(A) Let us suppose that T is bounded. Then, for each 

polynomial fA  in F we have tfII < KHRefAII. But 

IIImfII < IIrII, so we have IIInifII < KURefH. If g = RefA, this 

just says that llHgII <,KIIgII proving (b..). Conversely, if (a) holds, 

we have IlImfII < KIIRefAII V polynomials f x E F: thus 

= flRefAII2 + IIImjII2 < (K2+1)VRefII2 	and T is bounded on the 

real parts of po]ynomials on F. But if f = g1 + ig2 where g and 

92 are real polynomials in P U FA, then 

II TfII = II T( g1  +ig ) II < H Tg1  II + II Tg II < B( H g 1  11+11 g H) < Bv'2 U g +ig2  II 

i.e. 	liTfil k BV'211fII 	and (A) holds. 

(A) 	(1z') Suppose (A) holds. Then 3cz > 0 such that 

	

, aIIf112 	(Vf EFj, p 	E PA) 

Suppose IIrII = UpII = 1. Then IIf+p11 2  > c > 0. But 
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- 2 -2.p2 = inf{llfA+P_Ali2: 	IIfII = lip A.11 = 1) > a > 0, so '2A < 

Conversely, suppose p 2A < 1. Then p(P,F) < 1. Now we have 

Ilf 
A-A 	• " A 112  + 11A112 - 2P2A11fAOUPA11 

so we must show that 	llfli2 + 	llp 	il2 
- 	2P211f11 llp_11 > 	allfll 2 	for 

some a > 0, 	if 	'llfll 	0 	0. But 

Ii 
> 0 	

f 11 2 + '-A 2 - 2P2All fA ll  '1-A" 	
+ 

' -A (x° 	
) 

IlfAll2 	
1A11 	lIf1E - 

>1-p 2>0 
- 

and so T is bounded. This completes the proof. 

The following is an immediate corollary of Theorem 3.14 and 

3.16. 

Corollary 3.17 Suppose w E L 1 , log w E—L 1 . Then the conjugation 

operator is bounded on P U FA 1ff 3 an entire function F. 

positive on R, which satisfies IF(z)! < Ci+z 2 2 e 	(z E II+ ), 

and is such that 	satisfies the (A2 ) condition, i.e., 

fdx)( fd.x) <. - 	1 F 

This completes Chapter 3. 



CHAPTER 14 

Multidimensional Prediction: An Example 

Since the fundamental papers of Masami and Wiener [251 and Helson 

and Lowdenslager [8] on multivariate prediction theory were published, 

a lot of attention has been devoted to the subject. Most recently, 

attempts have been made to study vector-valued processes {X: n E Z} 

where the random variables take values in separable Hubert space, H. 

It turns out that, even in this generality, one can formulate the 

Helson-Sarason conditions, and some progress has been made. Moore 

and Page [20] in 1970  gave an analogue of the result Lemma 2.3 for a 

discrete process {X: n E  Z}, taking values in a separable Hubert 

space H. Their result expresses p in terms of an L 1 -norm of 

operator valued functions on r and uses ideas from the theory of 

Hankel operators as well as the Sz-Nar-Foias Lifting Theorem. In the 

finite dimensional case, H = C, p > 2, the condition p + 0 has 

been investigated by I.A. Ibragimov [141, who, as in the scalar case, 

has given several sufficient conditions for strong-mixing. 

Throughout this chapter we shall deal with discrete processes 

{X: n E Z}, whose spectral measures are defined on r, the unit 

circle, and which take values in C for some fixed p > 2. We shall 

not consider the case of infinite dimensional H because we believe 

that the most important problems already exist in the finite dimensional 

case. 

Recall that for a scalar discrete stationary process with 

spectral measure i defined on r, Helson and Sarason ([91, [231) 

proved that p + 0 iff p is absolutely continuous and we may 
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represent w in the form 

w = P 2 ex.p g, 

where dp = wdO, P is a polynomial  in e 0  with all its rootson TA.. 

F. and g is a real VMO function (g E VMO by Theorem 3.14  for the 

circle case). 

The major problem for the multidimensional case seems to be to 

find the right analogue of the set exp(VMO). Our contribution is to 

give an example of a hermitian 2 x  2 matrix G, whose entries are 

all real VMO functions, such that w = exp G is of full rank and 

purely non-deterministic, but for which p 	0. Throughout this 

section, we shall deal only with discrete processes, whose spectral 

measures are therefore defined on r. A readable account of multi-

dimensional prediction theory can be found in either of Rozanov [22] 

or Hannan [71. 

We start with some definitions and notation. 

Definition 1.1 (a) Let (2,,P) be anleaSure space. Denote by L2  

the set of complex p-vector valued functions X with components 

E t 2 (P) (j = r, ..., p). Then L2  is a Hilbert space under the 
P 	, • 

inner product (x, ) = f 	X"(w)Y" 3 '(w)dP(w). For X, Y E L2  
jl 

we defifle the Gramiañ matrix of X and Y by 

((X,Y)). 	= fX(1)(w)Y(3)()p() 	(i,j = 1, ..., 	p) 

(b) A subspace of L2  is a non-empty subset M such 



	

X, Y E M AX + BY E M 	V p x p-matrices A, B 

and such that M is closed in the norm of L2 . 

Compare the following with Definition 1.1. 

Definition 4.2 A p-variate stationary (discrete) process is a 

eq.uence {X h  I  nC-Z of random variables X E L 2  satisfying 

((X,X)) = r 	= lyij 
(r_s)] 

r-s 

is dependent only on the difference r-s and not on r and s 

separately. 

Notatipp. Let pn = span{Xk: k:< n), F'1  = span{X: k > n} and let 

n 	 - P- = 1) P . By span we mean in the sense of Definition 1.1 (b) 

above. Let p= p(P,F), as before, and the stationarity hypothesis 

says that p  is dependent only on n. 

Défildtion 4.3 The process {X} is purely non-deterministic if 

= M. If P (x0 ) denotes the projection of X D  onto the 
P-i 

sübspace P, then the Gramian 

G = (( x0 -P 	(x0),x0-P. 
P--I- 

,(x0 ))) 

is called the pediction error matrix The process {X} is determin-

istic if G =. 0, i.e. if X0E P 1 . The rank of the process is the 
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rank of G, and {X n } is said to be of full rank if rank G = p. 

We now can quote two theorems which are at the heart of the 

multivariate theory. They are the analogues of Theorems 1.26 and 

1.28 in Chapter 1. A proof may be found in Masárii and Wiener [25] or 

Hannan 171. 

Theorem 4.4 To every stationary discrete p-variate procese 

{Xn: n E  Z}, there corresponds a bounded pXp-matiix valued function 

M on r such that 

r = ((x,x)) = r e'.t 9) 

and M has the following properties. 

M is right continuous and non-decreasing in the sense 

that for almost all 0 E r, M(0) is hermitian non-negative definite, 

and M(0 1 ) - M( 02) •is non-negative definite a. e. (do). 

M has a derivative W a.e. (do), and w(0) is non-

negative definite a.e. with w. E L'(r), i, j = 1, ..., P. 

M is called the spectral measure of the process and, of course, 

we have a Lebesgue decomposition dM(0) = w(0)dO + dM 5 (e) a.e.. 

Theorem 4.5 Suppose {Xn:  n E z} is a stationary discrete p-variate 

process with spectral measure dN = wdO + dN 	Then 

{X} is of full rank if f log det w E L'(r) and, in this 
21r 

case, we have the equality det G = exp[ f log det wd0] 
0 

{X} is of full rank and purely non-deterministic ff M 



is absolutely continuous (i.e. dM = 0), and log det w E L 1 (r). 

Remark This last result is the main result of the fundamental papers 

of Wiener and Masani E 25] and Helson and Lowdenslager [8] . We give no 

proof. 

Hencéfo.fth we shall consider only discrete p-variate processes 

n E  Z} whose spectral measure dM = wd0 is absolutely contin-

uous and satisfies log det w E L'(r). 

Definition 1.6 An analytic trigonometric polynomial is a function of 

:h: 	
where 	'0) and 	is a complex p-vector, 

 n. 

6llowing Moore and Page [20, p.10l2] , as in the scalar case, we 

may eress p in the form ((. ) 	denotethe usual inner product on 

c) 

2ir 	ie 	i0. 	( -±0 ) 	mO 

	

Pn  = sup f (w(e )fe j,g e 	) e 	del 	 (i) 
0 	 p 

where the supremum ranges over all analytic trigonometric polynomials 

f and g which satisfy 

2ii 	. 
10 	iO 	iO 

J \(e )f(e ),f
/
e) )dO < 1 

0 	 r 	
(2) 

271 
I (w(e '° )g(e' g(e'° ) )do < 1 
0 



Of course, it is clear that (1) is unchanged if in (2) we assume 

equalities instead of < 

Now suppose w(0) is diagonal, say with diagonal elements 

w(0) a.e. (do). Then the problem of deciding when 

p(w) + 0 is solved simply using the scalar case, as the following 

result shows 

Lemma IJj Suppose w(0) = diag (w.(0)) a.e.. Then 
lj-.p 

p(w) = max p (w ). 
n j 

Proof For any w, it is easy to see that p (w) 	max p (w.) 
n 	 n J 

straight from the definition of pn  To obtain the converse, we use 

the diagonality of w to link p(w) with the. p(w.). Suppose 

f, g are analytic trigonometric polynomials with components 

g 	, 5 = 1, ..., p, respectively. Then we have 

2ir 	. 	 2ir 
j 	iO 	±0 	iO 	mO 	f (w (e'0) () ±0 

	(5) -±0 	mO e )f(e ),g(e 	)) e 	dO 	 f 	(e ),g 	(e ))e 	do 
0 	 p 	5=10 	' 

But f(3) ,  9(3) are scalar analytic trigonometric polynomials,  so we 

have, by definition, 

2ir 
I f (w(e 	(e , ')f 	,g 	(e 

i0 	(5) 	-±0 )e m" °dol < p (w )llfII 	itg . 	 ii 

	

— nj 	w. 
3 	

w. 
3 

where we use the notation, for a scalar function k(e 10 ), 

2i 
ilkiL 2 = f w  IkI2dO. w. 

3 	0 
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Thus we have 

2ir 10 	iO 	-10 	mO I f (w(e )f(e ),g(e 	) )e 	del I 	 0c0 
0 	 j=l " 

	 w. 	W. 

	

3 	3 

Thus 

p (w) < supCp (w )!IfII 	lIgt! 
3 : 

	lIflI 	2 

j 	

= 	llgiI 	2 = l} 
n 	- 	 n j 	W. 	 w. 	

jl . = j=1 	 3 	 j=1 	j 

We may suppose, without loss of generality, that P (w) < p(w) for 

j = 1, ..., p. Then 

< Pfl(wk)sup{ 	 l IIf( lI 2  = 	llgJ ) lI 2 	1) 

< p(v) by the Cauchy-Schwarz inecjuality. 

This proves the lemma. 

Corollary 4.8 Suppose w(o) is diagonal a.e. (do). Then 

IIPi I 2 	1 	I gj 	o 
n 	

1 
p -' 0 iff W = I 	

IP 121 	
xp I ' 	I 

	

I 	• 	I 

	

La 	pi 	L° 5] 

where P is a polynomial in e1O  with all its roots on r, and 

each g. is a real VMO function. 

Proof Immediate from Lemma 4.7 and the scalar discrete Helson-

Sarason theorem. 

When you move away from the diagonal case, it is not obvious 

	

what to try and replace the factor exp 	 by, to achieve 
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p -'- 0. We shall now give an example which shows that the most obvious 

candidate, namely exp G where G is hermitian and all its entries 

are in VMO, is not the right one More precisely, we shall construct. 

a weight function w on r with the following properties. w is a 

2 x 2 matrix and 

w(0) = exp G(0), where G is hermitian with all its 

entries real and in VNO. 

log det w E L'(r), and all the entries of w are in L 1 (r). 

w11  has a jump discontinuity at 0 = 0. 

Such a weight function cannot have p -* 0, for the following reason. 

If Pn(W) -* 0, then p(w11 ) -- 0, so we may write w11= IPl2exp k,P 

isT"a polynomial and k is real and in VMO. If w 1 1 has a jump at 

0 = 0, then k must have a jump. But it is straightforward from the 

definition of a VMO function to deduce that no VMO function can have 

a jump discontinuity. For if k had a jump at 8 = 0, then its 

"oscillation" over small intervals round 8 =. 0 would not be small. 

Thus we deduce that p(w11) 	0 and so p(w) 	0. 

Before we actually construct w we shall need a couple of 

preliminary results of a technical nature. First we need a positive 

VMO function 	r which is symmetric about 8=0 in the sense that 

-iO 	iO 	. 
f(e 	) = f(e ) (0 E  [ - ir,rrl), which is monotone decreasing on 

(ô,r] and which tends to +o as 0 -'- 0. The following result 

provides such a function. It will be more convenient to work on the 

interval [ -11 ,ir] instead of 1'. 

Proposition 49 Define f on [-rr,n] by f( 0 ) = (log -jf- ). Then 
fEVMO. 
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Proof To prove this we must consider the oscillation of f over 

intervals I C  [-r,r]. We consider three separate cases depending on 

the type of interval I. 

Case_i I = [O,a] , where 0 < a < ir. 

Let a1  = (log 	). Then we have 

2rr 	2rr 

	

a 	log log 
' I If-a ide = 1 f [(log --(log 	)Jd:O = if. 	U - 	 a

de I 	a a 	a 0 
	(log -)(log-- ) 

a 
______ 1 (log 	- 2ir 10g--)d6- 
2(log 	a 	

- 2(log 

Thus if I = [O,a] , and a1  = (log a 	then 

1 4-i If-a1 Id6 	 if III < 6. 
2(log —i) 

Case 2 I = [ - ,a] , where 0 < 0 < a < ir. 

Let a1  (log 	Then we have 

a 

TT 	
f-as  I do = 	{ 	 [f-a11 dO + [f-a11 dO } 

a 

<—I [( — a+ 0 	
log 21)2(l021T)]Ø 

1 
— a+ 	27r 	, as in Case 1. 

log --) 

Thus, if III = a + 	< 6, then 	1 I I-ako < 	 -- 0 as 

	

— 	2ir 
6 	0. 

(log --) 
~  

Case 3 I = [8,a], where 0 < a < a < 11. 

Let,  a1 	(log .?2L) 	Then 
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f' 	

u 

1 1 log 211  --log 2— 
1 1og2ir 

J-adO 	
1 	

dO, as in Case 1 
= a-B j (1og%)+( 	—) 

B 

ci 
1

f 

	

2ir 	2ir 
11_j 

 [log-i - 1og- ]dO 
- (ci-8)(10g--) 8 

a 
211 	2ir 

But f (iog- j - log— )dO = ci - 8 + 81og -  , so that 
8 

f T j f-ar  I dO < 	
1 { 1 + 

B log8-log 

( 10 

 2ir 	 a - B 

1ogB-1og 	8 	 1 	 ci - B now 1+8 	 <1- - = 	, so 
ci - 8 	- 	 If1Id 

- 	 2ir 	Ci-) 
1 ci(log-) 

ci E (0,6) 	(t) is bounded by 	1 	, while ci > 	and 
2ir 

(log-i-) 
cS 

< 6 '(t) is bounded by 	, ; so 
(log2) 

a•-B<6 	
1 

j 	
- 	 1 

 

(To- 62

Jf a1 1 < maxl
i' 	2ir 	

arid this tends to -Iii- 	
uog-- 

 

zero as 60. 

Since every subinterval I of. [-11,11] is of type 1, 2 or 3 

or is the reflection of such in the origin, we have proved that 

r10(f) = 0, so f E VMO. 

We need one last technical result. 

Lemma 14.10 Suppose 	(x,y) is a power series in two variables with 

non-negative coefficients which converges for all x, y E R. Suppose 

(0,y) = 1, Vy > 0 and b(x,y) > 	, Vx.y > 0. Define t, for 

y > 0, by p(t(y),y) = 2. Then T is continuou and r(y) + 0 as 

y -~ 
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12  
Proof Since p(x,y) >2 2 y , we have (T(y)) 2  < 	-- 0 as y - 	. 

Suppose T is not continuous at Yo > 0. Then .3 6 > 0 and a 

sequence y + yo  with Jr(y)-T(yo) > 6. By taking a subsequence, 

if necessary, we may assume that either (i) y is monotone increas 

ing or (2) 1n is monotone decreasing to yo. 

Since 	is differentiable, by the mean-value theorem 

h( (yo) Y)-I)(T(Y11) 'n' = 	; p(x,y) I IT(Yo ) -T(y) I 

for some x between T(yo)  and t(y). Thus we have 

1*(t(Yo)Y)2I 	min(T(y0),t(y)), since 	b(x,y) >2j C *) 

Since y 4- y0, we may assume that y > - 	Vn. In case (i), n-2 

i(y) > i(y0) for all n, so (*) gives us that 

1 1,O(T(yo),y)_2I > - i(y0), Vn 	 (3)6YO 

In case (2), T(y) < i(y) and, by monotonicity, i(y) > T(yi ), 

so (*) gives 

hI(r(yo ),Y)2l 	 Vn 	 R) 

Since T(yo) > 0 and T(yj) > 0 (otherwise 

= ip(i(yi),yi) = 1), (3) and (it) say that the set 

fp(r(yo),y)} is bounded away from 2, which since y + y0 would 

mean that p is not continuous, a contradiction. Thus T IS contin- 



uous in Y. 

We now proceed to construct w. Define the 2 x 2 matrix G 

by G[0 ], where f is given in Proposition 1i.9, and g is a 

continuous function on [-ir,ir] stillto be determined. Let 

g(0) = 0 (e E  [O,ir]), and define 	= exp G. Then it is easy to 

check that w11 (0) = 1 (0 E [O,ir]). Define 1 by 

p(x,y) = (exp [ 
	

])ii.Then 	satisfies the hypotheses of Lemma 4.10 

and 50 T is defined and continuous. Define g on [- - , 0) by 

g(0) = T(f(0)). Then g is continuous on 	, -r] since 

urn g(0) = urn T(y) = 0 = g(0). Now just ectend g to be continuous 
0+0 	Y-*CO 

 

0<0 
on [-rr,ii] with g(-R) = g(ii) = 0. This completes the definition of 

w. Notice that w1 1  has a jump at 0 = 0 by construction, since for 

o E (- 1  ,o) we have w 11 (0) 	1J(T(f(0)),f(0)) = 2 and 

w1 1 (0) = 1. It remains only to check that the entries of W  are 

integrable and that log detw E L (r). But this is straightforward 

since log det w = f E VMO C L', and, with the notation of Lemma 14.10, 

i 	
Ix

o x 
i 	 lt s easily checked that each entry of ecp 	is bounded by 

I in 	Yj 

eX+Y (since each entry of 	 is bounded by (X+Y)n  by 

induction) and this suffices to prove the integrability of each entry 

of w. 

It is by no means obvious how to decide upon the 'right' class 

to take the place of exp VMO. We shall suggest two possibilities. 

In his paper on VMO, Sarason characterised real VMO functions among 

all real BMO functions as those satisfying No(exp f) = 1, where for 

a positive function w > 0, N 0 (w) = lim Na(W)  and 
a0 
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1 
N (w) = sup 

a 	I 	1112 ' w(e)dO)(J w 1 (6)dO) 

II<a  

We suggest that, for the multivariate case, the following 

class might bear investigation. For hermitian G, consider those 

which satisfy N0 (W) = 1 where W = exp G, and N 0 (W) = urn N a (W) 
a+O 

with 

Na(W) = sup lli - II2 (fW(o)do)(f W 1 (6)dO)II 	 (i) 

IILa 	 ' 	' 

where I 	is the p x  p identity matrix and 11.11 is the usual matrix 

norm. 

Another possibility is to generalise our criterion for 

log f E VMO from the scalar to the vector case, i.e. consider 

hermitian G for which exp G = W satisfies the following condition: 

Ve > 0 36 > 0 s.t. III < 6 => 3 a positive definite matrix A such that 

2) 

f IA 2 WA 2 -IIIdO < 

Remark It is not obvious that (i) and (2) are the right generalisations 

of their scalar counterparts; for example, is Na(W)  the same as 

S UP Iii lr'(o)do)(f W(e)do)II? 

11I.a 	
p - IIF I 	 i 

or should (2) be replaced by 

1 
 IIA 1W-Ifld6 < 	

1 
or --j-1- 	11WA 1-IlId6 < c? 

This completes Chapter 4. 
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