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Abstract
In recent years, online reviews have become the foremost medium for users to express

their satisfaction, or lack thereof, about products and services. The proliferation of

user-generated reviews, combined with the rapid growth of e-commerce, results in

vast amounts of opinionated text becoming available to consumers, manufacturers,

and researchers alike. This has fuelled an increased focus on automated methods that

attempt to discover, analyze, and distill opinions found in text.

This thesis tackles the tasks of fine-grained sentiment analysis and aspect extrac-

tion, and presents a unified framework for the summarization of opinions from multiple

user reviews. Two core concepts form the basis of our methodology. Firstly, the use of

neural networks, whose ability to learn continuous feature representations from data,

without recourse to preprocessing tools or linguistic annotations, has advanced the

state-of-the-art of numerous Natural Language Processing tasks. Secondly, our belief

that opinion mining systems applied to real-life applications cannot rely on expensive

human annotations and should mostly take advantage of freely available review data.

Specifically, the main contributions of this thesis are: (i) The creation of OPOSUM,

a new Opinion Summarization corpus which contains over one million reviews from

multiple domains. To test our methods, we annotated a subset of the data with fine-

grained sentiment and aspect labels, as well as extractive gold-standard opinion sum-

maries. (ii) The development of two weakly-supervised hierarchical neural models for

the detection and extraction of sentiment-heavy expressions in reviews. Our first model

composes segment representations hierarchically and uses an attention mechanism to

differentiate between opinions and neutral statements. Our second model is based on

Multiple Instance Learning (MIL), and can detect user opinions of potentially opposing

polarity. Experiments demonstrate significant benefits from our MIL-based architec-

ture. (iii) The introduction of a neural model for aspect extraction, which requires

minimal human involvement. Our proposed formulation uses aspect keywords to help

the model target specific aspects, and a multi-tasking objective to further improve its

accuracy. (iv) A unified summarization framework which combines our sentiment

and aspect detection methods, while taking redundancy into account to produce useful

opinion summaries from multiple reviews. Automatic evaluation, on our opinion sum-

marization dataset, shows significant improvements over other summarization systems

in terms of extraction accuracy and similarity to reference summaries. A large-scale

judgement elicitation study indicates that our summaries are also preferred by human

judges.
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Lay Summary

In recent years, online reviews have become the foremost medium for users to ex-

press their satisfaction, or lack thereof, about products and services. The proliferation

of user-generated reviews, combined with the rapid growth of e-commerce, results in

vast amounts of opinionated text becoming available to consumers, manufacturers, and

researchers alike. This has fuelled an increased focus on automated methods that at-

tempt to discover, analyze, and distill opinions found in text. This thesis tackles two

core tasks related to understanding user reviews: (a) the detection of positive, neutral

or negative sentiment in short expressions found in user reviews, and (b) the identifica-

tion of the aspect of the reviewed entity being discussed in each of these expressions.

We introduce novel methods, based on machine learning techniques, to tackle each

task independently. These methods are trained using freely available data only, namely

reviews, their corresponding user ratings, and keywords that describe product aspects.

We combine the outputs of our sentiment and aspect detection methods to identify the

most important opinions discussed in a set of reviews about an entity, and construct

opinion summaries. Thorough evaluation of our methodology on human annotated re-

view data indicates that our approach produces better sentiment and aspect predictions,

and more informative opinion summaries than competitive systems.
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Chapter 1

Introduction

Everyone is entitled to their own opinion, and this has never felt more true than in our

Digital Age. The proliferation of user-generated content on the Web has transformed

the way people express attitudes towards aspects of their everyday experience. Social

media platforms, like Twitter1 and Facebook2, have established themselves as the fore-

most channels of real-time communication; yet nowhere are personal opinions more

densely concentrated than in the domain of online user reviews.

Online review interfaces, often found in electronic commerce websites, like Ama-

zon3, or purpose-built review websites, like Rotten Tomatoes4 and Yelp5, allow cus-

tomers to express their satisfaction about entities of interest. This is a significant shift

from the time when reviews were authored exclusively by a small number of profes-

sional critics, and has had a huge impact on the entertainment (Duan et al., 2008), hotel

(Ye et al., 2009) and commerce (TurnTo Report, 2017) industries. At the same time,

the number of reviews written every day grows constantly; more than 27 million Yelp

reviews were written in 2017, a figure that has tripled in less than 5 years (Yelp Report,

2017).

The growing availability of such opinion-rich resources has also sparked the in-

terest of Natural Language Processing (NLP) researchers. As users need to navigate

through an increasingly large pool of reviews to inform their decisions, opinion mining

(Pang and Lee, 2008), i.e., the set of problems relating to the automatic analysis and

summarization of opinions in text, has received significant attention. The literature

1http://www.twitter.com
2http://www.facebook.com
3http://www.amazon.com
4http://www.rottentomatoes.com
5http://www.yelp.com
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2 Chapter 1. Introduction

has predominantly dealt with two core questions when analyzing reviews: “What are

people talking about?”, and “How are they talking about it?”

The methods relating to the former question tackle variants of the aspect detection

problem (Popescu and Etzioni, 2005; Titov and McDonald, 2008b; Li et al., 2010; He

et al., 2017). Aspects are identifiable characteristics of a product or service which are

likely to influence user satisfaction. For example, image quality and connectivity are

two characteristics of televisions, whereas food and ambience are important aspects of

restaurants. Approaches that relate to the second question fall under the umbrella of

sentiment analysis (Turney, 2002; Pang et al., 2002; Taboada et al., 2011; Socher et al.,

2013). In its most popular incarnation, sentiment analysis deals with classifying the

polarity of a given text, at the phrase (Socher et al., 2013), sentence (Kim, 2014), or

document level (Pang et al., 2002; Le and Mikolov, 2014; Yang et al., 2016). Sentiment

polarity measures the attitude of a text and takes discrete or continuous values ranging

from very negative to very positive.

Aspect and sentiment detection have been studied extensively as standalone prob-

lems but have also become particularly useful in the context of opinion summarization,

i.e., the aggregation of salient opinions on an entity of interest. The majority of related

work aims to create summaries from collections of reviews and decomposes the prob-

lem into the two aforementioned subtasks (Hu and Liu, 2004): (a) the detection of

aspect-specific expressions, and (b) the prediction of their sentiment polarity. Posi-

tive or negative, aspect-specific comments are more likely to express salient opinions.

These are used either to produce structured summaries, which indicate the distribution

of opinions for each product aspect (Hu and Liu, 2004; Liu et al., 2005), or textual

summaries, which may be extractive (Beineke et al., 2004; Carenini et al., 2006) or

abstractive (Ganesan et al., 2010; Gerani et al., 2014). An example of an opinion sum-

marization pipeline is shown in Figure 1.1, where opinions about the image quality,

sound quality, connectivity, and price of a television are extracted from multiple re-

views and grouped based on their polarity, while neutral or redundant comments are

discarded. This thesis will present an end-to-end system for the task of extractive

opinion summarization, combining novel, neural-based methods which learn to detect

fine-grained aspect and sentiment in reviews.

The abundance of review data has increased the applicability of machine learning

and, more recently, neural networks to opinion analysis (Socher et al., 2013; Tang et al.,

2015a; Wang et al., 2016; He et al., 2017). The ability of neural networks to directly

learn dense feature representations from labeled or unlabeled text has fueled recent ad-
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Figure 1.1: An extractive opinion summarization pipeline. Opinions on image quality,

sound quality, connectivity, and price of an LCD television are extracted from a set of

reviews. Their polarities are then used to group them into positive and negative, while

neutral or redundant comments are discarded.

vances in the field, and throughout NLP (Mikolov et al., 2013; Pennington et al., 2014;

Bahdanau et al., 2015; Cao et al., 2015; Cheng and Lapata, 2016; Dong and Lapata,

2018). In the case of coarse-grained tasks, like document-level sentiment classifica-

tion, reviews paired with freely available user ratings have been used extensively to

train supervised neural models (Tang et al., 2015a; Yang et al., 2016).

However, when the goal is to detect polarity or aspects on a finer granularity,

namely in sentences or phrases, supervision does not come for free. Neural approaches

have relied either on unsupervised architectures (Yin et al., 2016; He et al., 2017),

which are hard to train and often require post-hoc human involvement; or on large-

scale data annotation efforts (Socher et al., 2013; Wang and Ling, 2016), which enable

fully supervised training but are costly and may not translate across domains or lan-

guages.

The work presented in this thesis circumvents these obstacles using weakly super-

vised learning. Our proposed neural methods rely only on freely available information,

in the form of user ratings or product domain labels, and require minimal human in-

tervention, namely a few aspect-denoting words. Specific types of weakly supervised

formulations, like Multiple Instance Learning (Pappas and Popescu-Belis, 2014, 2017;

Kotzias et al., 2015) or seed-based model initialization (Mukherjee and Liu, 2012) have

been previously used for opinion mining. However, to the best of our knowledge, our

work presents the first thorough exploration of these ideas in a neural context, and as

part of a unified framework for opinion summarization.
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1.1 Thesis Statement

In this thesis, we investigate a series of hypotheses relating to the extraction of opinions

from reviews, which we test through extensive evaluation and analysis of our methods.

HYPOTHESIS I: Weakly supervised learning, using signals from freely

available information and minimal domain knowledge, is sufficient to train

neural networks that can detect fine-grained sentiment and aspects in reviews.

The ability to train otherwise data-hungry neural models, without the requirement of

human-annotated data or hard-crafted rules, is a significant step towards establishing

deep learning as the method of choice in real-world opinion mining applications.

HYPOTHESIS II: Sentiment and aspect predictions obtained from these

neural networks are good indicators for the extraction of salient comments

from collections of reviews, and the generation of useful opinion summaries.

While sentiment and aspect detectors have been previously combined to produce struc-

tured opinion summaries (Hu and Liu, 2004), our work is the first to explore their utility

for text-based opinion summarization, without recourse to gold-standard data.

HYPOTHESIS III: The granularity of extracted segments is important. Sub-

sentence clauses provide a better basis for opinion summarization, as they

communicate more succinct and targeted sentiment.

Previous research has hinted at the benefits of subsentence segmentation for document-

level sentiment analysis (Bhatia et al., 2015) and generic summarization (Li et al.,

2016). Here, we perform a large-scale judgement elicitation study to investigate if

clause-based summaries are preferred by human judges.

1.2 Contributions

This thesis proposes a number of novel methods for the analysis of sentiment polarity,

aspect information, and opinion salience in user reviews. Below, we summarize the

main contributions of the thesis:
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The OPOSUM corpus We introduce and make publicly available OPOSUM, an

Opinion Summarization corpus for the training and evaluation of weakly supervised

methods like ours. OPOSUM’s training set contains over one million reviews from

eight diverse domains: movies, local businesses, laptop bags, bluetooth headsets,

boots, keyboards, televisions and vacuums. All reviews are paired with user ratings,

which we use to train our weakly supervised sentiment models. OPOSUM also contains

development and test sets for four complementary subtasks: fine-grained sentiment

detection, aspect extraction, salient opinion ranking and opinion summarization. For

sentiment detection, we annotated 350 reviews across all eight domains with sentence-

and clause-level sentiment labels (positive, neutral, and negative). For aspect extrac-

tion, salient opinion ranking, and opinion summarization, we annotated 600 reviews

across 6 domains on the clause level. Details on the construction of various parts of

the corpus are provided in Chapters 3, 4, 5 and 6.

Analysis of Polarity in Reviews We analyze the different ways in which expres-

sions of varying polarity are distributed within reviews. In particular, we propose a

categorization of reviews and their constituent sentences based on the distribution of

sentiment within them. Then, we use the polarity-annotated portion of OPOSUM as a

testbed to investigate the proportion of reviews (and sentences) that convey uniform or

mixed sentiment, a crucial distinction for our sentiment detection models.

Sentiment Detection Neural Networks We present two neural architectures for the

detection of sentiment-heavy expressions in reviews. Firstly, our HIERNET model is

a hierarchical neural network which composes word and segment representations to

predict the sentiment of whole reviews. Its attention mechanism allows it to differen-

tiate between review segments of varying importance, and thus, it is able to identify

opinions that correlate with the overall polarity of the review. Secondly, our MILNET

model, which is based on the principles of Multiple Instance Learning (Keeler and

Rumelhart, 1992; Dietterich et al., 1997), predicts the sentiment of individual seg-

ments and then combines those predictions to classify the review as a whole. Contrary

to HIERNET, MILNET can detect expressions of opposing polarity within a review.

We propose a polarity scoring function that facilitates opinion ranking and extraction

from single reviews, and evaluate both models against rule-based and fully supervised

methods.
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Multi-Seed Aspect Extractor We formulate the task of aspect extraction, i.e., the

grouping of review segments based on the aspects they discuss, under a weakly super-

vised setting, which only requires minimal human intervention. We present MATE, a

Multi-Seed Aspect Extractor, that is initialized with sets of aspect-denoting keywords

and is trained without recourse to human-annotated reviews. Additionally, we propose

a multi-tasking variant, which uses a secondary objective to help our model focus on

aspect-signaling words. Experiments indicate substantial improvements over a state-

of-the-art aspect discovery model (He et al., 2017).

Opinion Extraction Framework We bring all modeling contributions together and

propose a unified opinion extraction framework that combines the polarity and aspect

predictions of our models. Our multi-review opinion summarizer requires no further

training and is, therefore, only reliant on the weak supervision signals used for our sen-

timent and aspect detectors. We describe three separate opinion salience approaches:

one that only uses polarity; one based on aspect predictions; and one that combines

both sources of information. We test our approaches on salient opinion ranking, where

segments across multiple reviews are ranked according to their significance, and ob-

serve that the combination of polarity and aspect predictions yields the best results. The

top ranked opinions are then filtered to avoid redundancy, generating 100-word opinion

summaries. Evaluation against the reference summaries of our OPOSUM corpus, indi-

cates that our extraction method significantly outperforms summarization baselines.

Human Evaluation We also perform two large-scale user studies on the quality of

our methods for single- and multi-review summarization. To the best of our knowl-

edge, this is the first published study where opinion summaries from different systems

are judged according to multiple criteria.

1.3 Thesis Outline

Chapter 2 acts as an introduction to neural modeling from the perspective of sen-

timent analysis. We first provide a simplistic definition of fully supervised sentiment

classification, where the text to be classified is viewed as a sequence of words. We then

present a series of neural models of increasing complexity: a Convolutional Neural

Network (Kim, 2014), and three variants of a Recurrent Neural Network (Hochreiter
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and Schmidhuber, 1997; Cho et al., 2014). The purpose of this chapter is to familiarize

the reader with basic neural concepts, which we use as building blocks for our weakly

supervised models, presented in following chapters.

Chapter 3 focuses on review data, as we describe the different ways in which sen-

timent is expressed. We define a categorization of reviews and review sentences based

on the variation of sentiment polarity within them, and explain how certain methods

may struggle when opinions of opposing polarity are intermixed. We then present

the first part of our opinion summarization corpus, OPOSUM. It includes large-scale

training collections of reviews from multiple domains, and development and test sets

annotated with fine-grained sentiment labels on two levels of granularity: sentences

and clauses. We use our human-annotated data to investigate the sentiment uniformity,

or lack thereof, in reviews.

Chapter 4 presents our weakly supervised neural models for the detection of fine-

grained sentiment in reviews. Both models are based on architectures that gradually

compose sentiment information up the review hierarchy, and are trained using freely-

available document-level labels only. Our first model, HIERNET, uses vector-based

composition, and lacks the ability to identify opinions of opposing polarity. In con-

trast, our MILNET model, which is based on Multiple Instance Learning (Keeler and

Rumelhart, 1992; Dietterich et al., 1997), overcomes this restriction by first predicting

the sentiment of individual sentences or clauses, and then combining these predic-

tions. After training, both models use an attention-based polarity scoring technique

to identify salient opinions and produce single-review opinion summaries. MILNET

outperforms HIERNET and other baselines in three sentiment detection tasks and pro-

duces summaries that are preferred by human judges.

Chapter 5 presents our aspect extraction methodology. We first describe the dif-

ferent approaches one might take towards identifying aspect-specific expressions in

reviews. We discuss a previously proposed neural topic model for the task (He et al.,

2017) and point out its shortcomings, namely the requirement for post-hoc interpreta-

tion of induced topics. We then move on to our Multi-Seed Aspect Extractor (MATE),

which is able to target specific product aspects through the use of aspect seed words.

We evaluate MATE, and a multi-tasking variant, on the aspect portion of OPOSUM,

revealing significant improvements over previous work.
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Chapter 6 arrives at the ultimate goal of this thesis, the extraction of opinion sum-

maries from multiple reviews. We present three approaches for the identification of

salient opinions, which are based on the predictions of our neural models: a polarity-

based score, an aspect-based score, and one that combines both polarities and aspects.

Automatic and human evaluation shows that our combined extraction method produces

opinion summaries of higher quality when compared against multiple summarization

baselines.

Chapter 7 summarizes our main findings, and concludes this thesis by discussing

limitations of our work and possible directions for future research.

1.4 Published Work

Chapter 4 is largely based on the work presented in Angelidis and Lapata (2018a), but

has been extended to include further experiments. Parts of Chapters 3 and 4 have been

published in Angelidis and Lapata (2018b).



Chapter 2

Background:

Neural Sentiment Analysis

The revival of neural networks in the past decade has had unprecedented impact in

NLP research, setting new standards in a wide range of language understanding and

generation applications. Multiple factors have fuelled this, including the refinement of

neural modeling methods, advances in computational power, and the introduction of

large-scale training corpora.

Neural networks’ ability to learn rich representations directly from text has freed

NLP from the burden of hand-crafted features and specialized preprocessing tools. In-

stead, information about the semantic content (Kim, 2014; Yang et al., 2016; Cheng

et al., 2016), syntax (Chen and Manning, 2014; Dyer et al., 2015), and discourse struc-

ture (Kalchbrenner and Blunsom, 2013; Zhang et al., 2015) of written language can be

encoded in continuous vectors which are passed on to higher levels of neural compu-

tation, specifically designed for the task at hand.

In this chapter, we present a brief introduction to the task of sentiment analysis from

the perspective of neural modeling. In particular, we provide a simplistic description

of the task, and present a series of neural architectures of increasing complexity that

attempt to encode the sentiment of texts and predict their polarity.

The main purpose of this chapter is to familiarize the reader with basic neural

modeling concepts in the context of supervised sentiment analysis. We present core

ideas, like convolution, sequence modeling, and attention, that will form the basis of

the weakly supervised models presented in Chapters 4 and 5.

9
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The starters were quite bland

I didn’t mind the simple decor

The burger was brilliant
. . .

Training Data

H

N

The drive-thru was horrible

The food was very good

I’m never going back
. . .

Unseen Data

?

?

?

Trained
Neural

Network

The drive-thru
was horrible

P(N) = 0.05
P( ) = 0.15
P(H) = 0.80

Figure 2.1: A toy example of supervised sentiment analysis. A training set (top left) of

positive (N), neutral ( ), and negative (H) sentences is used to train a neural classifier.

The trained model (bottom) can predict the sentiment of unseen instances (top right).

2.1 Supervised Sentiment Analysis

Sentiment analysis, i.e., the detection of sentiment orientation in natural language text,

is most commonly modeled as a fully supervised classification task. As such, it re-

quires a dataset C of training instance-label pairs {(si,yi)}|C |i=1, where si is a text unit

(phrase, sentence or document) and yi is its true sentiment label. Instance labels yi take

values from an ordered label-set [1,L], where 1 and L denote maximally negative and

positive sentiment, respectively. Furthermore, instance si is viewed as a sequence of

words (w1,w2, . . . ,wn), where n is the sequence length.

Figure 2.1 shows a toy example of a sentiment analysis training set (top left), which

consists of sentences, paired with one of three sentiment labels; positive, neutral, or

negative. The goal is to train a classifier (bottom) and use it to predict the sentiment of

unseen test instances (top right).

A sentiment classifier, parameterized by θ, will produce a probability distribu-

tion pi over sentiment labels, and classify si by selecting the most probably one:

pi = 〈p(1)i , . . . , p(L)i 〉 , (2.1)

p(c)i = Pθ(yi = c|w1, . . .wn) . (2.2)

In the case of neural modeling, parameters θ are defined by the network’s architecture

and learned via backpropagation. The rest of the chapter describes such architectures.
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Figure 2.2: A Convolutional Neural Network (CNN) for sentiment classification.

2.2 Convolutional Neural Network

Convolutional Neural Networks (CNNs) have significantly advanced the field of Com-

puter Vision and have been adapted with great success to various NLP tasks. Here, we

present a typical CNN model for sentiment classification, which is largely based on the

work of Kim (2014) for modeling sentences.

Let x j denote a k-dimensional word embedding (Mikolov et al., 2013; Penning-

ton et al., 2014) of the j-th word in text sequence si of length n. Word embeddings

are dense, low-dimensional, and commonly pre-trained word representations that have

been shown to boost performance across NLP tasks. The segment’s input representa-

tion is the concatenation of word embeddings x1, . . . ,xn, resulting in word matrix X, as

shown at the bottom of Figure 2.2. Let X j: j+l refer to the concatenation of embeddings

x j, . . . ,x j+l . A convolution filter W ∈ Rl×k, applied to a window of l words, produces

a new feature:

c j = ReLU(W◦X j: j+l +b) , (2.3)

where ReLU is the Rectified Linear Unit non-linearity (Nair and Hinton, 2010), ‘◦’
denotes the entrywise product followed by a sum over all elements, and b ∈R is a bias

term. Applying the same filter to every possible window of words in the segment, pro-

duces a feature map c = [c1,c2, . . . ,cn−l+1], like the ones shown in horizontal orange

and red rows in Figure 2.2. Multiple feature maps for varied window sizes are applied,
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resulting in a fixed-size segment representation v, via max-over-time pooling. We will

refer to the application of convolution to an input word matrix X, as v = CNN(X).

Vector v is fed into a softmax classifier to produce a sentiment prediction, shown as a

probability bar chart in Figure 2.2:

pi = softmax(Wcv+bc) . (2.4)

The CNN is trained using the Negative Log-Likelihood (NLL) of the predictions:

L =−∑
i

log p(yi)
i . (2.5)

2.3 Recurrent Neural Networks

CNNs are capable of encoding a variable-length sequence of words into a fixed-length

representation without significant computational requirements, but lack the ability to

model long-range temporal dependencies. Recurrent Neural Networks (RNNs), on

the other hand, utilize an internal hidden state and combine inputs at each time-step

with previously stored information. RNN models, namely those based on Long Short-

Term Memory (LSTM; Hochreiter and Schmidhuber 1997) and Gated Recurrent Units

(GRU; Cho et al. 2014), have been used successfully for modeling text sequences in a

plethora of tasks (Bahdanau et al., 2015; Tang et al., 2015a; Filippova et al., 2015; Kim

et al., 2016; Yang et al., 2016; Cheng and Lapata, 2016). GRUs are computationally

more efficient, have been shown to perform on par with LSTMs (Chung et al., 2014),

and are used throughout this thesis. The following models utilize them to encode

and classify sequences of words. We present three variants; a basic, unidirectional

RNN; a bidirectional RNN with average or max pooling; and a bidirectional RNN

with attention.

2.3.1 Simple GRU

In the simplest case, an RNN will encode the semantic content of a word sequence by

feeding word embeddings one-by-one in a single direction (left-to-right) and combin-

ing them with information already stored in the GRU from previous time-steps. The

process is illustrated in Figure 2.3 and described in detail below.

At time-step j, where w j’s vector is fed into the model, the GRU computes a new

hidden state as:
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Figure 2.3: A unidirectional GRU-based Recurrent Neural Network (RNN) for sentiment

classification.

h j = (1− z j)�h j−1 + z j� h̃ j , (2.6)

where � is the element-wise multiplication operator. This is a linear interpolation

between the previous hidden state vector h j−1 and the newly computed h̃ j. Gate vector

z j controls the flow of temporal information by deciding how much of the past hidden

state will be kept, and is computed as:

z j = σ(Wzx j +Uzh j−1 +bz) , (2.7)

where x j is the word vector of input word w j. Candidate hidden state h̃ j is:

h̃ j = tanh(Whx j + r j� (Uhh j−1)+bh) , (2.8)

where r j is the reset gate vector:

r j = σ(Wrx j +Urh j−1 +br) . (2.9)

We refer to the application of the GRU on the i-th input word as h j = GRU(x j).

Once the whole sequence of length n has been processed, we obtain n hidden vec-

tors (h1, . . . ,hn). In this case, we use the final hidden vector, hn, to represent the whole

sequence and a softmax classifier to predict the segment’s sentiment, as shown in Fig-

ure 2.3. The model is trained using NLL, similarly to the CNN.

2.3.2 Bidirectional GRU

We can take advantage of richer contextual information, by extending our GRU model

to encode sequences in both directions. Such a bidirectional GRU will produce hidden
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Figure 2.4: A bidirectional GRU-based Recurrent Neural Network (RNN) for sentiment

classification.

vectors for either direction independently, and concatenate them:

−→
h j =

−−→
GRU(x j) , (2.10)

←−
h j =

←−−
GRU(x j) , (2.11)

h j = [
−→
h j,
←−
h j] . (2.12)

Then, given the sequence of hidden states h = (h1,h2, . . . ,hn), we get a final represen-

tation v by averaging across time-steps (Average Pooling) or by taking the max along

each dimension (Max Pooling), as illustrated in Figure 2.4. Again, the final document

vector is fed into a softmax classifier and the model is trained end-to-end using NLL.

2.3.3 Bidirectional GRU with Attention

A segment representation can be produced by average or max pooling across hidden

vectors with minimal computational complexity. This is, however, a crude way of

composing feature vectors, as not all words in a text convey important sentiment clues.

Instead, we can use an attention mechanism (Bahdanau et al., 2015), which rewards

words that are more likely to be good sentiment predictors. Many attention methods

have been proposed in literature, depending on the task at hand (Bahdanau et al., 2015;

Xu et al., 2015; Gregor et al., 2015; Luong et al., 2015). Here, we describe a tech-

nique proposed by Yang et al. (2016), and designed for neural networks that attempt to

produce a single representation for a unit of text.
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Figure 2.5: A bidirectional GRU-based Recurrent Neural Network (RNN) with attention

for sentiment classification.

The importance of each word is measured with the aid of a vector ha, as follows:

h′j = tanh(Wah j +ba) , (2.13)

a j =
exp(h′Tj ha)

∑ j exp(h′Tj ha)
, (2.14)

where Equation (2.13) defines a one-layer MLP that produces an attention vector for

the i-th word. Attention weights a j are computed as the normalized similarity of

each h′j with ha. Vector ha is a global attention vector, which is randomly initialized

and learned during training. It can be thought of as a trained key, able to recognize

sentiment-heavy terms. The attention mechanism is depicted in the dashed box of Fig-

ure 2.5, with attention weights shown as shaded circles (darker shade indicates higher

attention). The segment is then represented as the attention-weighted average of the

hidden vectors:

v = ∑
j

a jh j (2.15)

Similar neural architectures can be used to hierarchically model whole documents,

e.g., a review viewed as sequences of sentences. Each constituent sentence is encoded

into a vector using a CNN or RNN, and those sentence vectors are then passed on to a

document-level RNN. We explore such neural networks in Chapter 4.
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2.4 Summary

In this chapter, we presented an introduction to the task of neural sentiment analysis.

We described a fully supervised view of the problem, where word sequences (phrases,

sentences or documents) paired with sentiment labels are used to train a sentiment clas-

sifier. We then presented a series of neural architectures of increasing complexity for

the task. First, a Convolutional Neural Network, which has been applied to sentence

classification with great success. CNNs are highly efficient architectures, but are un-

able to take advantage of long-range temporal dependencies. For this reason, we also

presented three variants of a GRU-based Recurrent Neural Network: a simple, unidi-

rectional network; a bidirectional network with an average- or max-pooling layer; and

an attention-based bidirectional network.

Both the CNN and RNN architectures will become relevant in later parts of this

thesis, as they act as core components of our hierarchical neural networks for the de-

tection of sentiment in reviews, presented in detail in Chapter 4.

In the next chapter, we briefly move away from machine learning, and focus on

the epicenter of this thesis; the reviews themselves. We explore the different ways in

which sentiment is conveyed within reviews and present the first part of OPOSUM, our

opinion summarization dataset.



Chapter 3

Analyzing Polarity in Review Data

The continuous increase in the number of online user reviews produced daily has had a

significant influence on sentiment analysis research (Pang and Lee, 2008; Liu, 2012).

Neural networks, like the ones presented in Chapter 2, have been successfully applied

to several NLP tasks, but require data of high quality and quantity for training.

Before we move on to describe the problems, methodology, and experiments of

our work, this chapter focuses on the reviews themselves, as we take a first step to-

wards understanding how sentiment is conveyed in them. We begin by presenting a

conceptual overview of how objective and subjective expressions may be combined

to communicate opinions (Section 3.1). Using intuitive rules and examples of real re-

views, we propose a categorization of reviews and their constituent sentences, based on

the distribution of sentiment within them. We hypothesize that the polarity of opinions

is non-uniform in all but the most extreme cases, and claim that this has a significant

effect on methods that detect fine-grained sentiment.

Section 3.2 introduces OPOSUM, a large-scale dataset of reviews, originating from

eight diverse domains, which we use throughout this work to train and evaluate our

models. OPOSUM’s training set contains more than one million reviews, paired with

their user ratings, but no fine-grained annotations. We also describe our efforts to

annotate a held-out set of reviews with polarity labels on the sentence and sub-sentence

level, to be used for evaluating our sentiment models. Here, we use these segment

polarity annotations to verify our initial hypotheses about sentiment expression and

analyze trends across the different domains of the dataset.

17
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3.1 Sentiment in Reviews

Reviews differ from most types of user-generated text on the web, in that they are

inherently opinionated. Other means of writing, like newswire, are expected to be ob-

jective. Free-form user content in social media posts and message board conversations

may express information that ranges from purely factual to highly subjective, depend-

ing on the topic of discussion (Barbosa and Feng, 2010). In contrast, user reviews are

guaranteed to include the author’s subjective views on a product or service.

The subjective nature of reviews stems from their very nature, namely they convey

the author’s opinions. Opinions are based, to some extent, on objective shortcomings

or advantages of the reviewed entity but are largely influenced by the author’s own

experience and predisposition, which will unavoidably vary for different people. As

we shall see in detail in Chapters 4 and 5, a single review can express multiple opinions

about different aspects of an entity, and the overall attitude of the reviewer can be

thought of as their aggregate.

The sentiment of individual opinions within a review is not necessarily uniform.

For example, a very positive review may still contain a number of neutral (i.e., ob-

jective) statements. By the same token, one can easily imagine a somewhat negative

review containing a positive comment about a particular aspect of the reviewed entity.

Ambivalent reviews are likely to include a combination of positive and negative opin-

ions. Furthermore, non-uniform sentiment can manifest itself in shorter text chunks,

such as sentences, clauses, even phrases. Understanding how opinions of varied po-

larity are expressed in reviews is an important first step towards designing successful

sentiment analysis and opinion mining systems.

In this section, we focus on how sentiment is distributed within whole reviews

(Section 3.1.1) and within single sentences (Section 3.1.2). In particular, we propose a

simple categorization of reviews and sentences based on their sentiment uniformity, or

lack thereof.

3.1.1 Review Types

We start off by grouping reviews into different types based on the sentiment polarity

of the segments that comprise them. For the purpose of this discussion, we define seg-

ments to be sentences or sub-sentence clauses that coherently communicate a positive,

negative, or neutral statement (see Section 3.2.1.1 for details on review segmentation).

We distinguish between three types of reviews: reviews of strictly uniform senti-



3.1. Sentiment in Reviews 19

Segments: N Positive Neutral HNegative

Strictly Uniform

Review 1

N
N
N
N

Review 2

H
H
H
H

Review 3

Uniform with Neutrals

Review 4

N

N

Review 5

H
H
H

Mixed

Review 6

N
H
N
N

Review 7

H

H
N

Review 8

N
H

Figure 3.1: Categorization of reviews based on variation of sentiment in their constituent

segments: strictly uniform (Type I), uniform with neutral segments (Type II) and mixed

(Type III).

ment (Type I), reviews of uniform sentiment that include neutral segments (Type II),

and reviews of mixed sentiment (Type III). We provide an overview in Figure 3.1,

and a detailed description of each type that includes real examples in the forthcoming

paragraphs.

Review Type I: Strictly Uniform Sentiment

This category refers to reviews where every segment conveys the same sentiment po-

larity. This means that a Type I review would contain all-positive, all-negative or all-

neutral segments, as shown in the review sketches 1, 2 and 3 of Figure 3.1 respectively.

Our expectation is that such cases will be relatively rare, and mostly found in either

extremely positive or extremely negative reviews. We provide real examples of Type I

reviews from Amazon (review A) and IMDb (review B) in Figure 3.2. Review A is very

negative (1 out of 5 stars) and all its segments express negative opinions. Analogously,

review B (5 our of 5 stars) contains only positive segments. If one intended to infer

the sentiment of every segment in a review given its sentiment as a whole, Type I

reviews would present little challenge; the task boils down to propagating the review’s

sentiment to every constituent segment.
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A. Television Review User Rating: 1/5

I received a broken TV. H
It was missing the screw for its stand H
and it had 3 dead pixels. H
Also, the sound on this thing is terrible. H
Worse than the cheapest laptop speakers. . . H
Not happy with this purchase. H

B. Movie Review User Rating: 5/5

I loved this movie even more than reading the book! N
The acting was good, N
and the plot kept me in suspense throughout the movie. N
The special effects made the movie even more suspenseful. N
The setting was beautiful, N
and all of the characters were played well. N

Figure 3.2: Examples of reviews with strictly uniform sentiment (Type I). The television

review is from Amazon and the movie review from IMDb. User ratings were provided by

the reviewers. In Type I reviews, user ratings match perfectly the sentiment polarity of

all individual segments (H: Negative, N: Positive).

Review Type II: Uniform Sentiment with Neutral Segments

We define Type II reviews as those that contain positive- or negative-only opinions

mixed with neutral statements, as shown in review sketches 4 and 5 of Figure 3.1.

Again, we expect these reviews to be concentrated on the positive and negative ends

of the user rating spectrum. These should be more common than Type I instances, as

reviewers tend to use objective statements in conjunction with their opinions. Figure

3.3 contains examples, where neutral segments like “This was my first bluetooth” and

“I remember coming home from school” are combined with negative (Review A) or

positive opinions (Review B). For Type II reviews, correctly predicting the sentiment

of individual segments based on the review’s overall polarity requires a mechanism to

distinguish between segments that convey sentiment and those that do not.
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A. Bluetooth Headset Review User Rating: 1/5

This was my first bluetooth

and it was never comfortable. H
I’m female,

have smaller ears

and wear glasses.

It’s very heavy H
and it pulled my ear down from the weight. H
Squishing my eye glasses arm to my head hurts constantly. H
The sound quality wasn’t very good either! H

B. TV Series Review User Rating: 5/5

This show is one of the greatest toons ever made. N
I remember coming home from school

and watching spongebob.

It was genuinely funny and creative. N
I don’t get to watch it often nowadays,

but every time I do

it still cracks me up! N

Figure 3.3: Examples of reviews with uniform sentiment and neutral segments (Type II),

for a bluetooth headset (Amazon) and a TV series (IMDb). User ratings were provided

by the reviewers. In Type II reviews, there is a slight mismatch between the user rating

and the sentiment of segments (H: Negative, : Neutral, N: Positive).

Review Type III: Mixed Sentiment

Finally, we group the remaining reviews, i.e., those that contain at least one positive

and one negative segment, under Type III (see review sketches 6, 7 and 8 of Figure

3.1). Type III reviews, like the ones shown in Figure 3.4, are a mixture of positive,

negative and neutral statements and are expected to be the majority. They also present

a significant challenge for methods that try to predict sentiment on the segment-level.

With opposing opinions expressed in a single review, the prediction of their polarity

can no longer rely on the overall sentiment of the review, and therefore requires judging

the polarity of each segment individually.
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A. Bluetooth Headset Review User Rating: 1/5

The appearance of this headset looks fine, N
but the microphone is basically crap. H
You will get enhanced NOISE rather than enhanced voice. H
Everybody complains H
that he/she cannot hear me. H

B. Vacuum Review User Rating: 2/5

I just bought this

and used it two times.

Like others said,

it’s very powerful, N
but the power works against it! H
The noise is deafening... Seriously. H
My ears are actually ringing right now. H

C. Restaurant Review User Rating: 3/5

This place is in a scary neighborhood, H
but the inside looks nice and well kept up. N
The cashier I got tried to charge me more than he should! H
He said the deal was $1 off.

I told him to ask his manager

and she would correct him,

which she did.

Fries were still good though. N

Figure 3.4: Examples of reviews with mixed sentiment (Type III). The first two reviews

are from Amazon and the third from Yelp. User ratings were provided by the review-

ers. In Type III reviews, we expect the highest disagreement between user rating and

segment sentiment (H: Negative, : Neutral, N: Positive).
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N Sentence N Clause N Positive Neutral HNegative

Single-Clause

1
N

N

2 3
H

H

Strictly Uniform

4 N

N N

5

6 H

H H H

Uniform with Neutrals

7 H

H

8 N

N N

Mixed

9 N

N H

10

N H

11 H

N H

Figure 3.5: Categorization of review sentences based on variation of sentiment in their

constituent clauses: single-clause (Type 0), strictly uniform (Type I), uniform with neutral

clauses (Type II) and mixed (Type III).

3.1.2 Sentence Types

Having established the ways in which sentiment is expressed within reviews, we now

turn our attention to the main building block of written text, the sentence. Similarly

to reviews, sentences may contain one or more clauses.1 The preferred level of granu-

larity matters for tasks like sentiment prediction or opinion summarization and, in this

thesis, we argue that using subsentential text units as the basis for sentiment analysis is

advantageous. A single review sentence may target more than one aspects of the entity

under review and express opinions of different sentiment for each of them. In such

cases, detecting the polarity of a multi-clause sentence can be challenging for humans

and automated methods alike.

Analogously to the previous section, we categorize the different means of compos-

ing sentiment within a sentence. We identify four sentence types which we describe in

detail in the following paragraphs: single-clause sentences (Type 0), strictly uniform

sentences (Type I), uniform sentences that include neutral clauses (Type II) and sen-

tences with clauses of opposing polarities (Type III). Figure 3.5 provides an overview.

1We provide details on how we define and a obtain sub-sentence segmentation of sentences in Section
3.2.1.1. For now, the reader may assume the typical definition of a clause, i.e., the smallest grammatical
unit that can express a complete proposition.
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A.

N︷ ︸︸ ︷
I really liked this bag.

B.

H︷ ︸︸ ︷
You will get enhanced NOISE rather than enhanced voice.

C.

︷ ︸︸ ︷
We visited this pub a week ago.

Figure 3.6: Examples of single-clause sentences (Type 0), from a bag, a bluetooth

headset, and a restaurant review (H: Negative, : Neutral, N: Positive).

Sentence Type 0: Single-Clause

In the simplest case, a sentence is made up of a single clause and there is no sentiment

composition to be considered, as illustrated by examples 1, 2 and 3 in Figure 3.5.

Therefore, judging the sentiment of single-clause sentences, like the ones shown in

Figure 3.6, boils down to analyzing a single proposition.

Sentence Type I: Strictly Uniform Sentiment

Sentences of Type I comprise more than one clauses with every clause conveying sim-

ilar sentiment. The sentiment of the whole sentence is positive, negative or neutral,

depending on the polarity of its constituents, as illustrated in sentence sketches 4, 5

and 6 of Figure 3.5.

Sentence examples are shown in Figure 3.7 and exemplify the lack of ambiguity

in sentiment composition. Humans and automated systems should have little trou-

ble judging the sentiment of either the whole sentences or their individual clauses.

Still, in applications where the target of each opinion is important, considering sub-

sentence segmentation can help identify aspect-specific expressions. For example, in

sentence C, the first clause expresses an opinion about acting, whereas the second

comments on the plot.
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A.

H︷ ︸︸ ︷
It was missing the screw for it’s stand,︸ ︷︷ ︸

H

and it had 3 dead pixels.︸ ︷︷ ︸
H

B.

︷ ︸︸ ︷
I’m female,︸ ︷︷ ︸ have smaller ears︸ ︷︷ ︸ and wear glasses.︸ ︷︷ ︸

C.

N︷ ︸︸ ︷
The acting was good,︸ ︷︷ ︸

N

and the plot kept me in suspense throughout the movie.︸ ︷︷ ︸
N

Figure 3.7: Examples of sentences with strictly uniform sentiment (Type I), from a tele-

vision, a bluetooth headset, and a movie review (H: Negative, : Neutral, N: Positive).

A.

N︷ ︸︸ ︷
I don’t get to watch it often nowadays,︸ ︷︷ ︸ but every time I do︸ ︷︷ ︸ it still cracks me up!︸ ︷︷ ︸

N

B.

H︷ ︸︸ ︷
This was my first bluetooth︸ ︷︷ ︸ and it was never comfortable.︸ ︷︷ ︸

H

Figure 3.8: Examples of sentences with uniform sentiment and neutral clauses, from a

TV series and a bluetooth headset review. (H: Negative, : Neutral, N: Positive)

Sentence Type II: Uniform Sentiment with Neutral Clauses

Type II sentences contain more than one clauses of non-negative or non-positive senti-

ment, i.e., combine clauses of similar polarity with objective statements. The sentiment

of the whole sentence is determined by the sentiment of its non-neutral constituents,
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as illustrated by examples 7 and 8 in Figure 3.5.

Examples of positive (A) and negative (B) sentences with neutral propositions are

provided in Figure 3.8. In the first sentence, neutral clauses “I don’t watch it often

nowadays,” and “but every time I do” provide context but do not alter the sentiment of

the sentence, which is established by the positive clause “it still cracks me up!”. The

same is true for the neutral “This was my first bluetooth”, which doesn’t influence the

negative sentiment set by “and it was never comfortable” in sentence B. Identifying

concise opinions in sentences like these would require a method that can figure out the

specific clauses that communicate sentiment.

Sentence Type III: Mixed Sentiment

Finally, Type III sentences are composed of more than one clauses, where at least one

is positive and one is negative as illustrated by examples 9, 10 and 11 in Figure 3.5.

In cases like these, the sentiment of the sentence as a whole depends on the relative

importance of each opinion and is potentially ambiguous.

We provide a number of examples of varying ambiguity in Figure 3.9. In sen-

tence A, the statement “Great buy” establishes the overall satisfaction of the reviewer,

despite the cautionary elaboration “just be careful with the straps”. Sentence B first de-

scribes the positive attribute “it’s very powerful”, amplified by the objective statement

“Like others said” which indicates consensus among users. However, the sentence’s

overall sentiment is dominated by the argument that “the power works against it!”.

While examples A and B may seem trivial for humans, an automated sentiment analy-

sis system could still struggle to predict sentence-level sentiment.

There are cases, however, where the sentiment of sentences can be ambiguous

even for human judges. Sentence C presents two diverging opinions (“The appearance

of this headset looks fine” and “but the microphone is basically crap” ) for different

aspects of bluetooth headset (looks and sound quality, respectively). The overall sen-

timent of the sentence would be negative for most people, but it highly depends on

whether someone values sound quality more than appearance. The same can be said

about sentence D, where the extent to which the restaurant’s location (“This place is in

a scary neighborhood” ) is affecting the reviewer’s positive opinion about its ambience

(“but the inside looks nice and well kept up” ) is unclear.
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A.

N︷ ︸︸ ︷
Great buy,︸ ︷︷ ︸
N

just be careful with the straps.︸ ︷︷ ︸
H

B.

H︷ ︸︸ ︷
Like others said,︸ ︷︷ ︸ it’s very powerful,︸ ︷︷ ︸

N

but the power works against it!︸ ︷︷ ︸
H

C.

H?︷ ︸︸ ︷
The appearance of this headset looks fine,︸ ︷︷ ︸

N

but the microphone is basically crap.︸ ︷︷ ︸
H

D.

??︷ ︸︸ ︷
This place is in a scary neighborhood,︸ ︷︷ ︸

H

but the inside looks nice and well kept up.︸ ︷︷ ︸
N

Figure 3.9: Examples of sentences with mixed sentiment (Type II), from a bag, a vac-

uum cleaner, a bluetooth headset, and a restaurant review (H: Negative, : Neutral, N:

Positive).

So far, we described how expressions of varying sentiment may be distributed

within reviews and sentences. We used review examples to show the different ways

in which such expressions can be put together to articulate the opinions of reviewers,

and discussed the degree to which humans and automated systems may struggle to deal

with sentiment composition.

In the following section, we introduce OPOSUM (shorthand for Opinion Summa-

rization), the dataset used for training and evaluating our methods throughout this the-

sis. We give details about OPOSUM’s training set, as well as the first part of its human-

annotated evaluation set, which is devoted to fine-grained sentiment. We also present

empirical analysis on the distribution of sentiment in our data.
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3.2 Review Data: The OPOSUM Corpus

With neural networks playing an increasingly prominent role in the modeling of doc-

uments across domains (Cheng and Lapata, 2016; Liu and Lapata, 2018), large-scale

review corpora have inevitably fuelled the advancements in state-of-the-art sentiment

analysis research (Tang et al., 2015b; Yang et al., 2016). In contrast to other NLP tasks,

where labeled data are particularly hard and expensive to obtain, reviews are almost

always paired with a user rating that indicates the reviewer’s overall satisfaction with

his or her experience.

When the task at hand is document-level sentiment analysis, i.e., the prediction of

the user’s rating given the review text, this means that gold-standard labels are readily

available for model training and testing. Unfortunately, this is not the case for machine

learning efforts that aim to perform finer-grained analysis of sentiment, namely on the

sentence, sub-sentence, or token level. In such cases, most previous work has opted

to painstakingly label instances using human annotators, and design fully supervised

learning methods (Socher et al., 2013; Kim, 2014).

Given the overarching goal of this thesis, which is to avoid human-annotated data

for training, we heavily rely on those large-scale collection of reviews, which will pro-

vide a weak but necessary supervision signal for our models (see Chapters 4 and 5).

However, as with any NLP problem, evaluation of our methods requires gold-standard

data. With this in mind, we obtained readily available review data for training and

annotated a smaller held-out set for testing. We use reviews from 3 sources, which

cover 8 product or service domains in total and come with user ratings. To test the

effectiveness of our segment-level sentiment predictors, we annotated a small but rep-

resentative sample from each of these domains on two levels of granularity: sentences

and clauses. The training and sentiment-annotated evaluation data are part of our opin-

ion summarization corpus, OPOSUM.

In the following sections we present details on the collection and annotation of

these reviews.2 In particular, Section 3.2.1 describes the large-scale training corpus

we use throughout this thesis, including the preprocessing steps required to segment

reviews into sentences and clauses. Then, Section 3.2.2 details the annotation proce-

dure and characteristics of our segment polarity evaluation corpus. Finally, we look to

explore the data and verify some of the claims of Section 3.1 in Section 3.2.3.

2Both training and testing data are available at: https://github.com/stangelid/oposum.
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The OPOSUM Corpus

TRAINING DATA

Local Movies Laptop B/T
Boots Keyb/s TVs Vac/s

Business & TV Bags Headsets

Source Yelp IMDb Amazon Amazon Amazon Amazon Amazon Amazon

Products – – 2040 1471 4723 983 1894 1184

Reviews 335K 348K 43K 80K 78K 34K 57K 68K
Sent./Rev 8.9 14.0 5.9 7.5 5.5 7.5 10.7 9.0
EDUs/Rev 19.1 37.4 14.1 18.3 12.7 18.5 26.0 22.0
Words/Rev 128.3 279.2 98.1 122.5 82.6 127.0 180.4 146.6

Classes 5 10 5 5 5 5 5 5

Table 3.1: The OPOSUM reviews used for training our models, showing statistics about

the number of reviews, average review sizes and number of classes.

3.2.1 Training Data

With reviews becoming an increasingly important factor in customer decisions, large

collections of rated reviews can now be sourced from a plethora of web-based services:

e-commerce portals like Amazon3, crowd-sourced review websites like Yelp4 and Tri-

pAdvisor5, online databases like IMDb6, and so on. In this work, we used data from

three sources:

Yelp: Yelp is an online, crowd-sourced review forum which publishes user-generated

reviews of local businesses in more than 20 countries. As of the end of 2017, 148

million reviews have been published on the platform. Since 2013, Yelp has been regu-

larly releasing review collections for research purposes. In our work, we use the 2013

iteration of their dataset, as described by Tang et al. (2015a).

IMDb: IMDb, or the Internet Movie Database, is an online database of information

about films and television programs, which also allows for user ratings and reviews.

Diao et al. (2014) constructed a large dataset of reviews originating from IMDb, which

we use here.

Amazon: An e-commerce giant, Amazon sells over 450 million products just in the

US, along with millions of rated user reviews. He and McAuley (2016) collected

3https://www.amazon.com/
4https://www.yelp.com
5https://www.tripadvisor.com
6https://www.imdb.com/
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Figure 3.10: Distribution of user ratings in OPOSUM’s training set (we have merged

IMDb’s for presentation purposes).

and made publicly available 142 million Amazon reviews spanning an 18-year period

(1996-2014). The reviews are organized in coarse-grained product categories, and ac-

companied by rich meta-data information including sub-category labels, product titles

and reviewer identifiers. In order to make the data more manageable for training pur-

poses, we subsampled reviews from 6 diverse, fine-grained product domains: Laptop

Bags, Bluetooth Headsets, Boots, Keyboards, Televisions and Vacuums.

Table 3.1 shows the dataset sizes and other statistics for the collections used in this

thesis. Figure 3.10 presents the distribution of user ratings for each domain and on

average.7 Throughout this thesis, and in accordance with literature, we use “Yelp” and

“IMDb” to refer to the Local Business and Movies & TV domains, respectively. We use

the domain name (Laptop Bags, Bluetooth Headsets, and so on) to refer to the Amazon

collections.

3.2.1.1 Review Segmentation Policies

As mentioned earlier, one of the hypotheses investigated in this thesis regards the po-

tential advantages of using sub-sentence clauses as the fundamental unit for analyzing

opinions in reviews. While the vast majority of previous research on sentiment analysis

and extractive summarization has viewed documents as sequences of sentences (Tang

et al., 2015b; Yang et al., 2016; Cheng and Lapata, 2016; Nallapati et al., 2017), re-

cent work has indicated that clauses, as instantiated by Rhetorical Structure Theory’s

(Mann and Thompson, 1988) Elementary Discourse Units (EDUs) can benefit both

tasks (Bhatia et al., 2015; Li et al., 2016).

7For presentation purposes, this chapter’s figures reduce IMDb’s 10 classes to five, through merging.
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ATTRIBUTION

CONTRAST

Like others said, it’s very powerful,

but the power works against it!

S N

N N

Figure 3.11: Rhetorical Structure Theory tree of a Vacuum review sentence.

Rhetorical Structure Theory (RST) represents documents as trees. The leaf nodes

of RST trees are non-overlapping EDUs, which are a segmentation of sentences ap-

proximately corresponding to independent clauses. EDUs are hierarchically connected

to form longer EDU spans. Specifically, an RST parse of a document will produce the

following:

• EDU segmentation: Every sentence in the document is split into non-overlapping

EDUs.

• Nuclearity: Adjacent EDUs may be connected in a Nucleus-Satellite relation,

where the Nucleus EDU communicates a more salient piece of information to

the reader than the Satellite. Multi-nucleus sibling relations are also possible.

Connected siblings now form an EDU span which is similarly connected with

other EDUs or EDU spans. The tree is not limited to a single sentence, as inter-

sentence connections gradually build a discourse tree for the whole document.

• Relations: The type of association between connected EDUs or EDU spans

is characterized by discourse relations, which include Elaboration, Attribution,

Contrast and Enablement among others.

An example of a RST-parsed sentence taken from a Vacuum review is shown in

Figure 3.11. The sentence “Like others said, it’s very powerful, but the power works

against it!” is split into three EDUs, and their nuclearity and relations is shown. The

segment “Like others said,” is a satellite EDU that attributes the opinion “it’s very

powerful” (the Nucleus of the pair) to other reviewers. This EDU span as a whole is

contrasted against the author’s belief that “[but] the power works against it!”, forming

multi-nucleus relation.

We constructed two versions for each review domain; one segmented into sen-

tences, following previous work (Tang et al., 2015b; Yang et al., 2016), and one seg-
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mented into EDUs obtained from a state-of-the-art discourse parser (Feng and Hirst,

2012). In this thesis, we only utilize RST’s segmentation and leave the potential use

of the tree structure, as well as additional information pertaining to rhetorical relations

and nuclearity, to future work. Hence, in the EDU-split versions of our corpora reviews

are sequence of segments, albeit of finer granularity than sentences.

3.2.2 Segment Polarity Evaluation Data

Robust evaluation of any machine learning problem requires gold-standard evaluation

data. For document-level sentiment analysis, where the task is to predict the overall

polarity of a review, test data are freely available through the reviewers’ ratings. How-

ever, this is not the case for our tasks of interest, like the prediction of sentiment at

the segment level. Evaluating the performance of competing models will, therefore,

require human annotations of sentiment for review sentences and EDUs.

Previous work on fine-grained sentiment analysis (Socher et al., 2013; Kim, 2014)

mostly relied on the rating scales annotation method, where an annotator is presented

with a piece of text and is asked to indicate its polarity on an ordinal scale between 1

and L, where 1 signifies highly negative and L highly positive sentiment. Averaging

multiple annotations per item results in real-valued polarity scores, which may or may

not be discretized to obtain distinct sentiment labels (e.g., positive, neutral, negative).

This approach is intuitive but presents a number of challenges, including incon-

sistencies between annotators (different people rate differently), inconsistencies in in-

dividual annotators (people rate differently over time), scale region bias (certain re-

gions of the scale tend to be preferred). Additionally, there is an unavoidable trade-off

between coarse-grained (too restrictive) and fine-grained (too overwhelming) scales

(Kiritchenko and Mohammad, 2017).

One common alternative is the paired comparison method (David, 1963), where

annotators see pairs of instances and select the one that is stronger in terms of the

property of interest (e.g., “which segment is more positive?” ). However, this requires

order of N2 annotations, where N is the number of instances to be annotated. Ranking

methods, where more than two items are presented simultaneously and annotators pro-

vide their relative ranking, require fewer itemsets but are more cognitively demanding.

Best-Worst Scaling We opt for a third alternative, Best-Worst Scaling (BWS), also

referred to as Maximum Difference Scaling (Louviere and Woodworth, 1991; Louviere
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The OPOSUM Corpus

SEGMENT POLARITY EVALUATION DATA

Yelp IMDb
Laptop B/T

Boots Keyb/s TVs Vac/s
Bags Headsets

Reviews 100 100 25 25 25 25 25 25

Sentences 1065 1029 162 159 138 161 173 163

EDUs 2100 2398 365 317 301 344 334 357

Table 3.2: Statistics for our segment polarity evaluation corpus.

et al., 2015). A variant of comparative methods, BWS is an annotation scheme that has

been gaining popularity in recent years and was used, among others, for measuring the

sentiment polarity of words or phrases (Kiritchenko and Mohammad, 2016), emotion

intensity in tweets (Mohammad and Bravo-Marquez, 2017) and relational similarity

between word pairs (Jurgens et al., 2012).

In BWS, N instances are organized in sets of n items (n > 1 and typically n = 4),

such that no item appears more than once in a single n-tuple and each item appears

approximately in the same number of n-tuples in total. The combinations are not ex-

haustive, meaning that only a small random sample of n-tuples out of all possible ones

are created. Multiple annotators are asked to select the best (highest in terms of prop-

erty of interest) and worst (lowest in terms of property of interest) items. The final

score for an instance is computed as the percentage of times it was selected as best

minus the percentage of times it was selected as worst (Orme, 2009). The real-valued

scores range from−1 to 1, and can be used to rank all items by the property of interest.

Recent studies have shown the advantages of BWS over other schemes (Kiritchenko

and Mohammad, 2017), as only a very small number of tuples (2N or 3N) and anno-

tations per tuple (between 2 and 4) are sufficient to obtain significantly more reliable

results compared to a rating scale scheme with the same number of total judgements.

Constructing the Corpus To create our segment polarity evaluation corpus, we

sampled reviews from every review domain such that all document-level classes are

represented uniformly, and the review lengths are representative of the domains. The

selected reviews were removed from the training data to make sure they are truly un-

seen during test time. As with the original collections, we segment reviews both on the

sentence and EDU level. Review, sentence and EDU counts are shown in Table 3.2.
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Television Corpus: EDU polarities

[+1.000] Wonderful television picture, size and quality are all excellent.

[+0.982] Nice and bright with good colors, I really like it.
...

...

[+0.444] Picture quality is OK but not fantastic.

[+0.444] The TV quality is solid for the price.
...

...

[+0.056] and the TV box clearly says so.

[ 0.000] According to some research I have done,
...

...

[-0.222] However, this Samsung TV does not have integrated WI-FI.

[-0.278] but its loudest volume has us straining to hear.
...

...

[-0.944] Worse than the cheapest laptop speakers. . .

[-1.000] This is the worst attempt of HDTV

Figure 3.12: Snippets from the ranked list of EDU polarities (shown in brackets) in our

Television domain.

We used the Figure Eight platform8 to annotate the data. Separate BWS annota-

tions were performed for each domain and each segmentation, resulting in 16 distinct

annotated corpora (eight domains × two segmentation policies). We used 1.5N 4-

tuples per corpus, were N is the number of segments. Every tuple of segments was

shown to three annotators, who were asked to select the most positive and most neg-

ative of the four. We provide the full instructions and interface for the annotation in

Appendix A.1.

Using the previously mentioned BWS scoring method, we obtain a ranked list of

segments spanning the whole range of sentiment polarities. A snippet from one of these

lists is provided in Figure 3.12, where EDU polarities from the televisions domain are

shown. Parts of the analysis in Section 3.2.3 and the evaluation presented in Chapter

3 rely on discrete sentiment labels for segments. Therefore, we also discretize the

obtained scores into 3 classes: positive for segments with a polarity above 1
3 , negative

for segments with a polarity below −1
3 and neutral for any other segment.

8https://www.figure-eight.com/



3.2. Review Data: The OPOSUM Corpus 35

Yelp IMDb Laptop
Bags

Bluetooth
Headsets

Boots Keyboards TVs Vacuums Average
0
10
20
30
40
50
60
70
80

%
of

R
ev
ie
w
s

Review Types by Corpus (Sentence-split)
Type I Type II Type III

Yelp IMDb Laptop
Bags

Bluetooth
Headsets

Boots Keyboards TVs Vacuums Average
0
10
20
30
40
50
60
70
80

%
of

R
ev
ie
w
s

Review Types by Corpus (EDU-split)

Figure 3.13: Distributions of Type I (strictly uniform), Type II (uniform with neutral

segments), and Type III (mixed) reviews for every domain (and on average) on the

sentence- and EDU-split versions of our annotated data.

3.2.3 Analysis

We finally move on to discuss some of the interesting findings that emerged from ex-

ploring OPOSUM’s segment polarity evaluation data. These include analysis of the

distributions of review and sentence types across domains and document-level user

ratings, and examination of fine-grained polarity scores and discrete labels.

Review Types Having obtained sentiment labels (positive, neutral and negative) for

every segment in our evaluation corpus allows us to examine the number of strictly uni-

form (Type I), uniform with neutral segments (Type II), and mixed (Type III) reviews

in the data. Additionally, we can compare how the granularity of segmentation relates

to the distribution of sentiment within reviews, since we have annotated the sentiment

of both sentences and EDUs.

Figure 3.13 shows the proportion of reviews that fall into each type for every do-

main separately, and on average. We observe that reviews with strictly uniform sen-

timent account for a very small fraction of data. In particular, only 10% of reviews
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Figure 3.14: Distributions of Type I (strictly uniform), Type II (uniform with neutral seg-

ments), and Type III (mixed) reviews for every document-level class (i.e., user rating) on

the sentence- and EDU-split versions of our annotated data.

contain sentences of identical sentiment, and an even smaller proportion of reviews

contain strictly uniform EDUs. The majority of reviews fall under Type II (uniform

sentiment with neutral segments) and Type III (mixed sentiment). In sentence-split

reviews, Type II accounts for approximately 55% of cases, and Type III for 40%. The

picture differs significantly when considering EDU segmentation, as more than 70%

of reviews express at least one positive and one negative opinion (Type III).

We arrive at a number of conclusions from these observations. Firstly, reviews

of perfectly uniform sentiment are very rare, as most reviews contain some combina-

tion of positive, negative and neutral statements. This confirms our hypothesis and

reinforces our belief that successful methods for detecting fine-grained sentiment must

have the ability to explicitly model segment subjectivity and polarity. Additionally, the

abundance of Type III reviews in the EDU-split dataset indicates that further sentiment

variation emerges when one investigates text units of finer granularity.

We are also interested in how review types are distributed among reviews of a par-

ticular user rating. Our hypothesis is that uniform and strictly uniform reviews would
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Figure 3.15: Distributions of Type 0 (single-clause), Type I (strictly uniform), Type II

(uniform with neutral clauses) and Type III (mixed) sentences for every domain (and on

average) on out annotated data.

be more frequent for very positive or very negative reviews, whereas ambivalent re-

views will tend to contain segments of mixed polarity. Figure 3.14 shows how review

types are distributed within each document-level rating and confirms our expectation.

Type I and II reviews are mostly concentrated at both ends of the rating scale, whereas

the Type III reviews have a single mode that appears in instances accompanied by a 3

out of 5 rating. The trend is similar for both segmentation policies, but is much more

pronounced for EDU-split reviews.

Sentence Types We performed a similar analysis on the distribution of sentence

types in the human-annotated data, by investigating the discrete sentiment labels in

sentences and their constituent EDUs. In particular, we computed the proportion of

sentences containing only a single EDU (Type 0) and those with multiple constituent

EDUs of strictly uniform (Type I), uniform (Type II) and mixed (Type III) sentiment.

Figure 3.15 presents the distributions of sentence types for all Amazon domains, as

well as their average. We observe that approximately 40% of sentences contain only

a single EDU, and that multi-clause sentences are almost uniformly distributed across

Types I, II and III. 20% of sentences express neutral statements along with opinions

of uniform sentiment (Type II) and a further 20% contain EDUs of opposing polarity

(Type III), which further underscores the potential advantage of EDU segmentation.

Distribution of Polarities Scores An illustration of the polarity scores obtained by

BWS is shown in Figure 3.16. For each of the domains (and for their combination; top
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Figure 3.16: Segment polarity scores obtained from Best-Worst Scaling annotation plot-

ted against the segment’s rank in the polarity scale. We provide plots for all segments

in our human-annotated data (larger figures on top of page) and for each domain indi-

vidually.
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of the figure), polarity scores (y-axis) for sentences and EDUs are plotted against their

rank (x-axis) in the polarity scale. We observe that the ranked lists for each corpus

have no significant gaps, i.e., they contain entries across the [−1,1] range. The red

dashed lines represent how a perfectly uniform distribution of scores would look like.

The s-shaped form of the lines indicates that the positive and negative ends of the scale

are populated with slightly less segments than its center. The trend is most pronounced

in IMDb reviews, indicating a larger proportion of neutral segments. Amazon reviews,

on the other hand, have very uniform polarity distributions.

Segment Sentiment vs. Review Sentiment Finally, we investigate how the num-

bers of positive, negative and neutral segments vary based on the overall sentiment

of reviews. Figure 3.17 illustrates the relative proportion of segment labels for each

document-level class (i.e., user rating). Again, we provide plots for sentence- and

EDU-split reviews, averaged across domains (top of figure), and for each domain. A

large fraction of segments are neutral across all classes. For sentences, we find more

neutral segments in the middle of the user review scale, whereas the number of neutrals

is more consistent for EDUs. As expected, negative reviews are dominated by negative

segments and positive reviews contain many more positive ones.

3.3 Summary

This chapter introduced an in-depth overview and analysis of review data. In particu-

lar, we first presented an abstract categorization of the various ways that sentiment is

expressed and combined within reviews and their constituent sentences. We hypothe-

sized that reviews of non-uniform sentiment will be more frequent and that a consider-

able fraction of sentences will also combine opinions of different polarity. We argued

that this should pose certain constraints on the type of methods used for fine-grained

sentiment analysis.

We then presented the first two parts of OPOSUM: a large-scale review corpus

to be used for the training of learning methods, comprising multiple collections of

reviews from diverse domains; and a held-out segment polarity evaluation dataset,

which contains fine-grained sentiment labels obtained via best-worst scaling.

Finally, we used the human-annotated polarity data as a testbed to verify our ex-

pectations regarding the distribution of sentiment in reviews. Our analysis showed that

(a) the majority of reviews contain at least 2 opinions of opposing polarity, (b) reviews
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document-level sentiment class in each domain of OPOSUM and on average.
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of uniform sentiment are rare and found almost exclusively in extremely positive or

negative reviews, (c) a third of the sentences that are made of more than one clauses

will contain opinions of opposing sentiment, and (d) neutral statements appear in re-

views consistently regardless of the overall user rating. It follows that models aiming

to detect fine-grained sentiment must have the flexibility to detect segments of oppos-

ing polarity, examine reviews at the clause level, and successfully deal with neutral

statements.

In the next chapter, we present two neural networks that tackle the task: a hier-

archical model, HIERNET, which uses attention weights to identify sentiment-heavy

opinions, and MILNET, which is based on Multiple Instance Learning (Keeler and

Rumelhart, 1992; Dietterich et al., 1997), and can detect sentiment across the polarity

spectrum, regardless of the review’s overall rating.





Chapter 4

Detecting Fine-Grained Sentiment in

Reviews

In the simplest case, identifying opinions boils down to detecting fine-grained senti-

ment within reviews. While other factors are clearly in play, like the target of a state-

ment (i.e., aspect of reviewed item; see Chapter 5), sentiment is the clearest indicator

of subjectivity in text (Pang and Lee, 2008).

In this chapter, we present our weakly supervised approach for the detection of

segment-level polarity in reviews. Our goal is to design neural models that learn to de-

tect sentiment-heavy statements, without recourse to fine-grained human annotations.

Instead, we only use supervision on the document level, which we obtain from freely

available user ratings that often accompany review data.

To that end, we propose two hierarchical neural networks which take different ap-

proaches towards composing sentiment information. One follows the standard route of

hierarchically combining the representations of constituent segments into a single vec-

tor, used to predict the review’s overall sentiment. The review-level prediction is then

propagated down to individual segments, and fine-tuned using attention to uncover

neutral statements. The second is based on Multiple Instance Learning (Keeler and

Rumelhart, 1992; Dietterich et al., 1997), a special case of weakly supervised learn-

ing, and makes individual predictions on the segment level which are then combined

into a review-level prediction. Again, we use an attention-based mechanism to further

differentiate between segments of varying importance.

We evaluate these methods in three ways. Firstly, we formalize the task of senti-

ment detection as a segment-level classification problem, similarly to most previous

work. Secondly, we view the task from a ranking perspective, which we argue is closer

43
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to a practical opinion detection system. Finally, we use the outputs of our model to

perform single-review opinion extraction and use human judges to measure the quality

of the obtained extractive summaries.

Our experimental results suggest that: (a) our multiple instance learning model

produces more accurate sentiment distinctions for review segments than a traditional

model based on hierarchical vector composition; (b) it performs comparably to a state-

of-the-art lexicon-based sentiment detection model and a fully supervised neural net-

work; and (c) EDU-based extractive summaries are more informative than those based

on sentences.

4.1 Introduction

Sentiment analysis has become a fundamental area of research in Natural Language

Processing thanks to the proliferation of user-generated content in the form of online

reviews, blogs, internet forums, and social media. A plethora of methods have been

proposed in the literature that attempt to distill sentiment information from text, allow-

ing users and service providers to make opinion-driven decisions.

The success of neural networks in a variety of applications (Bahdanau et al., 2015;

Le and Mikolov, 2014; Socher et al., 2013) and the availability of large amounts of

labeled review data have led to an increased focus on sentiment classification. Super-

vised models are typically trained on documents (Johnson and Zhang, 2015a,b; Tang

et al., 2015a; Yang et al., 2016), sentences (Kim, 2014), or phrases (Socher et al.,

2011, 2013) annotated with sentiment labels and used to predict sentiment in unseen

texts. Coarse-grained document-level annotations are relatively easy to obtain due

to the widespread use of opinion grading interfaces (i.e., star ratings accompanying

reviews). In contrast, the acquisition of sentence- or phrase-level sentiment labels re-

mains a laborious and expensive endeavor despite its relevance to various opinion min-

ing applications, e.g., detecting or summarizing consumer opinions in online product

reviews.

The usefulness of finer-grained sentiment analysis is illustrated in Figure 4.1, where

snippets of opposing polarities are extracted from a 2-star restaurant review. Although,

as a whole, the review conveys negative sentiment, aspects of the reviewer’s experience

were clearly positive, as indicated by statements like “The burger and fries were good”

and “The chocolate shake was divine”. This goes largely unnoticed when focusing

solely on the review’s overall rating.
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Restaurant Review User Rating: 2/5

I had a very mixed experience at The Stand. The burger and fries were good.

The chocolate shake was divine: rich and creamy. The drive-thru was horrible.

It took us at least 30 minutes to order when there were only four cars in front of

us. We complained about the wait and got a half–hearted apology. I would go

back because the food is good, but my only hesitation is the wait.

S
um

m
ar

y

N The burger and fries were good

N The chocolate shake was divine

N I would go back because the food is good

H The drive-thru was horrible

H It took us at least 30 minutes to order

Figure 4.1: An EDU-based summary of a 2-out-of-5 stars review with positive and neg-

ative snippets.

In this chapter, we consider the problem of segment-level sentiment analysis as

a weakly supervised task. Instead of judging the sentiment of segments using fine-

grained supervision (i.e., via expensive human annotations), we present two methods

that only require document-level labels and learn to introspectively judge the sentiment

of constituent segments, within the context of whole reviews.

Beyond showing how to utilize document collections of rated reviews to train

fine-grained sentiment predictors, we also investigate the granularity of the extracted

segments. Previous research (Tang et al., 2015a; Yang et al., 2016; Cheng and Lap-

ata, 2016; Nallapati et al., 2017) has predominantly viewed documents as sequences

of sentences. Inspired by recent work in summarization (Li et al., 2016) and sentiment

classification (Bhatia et al., 2015), and driven by our analysis presented in Chapter 3,

we also represent documents as sequences of Elementary Discourse Units (EDUs) that

approximate sub-sentence clauses, under the framework of Rhetorical Structure The-

ory (Mann and Thompson, 1988).

Our contributions in this chapter are three-fold: we propose two hierarchical neural

networks, including a novel architecture based on Multiple Instance Learning (MIL;

Keeler and Rumelhart 1992), which utilize document-level sentiment supervision to

judge the polarity of constituent segments; we apply these methods on our newly cre-

ated OPOSUM corpus, a publicly available dataset which includes an evaluation set of
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segment-level polarity annotations for sentences and EDUs (see Chapter 3); and we

present empirical findings (through automatic and human-based evaluation) that neu-

ral multiple instance learning is superior to more conventional neural architectures and

a lexicon-based method, and on par with a fully supervised CNN model, like the one

described in Section 2.2.

4.2 Related Work

Our work lies at the intersection of multiple research areas, including sentiment clas-

sification, opinion mining and multiple instance learning. We review related work in

these areas below.

4.2.1 Sentiment Classification

Sentiment classification is one of the most popular tasks in opinion analysis. Early

work focused on unsupervised methods and the creation of sentiment lexicons (Turney,

2002; Hu and Liu, 2004; Wiebe et al., 2005; Baccianella et al., 2010) based on which

the overall polarity of a text can be computed (e,g., by aggregating the sentiment scores

of constituent words). More recently, Taboada et al. (2011) introduced SO-CAL, a

state-of-the-art method that combines a rich sentiment lexicon with carefully defined

rules over syntax trees to predict sentence sentiment.

Supervised learning techniques have dominated the literature (Pang et al., 2002;

Pang and Lee, 2005; Qu et al., 2010; Xia and Zong, 2010; Wang and Manning, 2012;

Le and Mikolov, 2014) thanks to user-generated sentiment labels or large-scale crowd-

sourcing efforts (Socher et al., 2013). Neural network models in particular have achieved

state-of-the-art performance on various sentiment classification tasks due to their abil-

ity to alleviate feature engineering. Kim (2014) introduced a very successful Convo-

lutional Neural Network (CNN) architecture for sentence-level classification, whereas

other work (Socher et al., 2011, 2013) uses recursive neural networks to learn sen-

timent for segments of varying granularity (i.e., words, phrases, and sentences). We

describe Kim’s (2014) CNN encoder in detail in Section 4.4, as it is a component of

our models.

The availability of large-scale datasets (Diao et al., 2014; Tang et al., 2015a) has

also led to the development of document-level sentiment classifiers which exploit hi-

erarchical neural representations. These are obtained by first building representations
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of sentences and aggregating those into a document feature vector (Tang et al., 2015a).

Yang et al. (2016) further acknowledge that words and sentences are deferentially im-

portant in different contexts. They present a model which learns to attend (Bahdanau

et al., 2015) to individual text parts when constructing document representations. We

describe a similar architecture in Section 4.4 and detail how it can be used to produce

segment-level sentiment distinctions.

Our work draws inspiration from representation learning, especially the idea that

not all parts of a document convey sentiment-worthy clues (Yang et al., 2016). While

previous work on segment-level sentiment classification has proposed fully supervised

methods that view segments in isolation (Socher et al., 2013; Kim, 2014), our methods

provide a natural way of predicting the polarity of individual text segments within

context (i.e the reviews they appear in), without requiring segment-level annotations.

Moreover, our attention mechanism directly facilitates opinion detection rather than

simply aggregating sentence representations into a single document vector.

4.2.2 Opinion Mining

A standard setting for opinion mining and summarization (Lerman et al., 2009; Carenini

et al., 2006; Ganesan et al., 2010; Di Fabbrizio et al., 2014; Gerani et al., 2014) assumes

a set of documents that contain opinions about some entity of interest (e.g., camera).

The goal of the system is to generate a summary that is representative of the average

opinion and speaks to its important aspects (e.g., picture quality, battery life, value).

Output summaries can be extractive (Lerman et al., 2009) or abstractive (Ganesan et al.,

2010; Gerani et al., 2014; Di Fabbrizio et al., 2014) and the underlying systems exhibit

varying degrees of linguistic sophistication from identifying aspects (Lerman et al.,

2009) to using RST-style discourse analysis, and manually defined templates (Gerani

et al., 2014; Di Fabbrizio et al., 2014).

Our proposed method departs from previous work in that it focuses on detecting

opinions in individual documents. Given a review, we predict the polarity of every

segment, allowing for the extraction of sentiment-heavy opinions. We explore the use-

fulness of EDU segmentation inspired by Li et al. (2016), who show that EDU-based

summaries align with near-extractive summaries constructed by news editors. Impor-

tantly, our model is trained in a weakly supervised fashion on large scale review col-

lections, without recourse to fine-grained labels or gold-standard opinion summaries.
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OR-style Label Aggregation

bird

no bird

no bird

bird

Averaging Label Aggregation

The starters were quite bland.

I didn’t enjoy most of them,

but the burger was brilliant!

Weights = Importance
N : not important

N : very important

H

H

N

N

Figure 4.2: Two tasks framed under Multiple Instance Learning: (left) Object recogni-

tion, where a bird classifier is applied on multiple image patches and a single positive

patch deems the whole image as positive; and (b) sentiment analysis, where the senti-

ment predictions of a series of segments is combined using a weighted average.

4.2.3 Multiple Instance Learning

Our novel model, presented in Section 4.5, adopts a Multiple Instance Learning (MIL)

framework. MIL is a special case of weakly supervised learning where labels are

associated with groups of instances or bags (reviews in our case), while instance labels

(segment-level sentiment) are unobserved. An aggregation function is used to combine

instance predictions and assign labels on the bag level. The goal is either to label

bags (Keeler and Rumelhart, 1992; Dietterich et al., 1997; Maron and Ratan, 1998) or

to simultaneously infer bag and instance labels (Zhou et al., 2009; Wei et al., 2014;

Kotzias et al., 2015). We view segment-level sentiment analysis as an instantiation of

the latter variant.

Applications of MIL are many and varied. MIL was first explored by Keeler and

Rumelhart (1992) for recognizing handwritten post codes, where the position and value

of individual digits was unknown. MIL techniques have since been applied to drug

activity prediction (Dietterich et al., 1997), image retrieval (Maron and Ratan, 1998;

Zhang et al., 2002), object detection (Zhang et al., 2006; Carbonetto et al., 2008; Cour

et al., 2011), text classification (Andrews and Hofmann, 2004), image captioning (Wu

et al., 2015), paraphrase detection (Xu et al., 2014), and information extraction (Hoff-
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mann et al., 2011).

Initial MIL efforts for binary classification made the strong assumption that a bag

is negative only if all of its instances are negative, and positive otherwise (Dietterich

et al., 1997; Maron and Ratan, 1998; Zhang et al., 2002; Andrews and Hofmann, 2004;

Carbonetto et al., 2008). A common application of an OR-style label aggregation func-

tion like this is object recognition, where an object in question is predicted to appear

in an image (bag), if at least a single image patch (instance) contains it. Figure 4.2

(left) illustrates such an example, where an image patch including a bird is sufficient

to recognize that the image contains a bird.

Subsequent work relaxed this assumption, allowing for prediction combinations

better suited to the tasks at hand. Weidmann et al. (2003) introduced a generalized

MIL framework, where a combination of instance types is required to assign a bag la-

bel. Zhou et al. (2009) used graph kernels to aggregate predictions, exploiting relations

between instances in object and text categorization. Xu and Frank (2004) proposed a

multiple-instance logistic regression classifier, where instance predictions were aver-

aged, assuming equal and independent contribution toward bag classification. More

recently, Kotzias et al. (2015) used sentence vectors obtained by a pre-trained hierar-

chical CNN (Denil et al., 2014) as features under an unweighted average MIL objec-

tive. Prediction averaging was further explored by Pappas and Popescu-Belis (2014;

2017), who used a weighted summation of predictions, an idea we adopt as well.

When applied to sentiment analysis, MIL takes advantage of supervision signals on

the document level in order to train segment-level sentiment predictors. Label aggrega-

tion by averaging is better suited for this task, based on the assumption that a review’s

overall sentiment is the (weighted) average of its constituent opinions’ polarity. The

idea is illustrated in Figure 4.2 (right), where three segments of varying sentiment and

importance are combined to communicate the author’s attitude.

Although their work is not couched in the framework of MIL, Täckström and Mc-

Donald (2011) show how sentence sentiment labels can be learned as latent variables

from document-level annotations using hidden conditional random fields. Pappas and

Popescu-Belis (2014) use a multiple instance regression model to assign sentiment

scores to specific aspects of products. The Group-Instance Cost Function (GICF), pro-

posed by Kotzias et al. (2015), averages sentence sentiment predictions during training,

while ensuring that similar sentences receive similar polarity labels. Their model is not

trainable end-to-end, in contrast with our proposed network. Additionally, none of the

aforementioned efforts explicitly evaluate opinion extraction quality.
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4.3 Preliminaries

In this section, we provide formal definitions of the concepts used throughout the chap-

ter, as well as an overview of the three complementary tasks that will form the basis of

the evaluation of our system: segment-level sentiment classification, polarity ranking,

and single-review opinion extraction.

4.3.1 Definitions

Let C denote a corpus of reviews from a domain dC , e.g., televisions or restaurants.

The dataset contains a set of reviews {ri}|C |i=1 expressing customers’ opinions. Each

review r is accompanied by the author’s overall rating yr ∈ [1,L], where the labelset is

ordered and classes 1 and L correspond to maximally negative and maximally positive

sentiment. Each review is split into segments (s1, . . . ,sm), and a segment s j is in turn

viewed as a sequence of words (w j1, . . . ,w jn). In the context of this chapter, a segment

may be a sentence or an EDU. Additionally, each segment s is associated with an

unobserved polarity.

A segment’s polarity, pols, is either expressed using discrete classes in [1,L], simi-

larly to review labels, or takes real values in [−1,+1], where −1 indicates maximally

negative and +1 maximally positive sentiment. Both discrete and real-valued defini-

tions are relevant to this work. Our neural models will produce a probability distri-

bution over the discrete classes, which we then transform into real-valued scores to

facilitate polarity-based segment ranking and opinion extraction, as described in Sec-

tion 4.6.

Probabilistic sentiment classifiers will produce document-level predictions ŷr by

selecting the most probable class according to class distribution pr = 〈p(1)r , . . . , p(L)r 〉.
In a non-MIL framework a classifier would learn to predict the review’s sentiment

by directly conditioning on its segments’ feature representations (v1,v2, . . . ,vm), e.g.,

their word embeddings (Mikolov et al., 2013; Pennington et al., 2014), or their com-

position:

pr = f̂θ(v1,v2, . . . ,vm) (4.1)

Alternatively, we can formalize the task under multiple instance learning (MIL), by

viewing corpus C as a collection of labeled bags (reviews), each of which is a group

of unlabeled instances (segments). MIL dictates that the overall sentiment of a review,
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yr, is an unknown function of the unobserved segment-level labels:

yr = f (y1,y2, . . . ,ym) (4.2)

A MIL classifier will produce a class distribution pi for each segment and additionally

learn to combine these into a document-level prediction:

pi = ĝθs(vi) , (4.3)

pr = f̂θd(p1,p2, . . . ,pm) . (4.4)

In sections 4.4 and 4.5, we present two neural architectures. A non-MIL Hierarchi-

cal Network (HIERNET), which adheres to the the definition of Equation (4.1), and a

Multiple Instance Learning Network (MILNET) that jointly learns the functions ĝ and

f̂ of Equations (4.3) and (4.4).

4.3.2 Sentiment Detection Tasks

Instead of focusing solely on a single type of fine-grained sentiment analysis, like clas-

sification, we evaluate the effectiveness of our methods on the following interrelated

tasks, illustrated in Figure 4.3.

Sentiment Classification In the simplest case, a segment-level sentiment predic-

tor is asked to classify each instance according to a set of pre-defined sentiment la-

bels. The classification may be binary (positive vs. negative) or more fine-grained.

In this chapter, we deal with a 3-class classification problem (positive, negative and

neutral). Sentiment classification is the most commonly addressed task (Kim, 2014;

Socher et al., 2013), but leaves little room for investigating the more intricate differ-

ences in sentiment between different sentences or clauses.

Polarity Ranking A more useful alternative to classification arises if we relax the

assumption that sentiment needs to fall into a set of discrete classes. Instead, we can

produce a relative ranking of segments within a review based on their predicted real-

valued polarity. The ranked list provides a better understanding of the range of ex-

pressed opinions and is better suited for downstream applications, like opinions sum-

marization.

Opinion Extraction A direct application of ranking segments according to their

polarity, opinion extraction is the task of selecting the subset of review segments that
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Figure 4.3: An overview of the three tasks relating to sentiment detection that we ex-

plore in this chapter: sentiment classification, polarity ranking, and single-review opinion

extraction.

convey the most useful comments, thus producing an opinion summary. In this chapter,

we consider single-review extractive summaries using only polarity information. In

Chapter 6, we explore multi-review opinion summarization.

4.4 Hierarchical Network

The first model we present is a variant of the Hierarchical Attention Network proposed

by Yang et al. (2016) and follows a line of research (Denil et al., 2014; Tang et al.,

2015a) that tries to hierarchically compose representations of documents from their

constituents (i.e. words and sentences). Additionally, it explores the idea that not all

parts of a review are important with regards to the overall opinion of the author.

The Hierarchical Network, or HIERNET, consists of three main components as

shown in Figure 4.4: a segment encoder that combines a word-level CNN component

and a segment-level Gated Recurrent Unit (GRU); an attention-based mechanism for

composing segment representations into a single vector; and a document-level softmax

classifier.
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Figure 4.4: An attention-based Hierarchical Network (HIERNET) for sentiment analysis.

The model predicts the overall sentiment of a review. We describe a method to obtain

individual segment predictions via attention in Section 4.6.

4.4.1 Segment Encoding

Word CNN: We use the encoding mechanism of the CNN classifier (Kim, 2014), de-

scribed in detail in Section 2.2. Let xi denote a k-dimensional word embedding of

the i-th word in text segment s of length n. The segment’s input representation is the

concatenation of word embeddings x1, . . . ,xn, resulting in word matrix X. Let Xi:i+l

refer to the concatenation of embeddings xi, . . . ,xi+l . A convolution filter W ∈ Rl×k,

applied to a window of l words, produces a new feature ci = ReLU(W ◦Xi:i+l + b),

where ReLU is the Rectified Linear Unit non-linearity, ‘◦’ denotes the entrywise prod-

uct followed by a sum over all elements and b ∈ R is a bias term. Applying the same

filter to every possible window of word vectors in the segment, produces a feature map

c = [c1,c2, . . . ,cn−l+1]. Multiple feature maps for varied window sizes are applied, re-

sulting in a fixed-size segment representation v, via max-over-time pooling. We refer

to the application of convolution to an input word matrix X, as CNN(X).

Segment GRU: Segment vectors (v1,v2, . . . ,vm) are then passed on to a GRU-based

bidirectional recurrent component, inspired by the architectures described in Section

2.3. In the following equations, we use GRU(vi) to refer to the application of the GRU

unit at time-step i.
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We use separate GRU modules to produce forward and backward hidden vectors,

which are then concatenated:
−→
h i =

−−→
GRU(vi), (4.5)

←−
h i =

←−−
GRU(vi), (4.6)

hi = [
−→
h i,
←−
h i], i ∈ [1,m] . (4.7)

4.4.2 Document Encoding via Attention

A document-level representation can be produced by taking the average of segment

hidden vectors: vr =
1/m ∑i hi. This is, however, a crude way of composing feature

vectors, as not all parts of a review convey important sentiment clues. We opt for a

segment attention mechanism which rewards text units that are more likely to be good

sentiment predictors. The importance of each segment is measured with the aid of a

vector ha, as follows:

h′i = tanh(Wahi +ba) , (4.8)

ai =
exp(h′Ti ha)

∑i exp(h′Ti ha)
, (4.9)

where Equation (4.8) defines a one-layer MLP that produces an attention vector for the

i-th segment. Attention weights ai are computed as the normalized similarity of each

h′i with ha. Vector ha, which is randomly initialized and learned during training, can be

thought of as a trained key, able to recognize sentiment-heavy segments. The attention

mechanism is depicted in the dashed box of Figure 4.4, with attention weights shown

as shaded circles. The whole review is then represented as the weighted average of the

segments’ hidden vectors:

vr = ∑
i

aihi. (4.10)

4.4.3 Document-level Prediction

A final sentiment prediction is obtained using a softmax classifier:

pr = softmax(Wcvr +bc) , (4.11)

where Wc and bc are the classifier’s parameters. The model is trained end-to-end on

documents with user-generated sentiment labels. We use the negative log likelihood of

the document-level prediction as an objective function:

L =−∑
r

log p(yr)
r (4.12)
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4.4.4 Segment-level Prediction

HIERNET lacks the ability to naturally produce segment-level predictions. We naively

apply its document-level probability distribution to all constituent segments, which

can only be effective for reviews of strictly uniform sentiment (Type I; see Figure 3.2)

and cannot distinguish between opinions of varying significance. In Section 4.6, we

propose a polarity scoring method based the model’s attention that overcomes this

limitation, thus making HIERNET better suited to handle reviews of uniform sentiment

with neutral segments (Type II; see Figure 3.3).

4.5 Multiple Instance Learning Network

Hierarchical neural models like HIERNET have been used (Tang et al., 2015b; Yang

et al., 2016) to predict document-level polarity by first encoding sentences and then

combining these representations into a document vector. Hierarchical vector composi-

tion produces powerful sentiment predictors, but falls short of introspectively judging

the polarity of segments with opposing polarity.

Our Multiple Instance Learning Network (henceforth MILNET) is based on the fol-

lowing intuitive assumptions about opinionated text. Each segment conveys a degree of

sentiment polarity, ranging from very negative to very positive. Additionally, segments

have varying degrees of importance, in relation to the overall opinion of the author. The

overarching polarity of a text is an aggregation of segment polarities, weighted by their

importance. Thus, our model attempts to predict the polarity of segments and decides

which parts of the document are good indicators of its overall sentiment, allowing for

the detection of sentiment-heavy opinions. An illustration of MILNET is shown in Fig-

ure 4.5; the model consists of three components: a CNN segment encoder, a softmax

segment classifier and an attention-based prediction weighting module.

4.5.1 Segment Encoding

An encoding vi = CNN(Xi) is produced for each segment, using the Word CNN archi-

tecture described in Section 4.4.
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Figure 4.5: Our novel Multiple Instance Learning Network (MILNET). The model natu-

rally produces segment-level predictions of potentially opposing polarity, which are then

combined using attention.

4.5.2 Segment-level Prediction

Obtaining a separate representation vi for every segment in a review allows us to pro-

duce individual segment sentiment predictions pi = 〈p(1)i , . . . , p(L)i 〉. This is achieved

using a softmax classifier:

pi = softmax(Wcvi +bc) , (4.13)

where Wc and bc are the classifier’s parameters, shared across all segments. Individual

distributions pi are shown in Figure 4.5 as small bar-charts.

4.5.3 Document-level Prediction

A document-level prediction can be produced by taking the average of segment class

distributions: p(c)
r = 1/m ∑i p(c)i , c ∈ [1,L]. As with the attention-based vector compo-

sition of HIERNET, we opt for an attention mechanism which rewards text units that

are more likely to be good sentiment predictors.

Again, we produce segment attention weights through the mechanism described

in Equations (4.5) – (4.9), but use them to combine segment predictions instead of

segment vectors. In particular, we obtain a document-level distribution over sentiment
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labels as the weighted sum of segment distributions (see top of Figure 4.5):

p(c)r = ∑
i

ai p
(c)
i , c ∈ [1,L] . (4.14)

The model is trained end-to-end on reviews with document-level sentiment labels

in a process identical to HIERNET. We use the negative log likelihood of the document-

level prediction as an objective function:

L =−∑
r

log p(yr)
r . (4.15)

Our hypothesis is that, in order to make accurate predictions on the document-

level, MILNET needs to accurately predict the sentiment of segments. The model has

no restriction with regards to the polarity of individual predictors, and is able to handle

cases where statements of opposing polarity are intertwined within a single review.

4.6 Polarity Scoring

After training, our models produce segment-level sentiment predictions for unseen

texts in the form of class probability distributions. This is achieved explicitly (MILNET)

or implicitly, by assigning document-level predictions to every segment (HIERNET).

Given our interests in finer-grained sentiment distinctions, and opinion extraction, we

transform discrete predictions into real-valued polarity scores as follows.

We introduce a method that takes our model’s confidence in the prediction into

account, by reducing each segment’s class probability distribution pi to a single real-

valued polarity score. To achieve this, we first define a real-valued class weight vector

w = 〈w(1), . . . ,w(L) |w(c) ∈ [−1,1]〉 that assigns uniformly-spaced weights to the or-

dered labelset, such that w(c+1)−w(c) = 2
L−1 . For example, in a 5-class scenario, the

class weight vector would be w = 〈−1,−0.5,0,0.5,1〉. We compute the polarity score

of a segment si as the dot-product of the probability distribution pi with vector w:

polsi
= ∑

c
p(c)i w(c) ∈ [−1,1] . (4.16)

As a way of increasing the effectiveness of our methods, we introduce a gated ex-

tension that uses the attention mechanism of our model to further differentiate between

segments that carry significant sentiment cues and those that do not:

gtd-polsi
= ai ·polsi

, (4.17)
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(1) The starters were quite bland.

(2) I didn’t enjoy most of them,

(3) but the burger was brilliant!

Figure 4.6: Polarity scores (below bar charts) obtained from class probability distribu-

tions for three EDUs (left) extracted from a restaurant review. Attention weights (top of

bar charts) are used to fine-tune the obtained polarities.

where ai is the attention weight assigned to the i-th segment. This forces the polarity

scores of segments the model does not attend to closer to 0.

An illustration of our polarity scoring functions is provided in Figure 4.6, where the

class predictions of three restaurant review segments are mapped to their corresponding

polarity scores. We observe that our method produces the desired result; segments 1

and 2 convey negative sentiment and receive negative scores, whereas the third segment

is mapped to a positive score. Although the same discrete class label is assigned to the

first two, the second segment’s score is closer to 0 (neutral) as its class probability mass

is more evenly distributed.

The example also illustrates why EDU-based segmentation might be beneficial for
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opinion extraction. The second and third EDUs correspond to the sentence: I didn’t en-

joy most of them, but the burger was brilliant. Taken as a whole, the sentence conveys

mixed sentiment, whereas the EDUs clearly convey opposing sentiment.

Gated polarity will be our method of choice for (a) classifying the sentiment of

segments as positive, neutral or negative (via thresholding); (b) ranking segments based

on their relative sentiment; (c) using these rankings to extract significant opinions. The

system architecture for both HIERNET and MILNET is shown in Figure 4.7.

4.7 Experiments

In this section, we present our experimental evaluation and findings across three main

tasks relating to segment-level sentiment detection: classification, polarity ranking and

single-review opinion extraction. We first discuss various models used for comparison

with our approach in Section 4.7.1 and then present details on implementation and

training in Section 4.7.2. Our results are discussed in Section 4.7.3.

4.7.1 Model Comparison

Throughout our experiments, we compare HIERNET and MILNET against the follow-

ing methods:

Majority: Majority class applied to all instances (classification only).

Seg-CNN: The fully supervised CNN segment classifier presented on Section 2.2. Seg-

CNN is trained on OPOSUM’s segment-level labels (classification only).

GICF: The Group-Instance Cost Function model introduced by Kotzias et al. (2015).

This is an unweighted average prediction aggregation MIL method that uses sen-

tence features from a pre-trained convolutional neural model (classification only).

SO-CAL: State-of-the-art lexicon- and syntax-based system that produces real-valued

polarity scores (Taboada et al., 2011).

4.7.2 Model Training and Evaluation

We trained MILNET and HIERNET on OPOSUM’s large-scale review collections. OPO-

SUM contains eight separate training sets of reviews from different domains, namely

Yelp (local business), IMDb (movies & TV), laptop bags, bluetooth headsets, boots,
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keyboards, televisions and vacuums (see Section 3.2.1 for details). In testing our mod-

els, we used the Yelp and IMDb evaluation sets (100 annotated reviews each) for the

sentiment classification and opinion extraction tasks, whereas all eight domains were

used for polarity ranking. We summarize the statistics of our training and evaluation

corpus, OPOSUM, as first described in Chapter 3, and indicate the domains used per

task for this chapter in Table 4.1.

We used the Adadelta optimizer (Zeiler, 2012) to train the models for 25 epochs.

Mini-batches of 200 documents were organized based on the reviews’ segment and

document lengths so the amount of padding was minimized. We used 300-dimensional

pre-trained word2vec embeddings (Mikolov et al., 2013). We tuned hyper-parameters

to maximize document-level classification accuracy on the held-out validation sets of

review collections, resulting in the following configuration (unless otherwise noted).

For the CNN encoder, we used window sizes of 3, 4 and 5 words with 100 feature maps

per window size, resulting in 300-dimensional segment vectors. The GRU hidden vec-

tor dimensions for each direction were set to 50 and the attention vector dimensionality

to 100. We used L2-normalization and dropout to regularize the softmax classifiers and

additional dropout on internal GRU connections.

The fully supervised convolutional segment classifier (Seg-CNN) uses the same

window size and feature map configuration as our segment encoder. Seg-CNN was

trained and evaluated on different folds of OPOSUM’s segment-level labels. Seg-CNN

is not directly comparable to MILNET (or HIERNET) due to differences in supervi-

sion type (segment vs. document labels) and training size (1K-2K segment labels vs.

∼250K document labels). However, the comparison is indicative of the utility of fine-

grained sentiment predictors that do not rely on expensive segment-level annotations.

We explore the effect of training size in our models and in relation to Seg-CNN, as part

of our classification experiments.

4.7.3 Results

We test competing models on different parts of OPOSUM’s sentiment evaluation cor-

pus. For classification, we evaluated the accuracy of our models on the Yelp and IMDb

domains and, additionally, on the sentence sentiment corpus of Kotzias et al. (2015).

For sentiment ranking, we used all eight OPOSUM domains. The human evaluation of

opinion summaries was performed again on Yelp and IMDb.
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The OPOSUM Corpus

TRAINING DATA

Yelp IMDb L. Bags Bluet/th Boots Keyb/s TVs Vac/s

Products – – 2040 1471 4723 983 1894 1184

Reviews 335K 348K 43K 80K 78K 34K 57K 68K
Sent./Rev 8.9 14.0 5.9 7.5 5.5 7.5 10.7 9.0
EDUs/Rev 19.1 37.4 14.1 18.3 12.7 18.5 26.0 22.0
Words/Rev 128.3 279.2 98.1 122.5 82.6 127.0 180.4 146.6

Classes 5 10 5 5 5 5 5 5

SEGMENT POLARITY EVALUATION DATA

Yelp IMDb L. Bags Bluet/th Boots Keyb/s TVs Vac/s

Reviews 100 100 25 25 25 25 25 25

Sentences 1065 1029 162 159 138 161 173 163

EDUs 2100 2398 365 317 301 344 334 357

DOMAINS PER TASK

Yelp IMDb L. Bags Bluet/th Boots Keyb/s TVs Vac/s

Sentim. Classification X X

Polarity Ranking X X X X X X X X

1-Doc Opinion Extr. X X

Table 4.1: The OPOSUM corpus, showing training and evaluation set statistics, as well

as the domains used for the three sentiment detection tasks of this chapter. Yelp and

IMDb are used on all three tasks (segment-level sentiment classification, polarity rank-

ing, and opinion extraction). For polarity ranking, we also use the six Amazon domains.

4.7.3.1 Sentiment Classification

Real-valued polarity scores produced by HIERNET, MILNET and SO-CAL are mapped

to discrete labels using two appropriate thresholds t1 , t2 ∈ [−1,1], so that a segment s

is classified as negative if polarity(s)< t1, positive if polarity(s)> t2 or neutral oth-

erwise.1 To evaluate performance, we use macro-averaged F1 which is unaffected by

class imbalance. We select optimal thresholds using 10-fold cross-validation and report

mean scores across folds. The fully supervised Seg-CNN classifiers naturally produces

class predictions, and it is trained on the discrete classes of the human-annotated data.

1The discretization of polarities is only used for classification purposes and is not necessary for the
remaining two tasks, where we only need a relative ranking of segments.



4.7. Experiments 63

Sentence-Split

Method Yelp IMDb

Majority 19.02† 18.32†

SO-CAL 56.53† 53.21†

Seg-CNN 56.18† 58.32†

HIERNETNOGT 55.33† 48.47†

HIERNET 56.64† 62.12

MILNETNOGT 61.41 59.99†

MILNET 63.35 63.97

EDU-Split

Yelp IMDb

17.03† 21.52†

58.16† 60.40

59.96 62.95†

51.43† 49.70†

58.75† 57.38

59.58 57.71†

59.85 59.87

Table 4.2: Segment classification results on the Yelp and IMDb evaluation sets of OPO-

SUM (10-fold cross validation; macro-averaged F1). † indicates that the system in ques-

tion is significantly different from MILNET (approximate randomization test, p < 0.05).
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Figure 4.8: Distribution of predicted polarity scores per class (Yelp Sentence test data).

Again, we use 10-fold cross-validation for training and evaluating Seg-CNN (same

folds with our methods), and report mean scores across folds.

Table 4.2 summarizes our results. The first block in the table reports the perfor-

mance of the majority class, SO-CAL and Seg-CNN models. The second block shows

our HIERNET and MILNET models without (NOGT subscript) and with gated polar-

ities. When considering models that use document-level supervision, MILNET with
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Neutral Sentences Neutral EDUs

Method Non-Gtd Gated Non-Gtd Gated

HIERNET 4.67 36.60 2.39 55.38

MILNET 39.61 44.60 52.10 56.60

Table 4.3: F1 scores for neutral segments on

OPOSUM’s Yelp test set. The table compares

gated and non-gated model variants, showing

substantial improvement in neutral segment de-

tection via gating, especially for HIERNET.

Method Yelp IMDB

GICF 86.3 86.0

GICFHN 92.9 86.5

GICFMN 93.2 91.0

MILNET 94.0 91.9

Table 4.4: Accuracy scores on the

sentence classification test sets

introduced in Kotzias et al. (2015).

gated polarities obtains the best classification performance across all four datasets. In-

terestingly, it performs comparably to Seg-CNN, the fully supervised segment classi-

fier, which provides additional evidence that MILNET can effectively identify segment

polarity without the need for segment-level annotations. Our model also outperforms

the strong SO-CAL baseline in all but one datasets, which is remarkable given the

expert knowledge and linguistic information used to develop the latter. Polarity pre-

dictions obtained from HIERNET result in lower classification performance across the

board. The use of gated polarities benefits all model configurations, indicating the

method’s ability to selectively focus on segments with significant sentiment cues.

We further analyzed the polarities assigned by MILNET and HIERNET to posi-

tive, negative, and neutral segments. Figure 4.8 illustrates the distribution of polarity

scores produced by the two models on the Yelp dataset (sentence segmentation). In

the case of negative and positive sentences, both models demonstrate appropriately

skewed distributions. However, the neutral class appears to be particularly problem-

atic for HIERNET, where polarity scores are scattered across a wide range of values.

In contrast, MILNET is more successful at identifying neutral sentences, as its cor-

responding distribution has a single mode near zero. Attention gating addresses this

issue by moving the polarity scores of sentiment-neutral segments towards zero. This

is illustrated in Table 4.3 where we observe that gated variants of both models do a

better job at identifying neutral segments. The effect is very significant for HIERNET,

while MILNET benefits slightly and remains more effective overall.

In order to examine the effect of training size, we trained multiple models using

subsets of the original document collections. We trained on five random subsets for

each training size, ranging from 100 documents to the full training set, and tested
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Figure 4.9: Performance of HIERNET and MILNET for varying training sizes on

sentence- and EDU-split variants of Yelp and IMDb (evaluation corpus).

segment classification performance on the evaluation data. The results, averaged across

trials, are presented in Figure 4.9. With the exception of the IMDB EDU-segmented

dataset, MILNET only requires a few thousand training documents to outperform the

supervised Seg-CNN. HIERNET follows a similar curve, but is inferior to MILNET.

A reason for MILNET’s inferior performance on the IMDB corpus (EDU-split) can

be low-quality EDUs, due to the noisy and informal style of language used in IMDB

reviews.

Finally, we compared MILNET against the GICF model (Kotzias et al., 2015) on

their Yelp and IMDB sentence sentiment datasets.2 Their model requires sentence

embeddings from a pre-trained neural model. We used the hierarchical CNN from

their work (Denil et al., 2014) and, additionally, pre-trained HIERNET and MILNET

2GICF only handles binary labels, which makes it unsuitable for the full-scale comparisons in Ta-
ble 4.2. Here, we binarize our training datasets and use same-sized sentence embeddings for all four
models (R150 for Yelp, R72 for IMDB).
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sentence embeddings. The results in Table 4.4 show that MILNET outperforms all

variants of GIFC. Our models also seem to learn better sentence embeddings, as they

improve GICF’s performance on both collections.

4.7.3.2 Polarity Ranking

We now focus on evaluating the ranking of segments within reviews based on their

polarity. This experimental setup requires no thresholding mechanism and is closer to

real-life applications of opinion mining where the most positive and/or most negative

opinions are presented to the user.

Here, we evaluate and compare three models that naturally produce real-valued

polarity scores for every review segment: SO-CAL, HIERNET and MILNET. The

problem is similar to a retrieval task; depending on whether we are interested in de-

tecting only positive, only negative or salient opinions of either polarity, we set the

corresponding segments’ true labels to 1 and use Average Precision to measure the

predicted ranking’s quality. We use the original gated polarities (pols) to detect pos-

itive segments, their inverse (−1× pols) for negative ones, and their absolute values

(|pols|) to retrieve any salient (positive or negative) segment.

Tables 4.5 and 4.6 present the results for our sentence- and EDU-split corpora

respectively. Blue-, red- and non-shaded parts correspond to the retrieval of positive,

negative and mixed salient segments. For positive sentences and EDUs, the results

are mixed. On average, SO-CAL outperforms both HIERNET and MILNET, with the

latter performing slightly better overall. The picture is different for negative and mixed

segments, where MILNET is clearly superior.

We are also interested in the effect of gating on the opinion rankings. Tables 4.7

and 4.8 show Average Precision scores across domains for non-gated (gray-shaded)

and gated variants of HIERNET and MILNET. Gating improves performance almost

universally for both models, with differences being very significant for HIERNET.

Finally, we present Average Precision scores separately for reviews of strictly uni-

form sentiment (Type I), uniform sentiment with neutral comments (Type II) and mixed

sentiment (Type III) in Table 4.9. For sentences, HIERNET has the advantage when

examining Type I reviews only, which is not surprising, given the perfect alignment

between review and segment sentiment in such cases. We observe lower scores across

methods for Type II and III reviews, where MILNET performs best. A similar trend is

found for EDU-split reviews too, although all three methods perform perfectly for the

very few EDU-split Type I reviews.
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Sentence-Split

Avg.Pr. (Pos) Yelp IMDb L.Bags B/tooth Boots Keyb/s TVs Vac/s AVG

SO-CAL 44.4 31.4 39.3 50.0 41.5 36.9 58.1 47.7 43.7
HIERNET 43.0 35.2 30.8 45.2 52.8 46.1 43.7 39.1 42.0

MILNET 50.7 31.9 45.2 45.0 48.5 40.2 48.5 31.5 42.7

Avg.Pr. (Neg) Yelp IMDb L.Bags B/tooth Boots Keyb/s TVs Vac/s AVG

SO-CAL 39.2 21.7 42.3 43.5 40.8 41.3 45.0 35.5 38.7

HIERNET 41.0 31.0 43.6 44.9 16.2 31.2 30.4 53.9 36.5

MILNET 52.0 41.1 59.3 50.5 32.9 64.2 50.2 58.3 51.1

Avg.Pr. (All) Yelp IMDb L.Bags B/tooth Boots Keyb/s TVs Vac/s AVG

SO-CAL 47.3 24.6 43.9 39.0 50.2 42.6 55.5 40.6 43.0

HIERNET 44.2 35.1 43.1 49.3 39.4 53.2 40.9 48.2 44.2

MILNET 51.7 34.7 49.3 46.1 44.2 55.0 49.1 48.5 47.3

Table 4.5: Average Precision scores for the sentence-split version of every domain in

OPOSUM (and on average).

EDU-Split

Avg.Pr. (Pos) Yelp IMDb L.Bags B/tooth Boots Keyb/s TVs Vac/s AVG

SO-CAL 47.6 32.1 33.8 45.3 46.5 40.1 50.2 35.4 41.3
HIERNET 44.0 33.6 31.9 47.6 40.8 39.9 49.6 38.7 40.8

MILNET 48.7 32.2 32.0 45.7 44.0 37.7 48.4 35.9 40.6

Avg.Pr. (Neg) Yelp IMDb L.Bags B/tooth Boots Keyb/s TVs Vac/s AVG

SO-CAL 36.9 29.6 26.7 41.3 37.0 34.5 40.9 44.5 36.4

HIERNET 34.3 22.3 24.6 39.9 24.3 36.2 38.7 41.6 32.7

MILNET 50.0 36.3 36.6 52.4 48.9 48.5 50.7 54.9 47.3

Avg.Pr. (All) Yelp IMDb L.Bags B/tooth Boots Keyb/s TVs Vac/s AVG

SO-CAL 48.7 30.3 46.9 37.5 49.2 42.7 53.9 45.4 44.3

HIERNET 45.9 32.4 37.8 54.6 42.5 50.4 53.5 51.3 46.0

MILNET 51.3 34.4 51.0 52.0 53.7 57.4 58.8 50.9 51.2

Table 4.6: Average Precision scores for the EDU-split version of every domain in OPO-

SUM (and on average).
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Sentence-Split

Avg.Pr Yelp IMDb L.Bags B/tooth Boots Keyb/s TVs Vac/s AVG

HIERNET
34.1 18.7 38.6 54.8 37.8 44.8 35.5 45.7 38.6

44.2 35.1 43.1 49.3 39.4 53.2 40.9 48.2 44.2

MILNET
50.5 30.2 44.1 57.5 41.5 51.5 50.9 49.1 46.9

51.7 34.7 49.3 46.1 44.2 55.0 49.1 48.5 47.3

Table 4.7: Average Precision scores without (gray) and with gating (white) for the

sentence-split version of every domain in OPOSUM (and on average).

EDU-Split

Avg.Pr. Yelp IMDb L.Bags B/tooth Boots Keyb/s TVs Vac/s AVG

HIERNET
24.7 14.3 24.4 47.3 36.0 32.3 31.7 29.6 30.0

45.9 32.4 37.8 54.6 42.5 50.4 53.5 51.3 46.0

MILNET
42.5 27.2 44.2 52.3 49.4 43.5 50.1 50.9 45.0

51.3 34.4 51.0 52.0 53.7 57.4 58.8 50.9 51.2

Table 4.8: Average Precision scores without (gray) and with gating (white) for the EDU-

split version of every domain in OPOSUM (and on average).

Sentence-Split EDU-Split

Avg.Pr. Type I Type II Type III Type I Type II Type III

SO-CAL 40.4 30.9 32.4 100.0 35.7 31.2

HIERNET 85.8 42.1 37.7 100.0 52.4 39.1

MILNET 56.0 47.1 40.6 100.0 55.8 42.6

Table 4.9: Average Precision scores across review types for the sentence- and EDU-

split versions of OPOSUM.

4.7.3.3 Opinion Extraction

For our opinion extraction experiments, we obtained summaries from HIERNET and

MILNET by selecting the most salient segments (positive and negative) from indi-

vidual reviews, given a summarization budget. Workers of crowd-sourcing platform

Figure Eight (all native English speakers) were shown an original review and a set of

extractive, bullet-style summaries, produced by competing systems using a 30% com-
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Method Informativeness Polarity Coherence

HIERNETsent 43.7 33.6 43.5

MILNETsent 45.7 36.7 44.6

Unsure 10.7 29.6 11.8

HIERNETedu 34.2† 28.0† 48.4

MILNETedu 53.3 61.1 45.0

Unsure 12.5 11.0 6.6

MILNETsent 35.7† 33.4† 70.4†

MILNETedu 55.0 51.5 23.7

Unsure 9.3 15.2 5.9

LEAD 34.0 19.0† 40.3

RANDOM 22.9† 19.6† 17.8†

MILNETedu 37.4 46.9 33.3

Unsure 5.7 14.6 8.6

Table 4.10: Human evaluation results for the opinion summaries produced in Yelp and

IMDb (in preference percentages). † indicates that the system in question is significantly

different from MILNET (sign-test, p < 0.01).

pression rate. Participants were asked to decide which summary was best according to

three criteria: Informativeness (Which summary best captures the salient points of the

review?), Polarity (Which summary best highlights positive and negative comments?)

and Coherence (Which summary is more coherent and easier to read?). Subjects were

allowed to answer “Unsure” in cases where they could not discriminate between sum-

maries. We used all reviews from the Yelp and IMDb evaluation datasets and collected

three responses per comparison. For the full instructions of the study, refer to Ap-

pendix B.1. We ran four judgment elicitation studies: one comparing HIERNET and

MILNET when summarizing reviews segmented as sentences, a second one comparing

the two models with EDU segmentation, a third which compares EDU- and sentence-

based summaries produced by MILNET, and a fourth where EDU-based summaries

from MILNET were compared to a LEAD (the first N words from each document) and

a RANDOM (random EDUs) baseline.

Table 4.10 summarizes our results, showing the proportion of participants that pre-

ferred each system. The first block in the table shows a slight preference for MILNET
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across criteria. The second block shows significant preference for MILNET against

HIERNET on informativeness and polarity, whereas HIERNET was more often pre-

ferred in terms of coherence, although the difference is not statistically significant.

The third block compares sentence and EDU summaries produced by MILNET. EDU

summaries were perceived as significantly better in terms of informativeness and po-

larity, but not coherence. This is somewhat expected as EDUs tend to produce more

terse and telegraphic text and may seem unnatural due to segmentation errors. In the

fourth block we observe that participants find MILNET more informative and better at

distilling polarity compared to the LEAD and RANDOM (EDUs) baselines. We should

point out that the LEAD system is not a strawman; it has proved hard to outperform by

more sophisticated methods (Nenkova, 2005), particularly on the newswire domain.

Example EDU- and sentence-based summaries of a Yelp review, produced by gated

variants of HIERNET and MILNET, are shown in Figure 4.10, with attention weights

and polarity scores shown for each extracted segment. For both granularities, HIER-

NET’s positive document-level prediction results in a single polarity score assigned to

every segment, and further adjusted using the corresponding attention weights. The

extracted segments are informative, but fail to capture the negative sentiment of some

segments. In contrast, MILNET is able to detect positive and negative snippets via indi-

vidual segment polarities. Here, EDU segmentation produced a more concise summary

with a clearer grouping of positive and negative snippets.

4.8 Summary

In this chapter, we presented two hierarchical neural network models for fine-grained

sentiment analysis, including MILNET which is based on multiple instance learning.

Our models can be trained on large scale sentiment classification datasets, without

the need for segment-level sentiment labels. As a departure from the commonly used

vector-based composition, MILNET first predicts sentiment at the sentence- or EDU-

level and subsequently combines predictions up the document hierarchy. The attention-

based gated polarity scores provide a natural way to detect and extract salient opinions.

Experimental results demonstrated the superior performance of MILNET against a

more conventional hierarchical network (HIERNET) and other baselines across 3 tasks:

segment classification, polarity ranking and single-review opinion extraction. Interest-

ingly, it performed on par with a fully supervised CNN model, indicating that weak

supervision is sufficient to train competitive sentiment detectors. In opinion extrac-
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Restaurant Review Rating: 4/5

As with any family-run hole in the wall, service can be slow. What the staff lacked

in speed, they made up for in charm. The food was good, but nothing wowed

me. I had the Pierogis while my friend had swedish meatballs. Both dishes were

tasty, as were the sides. One thing that was disappointing was that the food was

a a little cold (lukewarm). The restaurant itself is bright and clean. I will go back

again when i feel like eating outside the box.

E
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Extracted via HIERNET: Att. Pol.

N The food was good 0.13 +0.26

N but nothing wowed me 0.10 +0.26

N The restaurant itself is bright and clean 0.09 +0.26

N Both dishes were tasty 0.13 +0.26

N I will go back again 0.18 +0.26

Extracted via MILNET:

N The food was good 0.16 +0.12

N The restaurant itself is bright and clean 0.12 +0.43

N I will go back again 0.19 +0.15

H but nothing wowed me 0.09 –0.07

H the food was a little cold (lukewarm) 0.10 –0.10
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Extracted via HIERNET: Att. Pol.

N Both dishes were tasty, as were the sides. 0.12 +0.23

N The food was good, but nothing wowed me. 0.18 +0.23

N One thing that was disappointing was that 0.22 +0.23

the food was a little cold (lukewarm).

Extracted via MILNET:

N Both dishes were tasty, as were the sides 0.13 +0.26

N I will go back again when I feel like eating 0.20 +0.59

outside the box

H The food was good, but nothing wowed me. 0.18 –0.12

Figure 4.10: Example EDU- and sentence-based opinion summaries of a Yelp review,

produced by HIERNETgt and MILNETgt .
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tion, our human evaluation studies also showed that MILNET summaries are preferred

by participants and are effective at capturing informativeness and polarity, especially

when using EDU segments.

In the following chapter, we move away from the analysis of sentiment in reviews

and focus on aspect extraction, i.e., the identification of specific features of the re-

viewed entities and the review segments that discuss them. Aspect extraction, com-

bined with sentiment analysis, will form the basis of our multi-document opinion sum-

marization framework, presented in Chapter 6.



Chapter 5

Aspect Extraction with Minimal

Supervision

In this chapter, we shift our focus away from the detection of sentiment polarity and

investigate a second important dimension of opinion analysis in reviews; the extraction

and categorization of aspect-specific expressions. Aspects are identifiable features of

the entity under review (e.g., the sound of a television), whose characteristics may in-

fluence customer satisfaction and, therefore, are the main targets of reviewer opinions.

A number of tasks relating to the detection of aspects have been addressed in previ-

ous literature (Liu and Zhang, 2012). Here, we define and contrast two particular for-

mulations of the problem; aspect discovery, a task similar to topic modeling where the

aspects are not known beforehand; and aspect extraction, where the goal is to identify

aspect-specific review segments and group them under a predefined set of categories.1

We first present a state-of-the-art neural topic model that has been recently ap-

plied to aspect discovery, improving upon traditional LDA-type methods (Brody and

Elhadad, 2010; Mukherjee and Liu, 2012; Yan et al., 2013). We argue that the unsuper-

vised nature of such techniques is offset by their inherent need for post-hoc human in-

terpretation of the discovered aspects. On that basis, we present our Multi-Seed Aspect

Extractor, a weakly supervised aspect extraction model that requires minimal human

intervention and no large-scale annotation efforts for training. As part of our OPOSUM

corpus, we create a new dataset for the evaluation of aspect discovery and extraction

models and experimentally show that our approach brings consistent improvements

over the original model across product domains.

1Previous literature is inconsistent in naming the different task formulations relating to aspect detec-
tion. In an effort to avoid confusion, we provide our own definitions of aspect discovery and extraction
and refer to them consistently throughout the chapter.
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5.1 Introduction

Opinion analysis from user reviews can take many forms; from the simple prediction

of a reviewer’s attitude towards a product and its features; to more complex tasks, like

the generation of abstractive summaries from multiple reviews that highlight popular

opinions in an easy to digest format. In its most practical instantiation, opinion analysis

primarily combines two components of opinionated expressions: the sentiment polar-

ity they convey and the product aspects they target (Pang and Lee, 2008; Liu et al.,

2012). Up until now, we have extensively covered the former, while ignoring the latter.

Aspects are identifiable features or attributes of reviewed items that are specific to

a particular product domain. For example, image quality, sound quality, connectivity,

durability, price, and so on, are different aspects of televisions. Similarly, suction

power, manoeuvrability, noise level, accessories, price, etc., are aspects of vacuum

cleaners (notice that some aspects may be shared across domains, e.g., their price).

Multiple individual opinions form the overall attitude of a reviewer and often con-

vey diverging sentiment, as we saw in Chapter 3 (for examples, see Figure 3.4). It

is reasonable to think that opinions of opposing polarity within a single review are

likely to target different aspects; imagine a customer enjoying the suction power of a

vacuum, but getting upset about the lack of accessories. Even in reviews of mostly

uniform sentiment, a specific aspect (like the camera of a smartphone) may be very

important to some users, but irrelevant to others. Hence, methods that attempt to distill

useful opinions for easier consumption need to take aspect information into account.

Figure 5.1 shows an example of a television review, accompanied by an analysis

of the aspect expressions it contains. Comments about its image quality (e.g., “Such

great picture quality” ), sound (e.g., “It is not very full with good treble or bass” ),

price (e.g., “A good value priced tv too” ), and so on, are categorized accordingly, and

aspect-denoting words are highlighted. Aspect detection systems may try to extract

individual words or phrases (like those highlighted in boldface), or whole segments.

The methods presented in this chapter attempt the latter, as we use clauses as our unit

of extraction.

In accordance with the overarching theme of the thesis, we explore the extraction

and categorization of aspect expressions based on weakly supervised learning methods.

We use an unsupervised neural topic model, the Aspect-Based Autoencoder (ABAE;

He et al., 2017), as a point of departure and explore the different ways in which domain

knowledge may be injected into its architecture. ABAE discovers topics (i.e., potential
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Television Review Rating: 4/5

Overall a good TV! Such great picture quality. The colors are perfectly crisp. The sound

is the only issue. It is not very full with good treble or bass. However, once you connect

it to a sound system all is well. A good value priced tv too.

Image: Such great picture quality.

The colors are perfectly crisp.

Sound: The sound is the only issue.

It is not very full with good treble or bass.

However, once you connect it to a sound system all is well.

Connectivity: However, once you connect it to a sound system all is well.

Price: A good value priced tv too.

General: Overall a good TV!

Figure 5.1: Example of aspect-based analysis of a television review. Review segments

are grouped under aspect categories (e.g., Image, Sound, Connectivity) and aspect-

denoting words are shown in boldface.

aspects) in review text without any supervision. However, as with most topic-modeling

approaches, it requires post-hoc interpretation of the obtained results that usually in-

volves a human expert.

Instead of relying on a human-provided mapping between discovered topics and as-

pects, we guide the aspect extraction model towards aspects of interest during training.

In particular, our Multi-Seed Aspect Extractor (MATE) takes advantage of two sources

of weak supervision. Firstly, seed words, i.e., aspect-signaling terms used to initialize

the model’s aspect descriptors. Secondly, multi-tasking, with a product domain classi-

fication objective used to exploit the correlations between aspect- and domain-denoting

terms.

5.2 Related Work

The identification of aspects and the expressions that discuss them, has been researched

extensively as a stand-alone task (Titov and McDonald, 2008b; He et al., 2017), and

as part of aspect-based sentiment analysis (Mei et al., 2007; Mukherjee and Liu, 2012;



76 Chapter 5. Aspect Extraction with Minimal Supervision

Lazaridou et al., 2013) or opinion summarization systems (Hu and Liu, 2004; Titov

and McDonald, 2008a; Lu et al., 2009).

The task can be formulated in many ways depending on the granularity of extracted

units (i.e., words, phrases, or whole expressions), the assumptions made regarding the

aspects themselves (i.e., whether they are known beforehand ), and the amount of su-

pervision used (i.e., the extent to which aspect-annotated data is available). Early

work on aspect detection focused mainly on the extraction of aspect-denoting terms

or phrases, without addressing their grouping into coarse-grained categories. When

couched as an unsupervised task, solutions usually involve a combination of associa-

tion rule mining, syntactic analysis and sentiment lexicons (Hu and Liu, 2004; Popescu

and Etzioni, 2005; Ku et al., 2006; Blair-Goldensohn et al., 2008; Qiu et al., 2011; Liu

et al., 2012). In their seminal opinion summarization work, Hu and Liu (2004) used

association rule mining to identify adjective-noun pairs (e.g., “great sound” ) that fre-

quently appeared in proximity. This line of work has been subsequently extended

and improved. Popescu and Etzioni (2005) used a wider array of syntactic rules and

Point-wise Mutual Information (PMI) to extract a hierarchy of product aspects and the

opinions that discuss them. Qiu et al. (2011) investigated the relations of sentiment

words and aspects using bootstrapping. Liu et al. (2012) formulated the task as a word

alignment problem, and applied a translation algorithm to mine associations between

sentiment and aspect words. A common theme among these methods is their focus on

extracting individual words or phrases. In contrast, we are interested in syntactically

coherent segments, namely clauses.

Several supervised techniques have also been proposed, where the task is viewed

as a sequence labeling problem. In this case, the training signal comes in the form of

word-level labels that indicate the beginning and end of aspect expressions. Earlier

efforts used Conditional Random Fields (CRFs) and sentence structure information to

extract aspect expressions from English (Li et al., 2010) and Chinese (Ma and Wan,

2010) reviews. Hidden-Markov Models have also been employed for the task (Jin and

Ho, 2009). As the use of deep learning became more widespread, sequence modeling

networks have dominated the literature. Liu et al. (2015) employed recurrent neural

networks, whereas Yin et al. (2016) used dependency-based embeddings as features in

a CRF. Wang et al. (2016) combined a recursive neural network with CRFs to jointly

model aspect and sentiment terms. Again, sequence labeling methods have mostly fo-

cused on phrase-level extraction, although they are applicable on the segment-level too,

if provided with appropriate training data. The need for large-scale human-annotated
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datasets is an obvious shortcoming, which we attempt to circumvent by injecting min-

imal domain knowledge in a model that requires no direct supervision.

While the supervised and unsupervised methods mentioned above only deal with

the detection of aspect expressions, much previous research has also tried to simul-

taneously detect expressions and group them based on the aspects they discuss. The

majority of such efforts are based on topic modeling. Traditional topic models which

operate on the document level, like pLSA (Hofmann, 1999) and LDA (Blei et al.,

2003), lack the ability to capture the highly convoluted mentions of aspects within re-

views. This shortcoming has been addressed by a variety of extensions that discover

global and local topics (Titov and McDonald, 2008b), identify key phrases from noisy

annotations (Branavan et al., 2008), jointly model aspect and sentiment words (Lazari-

dou et al., 2013), or use semi-supervised learning (Lu and Zhai, 2008; Mukherjee and

Liu, 2012). The work of Mukherjee and Liu (2012) is most relevant to ours, as they

propose the use of aspect-specific seed words to inject domain knowledge to their oth-

erwise unsupervised method, thus guiding the topic model towards meaningful aspects.

Neural networks have also infiltrated topic modeling approaches, as He et al. (2017)

proposed the Aspect-Based Autoencoder (ABAE) to discover fine-grained aspects with-

out supervision. Their model learns continuous aspect representations in a word em-

bedding space and, at the same time, an aspect classifier that predicts the most likely

category for each input segment. Their experiments showed significant improvements

over LDA-style approaches. However, their method, like most topic models, requires a

mapping from discovered aspects to actual ones. ABAE forms the basis of our aspect

extractor and is presented in detail in Section 5.4.

5.3 Preliminaries

In this section, we provide a formal definition of review data with a focus on aspect

detection and categorization, to familiarize the reader with the concepts mentioned in

the remainder of the chapter. Then, we define and contrast two formulations of the

detection task, aspect discovery and aspect extraction.

5.3.1 Definitions

Let C denote a corpus of reviews from a domain dC , e.g., televisions or keyboards. The

corpus contains a set of reviews RC = {ri}|RC |
i=1 expressing customer opinions. Each
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Figure 5.2: The task of Aspect Discovery. Reviews from a particular domain form the

input to the system and the number of topics to be discovered is a parameter. The

system learns a description for each topic (e.g., distribution over words) and groups

review segments accordingly. Then, a human expert maps the discovered topics to

actual product aspects.

review r is split into segments (s1, . . . ,sm), where each segment s j is in turn viewed as

a sequence of words (w j1, . . . ,w jn). A segment can be a sentence, a phrase, or in our

case an Elementary Discourse Unit (EDU; Mann and Thompson 1988) obtained from

a Rhetorical Structure Theory (RST) parser (Feng and Hirst, 2012). EDUs roughly

correspond to clauses and have been shown to facilitate performance in summarization

(Li et al., 2016), document-level sentiment analysis (Bhatia et al., 2015), and single-

document opinion extraction, as indicated by our findings in Chapter 4.

A segment may discuss zero or more aspects, i.e., different product attributes. We

use AC = {ai}K
i=1 to refer to the aspects pertaining to domain dC . For example, picture

quality, sound quality, and connectivity are all aspects of televisions. By convention, a

general aspect is assigned to segments that do not discuss any specific aspects. We use

As ⊆ AC to denote the set of aspects mentioned in segment s.

5.3.2 Aspect Detection Tasks

The nature and applicability of methods relating to aspect detection and categorization

varies with the assumptions we make about aspects AC . Most methods assume no prior

knowledge about the aspects themselves, while a few (Mukherjee and Liu, 2012) try

to directly guide aspect extraction towards specific aspects of interest. We differentiate

between the two formulations below.

Aspect Discovery In a purely unsupervised scenario, an aspect detection method

has no preconceptions about the aspects that are discussed in a dataset of reviews.
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Figure 5.3: The task of Aspect Extraction. Reviews from a particular domain and con-

cise descriptions of the aspects of interest (e.g., aspect seed words provided by an

expert) are the system’s input. The system may expand the aspect descriptions to a

wider set of words and groups review segment accordingly. There is no requirement for

post-hoc interpretation of aspects.

Therefore, a corpus C is the only input to the system and the number of topics to be

discovered is a parameter. After training, a human expert will usually observe the in-

duced topics and map them to actual aspects. This allows for the evaluation of the

system against labeled data and facilitates downstream applications like aspect-based

opinion summarization. An illustration of the discovery task is provided in Figure 5.2.

A dataset of television reviews is used as input to discover four topics. The induced

topic descriptions are shown as word lists, each of which is paired with a few matching

segments. During post-hoc analysis, two of the topics are mapped to the image quality

aspect, while the remaining two are mapped to sound quality and connectivity, respec-

tively.

Aspect Extraction When employing an aspect detection system, it is reasonable to

assume that the user has some idea of the important aspects that pertain to the products

of interest. In some cases, there may even be specific aspects that one wants to target.

As a means of addressing specific user needs, Mukherjee and Liu (2012) first formu-

lated aspect detection as a weakly supervised task, where prior knowledge about the

aspects of interest is injected into the model and guides its training. In such a setting,

the model’s internal description of topics (e.g., word probabilities) may be initialized

to reflect the user’s prior assumptions. Having that as a starting point, an aspect ex-
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traction method will use the input review dataset to expand its understanding of the

aspects in question, and group the relevant review segments accordingly. This is dif-

ferent from the unsupervised discovery case in the sense that no new aspects can be

discovered over and above what has been postulated initially. An abstraction of the

process is shown in Figure 5.3, where keywords for three aspects of the televisions

domain are used to guide the extraction system towards a meaningful grouping of seg-

ments.

We believe that aspect extraction provides a more realistic formulation for the

grouping of user opinions based on their aspects. In practice, neither aspect discovery

nor aspect extraction is truly unsupervised, as they both require human intervention at

different stages of operation. By injecting prior knowledge, an aspect extraction model

may identify relevant opinions in a more targeted manner.

In the following section, we present the aspect discovery model developed by He

et al. (2017), before moving on to our own Multi-Seed Aspect Extractor in Section 5.5.

5.4 Aspect-Based Autoencoder

The Aspect-Based Autoencoder (ABAE; He et al. 2017) is an adaptation of the Re-

lationship Modeling Network (Iyyer et al., 2016), originally designed to identify at-

tributes of fictional book characters and their relationships. The model, illustrated in

Figure 5.4, learns a segment-level aspect predictor without supervision by attempt-

ing to reconstruct the input segment’s encoding as a linear combination of aspect

embeddings. ABAE starts by pairing each word w with a pre-trained word embed-

ding vw ∈ Rd , thus constructing a word embedding dictionary L ∈ RV×d , where V

is the size of the vocabulary. The model also keeps an aspect embedding dictionary

A ∈ RK×d (shown as a multi-coloured [4× 2] matrix in Figure 5.4), where K is the

number of aspects to be identified and i-th row ai ∈ Rd is a point in the word embed-

ding space. Matrix A is initialized using the centroids from a k-means clustering on the

vocabulary’s word embeddings. The model is, thus, agnostic about the specific aspects

expected to be found in reviews.

The autoencoder, first produces a vector vs for review segment s = (w1, . . . ,wn)

using an attention encoder that learns to attend to aspect words. A segment encoding
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Figure 5.4: The Aspect-Based Autoencoder (ABAE). An attention encoder is used to

obtain a segment representation, which is then reconstructed as the weighted sum

of aspect embeddings. The process gradually learns an aspect predictor and aspect

representations.

is computed as the weighted average of word vectors:

vs =
n

∑
i=1

civwi (5.1)

ci =
exp(ui)

∑
n
j=1 exp(u j)

(5.2)

ui = vTwi
·M ·v′s , (5.3)

where ci is the i-th word’s attention weight, v′s is a simple average of the segment’s

word embeddings and attention matrix M ∈ Rd×d is learned during training.

Vector vs is fed into a softmax classifier to predict a probability distribution over K

aspects:

pasp
s = softmax(Wvs +b) , (5.4)

where W ∈ RK×d and b ∈ RK are the classifier’s weight and bias parameters. Distri-

bution pasp
s is shown as a colour-coded bar chart in Figure 5.4. The segment’s vector is

then reconstructed as the weighted sum of aspect embeddings:

rs = ATpasp
s . (5.5)
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The model is trained by minimizing a reconstruction loss Jr(θ) that uses randomly

sampled segments n1,n2, . . . ,nkn as negative examples:2

Jr(θ) = ∑
s∈C

kn

∑
i=1

max(0,1− rsvs + rsvni) (5.6)

ABAE is essentially a neural aspect discovery model; it discovers topics which will

hopefully map to aspects, without any preconceptions about the aspects themselves, a

feature shared with most previous LDA-style approaches (Titov and McDonald, 2008a;

He et al., 2017; Mukherjee and Liu, 2012). A many-to-one mapping between discov-

ered topics and genuine aspects which is performed manually, as described previously.

5.5 Multi-Seed Aspect Extractor

Aspect discovery is advantageous since it assumes nothing more than a set of relevant

reviews for a product and may discover unusual and interesting aspects (e.g., whether a

plasma television has protective packaging). However, it suffers from the fact that the

identified aspects are fine-grained, they have to be interpreted post-hoc, and manually

mapped to coarse-grained ones.

We present a weakly supervised model for aspect extraction which follows the

work of Mukherjee and Liu (2012) and requires little human involvement. For every

aspect ai ∈ AC , we assume there exists a small set of seed words {sw j}l
j=1 which are

good descriptors of ai. We can think of these seeds as query terms that someone would

use to search for segments discussing ai. They can be set manually by a domain expert

or selected using a small number of aspect-annotated reviews (see Section 5.5.1). Fig-

ure 5.5 (top) depicts four television aspects (image, sound, connectivity and price) and

three of their seeds in word embedding space. MATE replaces ABAE’s aspect dictio-

nary with multiple seed matrices {A1,A2, . . . ,AK}. Every matrix Ai ∈ Rl×d , contains

one row per seed word and holds the seeds’ word embeddings, as illustrated by the set

of [3×2] matrices in Figure 5.5.

MATE still needs to produce an aspect matrix A ∈ RK×d , in order to reconstruct

the input segment’s embedding. We accomplish this by reducing each seed matrix to a

single aspect embedding with the help of seed weight vectors zi ∈ Rl (∑ j zi j = 1), and

2ABAE also uses a uniqueness regularization objective to discourage the discovery of aspects that are
too similar to each other. The term is not shown here and not used in our Multi-Seed Aspect Extractor.



5.5. Multi-Seed Aspect Extractor 83

Figure 5.5: The Multi-Seed Aspect Extractor (MATE). Our model introduces seed words

that are used to construct informed aspect representations. Aspect predictions corre-

spond to actual aspects, and no post-hoc human intervention is required.

concatenating the results into an aspect matrix ([4×2] matrix in Figure 5.5):

ai = AT
i zi (5.7)

A = [aT1 ; . . . ;aTK] . (5.8)

The segment is reconstructed as in Equation (5.5). Weight vectors zi can be uniform,

fixed to specific values, or set dynamically for each input segment, based on the simi-

larity of its encoding to each seed embedding. We describe these variants below.

Uniform Seed Weights In the simplest case, seed weights are set uniformly. This is

equivalent to setting aspect embedding ai to be the centroid of ai’s seed embeddings,

and assumes that all seed words are equally representative of the particular aspect.

Fixed Seed Weights An obvious generalization of the uniform case arises if we set

the seed weights to specific values. For example, if we expect the word “sound” to be

twice as important as the words “speaker” and “bass” with regards to the aspect sound
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Aspect Top Terms

Image picture color quality black bright

Sound sound speaker quality bass loud

Connectivity hdmi port computer input component

Price price value money worth paid

Apps & Interface netflix user file hulu apps

Ease of Use easy remote setup user menu

Customer Service paid support service week replace

Size & Look size big bigger difference screen

General tv bought hdtv happy problem

Table 5.1: Highest ranked words for television aspects from a review corpus according

to our seed selection Equation (5.10).

quality, we may set their weights to 0.5, 0.25 and 0.25 respectively.

Dynamic Seed Weights We can also obtain segment-specific seed weight vectors

that reflect the contents of each input segment and, hopefully, facilitate the reconstruc-

tion of its encoding. To achieve this, we use dynamic weights computed for every input

segment s individually, based on its encoding’s softmax-normalized cosine similarity

with seed word embedding ai j:

zi j =
ecos(vs,ai j)

∑ j ecos(vs,ai j)
. (5.9)

5.5.1 Data-driven Seed Selection

When a small number of aspect-annotated reviews are available, seeds and their seed

weights can be selected automatically. To obtain a ranked list of terms that are most

characteristic for each aspect, we use a variant of the clarity scoring function which

was first introduced in information retrieval (Cronen-Townsend et al., 2002). Clarity

measures how much more likely it is to observe word w in the subset of segments that

discuss aspect a, compared to the corpus as a whole:

scorea(w) = ta(w) log2
ta(w)
t(w)

, (5.10)

where ta(w) and t(w) are the l1-normalized tf-idf scores of w in the segments annotated

with aspect a and in all annotated segments, respectively. Higher scores indicate higher

term importance and truncating the ranked list of terms gives a fixed set of seed words,
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as well as their seed weights by normalizing the scores to add up to one. Table 5.1

shows the highest ranked terms obtained for every aspect in the televisions domain of

our corpus (see Section 5.6 for a detailed description of our aspect data).

5.5.2 Multi-Task Objective

MATE and ABAE rely on the attention encoder to identify and attend to each seg-

ment’s aspect-signalling words. The reconstruction objective only provides a weak

training signal, so we devise a multi-task extension to enhance the encoder’s effective-

ness without additional annotations.

We assume that aspect-relevant words not only provide a better basis for the model’s

aspect-based reconstruction, but are also good indicators of the product’s domain. For

example, the words colors and crisp, in the segment “The colors are perfectly crisp”

should be sufficient to infer that the segment comes from a television review, whereas

the words keys and type in the segment “The keys feel great to type on” are more rep-

resentative of the keyboard domain. Additionally, both word pairs are characteristic of

specific aspects, namely image quality and comfort, respectively.

Let Call = C1 ∪ C2 ∪ . . . denote the union of multiple review corpora, where C1

is considered in-domain and the rest are considered out-of-domain. We use ds ∈
{dC1 ,dC2, . . .} to denote the true domain of segment s and define a classifier that uses

the vectors from our segment encoder as inputs:

pdom
s = softmax(WC vs +bC ) , (5.11)

where pdom
s = 〈p(dC1), p(dC2), . . .〉 is a probability distribution over product domains for

segment s and WC and bC are the classifier’s weight and bias parameters. We use the

negative log likelihood of the domain prediction as the objective function, combined

with the reconstruction loss of Equation (5.6) to obtain a multi-task objective:

JMT(θ) = Jr(θ)−λ ∑
s∈Call

log p(ds) , (5.12)

where λ controls the influence of the classification loss. Note that the negative log-

likelihood is summed over all segments in Call, whereas Jr(θ) is only summed over

the in-domain segments s ∈ C1. It is important not to use the out-of-domain segments

for segment reconstruction, as they will confuse the aspect extractor due to the aspect

mismatch between different domains.
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5.6 Aspect Extraction Evaluation Data

We created a new dataset for the evaluation of aspect detection models, which is built

upon our OPOSUM corpus. We used the six Amazon product domains, namely Laptop

Bags, Bluetooth Headsets, Boots, Keyboards, Televisions, and Vacuums. Each do-

main’s full collection, shown in the top section of Figure 5.2, will be used for training.

To evaluate our methods and facilitate research, we produced a human-annotated

subset of the corpus. For each domain, we uniformly sampled (across ratings) 10

different products with 10 reviews each, amounting to a total of 600 reviews, to be

used only for development (300) and testing (300). We obtained EDU-level aspect

annotations as described below. Statistics about the number of products, reviews, and

segments are provided in the corresponding section of Table 5.2.

For every domain, we pre-selected nine representative aspects, including the gen-

eral aspect. Using crowd-sourcing platform Figure Eight, we presented the EDU-

segmented reviews to three annotators and asked them to select the aspects discussed

in each segment. Multiple aspects per segment were allowed. Final labels were ob-

tained using a majority vote among annotators, meaning that if at least two annotators

marked a segment with a particular aspect, it was added to the segment’s aspect set.

The full instructions for the annotation are provided in Appendix A.2. Inter-annotator

agreement across domains and annotated segments using Cohen’s Kappa coefficient

was K = 0.61 (N = 8,175, k = 3). Table 5.3 shows the aspects we use in each domain

and the number of segments that discuss each one.

5.7 Experiments

We now move on to our experiments, where we compare the original ABAE model

against different variants of MATE. We discuss implementation details and present

experimental results on our newly created aspect-annotated corpus. We do not compare

against non-neural topic models, as He et al. (2017) showed significant improvements

with ABAE against such methods.

5.7.1 Implementation Details

Reviews were lemmatized and stop words were removed. We initialized the models’

word embedding dictionary using 200-dimensional word embeddings trained on each

product domain using skip-gram (Mikolov et al., 2013) with default parameters. We
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The OPOSUM Corpus

TRAINING DATA

Yelp IMDb L. Bags Bluet/th Boots Keyb/s TVs Vac/s

Products – – 2040 1471 4723 983 1894 1184

Reviews 335K 348K 43K 80K 78K 34K 57K 68K
Sent./Rev 8.9 14.0 5.9 7.5 5.5 7.5 10.7 9.0
EDUs/Rev 19.1 37.4 14.1 18.3 12.7 18.5 26.0 22.0
Words/Rev 128.3 279.2 98.1 122.5 82.6 127.0 180.4 146.6

Classes 5 10 5 5 5 5 5 5

SEGMENT POLARITY EVALUATION DATA

Yelp IMDb L. Bags Bluet/th Boots Keyb/s TVs Vac/s

Reviews 100 100 25 25 25 25 25 25

Sentences 1065 1029 162 159 138 161 173 163

EDUs 2100 2398 365 317 301 344 334 357

ASPECT EXTRACTION EVALUATION DATA

Yelp IMDb L. Bags Bluet/th Boots Keyb/s TVs Vac/s

Products – – 10 10 10 10 10 10

Reviews – – 100 100 100 100 100 100

EDUs – – 1262 1344 1198 1396 1483 1492

DOMAINS PER TASK

Yelp IMDb L. Bags Bluet/th Boots Keyb/s TVs Vac/s

Sentim. Classification X X

Polarity Ranking X X X X X X X X

1-Doc Opinion Extr. X X

Aspect Extraction X X X X X X

Table 5.2: The OPOSUM corpus, showing training and evaluation set statistics, as well

as the domains used for the various tasks of this thesis. For aspect extraction, we use

all 6 Amazon domains, and annotated 100 reviews from 10 products per domain.
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Laptop Bags # EDUs

General 608

Size/Fit 196

Quality 170

Looks 100

Compartments 69

Handles 65

Protection 51

Price 48

Customer Serv. 24

B/T Headsets # EDUs

General 669

Sound 209

Comfort 175

Ease of use 93

Connectivity 81

Durability 65

Battery 58

Price 39

Look 14

Boots # EDUs

General 566

Comfort 234

Size 129

Look 94

Materials 87

Durability 69

Weather Resist. 59

Price 26

Color 25

Keyboards # EDUs

General 773

Feel/Comfort 140

Layout 124

Build Quality 118

Extra function. 79

Connectivity 74

Price 54

Noise 47

Looks 36

Televisions # EDUs

General 803

Image 187

Sound 162

Connectivity 106

Customer Serv. 77

Ease of use 75

Price 63

Apps/Interface 48

Size/Look 45

Vacuums # EDUs

General 803

Accessories 192

Ease of use 165

Suction Power 135

Build Quality 98

Noise 61

Weight 49

Customer Serv. 46

Price 32

Table 5.3: Aspects and their segment frequency in OPOSUM’s aspect-annotated data.
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used 30 seed words per aspect (unless stated otherwise), obtained via Equation (5.10).

Word embeddings L and seed matrices {Ai}K
i=1 were fixed throughout training. We

used the Adam optimizer (Kingma and Ba, 2014) with learning rate 10−4 and mini-

batch size 50, and trained for 10 epochs. We used 20 negative examples per input for

the reconstruction loss and, when used, the multi-tasking coefficient λ was set to 10.

Seed words and hyperparameters were selected on the development set and we report

results on the test set, averaged over five runs.

5.7.2 Evaluation Metrics

Aspect extraction is essentially a multi-label classification task and, for that reason, it

is common practice to evaluate system performance using Micro-F1, i.e., the average

of per-class F1 scores, weighted by the class size.

For completeness, we also evaluated our aspect extraction system using two stan-

dard clustering measures, Purity and Entropy, which quantify the quality of the induced

clusters. An aspect cluster cli contains all segments whose predicted aspect category

is the same, according to a system. Purity measures the extent to which a cluster cli
contains segments primarily from one true aspect category a j, and is summed over all

K induced clusters:

purity =
1
K ∑

j
max

i
|cli∩a j| , (5.13)

where |cli ∩ a j| is the count of segments in cluster cli that belong to true aspect a j.

Larger purity values indicate better performance. The entropy measure considers how

the true aspects are distributed within each predicted cluster of segments. The entropy

of a clustering is computed as:

entropy =−∑
i

|cli|
N ∑

j

|cli∩a j|
|cli|

log2
|cli∩a j|
|cli|

, (5.14)

where N is the total number of segments, and |cli| and |a j| are the sizes of the i-th

predicted cluster and j-th true aspect, respectively. Smaller values of entropy indicate

better performance.

5.7.3 Results

We trained aspect models on the unlabeled review collections and evaluated their pre-

dictions against the aspect-annotated test set the OPOSUM corpus (both shown in Ta-
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ble 5.2). We compare three variants of MATE model (with uniform, fixed, and dynamic

seed weights) and their multi-task counterparts (MT) against a majority baseline, and

ABAE. We used nine aspects for all models. Table 5.4 (top) reports the results us-

ing micro-averaged F1. All our model variants significantly outperform ABAE across

domains (approximate randomization test, p < 0.01; Noreen 1989). MATEuni im-

proves upon the unsupervised model, affirming that informed aspect initialization can

facilitate the task. The richer representation of MATE f ix, however, helps our model

achieve a 3.2% increase in F1. Further improvements are gained by the multi-task ver-

sion of the model, which boosts performance by 2.7%. Interestingly, using dynamic

seed weights did not improve performance, resulting in worse F1 scores than the fixed

weights variant. We suspect that the softmax-normalized cosine similarities of Equa-

tion (5.9) will produce unreliable seed weights in cases were the input segment is not

relevant to an aspect, and thus result in less stable training.

When considering the clustering metrics, results are less consistent. Still, all MATE

variants perform significantly better than ABAE. Using fixed seed weights still appears

to be the best choice, although multi-tasking does not always improve the quality of

aspect clusters.

We also investigated how sensitive our models are with respect to important hyper-

parameters, namely, the number of seed words used and the multi-task coefficient λ.

Figure 5.6 shows the performance of four variants of MATE for different seed counts,

computed on the human-annotated test instances. We used a variant with uniform seed

weights (MATEuni) and three variants with fixed weights that have λ set to 0 (no multi-

tasking), 1 and 10, respectively.

The results indicate that using larger numbers of seeds is preferable, as all model

variants achieve peak performance when using more than 10 seeds, with the highest

average performance achieved with 30 seeds. Additionally, when using multi-tasking,

giving more weight (λ = 10) to the domain classification objective is advantageous.

Finally, Figure 5.7, shows how the performance of the fixed (MATE) and dynamic

(MATEdyn) variants compares for different numbers of seed words. The graphs indi-

cate that dynamic weights result in inferior performance across cases.

5.8 Summary

In this chapter, we described a weakly supervised framework for the extraction and

categorization of aspect expressions in reviews. We presented an overview of previous
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(Micro-F1) L. Bags B/T Boots Keyb/s TVs Vac/s AVG

Majority 37.9 39.8 37.1 43.2 41.7 41.6 40.2

ABAE 38.1 37.6 35.2 38.6 39.5 38.1 37.9

MATEuni 41.6 48.5 41.2 41.3 45.7 40.6 43.2

MATE f ix 46.2 52.2 45.6 43.5 48.8 42.3 46.4

MATEdyn 45.4 51.5 44.1 41.7 46.5 42.5 45.3

MATE f ix+MT 48.6 54.5 46.4 45.3 51.8 47.7 49.1

MATEdyn+MT 48.4 53.1 44.1 44.9 53.2 46.8 48.4

(Purity) L. Bags B/T Boots Keyb/s TVs Vac/s AVG

Majority 45.7 47.7 43.9 53.5 51.3 50.8 48.8

ABAE 48.0 48.5 44.3 54.1 51.5 51.0 49.6

MATEuni 53.4 61.1 52.5 56.9 58.6 53.2 56.0

MATE f ix 56.4 63.0 54.5 56.5 60.6 54.7 57.6

MATEdyn 54.4 61.2 52.4 57.2 57.5 55.0 56.3

MATE+MT f ix 56.5 63.1 52.6 55.0 60.9 54.9 57.2

MATE+MTdyn 55.0 63.0 52.3 57.2 61.6 55.7 57.5

(Entropy) L. Bags B/T Boots Keyb/s TVs Vac/s AVG

Majority 78.1 75.6 78.6 73.4 74.9 74.3 75.8

ABAE 72.3 70.8 75.4 70.0 72.3 72.0 71.2

MATEuni 54.5 52.8 58.5 55.2 52.8 57.0 55.1

MATE f ix 52.4 50.6 57.0 54.2 50.8 56.3 53.6

MATEdyn 55.7 54.1 60.7 56.5 55.3 56.6 56.5

MATE+MT f ix 52.2 50.2 58.7 56.0 50.7 55.5 53.9

MATE+MTdyn 54.6 50.9 60.2 56.2 50.8 55.9 54.7

Table 5.4: Experimental results for the identification of aspect segments on OPOSUM’s

aspect-annotated evaluation data, according to Micro-F1, Purity, and Entropy (per do-

main and on average).
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Figure 5.6: The effect of hyperparameters (number of seeds, multi-tasking coefficient)

for different variants of MATE.
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variants of MATE.
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work on this task, and highlighted two particular formulations; aspect discovery, a task

similar to topic modeling, where no prior assumptions about potential aspects are made

and the discovered topics are mapped to aspects post-hoc; and aspect extraction, where

domain knowledge is injected into the model and guides the aspect detection process.

With that in mind, we first described the Aspect-Based Autoencoder (He et al.,

2017), a neural topic model which has been recently applied with great success to the

task of aspect discovery. We then presented a number of extensions and arrived at our

Multi-Seed Aspect Extractor, or MATE, that uses two sources of weak supervision: (i)

aspect seed words, which are key terms that are characteristic of particular aspects, and

(ii) a multi-tasking objective, that takes advantage of the correlations between aspect-

and domain-denoting words. We evaluated our models on a new aspect extraction cor-

pus. MATE delivered significant improvements over the original model, and showed

consistent patterns of performance across hyperparameter settings.

This chapter concludes the presentation of the weakly supervised neural models

of this thesis. Our methodology and experimental evaluation, presented in Chapters 4

and 5, supports the hypothesis that freely available review data and minimal domain

knowledge are sufficient to train neural networks which detect fine-grained sentiment

and aspects. In the following chapter, we combine our sentiment and aspect detectors,

and arrive at a unified framework for the extractive summarization of user opinions

from multiple reviews, that requires no direct supervision.





Chapter 6

Extractive Opinion Summarization

In the final chapter of this thesis, we look into the extraction of opinion summaries for

a given entity under review. In contrast with the opinion extraction method of Chapter

4, which only utilized polarity scores to detect opinions in single reviews, this chapter

presents a multi-review summarizer that uses two sources of information: sentiment

and aspects. In particular, we put to the test our weakly supervised sentiment and

aspect detection models and propose a unified extraction framework to identify salient

opinions and construct useful summaries. While the majority of related literature has

focused on producing structured summaries, which aggregate the attitude of multiple

users on particular product aspects, our formulation produces purely textual summaries

that highlight aspect-specific comments, while avoiding redundant opinions.

Our summarization framework is based on opinion ranking and brings together

sentiment and aspect predictions obtained by our MILNET and MATE models, re-

spectively. We first describe how sentiment polarity or aspect distinctions may be used

on their own to rank opinions, and point out why this can lead to the extraction of

uninformative comments. We argue that their combination is more likely to promote

salient opinions, which we then filter using a greedy algorithm to avoid redundancy.

We further extend our OPOSUM corpus to include EDU-level opinion salience

labels and human-curated gold-standard summaries, covering 60 products from six

Amazon domains. Automatic evaluation shows that the combination of polarity and

aspect information significantly improves the detection of salient opinions. Addition-

ally, when compared with common summarization systems, our method produces ex-

tractive summaries that overlap more with gold-standard ones. The effectiveness of

our summarizer is further validated by a large-scale user study, where our system was

preferred by human judges according to multiple criteria.

95
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Figure 6.1: Aspect-based opinion summarization. Opinions on image quality, sound

quality, connectivity, and price of an LCD television are extracted from a set of reviews.

Their polarities are then used to group them into positive and negative, while neutral or

redundant comments are discarded.

6.1 Introduction

Opinion summarization, i.e., the aggregation of user opinions as expressed in online

reviews, blogs, internet forums, or social media, has drawn much attention in recent

years due to its potential for various information access applications. For example,

consumers have to wade through many product reviews in order to make an informed

decision. The ability to summarize these reviews succinctly would allow customers to

efficiently absorb large amounts of opinionated text, and manufacturers to keep track

of what customers think about their products (Liu, 2012).

The majority of work on opinion summarization is entity-centric, aiming to cre-

ate summaries from text collections that are relevant to a particular entity of interest,

e.g., product, person, company, and so on. A popular decomposition of the problem

involves three subtasks (Hu and Liu, 2004, 2006): (1) aspect extraction which aims to

find specific features pertaining to the entity of interest (e.g., battery life, sound quality,

ease of use) and identify expressions that discuss them; (2) sentiment prediction which

determines the sentiment orientation (positive or negative) on the aspects found in the

first step, and (3) summary generation which presents the identified opinions to the

user (see Figure 6.1 for an illustration of the task).

As covered in detail in Chapters 4 and 5, numerous techniques have been proposed

for sentiment and aspect detection in user reviews. Various lexicon and rule-based

methods (Hu and Liu, 2004; Ku et al., 2006; Blair-Goldensohn et al., 2008) have been

adopted for fine-grained sentiment prediction together with a few learning approaches

(Lu et al., 2009; Pappas and Popescu-Belis, 2017). For aspects, approaches may in-

volve part of speech tagging (Hu and Liu, 2004), syntactic parsing (Lu et al., 2009),

clustering (Mei et al., 2007; Titov and McDonald, 2008b), association rule mining (Ku
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et al., 2006), and information extraction (Popescu and Etzioni, 2005). As for the sum-

maries, a common format involves a list of aspects and the number of positive and

negative opinions for each (Hu and Liu, 2004). While this format gives an overall idea

of people’s opinion, reading the actual text might be necessary to gain a better under-

standing of specific details. Textual summaries are created following mostly extractive

methods (but see Ganesan et al. 2010 for an abstractive approach), and various formats

ranging from lists of words (Popescu and Etzioni, 2005), to phrases (Lu et al., 2009),

and sentences (Mei et al., 2007; Blair-Goldensohn et al., 2008; Lerman et al., 2009;

Wang and Ling, 2016).

This chapter present a unified framework for opinion extraction from product re-

views. We follow the standard architecture for aspect-based summarization, while

taking advantage of the success of neural network models in learning continuous fea-

tures without recourse to preprocessing tools or linguistic annotations. Central to our

summarization system is the ability to accurately identify salient, aspect-specific opin-

ions using neural networks (namely, MILNET and MATE) trained on freely available

product reviews, using weak supervision signals only, and no gold-standard salience

labels or summaries for training. Our system outputs extractive summaries using a

greedy algorithm to minimize redundancy.

We expect segments that discuss specific product aspects to be better candidates for

useful summaries. We hypothesize that general comments mostly describe customers’

overall experience, which can also be inferred by their rating, whereas aspect-related

comments provide specific reasons for their overall opinion. We also assume that

segments conveying highly positive or negative sentiment are more likely to present

informative opinions compared to neutral ones, a claim supported by our experiments

in Chapter 4. This chapter presents empirical evidence that support these hypotheses.

Our contributions are three-fold: a novel neural framework for the identification

and extraction of salient customer opinions that combines aspect and sentiment infor-

mation and does not require unrealistic amounts of supervision; the introduction of an

opinion summarization evaluation corpus which consists of Amazon reviews from six

product domains, and includes development and test sets with gold standard salience

labels and multi-document extractive summaries; a large-scale user study on the quality

of the final summaries paired with automatic evaluations. Our approach outperforms

strong baselines in terms of similarity to gold standard summaries. Human evalua-

tion further shows that our summaries are preferred over comparison systems across

multiple criteria.
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Entity: Digital Camera

Aspect: General

Positive: 105 <Review sentences>

Negative: 12 <Review sentences>

Aspect: Picture Quality

Positive: 95 <Review sentences>

Negative: 10 <Review sentences>

Aspect: Battery Life

Positive: 50 <Review sentences>

Negative: 9 <Review sentences>

Figure 6.2: A structured aspect-based opin-

ion summary of a Digital Camera (Liu et al.,

2005).

Entity: Holiday Inn, London

Aspect: Food

The food was excellent, good and

delicious. Very good selection of

food.

Entity: Bestwestern Inn, California

Aspect: Free Amenities

Free wine reception in evening.

Free coffee and biscotti and wine.

Figure 6.3: Two abstractive aspect-

based opinion summaries of hotels

(Ganesan et al., 2010).

6.2 Related Work

Previous work on sentiment analysis and aspect extraction has been covered in Chap-

ters 4 and 5. Here, we focus on the summarization literature, and present selected work

from both the opinion mining and generic summarization domains.

6.2.1 Opinion Summarization

The prevalent format for summarizing opinions from a set of reviews involves a list

of aspects and a quantitative aggregate of the positive and negative opinions about the

entity under review, like the example summary of Figure 6.2 (Hu and Liu, 2004; Liu

et al., 2005). The underlying techniques need to identify aspect expressions and detect

their sentiment, similarly to our methods, but the system’s output differs vastly from

our extractive opinion summaries. This non-textual summarization style is useful for

large-scale opinion analysis, as it provides a very efficient overview of people’s attitude

towards a product or a service. However, reading through salient opinions is important

for users who want to identify specific advantages or shortcomings and inform their

decisions accordingly.

Beineke et al. (2004) were the first to explore the extraction of textual opinion sum-

maries from reviews. They used data from the movie review website Rotten Toma-

toes1, that contained full user reviews paired with single-sentence summaries in the

1http://www.rottentomatoes.com
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form of verbatim quotations selected by editors of the website. They experimented

with a variety of hand-crafted features, which they used to fit Naive Bayes and Logistic

Regression models for summary extraction. Carenini et al. (2006) adapted MEAD, a

generic multi-document summarizer (Radev et al., 2000), to the task of opinion extrac-

tion and compared it against a generation-based abstractive summarizer with mixed

results. Ku et al. (2006) proposed an opinion extraction algorithm for news stories

and blog posts that identified opinion words, sentences and documents in a bottom-up

fashion using retrieval techniques, and predicted their sentiment orientation.

More recently, abstractive opinion summarization has also been explored. The

Opinosis summarizer (Ganesan et al., 2010) uses a word graph data structure to rep-

resent a set of reviews, and looks for paths that indicate highly redundant text, which

may map to popular opinions. Opinosis involves no sentiment or aspect detection

mechanism, takes aspect-specific comments as input, and produces concise abstractive

summaries, like the ones shown in Figure 6.3. We compare their model to our system

in Section 6.6.3. Gerani et al. (2014) introduced an abstractive summarization pipeline

that utilized reviews’ discourse structure. They proposed an aspect-based adaptation of

RST trees (Mann and Thompson, 1988), and a method that aggregated multiple trees

into a opinion-representing graph. A template-based language generation component

produced the final summaries. To the best of our knowledge, the work of Wang and

Ling (2016) is the only example of a neural-based system that tackles multi-document

opinion summarization directly. They introduce an encoder-decoder model that re-

quires direct supervision via gold-standard summaries for training, in contrast to our

weakly supervised formulation. Once trained, their model was used to produce ab-

stractive summaries from movie reviews.

6.2.2 Multi-Document Summarization

The problem of generic multi-document summarization is commonly approached as a

sentence extraction task, and is decomposed into two phases. Firstly, sentence rank-

ing deals with the detection of salient sentences using hand-crafted features such as

word frequency (Nenkova and Vanderwende, 2005), tf-idf scores (Goldstein and Car-

bonell, 1998), or segment position and length (Radev et al., 2004). Secondly, sentence

selection, where a small subset of representative candidate sentences are chosen so

that redundancy is minimized in the final summaries. Selection strategies include Inte-

ger Linear Programming (McDonald, 2007; Gillick and Favre, 2009), graph centrality
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measures (Erkan and Radev, 2004), and diversity-enforcing optimization (Goldstein

and Carbonell, 1998).

A few extractive neural models have been recently applied to generic multi-document

summarization. Cao et al. (2015) train a recursive neural network using a ranking ob-

jective to identify salient sentences, while follow-up work (Cao et al., 2017) employs

a multi-task objective to improve sentence extraction, an idea we used in our aspect

extractor. Yasunaga et al. (2017) propose a graph convolution network to represent

sentence relations and estimate sentence salience. Contrary to generic summarizers,

our summarization framework is tailored to the opinion extraction task, it identifies

aspect-specific and salient units, while minimizing the redundancy of the final sum-

mary with a greedy selection algorithm (Cao et al., 2015; Yasunaga et al., 2017).

6.3 Definitions

So far, we have focused on specific characteristics of opinionated text, namely their

sentiment polarity and aspects. This chapter presents a multi-review opinion extrac-

tion system and, for this reason, we provide a more comprehensive set of definitions,

together with a formal formulation of the task.

Let C denote a corpus of reviews on a set of products EC = {ei}|EC |
i=1 from a domain

dC , e.g., televisions or keyboards. For every product e, the corpus contains a set of

reviews Re = {ri}|Re|
i=1 expressing customers’ opinions. Each review ri is accompanied

by the author’s overall rating yi and is split into segments (s1, . . . ,sm), where each

segment s j is in turn viewed as a sequence of words (w j1, . . . ,w jn). We set segments

to be Elementary Discourse Units (EDUs; Mann and Thompson 1988) obtained from

a Rhetorical Structure Theory parser (Feng and Hirst, 2012).

A segment may discuss zero or more aspects, i.e., different product attributes. We

use AC = {ai}K
i=1 to refer to the aspects pertaining to domain dC . For example, picture

quality, sound quality, and connectivity are all aspects of televisions. By convention,

a general aspect is assigned to segments that do not discuss any specific aspects. Let

As ⊆ AC denote the set of aspects mentioned in segment s; pols ∈ [−1,+1] marks the

polarity a segment conveys, where−1 indicates maximally negative and +1 maximally

positive sentiment. An opinion is represented by tuple os = (s,As,pols), and Oe =

{os}s∈Re represents the set of all opinions expressed in Re. For each product e, our

goal is to produce a summary of the most salient opinions expressed in reviews Re, by

selecting a small subset Se ⊂ Oe.
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6.4 Opinion Summarization Framework

We move on to our opinion summarization framework which is based on our polar-

ity prediction model, MILNET, and our aspect extractor, MATE. MILNET is based

on Multiple Instance Learning, and learns to predict the sentiment of individual re-

view segments, using document-level labels only for training. MATE uses multiple

seed words to target specific aspects of interest, and learns to categorize segments ac-

cordingly without direct supervision. Our opinion extraction methodology requires no

further training and only uses the outputs of the two models to rank segments based on

their salience.

In the following sections, we first reiterate the information obtained from our po-

larity and aspect prediction models and provide empirical evidence, obtained from the

human-annotated portion of the OPOSUM corpus, that polarity and aspects can act as

good predictors for opinion salience (Sections 6.4.1 and 6.4.2). Based on these ob-

servations, we present three opinion ranking alternatives in Section 6.4.3; one based

on polarity only, one based on aspects, and our salience ranking method that com-

bines both sources of information. Finally, in Section 6.4.4, we describe a greedy

redundancy filtering mechanism as a final step towards producing concise opinion

summaries. Throughout these sections, we will refer to Figure 6.6 which provides

an illustration of these ideas for television review segments.

6.4.1 Opinion Polarity

MILNET, our weakly supervised sentiment prediction model, is trained on document-

level labels only, but learns a segment-level predictor using the principles of Multiple

Instance Learning. Once trained, the essential by-product of MILNET are segment-

level sentiment predictions pstm
s = 〈p(1)s , . . . , p(L)s 〉 for every input segment s, which

are transformed into polarities pols, by projecting them onto the [−1,+1] range us-

ing a uniformly spaced sentiment class weight vector (for a detailed description, see

Section 4.6).

Our expectation is that review segments conveying neutral sentiment (i.e., have

polarity scores near zero), are less likely to correspond to useful opinions. We set out

to empirically confirm this intuition, using OPOSUM’s segment-level salience labels,

which we gathered from human annotators as described in detail in Section 6.5. The

histogram of Figure 6.4 shows the number of salient and non-salient EDUs in our

evaluation data, grouped according to their gold-standard polarity scores. It is evident
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that near-neutral segments (i.e., those with polarity scores towards zero) are much

more likely to be considered non-salient by humans. In contrast, salient segments are

distributed more evenly, with a slight tendency towards the positive and negative ends

of the polarity spectrum. Our opinion ranking methodology, described in Section 6.4.3,

takes these observations into account.

The polarities of nine review segments are shown in the corresponding column

of Figure 6.6. Segments range from very positive (e.g., segments 1 and 8), to very

negative (e.g., segment 4), while an objective segment (segment 3: “It has 2 speakers” )

receives a polarity score very close to zero.

6.4.2 Opinion Aspects

MATE is responsible for extracting segments that discuss particular product aspects.

After training, it produces an aspect prediction pasp
s = 〈p(a1)

s , . . . , p(aK)
s 〉 for every input

segment s, where {ai}K
i=1 are the aspects of a particular domain (see Sections 5.4 and

5.5 for details). A general aspect is also included in the aspect-set, and accounts for

general comments that do not discuss an identifiable product feature.

We hypothesize that non-general segments, i.e., those discussing specific product

aspects, will provide useful information concerning product attributes that influence

customer satisfaction. These aspect-specific segments should, therefore, be considered

more salient than general ones. We investigated this hypothesis using the gold-standard

aspect and salience labels of OPOSUM’s human-annotated reviews.2 Specifically, Fig-

ure 6.5 plots the proportion of EDUs that are general and non-general, across all 6

product domains in our corpus. In the case of salient segments (top), approximately

80% of EDUs are non-general. On the contrary, the majority of non-salient EDUs

(bottom) are general and should be excluded from opinion summaries.

The aspect column of Figure 6.6 presents aspect predictions for the nine example

segments. Aspect probabilities are illustrated as bar charts and, for presentation pur-

poses, we have simplified the television aspect-set to only include 4 categories: image

quality (segments 1 and 2), sound quality (segments 3–5), connectivity (segments 6

and 7) and general (segments 8 and 9).

For summarization purposes, we are interested in ranking opinions according to

their non-generality. The next section describes a technique that transforms aspect

probability vectors to real-valued scores, and facilitates opinion ranking.

2Again, see section 6.5 for details on our segment salience annotation.
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Figure 6.6: An illustration of three alternative sources for opinion detection. Polarity

scores (shown in the [−1,+1] scale) are good indicators of subjectivity, but may give

high scores to general opinions, which tend to be less informative (e.g., segments 8

and 9). Aspect information (shown as probability bar charts) helps identify and discard

general comments, but will also promote objective statements (e.g., segment 3). Our

salience score (Equation 6.3) combines both sources and alleviates their shortcomings.
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6.4.3 Opinion Ranking

Aspect predictions pasp
s = 〈p(a1)

s , . . . , p(aK)
s 〉 and polarities pols form the opinion set

Oe = {(s,As,pols)}s∈Re for every product e ∈ EC . Our goal is to summarize what re-

viewers are saying about a product, by selecting the most informative opinions from Oe.

As discussed in the previous sections, polarity and aspect information are important

indicators of opinion salience. On the one hand, polarity scores of higher magnitude

(very positive or very negative) are more likely to correspond to highly opinionated

expressions. On the other hand, a segment that is predicted with high probability to be

non-general, is expected to offer constructive criticism or support for specific aspects

of the reviewed item. With these observations in mind, we propose three opinion rank-

ing approaches below:

Polarity-based Ranking: In this case, we rank opinions in Oe according to their ab-

solute polarity score:

scorep(os) = |pols| . (6.1)

This will promote highly subjective opinions, regardless of their sentiment orien-

tation. Using Figure 6.6 as an example, we observe that segments 1 and 4 (“The color

and definition are excellent” and “You can barely hear it” ) would receive the highest

scores, but so would segment 8 (“Loved everything about it!” ) which doesn’t offer any

reasons for the reviewer’s satisfaction.

Aspect-based Ranking: When considering aspect information, our objective is to

promote segments that are very likely to comment on specific product aspects. We

achieve this via the probability difference of the most probable aspect, and the general

aspect:

scorea(os) = max
i

p(ai)
s − p(GEN)

s . (6.2)

Preliminary experiments showed that this formula successfully downgrades gen-

eral segments and produces superior results compared to simply using the probability

of the predicted aspect. If correctly identified, general comments like those expressed

in segments 8 and 9 of Figure 6.6 (“Loved everything about it” and “I expected more

from this brand” ) will receive a score of zero. Segments that are very likely to discuss

specific aspects will be scored highly even if they do not communicate an opinion, like

segment 3 (“It has 2 speakers” ).



6.5. Opinion Summarization Evaluation Data 105

Salience Ranking: As a means of combining the advantages of polarity and aspect

information, we rank every opinion in Oe according to its salience:

scoresal(os) = |pols| · (max
i

p(ai)
s − p(GEN)

s ) , (6.3)

The salience score will be high for opinions that are very positive or very negative and

are also likely to discuss a non-general aspect, as seen in Figure 6.6.

6.4.4 Opinion Selection

The final step towards producing summaries is to discard potentially redundant opin-

ions, something that is not taken into account by our ranking methods. Highly ranked

segments will hopefully provide useful information, but could still contain paraphrases

of the same opinions.

We follow previous work on multi-document summarization (Cao et al., 2015; Ya-

sunaga et al., 2017) and use a greedy algorithm to eliminate redundancy. We start with

the highest ranked opinion, and keep adding segments to the final summary one by one,

unless the cosine similarity between the candidate segment and any segment already

included in the summary is lower than 0.5.

6.5 Opinion Summarization Evaluation Data

We created an evaluation dataset for multi-document opinion summarization models,

which further enriches our OPOSUM corpus. It contains the same EDU-segmented

Amazon reviews used for aspect extraction, originating from our six product domains

of choice: Laptop Bags, Bluetooth Headsets, Boots, Keyboards, Televisions, and Vac-

uums. Table 6.1 presents detailed statistics for the full OPOSUM corpus.

As mentioned in the previous chapter, for each domain, we uniformly sampled

(across ratings) 10 different products with 10 reviews each, amounting to a total of

600 reviews, to be used only for development (300) and testing (300). We obtained

EDU-level salience labels and gold standard opinion summaries for the 60 products in

our data using a two-stage procedure, described below. The full instructions for the

annotation are provided in Appendices A.3 and A.4.

First, all reviews for a product were shown to three annotators. Each annotator read

the reviews one-by-one and selected the subset of segments they thought best captured

the most important and useful comments, without taking redundancy into account.
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The OPOSUM Corpus

TRAINING DATA

Yelp IMDb L. Bags Bluet/th Boots Keyb/s TVs Vac/s

Products – – 2040 1471 4723 983 1894 1184

Reviews 335K 348K 43K 80K 78K 34K 57K 68K
Sent./Rev 8.9 14.0 5.9 7.5 5.5 7.5 10.7 9.0
EDUs/Rev 19.1 37.4 14.1 18.3 12.7 18.5 26.0 22.0
Words/Rev 128.3 279.2 98.1 122.5 82.6 127.0 180.4 146.6

Classes 5 10 5 5 5 5 5 5

SEGMENT POLARITY EVALUATION DATA

Yelp IMDb L. Bags Bluet/th Boots Keyb/s TVs Vac/s

Reviews 100 100 25 25 25 25 25 25

Sentences 1065 1029 162 159 138 161 173 163

EDUs 2100 2398 365 317 301 344 334 357

ASPECT EXTRACTION EVALUATION DATA

Yelp IMDb L. Bags Bluet/th Boots Keyb/s TVs Vac/s

Products – – 10 10 10 10 10 10

Reviews – – 100 100 100 100 100 100

EDUs – – 1262 1344 1198 1396 1483 1492

MULTI-REVIEW OPINION EXTRACTION EVALUATION DATA

Yelp IMDb L. Bags Bluet/th Boots Keyb/s TVs Vac/s

Products – – 10 10 10 10 10 10

Reviews – – 100 100 100 100 100 100

EDUs – – 1262 1344 1198 1396 1483 1492
Ref. Summaries/Prod – – 3 3 3 3 3 3

DOMAINS PER TASK

Yelp IMDb L. Bags Bluet/th Boots Keyb/s TVs Vac/s

Sentim. Classification X X

Polarity Ranking X X X X X X X X

1-Doc Opinion Extr. X X

Aspect Extraction X X X X X X

Multi-Doc Op. Extr. X X X X X X

Table 6.1: The full OPOSUM corpus, showing training and evaluation set statistics, as

well as the domains used for the various tasks of this thesis. For multi-document opin-

ion extraction, we use all six Amazon domains, and obtained salience labels and final

extractive summaries for 10 products per domain, using the same reviews as in the

aspect extraction tasks.
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This phase produced binary salience labels against which we can judge the ability of a

system to identify important opinions. Using the Kappa coefficient, agreement among

annotators was K = 0.51 (N = 8,175, k = 3).3 In the second stage, annotators were

shown the salient segments they identified (for every product) and asked to create a

final extractive summary by choosing opinions based on their popularity, fluency and

clarity, while avoiding redundancy and staying under a budget of 100 words.

6.6 Experiments

In this section, we discuss implementation details and present our experimental setup

and results. We evaluate model performance on two subtasks: salient opinion retrieval,

and final summary extraction.

6.6.1 Implementation Details

Our opinion retrieval and summarization framework only requires the outputs of our

weakly supervised sentiment and aspect detection models. For sentiment, we use the

non-gated polarities of MILNET4 (see Chapter 4). For aspect extraction, we use three

variants of our MATE model (see Chapter 5); MATEuni, which uses uniform seed

word weights; MATE f ix, which uses fixed weights; and MATE f ix+MT, which adds

a multi-tasking objective. All models were trained using the default parameters de-

scribed in Section 4.7.2 (for MILNET) and Section 5.7.1 (for MATE).

6.6.2 Salient Opinion Retrieval

We are interested in our system’s ability to identify salient opinions in reviews. The

first phase of our opinion extraction annotation provides us with binary salience la-

bels, which we use as a gold standard to evaluate system opinion rankings. For every

product e, we score each segment s ∈ Re using: Equation (6.1) for polarity-based re-

trieval via MILNET; Equation (6.2) for MATE-based retrieval via MATE’s variants;

and Equation (6.3) for salience-based retrieval using their combination. We evaluate

3While this may seem moderate, Radev et al. (2003) show that inter-annotator agreement for extrac-
tive summarization is usually lower (K < 0.30).

4Gated polarities were advantageous for detecting opinions in single reviews. However, initial exper-
iments showed inconsistent results in the multi-document case, as attention weights are not comparable
across reviews.
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(MAP) L.Bags B/T Boots Keyb/s TVs Vac/s AVG

MILNET 21.8 19.8 17.0 14.1 14.3 14.6 16.9

MATEuni 19.9 27.5 13.8 19.0 16.8 16.1 18.8

MATE f ix 23.0 30.9 15.4 21.0 18.7 19.9 21.5

MATE f ix+MT 26.3 37.5 17.3 20.9 23.6 22.4 24.7

MILNET+MATEuni 27.1 33.5 19.3 22.4 19.0 20.8 23.7

MILNET+MATE f ix 28.2 36.0 21.7 24.0 20.8 23.5 25.7

MILNET+MATE f ix+MT 32.1 40.0 23.3 24.8 23.8 26.0 28.3

Human 51.7 53.0 36.6 38.2 33.0 37.1 41.6

(P@5) L.Bags B/T Boots Keyb/s TVs Vac/s AVG

MILNET 40.0 36.7 39.3 28.0 36.0 31.3 35.2

MATEuni 48.5 49.7 28.1 44.9 42.4 34.0 41.3

MATE f ix 57.1 50.7 31.9 43.1 44.7 44.0 45.2

MATE f ix+MT 60.8 66.7 33.6 44.9 48.0 43.9 49.6

MILNET+MATEuni 56.0 66.5 34.8 51.7 43.7 43.5 49.4

MILNET+MATE f ix 54.7 66.5 39.3 52.0 46.1 49.3 51.3

MILNET+MATE f ix+MT 69.2 74.7 40.4 56.4 52.8 53.1 57.8

Human 76.3 76.7 55.7 64.7 60.0 66.3 66.6

Table 6.2: Experimental results for the retrieval of salient segments on the multi-review

opinion extraction portion of OPOSUM. Results are presented according to Mean Aver-

age Precision (top) and Precision at the 5th retrieved segment (bottom), for six product

domains and overall (AVG). Human scores are provided as an upper bound on the

achievable performance on the corpus. They correspond to the MAP and P@5 scores

of each annotator’s gold-standard labels, judged against the two remaining ones, and

averaged across annotators.
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the obtained rankings via Mean Average Precision (MAP) and Precision at the 5th re-

trieved segment (P@5).5 We also computed human scores as an upper bound on the

achievable performance in this corpus. They correspond to the MAP and P@5 scores

of each annotator’s gold-standard labels, judged against the two remaining ones, and

averaged across annotators.

Results are shown in Table 6.2. The combined use of polarity and aspect informa-

tion improves the retrieval of salient opinions across domains, as all model variants

that use our salience formula of Equation (6.3) outperform the MILNET- and aspect-

only baselines. When comparing between aspect-based alternatives, we observe that

retrieval precision correlates with the quality of aspect extraction. In particular, rank-

ing using MILNET+MATE f ix+MT gives best results, with an average 2.6% increase

in MAP against MILNET+MATE f ix and 4.6% against MILNET+MATEuni. The trend

persists when polarities are ignored, but the quality of rankings is worse in this case.

6.6.3 Opinion Summaries

We now turn to the summarization task itself, where we compare our best performing

model (MILNET+MATE f ix+MT), with and without a redundancy filter (RD), against

the following methods: a baseline that selects segments randomly; a Lead baseline that

only selects the leading segments from each review; SumBasic, a generic frequency-

based extractive summarizer (Nenkova and Vanderwende, 2005); LexRank, a generic

graph-based extractive summarizer (Erkan and Radev, 2004); Opinosis, a graph-based

abstractive summarizer that is designed for opinion summarization (Ganesan et al.,

2010). All extractive methods operate on the EDU level with a 100-word budget. For

Opinosis, we tested an aspect-agnostic variant that takes every review segment for a

product as input, and a variant that uses the MATE f ix+MT groupings of segments to

produce and concatenate aspect-specific summaries.

To evaluate the systems, we used OPOSUM’s human-curated summaries as gold-

standard and ROUGE (Lin and Hovy, 2003), a set of metrics for the automatic evalu-

ation of summarization systems against multiple reference summaries. ROUGE vari-

ants measure the overlap between system and reference summaries for different sub-

sequence lengths. When more than one reference summaries are available, which is

the case for our experiments, individual ROUGE scores are computed per reference

summary and are subsequently averaged. We use the unigram (ROUGE-1), bigram

5A system’s salience ranking is individually compared against labels from each annotator and we
report the average.
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(ROUGE-1) L.Bags B/T Boots Keyb/s TVs Vac/s AVG

Random 34.5 36.6 37.7 34.1 32.0 35.6 35.1

Lead 36.9 33.3 39.9 35.8 35.2 31.6 35.5

SumBasic 37.1 34.4 34.9 31.6 30.9 35.3 34.0

LexRank 34.9 40.3 39.3 33.9 37.2 40.3 37.7

Opinosis 32.6 39.7 42.1 34.3 34.1 38.0 36.8

Opinosis+MATE f ix+MT 34.1 42.3 42.7 35.3 36.0 41.7 38.7

MILNET+MATE f ix+MT 44.0 47.1 43.5 40.9 38.5 47.3 43.5

MILNET+MATE f ix+MT+RD 44.7 47.8 43.9 41.7 38.6 47.6 44.1

Human 54.8 56.8 58.6 48.2 47.2 62.7 54.7

(ROUGE-2) L.Bags B/T Boots Keyb/s TVs Vac/s AVG

Random 10.4 13.0 13.3 10.4 09.5 11.4 11.3

Lead 15.5 12.3 19.1 17.6 15.6 11.3 15.2

SumBasic 14.3 12.2 11.3 08.2 10.3 10.6 11.2

LexRank 12.0 16.3 16.0 09.9 13.9 16.6 14.1

Opinosis 09.4 18.7 21.1 11.0 12.9 12.7 14.3

Opinosis+MATE f ix+MT 10.7 19.4 20.3 12.1 13.9 18.0 15.8

MILNET+MATE f ix+MT 23.0 26.1 21.1 19.1 15.9 25.0 21.7

MILNET+MATE f ix+MT+RD 23.3 25.7 21.3 19.7 15.6 25.2 21.8

Human 36.9 40.0 40.4 29.7 27.7 45.2 36.6

(ROUGE-L) L.Bags B/T Boots Keyb/s TVs Vac/s AVG

Random 33.8 35.7 36.9 33.4 31.2 34.9 34.3

Lead 36.2 32.5 39.4 35.1 34.6 30.8 34.8

SumBasic 35.8 33.5 33.2 30.0 29.4 33.6 32.6

LexRank 34.1 39.3 38.5 32.7 35.7 39.0 36.6

Opinosis 31.5 39.0 41.1 33.3 32.7 36.6 35.7

Opinosis+MATE f ix+MT 32.7 41.2 41.6 34.3 34.4 40.4 37.4

MILNET+MATE f ix+MT 43.2 46.6 42.6 40.0 37.5 46.8 42.8

MILNET+MATE f ix+MT+RD 44.0 47.2 42.9 40.8 37.6 47.2 43.3

Human 54.0 56.3 57.6 47.3 46.2 61.9 53.9

Table 6.3: Summarization results using OPOSUM’s gold-standard extractive summaries.

We use three variants of ROUGE (Lin and Hovy, 2003). Human scores are provided

as an upper bound on the achievable performance on the corpus. They correspond to

the ROUGE scores obtained by comparing the reference summaries of an annotator

against those of the two remaining ones, averaged across annotators.
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L.Bags B/T Boots Keyb/s TVs Vac/s AVG

Polarity

% positive 57.6 43.1 41.3 61.2 55.1 45.2 50.6

% negative 29.4 34.7 39.8 23.3 32.5 40.8 33.4

% neutral 13.0 22.2 18.9 15.5 12.4 14.0 16.0

avg(|pols|) 0.68 0.72 0.59 0.73 0.65 0.65 0.67

Aspects

% general 12.6 18.9 18.7 21.0 19.6 22.3 18.9

% non-general 87.4 81.1 81.3 79.0 80.4 77.7 81.1

Disagreement

P(opposite pol.|same asp.) 0.13 0.20 0.22 0.18 0.27 0.25 0.21

Table 6.4: Quantitative analysis on the content of the summaries generated by our best-

performing summarizer (MILNET+MATE f ix+MT+RD). Polarity: We provide (a) the per-

centage of positive (gold pols > 0.33), negative (gold pols <−0.33), and neutral (other-

wise) segments; (b) the average gold-standard polarity score of the segments included

in the generated summaries. Aspects: We provide the percentage of general and non-

general segments included in the generated summaries, according to gold-standard

aspect labels. Disagreement: We provide the empirical probability that two summary

segments discussing the same aspect, will have opposite polarity (i.e., one positive and

one negative). This is computed by considering the gold-standard polarities of all pairs

of segments that discuss the same aspect in a single summary.

(ROUGE-2) and longest common subsequence (ROUGE-L) F1-style measures. Again,

human scores are provided as an upper bound on the achievable performance, and cor-

respond to the ROUGE obtained by comparing the reference summaries of an annota-

tor against those of the two remaining ones, averaged across annotators.

Table 6.3 presents the results for each domain and on average. Our best-performing

model (MILNET+MATE f ix+MT) significantly outperforms all comparison systems

(p < 0.05; paired bootstrap resampling; Koehn 2004), whilst using a redundancy filter

slightly improves performance. Assisting Opinosis with aspect predictions is benefi-

cial, however, it remains significantly inferior to our model for every domain.

Additionally, we computed a series of statistics on the summaries generated by

our best performing system, using the gold-standard polarity and aspect labels of seg-

ments. Table 6.4 summarizes our findings. With respect to the segments’ polarities,
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we observe that our summarizer does a good job of including mostly positive and

negative segments (50.6% and 33.4% of all summary segments, respectively), while

disregarding neutral ones (16.0%). This is also reflected by the average absolute gold-

standard polarity score of summary segments (0.67). The higher prevalence of positive

segments, is likely related to the dataset’s bias towards positive review labels (see Fig-

ure 3.10), which may in turn influence MILNET’s predictions. In terms of aspects,

out system does a good job of discarding general comments, as 81.1% of extracted

segments discuss specific product attributes.

However, one issue which is not explicitly addressed in our methodology is the

existence of disagreeing opinions, i.e., opinions included in a summary which discuss

the same aspect, with opposing sentiment. The final row of Table 6.4 shows the like-

lihood that our summarizer will include a pair of disagreeing opinions in a summary.

Approximately 1 out of 5 pairs of summary segments pertaining to the same aspect

will not agree in terms of sentiment. This should be considered when presenting the

summaries to users.

We also performed a large-scale user study. For every product in the OPOSUM

test set, participants were asked to compare summaries produced by: a (randomly se-

lected) human annotator, our best performing model (MILNET+MATE f ix+MT+RD),

Opinosis, and the Lead baseline. The study was conducted on the Figure Eight plat-

form using Best-Worst Scaling (BWS; Louviere and Woodworth 1991; Louviere et al.

2015), a less labour-intensive alternative to paired comparisons that has been shown to

produce more reliable results than rating scales (Kiritchenko and Mohammad, 2017)

and was also used for annotating our sentiment polarity dataset, presented in Chapter 3.

We arranged every 4-tuple of competing summaries into four triplets. Every triplet was

shown to three crowdworkers, who were asked to decide which summary was best and

which one was worst according to four criteria: Informativeness (How much useful

information about the product does the summary provide?), Polarity (How well does

the summary highlight positive and negative opinions?), Coherence (How coherent

and easy to read is the summary?) Redundancy (How successfully does the summary

avoid redundant opinions?). The full instructions given to participants are provided in

Appendix B.2.

For every criterion, a system’s score is computed as the percentage of times it was

selected as best minus the percentage of times it was selected as worst (Orme, 2009).

The scores range from -100 (unanimously worst) to +100 (unanimously best) and are

shown in Table 6.5. Participants favored our model over comparison systems across
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Informativeness Polarity Coherence Redundancy

Gold 2.04 8.70 10.93 6.11

This work 9.26 3.15 1.11 2.96

Opinosis -12.78 -10.00 -9.08 -9.45

Lead 1.48 -1.85 -2.96 0.37

Table 6.5: Best-Worst Scaling human evaluation.

all criteria (all differences are statistically significant at p < 0.05 using post-hoc HD

Tukey tests). Human summaries are generally preferred over our model, however the

difference is significant only in terms of coherence (p < 0.05).

Finally, Figures 6.7 and 6.8 show example summaries for products from our tele-

visions and boots domains, respectively. The summaries are produced by one of our

annotators and by 3 comparison systems (LexRank, Opinosis and our best-performing

model MILNET+MATE f ix+MT+RD). The human summary is primarily focused on

aspect-relevant opinions, a characteristic that is also captured to a large extent by our

method. There is substantial overlap between extracted segments, although our re-

dundancy filter fails to identify a few highly similar opinions (e.g., those relating to the

picture quality in the television summary). The LexRank summary is inferior as it only

identifies a few useful opinions, and instead selects many general or non-opinionated

comments. Lastly, the abstractive summary of Opinosis does a good job of capturing

opinions about specific aspects but lacks in fluency, as it produces grammatical errors.

6.7 Summary

In this chapter, we presented a neural-based framework for textual opinion summa-

rization. Our method combined MATE, our seeded aspect extractor that is trained

under a multi-task objective without direct supervision, and MILNET, our multiple

instance learning sentiment predictor, to identify and extract useful opinions in re-

views. We evaluated our system on a newly created opinion summarization corpus on

two subtasks: salient opinion retrieval, and opinion summarization. Our approach de-

livered significant improvements over baselines in each of the subtasks, while a large-

scale judgement elicitation study showed that crowdworkers favor our summarizer over

competitive extractive and abstractive systems. The next chapter concludes this the-

sis by summarizing our main findings, and discusses how these relate to our thesis

hypotheses. We identify limitations of our work, and discuss avenues for future work.
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Product domain: Televisions

Product name: Sony BRAVIA 46-Inch HDTV

H
um

an

Plenty of ports and settings. Easy hookups to audio and satellite sources. The sound is

good and strong. This TV looks very good. and the price is even better. The on-screen

menu/options is quite nice. and the internet apps work as expected. The picture is clear

and sharp. which is TOO SLOW to stream HD video... The software and apps built

into this TV. are difficult to use and setup. Their service is handled off shore making.

communication a bit difficult. :(

L
ex

R
an

k

Get a Roku or Netflix box. I watch cable, Netflix, Hulu Plus, YouTube videos and

computer movie files on it. Sound is good much better. DO NOT BUY! this SONY

Bravia ‘ Smart ’ TV... and avoid the Sony apps at all costs. Because of these two issues,

I returned the Sony TV. Also you can change the display and sound settings on each port.

However, the streaming speed for netflix is just down right terrible. Most of the time I

just quit. Since I do not own the cable box, So, I have the cable.

O
pi

no
si

s

The picture and not bright at all even compared to my 6-year old sony lcd tv. It will

not work with an hdmi. Connection because of a conflict with comcast’s dhcp. Being

generous because I usuallly like the design and attention to detail of sony products). I

am very disappointed with this tv for two reasons: picture brightness and channel menu.

Numbers of options available in the on-line area of the tv are numerous and extremely

useful. Wow look at the color, look at the sharpness of the picture, amazing and the

amazing.

T
hi

sw
or

k

Plenty of ports and settings and have been extremely happy with it. The sound is good

and strong. The picture is beautiful. And the internet apps work as expected. And the

price is even better. Unbelieveable picture and the setup is so easy. Wow look at the

color, look at the sharpness of the picture. The Yahoo! widgets do not work. And avoid

the Sony apps at all costs. Communication a bit difficult. :(

Figure 6.7: Human and system summaries for a product in the Televisions domain.
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Product domain: Boots

Product name: Minnetonka Women’s Double Fringe Side Zip Boot

H
um

an

They are awesome looking. Well made and just something different to wear. The colour

is beautiful. the attention to detail is great! So well made so very comfortable! They do

not fit well, are horribly uncomfortable. and make a squeaky noise no matter what type

of floor you are walking on. The seam on the top of the foot sits too low and rubs against

the top of the foot. These were very narrow. They are too big even with heavy socks,

L
ex

R
an

k

I used to be a big fan of MInnetonka. They are too big even with heavy socks, but

sent them back because too big. and I do love them. I really love, Great buy - love

Minnetonka! these boots are very nice, well made, the bottom tread is cut to this narrow

width. They are a comfortable fit on width, but a little long in length. the sizing issue

doesn’t give me any problems. Tried multiple sizes and they all had the same seam issue.

even though they are too big though - but they are still too big,

O
pi

no
si

s

the top of the foot sits too low and rubs against the top of the foot. i didn’t want to send

back and wait more time to get them again. and make a squeaky noise no matter what

type of floor you are walking on. they are a comfortable fit on width and too big even

with heavy socks. a beautiful moccasin but a shame they didn’t seem true to size. and

rested some heavy books on top of them for a few days. the fringe was all crazy and

going in every which direction.

T
hi

sw
or

k

They are awesome looking. I’d recommend these any day. Love the style and taupe

color is perfect. I love wearing them with skinny jeans or with tights and a dress. the

attention to detail is great! So well made so very comfortable! I love the colour plum. as

other reviewers have pointed out : Narrow. They have stretched a little, but maybe get

a size or half size up. They do not fit well, are horribly uncomfortable. Not worth it to

me. but not good for an every day use. dont waste your money on these,

Figure 6.8: Human and system summaries for a product in the Boots domain.





Chapter 7

Conclusions and Future Work

7.1 Conclusions

The analysis and summarization of opinions expressed in online user reviews, has

become an important Natural Language Processing problem, with applications that

benefit customers and service providers alike. The proliferation of reviews on the

Web has increased the utility of systems that aggregate user attitudes and, at the same

time, provides incredibly rich data for the development of machine learning methods.

This thesis tackled the extraction of textual opinion summaries without recourse to

expensive annotations or gold-standard data. Central to our approach were two core

features of opinionated expression: the aspects discussed and the sentiment polarity

conveyed towards them. Three main research questions motivated our work:

1. Can we utilize freely available information, e.g., in the form of user ratings and

product domain labels, to train weakly supervised neural networks that detect

fine-grained sentiment and aspects in reviews?

A significant portion of this thesis was devoted to gathering data and evaluating

novel methods with regards to this question. Our first contribution was the construc-

tion of a large-scale training and evaluation corpus, OPOSUM (shorthand for Opinion

Summarization). OPOSUM contains more than one million user reviews from eight

diverse domains. Every review is accompanied by its user rating, but comes with no

fine-grained sentiment or aspect annotations, which aligns with our overarching goal

of using no direct supervision for training our neural models. In order to evaluate our

methods, we set aside a few hundred reviews, and used human annotators to manually
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label them with sentiment and aspect distinctions. We obtained sentiment labels on the

sentence and clause level, and aspect labels on the clause level.

We took a first step towards understanding how sentiment is expressed in reviews

by analyzing the distribution of positive, neutral, and negative comments within them

and their constituent sentences. Our exploratory analysis, presented in Chapter 3,

showed that 45% of reviews contain opinions of mixed polarity. Moreover, we ob-

served that more than a third of multi-clause review sentences communicate mixed

opinions. These findings posed strong indication that (a) methods that attempt to de-

tect fine-grained sentiment must handle cases where mixed opinions coexist within a

single review, and (b) when the goal is to extract coherent opinions, methods need to

examine reviews at a subsentence granularity.

With this in mind, we presented our weakly supervised neural models for segment-

level sentiment prediction in Chapter 4. Our first model, HIERNET, is an attention-

based hierarchical network that composes segment vectors into a single review repre-

sentation, used to predict its overall sentiment. The model uses segments’ individual

attention weights to differentiate between opinions and neutral statements, in a pro-

cess called gating. Our second sentiment model, MILNET, overcomes HIERNET’s

inability to identify segments of opposing polarity by first predicting the sentiment of

individual segments, and then combining those prediction via attention-weighted aver-

aging. MILNET naturally produces independent segment predictions, which are again

fine-tuned via gating. Both models are trained on review-level labels only. Our exper-

iments showed that MILNET outperformed HIERNET on a series of sentiment detec-

tion tasks, and performed comparably well to a fully supervised and a state-of-the-art

lexicon-based model. This was a significant result and an indication that weak super-

vision can produce accurate sentiment predictors, without human annotations.

In Chapter 5, we set out to evaluate the weak supervision hypothesis on the problem

of aspect detection, which we formulated as a guided extraction task. We described

an autoencoder architecture (He et al., 2017), that was previously used for discovering

aspects, without any preconception about the product domain at hand. Using that as a

starting point, we presented our Multi-Seed Aspect Extractor, or MATE, which uses

aspect keywords to initialize descriptors of the targeted aspects, and is subsequently

trained without supervision. We also proposed a multi-tasking extension to improve

the model’s ability to identify aspect-signaling words. Experimental results showed

that our seeded aspect representations and our multi-tasking objective significantly

improved the autoencoder’s ability to detect and categorize aspect-specific opinions.
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2. Can we use sentiment and aspect predictions as evidence for identifying salient

opinions, and extracting textual summaries?

To answer this question, we first extended the human-annotated portion of our

OPOSUM dataset to include opinion salience labels and reference summaries for 60

products across six domains. Once again, the gold-standard data were only used for

testing our methods. We employed our sentiment predictor, MILNET, and our aspect

extractor, MATE, for the task of multi-review opinion summarization. In accordance

with previous work on structured opinion summarization, we hypothesized that aspect-

specific, positive or negative expressions are more likely to correspond to salient opin-

ions. We devised a formula for combining the two sources of information and obtained

salience scores for all review segments about a product. Salience rankings were used

to produce extractive opinion summaries, while a greedy redundancy filter ensured that

repeated opinions were discarded. Automatic evaluation against OPOSUM’s reference

summaries showed that our summarizer performed significantly better than common

summarization baselines. Furthermore, participants in a large-scale judgement elicita-

tion study preferred our summaries across multiple criteria.

3. Given the extractive nature of our summarizers, what should be the preferred

unit of extraction?

Chapter 4 presented a human evaluation study that, among others, focused on the

granularity of extracted segments. In particular, we compared single-review summaries

produced by our best performing system, using sentence- and clause-based extraction.

A significant majority of participants indicated that the clause-based summaries were

more informative and did a better job at highlighting positive and negative opinions.

However, clause-based summarization lacked in fluency, as it tends to produce more

terse and telegraphic text, which may seem unnatural or include segmentation errors.

7.2 Future Work

Possible directions of future work are many and varied. Below, we point out some

limitations of our methods and discuss how these may lead to new research.

Joint Modeling of Sentiment and Aspects In this thesis, we explored the syn-

ergy between sentiment and aspects for identifying salient opinions, but restricted our
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methodology to model each one independently. Previous work has hinted at the bene-

fits of jointly modeling both features of subjective text (Titov and McDonald, 2008a;

Brody and Elhadad, 2010; Zhao et al., 2010; Lazaridou et al., 2013; Diao et al., 2014).

However, researchers have only recently approached this idea in a neural setting, and

have done so using human-annotated data for training (Schmitt et al., 2018). Com-

bining findings of this thesis in support of weakly supervised neural networks with

the lessons learned from previous work on joint aspect and sentiment modeling may

lead to exciting new research avenues. One potential direction is to use aspect-specific

ratings that accompany many reviewing interfaces as a training signal to detect fine-

grained sentiment and aspect simultaneously. This may be formulated under a Multi-

ple Instance Learning framework, similarly to the non-neural approach of Pappas and

Popescu-Belis (2017). When not relying on aspect-specific ratings, a joint modeling

approach may still benefit from using shared representations for aspects and sentiment,

under a combination of weakly supervised (e.g., Multiple Instance Learning) and unsu-

pervised (e.g., autoencoder) objectives. Methods should aim to take advantage of the

synergy between aspect- and sentiment-signaling terms, as attempted previously by

non-neural approaches (Zhao et al., 2010; Brody and Elhadad, 2010; Lazaridou et al.,

2013).

Abstractive Opinion Summarization Neural language modeling and generation

has received significant attention, with applications that include machine translation

(Bahdanau et al., 2015; Sennrich et al., 2016), document summarization (Cheng and

Lapata, 2016; Narayan et al., 2018), data-to-text generation (Perez-Beltrachini and

Lapata, 2018) and sentence simplification (Zhang and Lapata, 2017). This thesis pre-

sented an extractive approach for the summarization of opinions but ignored the gener-

ation of abstractive summaries, an idea previously explored using graph-based (Gane-

san et al., 2010; Gerani et al., 2014) or fully supervised neural models (Wang and Ling,

2016). As with many extractive approaches, our methods may often produce incoher-

ent summaries which lack in fluency. This is more pronounced in the case of clause-

based extraction, as indicated by the human evaluation of Chapter 4. An abstractive

opinion summarizer, on the other hand, may use extracted salient opinions to produce

well formed summaries. One approach would be to use a template-based method,

similar to work by Gerani et al. (2014). More interestingly, learning-based methods

that do not rely on human-curated summaries for training may be used. A weakly

supervised abstractive summarizer needs to model opinion-style language generation
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through indirect means. For example, the abstraction procedure can be decomposed

into two phases. Firstly, aspect-specific, positive or negative opinions are identified

using a method similar to those described in this thesis. Then, a neural-based genera-

tion model may first encode the context of an salient opinion (e.g., the whole review),

and then try to generate the opinion itself, while conditioning on the context and its

specific aspect and polarity. Similar encoder-decoder architectures have been used for

language modeling and machine translation with great success (Cho et al., 2014).

Latent Document Structure Previous work on non-neural sentiment analysis (Bha-

tia et al., 2015) and summarization (Li et al., 2016) has indicated that document struc-

ture information, obtained from Rhetorical Structure Theory (Mann and Thompson,

1988) can improve performance. More recently, work by Liu and Lapata (2018)

showed that neural networks can uncover latent document structure in review text,

using a carefully crafted attention mechanism. Whether predicted explicitly using a

discourse parser, or induced as a latent hierarchy, document structure may help iden-

tify primary opinions (e.g., those with multiple dependant expressions), or produce

more fluent summaries (e.g., by favoring the extraction of coherent segment combina-

tions). Future work that overcomes the reliance on a discourse parser would be very

significant; RST parsing (Mann and Thompson, 1988; Feng and Hirst, 2012) is a com-

putational bottleneck of our methods, and a source of segmentation errors.

Additional Domains / Languages Although extensive, our evaluation throughout

this thesis focused on a handful of product or service domains, and only dealt with En-

glish reviews. Multilingual review corpora, like the newly-created Amazon Customer

Review Dataset1 which includes product reviews from hundreds of domains across

five languages, should inspire new research on this direction. Since discourse pars-

ing methods are available only for a handful of languages, methods that induce latent

structure, as discussed above, might be necessary.

1https://s3.amazonaws.com/amazon-reviews-pds/readme.html





Appendix A

Instructions for OPOSUM’s Annotation

A.1 Sentiment Polarity Annotation

We provide the sentiment polarity annotation instructions given to participants of the

Figure Eight crowd-sourcing effort described in Section 3.2.2.

I. General instructions:

• Attempt HITs only if you are a native speaker of English.

• We are happy to receive feedback and improve this job accordingly. We regu-

larly go over all contested and high miss % test questions and fix potential errors.

• Your responses are confidential. Any publications based on these responses will

not include your specific responses, but rather aggregate information from many

individuals. We will not ask any information that can be used to identify who

you are.

II. Sentiment Annotation Instructions

Reviews (e.g., for products, restaurants or movies) often contain sentences, phrases

and words associated with degrees of positive or negative sentiment. For example, the

phrase “Food was outstanding” conveys more positive sentiment than “We ate most of

it”. Similarly, the sentence “I won’t be going back there!” is more negative than “I’d

never seen this shop before”.
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The task:

In this task, you are given 4 sentences taken from different online reviews. Your job

is to compare the sentiment of the highlighted part of each sentence. In many cases,

the whole sentence will be highlighted. When just part of a sentence is highlighted,
the rest is only shown to provide context. You must only judge the sentiment of the

highlighted part. You can also select to view the full review, if you need to.

We ask you to answer 2 questions:

Q1. Which highlighted segment is the most positive?

Q2. Which highlighted segment is the most negative?

In some cases, sentiment is expressed explicitly: “we tried some excellent starters”,

“loved the decoration”, “this was the worst!”. In other cases, the sentiment is more

implicit: “When we questioned the high parking rate the attendant laughed at us.”

If no text segment conveys a positive sentiment, then the response to Q1 should be

the least negative choice. Similarly, if no negative segments exist, the response to Q2

should be the least positive choice.

Example question 1:

1. We complained about the wait and we got a half-hearted apology.
2. Take my advise, avoid them.

3. He said the hot dog was good, and fries were fine.
4. Each time seems to be better than the last.

Most positive segment: 4
Most negative segment: 1

3 is positive, but less so than 4.

2 is neutral, although the sentence as a whole is negative.
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Example question 2:

1. They bring you some olives to snack on as you wait for your food.
2. The prices are much more reasonable than other theaters.

3. I tried the broccoli cheese soup and it wasn’t great.

4. The hostess others seem to fear and loathe was very pleasant.

Most positive segment: 2
Most negative segment: 4

Under a different context, 1 could convey negative sentiment (wait is usually bad),

but in this case it does not.

3 is neutral, although the sentence as a whole is negative.

4 is negative, although the sentence as a whole is positive.

Important Notes:

• Provide an answer that most speakers of English would agree with.

• The answer to Q2 is always different from the answer to Q1.

• In rare cases, the ”Full Review” link might fail to work. Refreshing the page

should fix this.

• If you do not know the meaning of a word, please either skip the page or look up

the meaning in your favorite dictionary:

– http://www.merriam-webster.com/

– http://www.google.com/
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Interface Screenshot:
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A.2 Aspect Annotation

We provide the aspect annotation instructions given to participants of the Figure Eight

crowd-sourcing effort described in Section 5.6.

I. General instructions:

• Attempt HITs only if you are a native speaker of English.

• We are happy to receive feedback and improve this job accordingly. We regu-

larly go over all contested and high miss % test questions and fix potential errors.

• Your responses are confidential. Any publications based on these responses will

not include your specific responses, but rather aggregate information from many

individuals. We will not ask any information that can be used to identify who

you are.

II. Product Aspect Annotation in Customer Reviews

Product reviews contain comments about the overall experience of the author, as well

as opinions on particular aspects of the product/service. For example, the following

review snippets don’t discuss any particular product aspects:

[None] This was great!

[None] This was recommended to me by my personal trainer.

[None] I wasn’t impressed at all.

[None] I guess I’m stuck with this TV now.

In contrast, the following snippets comment on one or more specific aspects [shown in

brackets] of the corresponding products:

[Battery] The damn thing won’t charge.

[Price] I paid just under $25.00 for it.

[Image Quality + Accessories] The picture is a bit blurry and the remote control

won’t work.
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The task:

In this task, you are asked to annotate different parts of product reviews with their

corresponding aspects. On the top of each page, you can find the product name, the

product type, and a list of aspects (with descriptions) that are relevant to the particular

product type. Then, you are given 5 reviews for that product. Each review is shown as

a whole and also split into segments (sentences or phrases).

We ask you to select the aspects that are discussed in each segment, using the

provided checkboxes. All segments are assigned to ”None” by default. You should:

• Use checkbox “None” if a segment does not discuss an identifiable product as-

pect, or if none of the provided aspects is a good enough fit.

• Use one or multiple checkboxes (other than ”None”) for segments discussing

any of the provided aspects.

Important note: In many cases, a segment will discuss a particular aspect without

explicitly mentioning it. This happens often when a segment is part of a larger coherent

sequence (e.g. sentence). You should use the segment’s context (i.e. surrounding

segments) to help you select the appropriate aspects. For example, notice how the

following 3 segments of a bluetooth headset device should ideally be annotated:

[None] After having this headset for just over a year,

[Comfort] I can say it’s very light and hardly feels like

[Comfort] you ’re wearing it.

The 1st segment is not directly related to the aspect discussed, so it’s labeled as

”None”. The 2nd and 3rd segments convey the user’s opinion regarding how comfort-

able the headset is to wear. They are both annotated accordingly, even though the 3rd

segment on its own does not explicitly mention anything about the device’s comfort

level.
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Interface Screenshot:
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A.3 Opinion Extraction: Phase 1 (Salience Labels)

We provide the salient opinion extraction instructions given to participants of the Fig-

ure Eight crowd-sourcing effort described in Section 6.5.

I. General instructions:

• Attempt HITs only if you are a native speaker of English.

• We are happy to receive feedback and improve this job accordingly. We regu-

larly go over all contested and high miss % test questions and fix potential errors.

• Your responses are confidential. Any publications based on these responses will

not include your specific responses, but rather aggregate information from many

individuals. We will not ask any information that can be used to identify who

you are.

II. Summarizing Product Reviews

The purpose of this annotation task is to create short summaries of the most important

opinions expressed in a set of reviews for a product. In particular, we want to produce

a 100-word opinion summary for every product, by selecting the most representative,

informative and fluent segments found in 10 customer reviews. You will not be asked

to write your own summary – you will simply select segments found in the original

reviews.

Going directly from the 10 original reviews to a 100-word summary is a challeng-

ing task. For this reason, we have split the summarization task into 2 phases:

• Phase 1: Opinion extraction: the annotator selects the most important opinions

expressed in each review independently.

• Phase 2: Final Summaries: the annotator produces a final summary, by select-

ing the most appropriate segments from those extracted in Phase 1. Below, we

describe Phase 1. You need to finish Phase 1 to move on to Phase 2.

III. Phase 1: Opinion Extraction

For this task, you will be given 10 reviews for a particular product. For each re-

view, you should select the segments that you believe best capture the most important
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and useful comments of the reviewer. You should judge the contents of each review

independently – don’t worry if similar, identical or opposite opinions are selected in

multiple reviews (you will take care of this in Phase 2). There are no lower or upper

limits to the number of segments you select per review.

Judging whether a particular segment is worth selecting is, to some extent, subjec-

tive and you should select the segments that you would want to see in a summary of

opinions for the particular product. However, some basic rules should be taken into

account:

• Only select segments that express primary opinions of the reviewer and not

elaborations or further details about his experience. For example, in the follow-

ing review excerpt, only the segments marked with a [X] should be selected:

[X] These boots fit perfectly [primary opinion]

[X] and they are VERY comfortable. [primary opinion]

[ ] I can wear them all day at work [elaboration]

[ ] and my feet do not hurt at all. [elaboration]

• Comments which are not about the product itself should not be selected, as they

provide no useful information about the product under review. The following

review example illustrates such cases:

[ ] Was looking for a comfortable pair of shoes, [not about the product]

[ ] because I hate the fit in my old summer pair. [not about the product]

[X] These fit as expected and are so comfortable. [primary opinion]

• If a primary opinion of the reviewer spans more than one segment, select all

segments appropriately. In the following example, note how the 1st and 4th seg-

ments are not selected, because they don’t contribute to the expressed opinion.

Without them the opinion still makes sense and is syntactically correct.

[ ] That begin said [not part of the opinion]

[X] I love the way [primary opinion 1/2]

[X] these shoes feel on my feet, [primary opinion 2/2]

[ ] despite what other reviewers say. [secondary comment]
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Interface Screenshot:
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A.4 Opinion Extraction: Phase 2 (Final Summaries)

We provide the instructions given to participants of the Figure Eight crowd-sourcing

effort for the generation of reference extractive summaries, described in Section 6.5.

I. General instructions:

• Attempt HITs only if you are a native speaker of English.

• We are happy to receive feedback and improve this job accordingly. We regu-

larly go over all contested and high miss % test questions and fix potential errors.

• Your responses are confidential. Any publications based on these responses will

not include your specific responses, but rather aggregate information from many

individuals. We will not ask any information that can be used to identify who

you are.

II. Summarizing Product Reviews

The purpose of this annotation task is to create short summaries of the most important

opinions expressed in a set of reviews for a product. In particular, we want to produce

a 100-word opinion summary for every product, by selecting the most representative,

informative and fluent segments found in 10 customer reviews. You will not be asked

to write your own summary – you will simply select segments found in the original

reviews.

Going directly from the 10 original reviews to a 100-word summary is a challeng-

ing task. For this reason, we have split the summarization task into 2 phases:

• Phase 1: Opinion extraction: the annotator selects the most important opinions

expressed in each review independently.

• Phase 2: Final Summaries: the annotator produces a final summary, by select-

ing the most appropriate segments from those extracted in Phase 1. Below, we

describe Phase 1. You need to finish Phase 1 to move on to Phase 2.

III. Phase 2: Final Summaries

It is now time to create your final opinion summaries for each product. In this task, you

are provided with the set of opinions you extracted from all 10 reviews of a product in
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Phase 1. You are now asked to construct a summary of 100 words at most, by only

selecting a subset of these opinions, while grouping them into positive and negative

ones. Your summaries don’t necessarily need to be near 100-words long, but you

should make sure you cover all important opinions. Often, this is possible with much

fewer than 100 words.

Segments should be selected based on:

• Redundancy: Similar or identical opinions should not appear in the summary

more than once.

• Clarity: When deciding between similar opinions, pick the segments that state

an opinion in a clearer, more ’to the point’ way.

• Fluency: Also, when deciding between similar opinions, the more fluent seg-

ments should be selected.

• Popularity: When word count is an issue, discard the opinions that appear fewer

times.

• Polarity: Opinions should be appropriately split into positive and negative ones.

Opposite opinions (“These were cheap” / “Way too expensive for me”) should

appear in the summary even if they contradict each other.

Things that should not influence your selections are:

• Capitalization: It is fine for a segment to begin with a lowercase letter.

• Punctuation: It is fine for a segment to end without a punctuation symbol (.!?)

or to end in a comma or semicolon even if the rest of the sentence is not selected.
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Below, we provide an example that illustrates the above criteria. Positive selected

segments are marked with a [X], whereas negative selected segments are marked with

a [X].

(1) [ ] and are amazingly waterproof. [less fluent than (7)]

(2) [ ] They are perfect for being on your feet all day [less clear than (4)]

(3) [X] these shoes definately run small. [lowercase 1st letter is fine]

(4) [X] I liked these shoes for the fit and comfort, [comma at the end is fine]

(5) [X] Nice looking shoes too.

(6) [X] My pair was anything but waterproof. [opposite opinion to (7)]

(7) [X] they are waterproof!!

(8) [ ] A complete waste of money. [redundant due to (9)]

(9) [X] Definitely too expensive.

The above selection would result in the following summary (actual summaries will be

longer than this):

I liked these shoes for the fit and comfort.

Nice looking shoes too.

they are waterproof!!

these shoes definitely run small.

My pair was anything but waterproof.

Definitely too expensive.

Again, judging whether a particular segment is worth putting into the final sum-

mary is, to some extent, subjective. We provide you with a flexible interface that al-

lows you to view the summary as you build it and make changes to the selections you

have already made so that the final summary is as good as possible. The remaining

number of words is also shown at all times.
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Interface Screenshot:



Appendix B

Instructions for Human Evaluation of

Summarization Systems

B.1 Single-Review Summarization

We provide the human evaluation study instructions given to participants of our single-

review summarization system comparison. The study was performed on Amazon Me-

chanical Turk1, and was described in Section 4.7.3.3.

I. General instructions:

• Attempt HITs only if you are a native speaker of English.

• We are happy to receive feedback and improve this job accordingly. For com-

ments please contact <e-mail address>.

• Your responses are confidential. Any publications based on these responses will

not include your specific responses, but rather aggregate information from many

individuals. We will not ask any information that can be used to identify who

you are.

1https://www.mturk.com/
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II. Judging Review Summaries:

In this task, you are given an original review, taken from the Yelp website, and two
summaries produced by different automatic summarization systems. The summaries

use a bullet-style format to capture the most salient sentiment-carrying elements

of the original review. A summary may consist of any number of positive (blue) or

negative (red) bullets.

We ask you to carefully read the review and the two summaries and decide which

one best captures the sentiment of the original text. You will judge the summaries on

the following criteria:

Informativeness: Which summary best captures the salient points of the re-

view?

Polarity: Which summary best highlights the positive and negative

comments?

Coherence: Which summary is more coherent and easier to read?

Interface Screenshot:
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B.2 Multi-Review Summarization

We provide the human evaluation study instructions given to participants of our multi-

review summarization system comparison. The study was performed on Figure Eight2,

and was described in Section 6.6.3.

I. General instructions:

• Attempt HITs only if you are a native speaker of English.

• We are happy to receive feedback and improve this job accordingly. We regu-

larly go over all contested and high miss % test questions and fix potential errors.

• Your responses are confidential. Any publications based on these responses will

not include your specific responses, but rather aggregate information from many

individuals. We will not ask any information that can be used to identify who

you are.

II. Evaluating Opinion Summaries of Product Reviews

Your task it to read three short texts which have been produced by different automatic

summarization systems. The texts summarize the most important opinions expressed

in customer reviews for various products sold on Amazon. Please read the three sum-

maries carefully and judge how good each summary is according to the following

criteria:

Informativeness: How much useful information about the product does the

summary provide?

Polarity: How well does the summary highlight positive and negative

opinions?

Coherence: How coherent and easy to read is the summary?

No redundancy: Is the summary successful at avoiding redundant and re-

peated opinions?

For each of the criteria, you must select the summary you believe is the best and

the summary you believe is the worst, using the interface below.

2https://www.figure-eight.com/
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	cover sheet
	stefanos_angelidis_thesis_final_with_lay_summary_fixed

