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This thesis is concermed with various aspects of English anaphora
and a number of related phemomenas Roughly two thirds is devoted to
nominal anaphoras The remainder comgiders some of the ways in which
constituents other than NP's enter into anaphoric relations.

The discussion of nominal anaphora begins with a comsideration of
two quite widely accepted theories of pronouns and shows that they are
fundamentally inadequates Evidence is then presented for a 'mixed
theory?, which recognizes more than one kind of pronocuns The two main
kinds of pronoun that must be recognised are bound variables and
treferential pronouns'. The former are much like bound variables in
logice The latter are a kind of definite descriptions In their
snaphoriec use, they can be termed "promouns of lasiness', but their
anaphoriec use is not fundamentally different from their non-anaphoric
uses There is evidence that so~-called 'sententizl promoums' are
ordinary pronouns of laziness. It appears, however, that what are
w Yintensional pronouns' are a third kind of pronouns

The discussion of nonenominal anaphora emphasgizes the importance
of definite deseriptions im English anaphorae It is argued that so
(in its central use), such, them and there derive from expressions
involving definite descriptions. In its prosentential use, 8o appears
to be an idiomatic realization of & sentential promoun. Certain uses
of g0, that and which appear to be idiomatic realizations of and, and :
hence aal; pseudo-anaphorse. '

Three general conclusions are drawnms firstly that definite
descriptions are central to Bnglish anaphora, secondly that English
anaphors generally do not derive from copies of their antecedents,



sad thirdly thaty while NP's enter into smaphoric relatioms divectly,
adjectives and adverbs only do se indivectly through inferemcese These
conclusions may well apply wmiversally.
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CHAPTER 1
INTRODUCTORY REMARKS

lels Character and Scope

Anaphora has been studied quite extensively over the last ttﬁ
years, It is far from well understood, however. In fact, there
are a host of unresolved questions, This thesis ig an attempt to
contribute to the resolution of some of thems I will investigate
a number of aspects of English anaphora and related phenomena and -
develop a series of theoretical proposals, These proposals will be
based selely on English. 1 suspect, however, that some of them
will have & much wider applicability. Obviously, though, this will
only be determined by further research.

What, then, is anaphora? As a preliminary characterization,
we can say that two elements, A and B, are anaphorically related
if the interpretation of B depends in some way on A« B then is an
anaphor and A is its antecedent., On the basis of this characteriza-
tion, we can say that Brian and he are anaphorically related on ome
reading of (1).

(1) Brian says he is ill,
Similarly, in (2), we can say that Erica and herself are anaphorically
related.

(2) Erica cut herself.
A slightly different case is (3).

(3) Chris wants to play backgammon.
Here, we can say that Chris and the mull subject of play are
anaphorically related.

This characterization enables us to identify a wide range of

anaphoric relations. The following sentences, with the related



elements underlined, illustrate.

(4) George likeg curry, and that's true of Mary too.
(5) sam climbed the tree yesterday, and Jim did it today.
(6) Jim caught typhoid, and it happened to Ruth too.

(7) Mary thinks Callaghan is a martian, but 1 don't believe it.
(8) Carl has a large dog, and a small one.

(9) steve is anxious, and he's been so for some time.

(10) Joan is looking for a tall Italian, but she won't find
such an Italian here.

(11) Dick is delirious, and he's been like that for days.

(12) Eve was in France in April, and Steve was there in May.

(13) Ruth was here at six, but Jane wasn't here then.

(14) Does Brian like Joni Mitchell? I think so.

(15) Liz plays the violin, and Eve does go toos
I will have something to say about all these relations in the
following chapters.

There is one important class of anaphoric relations that I
will more or less ignore. This ie the class of anaphoric relations
that result from deletion processes like VP-deletion, gapping and
sluicing. These relations are illustrated in the following.

(16) Sam likes Buffy Sainte Marie, but Jim doesan't 4.
(17) Jim plays temnis, and Sam § cricket.

(18) Semeone attacked the Rector, but we don't know who g.
1 will consider VP-deletion only insofar as it provides evidence
about the nature of other amaphoric phenomena. 1 will not consider
gapping or sluicing at all.

The original impetus for this research was an intereet in the
ways in which elements other than NP's enter into anaphoric relations.
1 assumed that nominal anaphora was reasonably well understood.

it soon became clear to me that this was not the cases As & result
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over half of this thesis will be concerned with nominal anaphora.

This will be the most important part of the thesis, In the later

chapters, howevery 1 will develop some propesals esbout non=nominal
anaphoras 1 think these will also be of some importance,

1,2, Some Theoretical Preliminaries

Perhaps the maian problem facing anyone doing gremmatical
research is thst theve is no established paradigm pmid).ng a
framework within which problems can be formulated and solutions
evaluated. For a brief period in the mid sixties Aspects
provided such a paradigm. By 1968, however, Chomsky could write
that YAt present, the field is in considerable ferment, and it
will probably be some time before the dust begins to settle!
(Chomsky, 1968). Since then, the dust clouds have simply growm
bigger. The researcher is now faced with a variety of caiipcttas
theoretical perspectives. Most prominent, perhaps, are generative
gemantics and the extended standard theory, but there is also case
grammar, both Fillmore's version (Fillmore, 1968) and Anderson's
localist version (Andersen, 1971, 1977), and, in recemnt fuu.
Montague Grammar (Thomason, 1974, Partee, 1976) and relational
grammar (Jehnion. 1974, Cole and Sadocky 1977) have had a major
impact, These perspectives differ in a variety of ways. 1t ds
not always cleary; however, whether the differences are real or
merely notatienal. 1t is not at all easy, then, to emp&c and
evaluate them., Perhaps the dust will eventually settle. For the
moment, however, one has to find one's way through the dust clouds
as best one may.

Almost all the assumptions of the Aspects paradigm have been



challenged over the last ten years. Even Chomsky's view of grammars
as theories of linguistic competence has been called i.nt.oﬁuutiom
it is arguable that the competence-performance distinction was mever
very clear. Lakoff (1973a) suggests that three different versions
of the distinction are to be found in Aspects. It is psycholinguistic
findings, however, that have highlighted the problematic status of
the distinction. Some early studies suggested that rules of grammar
were employed directly in perceptual processes. At least since
Fodor and Garrett (1967), however, it has been clear that there is
no simple relation between rules of grammar and perceptual mechanisms.
Fodor, Bever, and Garrett (19751368) conclude that 'both the
theoretical and experimental arguments for a perceptual model in
which the grammar is concretely recognizable appear dubioust. If
the rules and structures that are taken to constitute linguistic
competence play no role in linguistic performance, what sort of
reality do they have? One view, advanced in Bever and Langendoen
(1971), is that they constitute a predictive competence, utilized
in predicting mew structures and distinct from the mechanisme of
speech perception and preduction. A more radical position is
developed in Lakoff and Thompson (1975a, b)es They suggest that
grammars are simply convenient fictions for representing certain
aspects of linguistic processing, and have no independent mental
reality. They claim that there is a close correspondence between
a version of velational correspondence grammars and the mechanisms
of perception and production. Clearly, this is a major departure
from the Aspects paradigme "
in vhat follows, I will ignore thig problem. I will assume



that linguistic competence in the sense of linguistic knowledge
accessible through the speaker?s intuitions is a legitimate object

of research. 1 will take a grammar to be a theory of linguistic
competence so undexrstood. I1f this position turns out to be untenable,
and something like Lakoff and Thompson's position proves correct,

my propesals will require some recasting. 1 don't lihiak. however,
that their basic validity will be affected. '

Another basic assumption of the Aspects paradign that is
challenged by Lakoff and Thompson (and others) is the assumption
that there is a distinction between acceptability nud granmaticality.
In contrast to Lakoff and Thompson,; writers like Bever and
Langendoen have exploited the distinction much more fully than
Chomsky ever did, (See Bever, Katz, and Langendoen, 1976.) They
argue that there are both gentences that are mecahubh but
grammatical and sentences that are acceptable but ungrammatical,
it seems to me that this distinction is quite well motivated. In
the following chapters, however, 1 will largely Mﬂ ite In
general, 1 will use the terms acceptable and grammatical intev~
changeably. I want to stress, however, that I do not reject the
distinction. :

What form, then, should grammars take? I will assume that a
grammar defines an infinite class of derivations, a derivation being
a finite sequence of phrase markers, Ppu.l’n. where ?1 ie a
logical structure, and P, surface structures 1 will generaslly
prefer the term underlying structure to logical structure. I want
to stress that initial phrase markers are not just '1631«1'.

They underlie surface structures; and facts about surface .aaructun

are relevant to determining their character. A logical structure



represents the basic meaning of a sentence. This must be dis-
tinguished from the propositions it expresses, if we understand
by this term the logical objects that are the bearers of truth
values. Consider here (1).

(1) I am hungry.

This ig unambiguous. Clearly, however, it can express._many
different propositions. There are, of course, sentences that
express the same propesition in all contexts. (2) is an obvious
example.

(2) Beavers build dams.

Many sentences, however, are like (1). Following Stalnaker (1970),
1 assume that it is part of & theory of pragmatics to characterize
the ways in which the propositions a sentence expresses depend on
contextual factors. 1 will touch on one aspect of this question in
Chapter 6. -

Pollowing Lakoff (1971), 1 assume that grammars invelve both
local and global derivational comstraintse. Local derivatiomal
constraints or transformations specify ways in which adjacent phrase
markers may differ. Global derivational constraints sfmcuy
conditions which certain non-adjacent phrase markers must meet.
Following, for example, R. Lakoff (1972), I assume that various
rules will involve contextual conditions. Moxe generally, 1 assume
that every derivation will be associated with a specification of
the contexts in which the sound-meaning correlation it characterizes
is possible. I will exploit this assumption in the later chapters.

One important assumption that I will make is that a simple
unambiguous sentence can have more than one underlying structure.
This assumption is particularly promiment im chapter 4., 1 unf. to

stress that it is not & new assumption. It is implicit, for



example, in any framework in which NP's can originate outside
the sentences in which they appear in surface structure. A well
known example is that of McCawley (1970a). For McCawley, Cicero
can originate either inside or outgide the complement in a
sentence like (3). '

(3) John believes that Cicero denounced Catilline,
Clearly, this corresponds to a real embiguity. In the first case,
the identification of the individual who denounced Catilline as
Cicero is John's, In the second case, it is the spesker's., Cicero
can 2lso originate either inside or outgide the complement in 2
sentence like (4).

(4) I believe that Cicero denounced Catilline.
Here, however, there is no ambiguity, The complement represents
the speaker?s asgessment of reality. Thusy Cicero has the same
status whether it originates inside or outside the ceupiulcnt.
it is clear, them, that the assumption that an unambiguous sentence
can have more than one underlying structure is not news

It is perhaps worth noting that an analogous lsnun@tian is
made in Montague grammar. In Montague grammary an unnu&tsuous
sentence can have more than one analysis trees The main reason
for this is that terms (i.e. NP's) can be introduced directly
or substituted for variables, (5); then, will have (6) and (7)
as analysis trees.

(5) John sings.



(6) John sings

Y

John sing
(7)  John sings

£ N

John e sings

/\

sing
Clearly, these do not correspond to distinct readings.

There are some further points that I must make about under«
lying structures, Firstly, 1 assume, with Langacker (1976), that
underlying structures are not universal. My discussion of 'ambient?
there and 'ambient! it in chapters 4 and 9 will provide evidence
for underlying structures that are less Ydeep? than those commonly
assumeds 1t is fairly clear that such structures cannot be
universal, Secondly, 1 assume that sentences cam have the same
underlying structure if they have the same truth conditionse 1
assume, however, that sentences with the same underlying structure
may differ in pragmatiz sagnificance. In chapter 4, 1 will suggest
that sentences like (8) and (9) can have the same underlying struce
ture, although they differ in pragmatic significance.

(8) An Italian Killed his wife.

(9) There was an Italian who killed his wife,

1 do not assume that sentences must have the same underlying
structures if they have the same truth conditions. A simple active~
passive pair like (10) and (11) have the same truth conditions.

(10) Morgoth killed Fingolfin.

(11) Fingolfin was killed by Morgoth.

1 assume;, however, that there are structures underlying (10) that

do not underlie (11) and vice-versa. 1t is possible, in fact, that



such sentences will have mo structures in common. 1 will discuss
this question in chapter 4, 1 also assume that underlying struce
tures contain abstract semantic elements, not lexical items. I
assume that lexical items are introduced fairly late, perhaps at
shallow structure, the output of the cycle. I will have little to
say about lexical ingertiom until the later chapters., For this
reason, 1 will generally ignore the normal practice of representing
semantic elements with capital letters. Finally, 1 assume that
underlying structures are ordered, and that the underlying ordex
of English is §VO,}

There are quite plausible alternmatives to some of the
assumptions I am making. It is quite possible, for example, that
underlying structures should be unordered and ordering introduced
fairly late, perhaps at shallow structure. If unordered underlying
structures wexre assumed, it might be possible to replace some of
the movement rules invoked in ¢hapters 11 and 12 by alternative
linearization vules. It is algo possible that derivations should
not consist of phrase markers. One alternative is that they should
congist of dependency structures (Hays, 1964, Robinson, 1970,
Anderson, 1971, 1977). Another is that they should consist eof
categorial structures {Lyomns, 1966, Lewis 1970, Cresswell, 1973).
A third possibility is that they should consist of relational
networkss Thisy, of course, is the position of relatiomal grammar.
Finally, it is possible that we should dispense with derivations
l. It is by no means certain that underlying structures are ordered.
1f they are, however, I.r.. seems clear that English must be SVO and
not V80, as proposed by Mwlay (1970b)s See Bermean (1974),
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altogether. 1t is possible that sentence structure should be
represented by a single complex structure rather than by a
sequence of relatively simple structures. This is the central
aspumption of Hudson's (1976) *daughter dependency grammar®. If
any of these possibilities prove correcty my proposals will
require some recastings 1 think, though, that their basic validity

will gemerally remain.

1.3s A Note on Interpretive Semantics

The theoretical framework that I am assuming here is
essentially a vevsion of generative semantics. This does not mean,
however, thet I undervalue work iun the interpretive semantics tradie
tion. In facty 1 am influenced by such work in a number of
wayse 1 think, however, that the significance of interpretivist
claims is often unclear. I wang, then, to say something about
some of these claims,

The central claim of integpretive semantics in its various
versions is that there is a level of deep structure distinct from
logical structure or semantic h:erpnl-:stm. In all but the most
recent version of interpretive semantics, deep structure is a level
between semantic npnmutm and surface structure with the
following characteristics.

(1)as 1t is the level al which lexical insertion applies.

be It is input to the cycle.
¢. It is related to semantic representation by semantic
interpretation rules and lexical entries,
in the most recent version of interpretive semantics,; deep
structure has a somewhat different character, as 1 will shortly

indicate.
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As Newmeyer (1976) points outy it is natural to interpret
gemantic interpretation rules and lexical entries as precyclic
transformations. It seems, in fact, that interpretivists have
assumed quite complex precyclic transformations. Jackendoff (1972)

proposes the following lexical entry for the transitive verb gpen.

(2) open
+V
+ Nt grz
CAUSE(NP ",

|‘m ] (vp%, NOT OPEN, OPEN))
physical

This assigns (3) the functional structure in (4) (functional structure
being the central component of a semantic represemtation).
(3) Charlie opened a pistachio nut.

(4) CAUSE(CHARLIE, [cg;uat:‘ 1] (A PISTACHIO RUT, NOT OPEN, OPEN))
phys

Clearly, (4) is quite different fyom the deep structure of (3) (which
will be much like its surface structure)s Thus, (2) embodies a
quite complex mappings It is wogth comparing this with the kind of
analysis a generativist might propose., Within generative semantics,
the obvious source for (3) is something like (5) (assuming for the

moment predicate~first word order).

(5) st
/]\
v NP NP
prvt | rz
CAUSE  CHARLIE g
/\
v NP
| X
BECOME s
/ \
v NP

OPEN A PISTACHIO NUT

The derivation of (3) from (5) will involve predicate raising om
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2 and sl and subject-formation. Clearly, equally complex processes

s
are embodied in (2).

Varioue trengformatione that have been assumed by generativists
have been rejected by interpretivists. Frequently, however,
analogues of these transformations sppear in the semantic compoment.
It is natural, then, to see interpretivists not as rejecting these
rules but as claiming that they are precyclics Two such rules are
predicate raising and nominslization, It has generally been assumed
by generativists that these are cyclic. Newmeyer (1976) argues,
however, that they do not iateract with any cyclic rules, and there-
fore that they ave precyclic. Clearly, as he points out, his
argument provides significant iupport for intexpretivist
conceptions, ’

1f rules like predicate raising and nominalization were cyclic,
the case for postcyclic 1&1(:-1 insertion would be very stronge If
they are in fact precycli¢, the case is much weaker. In facty the
interpretivist view that ioxtcal ingertion is precyclic becomes
quite plausible, 1 think; however, that there are still reasons
for rejecting it I will suggest in chapter 12 that as and guch
in sentences like the following are realizatione of to the extent.

(6) Randall ien*t as sound a batsman as Boycott.

(7) Randall ien't such a sound batsman as Boycotte
Whether to the extent is realized as as or such depends on its
poaitm.'spcci.t:l.cany on whether it is followed by an adjective
or an NP, Its position is the result of various (presumably) cyclic
rules, 1 think, then, that the view that lexical insertion is
precyelic is probably untenable,

S0 far my remarks apply equally to the standard theory and the
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extended standard theory. I must now say something specifically
about the extended standard theory. The central claim of the
theory is that some rules of semantic interpretation apply te
surface structure or to certain intermediate structures. Following
in epsence Lakoff (1971) and McCawley (1974b); 1 would suggest

that such rules are in effect precyclic transformations with associated
global congtraints. For example, a rule which says that the scope
of quantifiers corresponds to their surface order is equivalent to
a precyclic lowering rule plus a constraint on surface structure.
Closely associated with the claim that some rules of semantic intere
pretation apply to surface structure is the claim that some
transformations Ychange meaning'. Following McCawley (1974b), 1
would suggest that a transformation changes meaning if some aspect
of the meaning of the sentence in whose derivation it applies is
pr.ldleubh from its Wut but mot from its input. For this to

be the case, the iaput uﬁst appear in the derivation of some other
sentence with a2 differeat meaning or & different ramge of meanings.
1 think that transformations can change meaning in this semses 1
doubt, however, whether the phenomenon is as widespread as advocates
of the extended standard theory have assumed. 1 will touch on this
question in chapters 3 and 13.

i must now consider the most recent version of imterpretive
semantics, the revised extended standard theory (REST) of Chomsky
(1975, 1976). The REST claims that all semantic interpretation is
based on the 'enriched' surface structure that is a consequence of
the trace theory of movement rules. Thus, there is mo direct

relation between deep structure and semantic interpretation. It is
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not at all easy to compare the theory with generative semantics.
1 think,; however, that there are good reasons for rejecting it.

The REST claims, in effect, that surface structure is in all
respects closer to semantic representation than any other level of
structure. Only if this is the case; can semantic interpretation be
based solely on surface structure without unnecesssry complexity,
1t is easy to show that this is not the case, andlthat semantic
interpretation based solely on surface structure has to *undo' the
work of various transformations. In his sketch of the theory,
Chomsky pays particular attention to Whequestions like (8).

(8) Who 2id Sauron ensnare?

For Chomsky, the surface structure of (&) will be something like (9)
(where t is a trace left by who), and its semantic represemtationm,
or Ylogical form¥, as Chomsky terme it, will be something like (10).

(9) Who did Sauron ensnare t

(10) For which person x, Seuron ensnared x
Clearly, these structures are quite similar. In particular, the
position of who in surface structure is the same as the position of
the correspending quantifier ﬁhrnso in logical form. Here, then,
the theory looks quite plmaiﬁlo. Notice, however, that semantic
interpretation has to undo tl;n work of subject-verb inversion.

Even here; then, the theory faces a problem, Other Wh-questions
pose more serious problems. Congider; for example, (11),

(11) In whom did Aragorn confide?

Here, the surface structure will be something like (12); and the
logical fﬁnm something like (13),
(12) In vhom did Arsgorn confide t
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(13) For which persom x, Avagorn confided in x
Here again, semantic interpretation undoes the work of subjecteverb
inversion. It also partially undoes the work of Whemovement by
moving the preposition in back to its original position. Much the
same situation arises with (14).

(14) whose fate did Caladriel predict?
This will have something like (135) as its logical form,

(15) For which person k, CGaladriel predicted x's fate
Here, then, semantic interpretation moves the genitive marking and
fate back to their original position. Again, them, it partially
undoes the work of Whemovement, It seems, then; that Whemovement
provides important evidente against the theory.-

At least two other rules provide evidence against the REST,
The first is NP-preposings. This derives (16) from (17).

(16) A unicorn appesrs to be approaching.

(17) A appears [s' unicomn to be npprclc.h:l.ng]s

For many speakers, (16) is ambiguous. On one reading, it implies
the existence of & unicorn. On the other, there is no such impli-
cations On the first veading, @ unicorn will presumably have much
the seme position in logical form as in surface structure. On the
second reading, however; it will have to be inside the complement
of appear. On this reading, then, semantic interpretation will unde
the work of NP-preposings The second rule is adverb preposing. In
the simple case, this moves an adverb to the front of its clause,

2. Chomsky (1977s) actually considers an example like (14),

Surprisingly, he does not seem to see any problem im it.
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giving poirs of sentences like the following.

(18) Mary was here yesterday.

(19) Yeecterdey, Mary was here,

There are also cases, however, where the adverb is moved to the fromt
of a higher clause., The following illustrate,

(20) 1 think Mary wae here yesterday,

(21) Yeeterday, 1 think Maxy was here,

How exactly adverbs ahould be represented in logilcal form is net a
gimple matter, It seems fairly cleazr; however, that the interpretation
of sentences like (21) will unde the work of adverb preposings It
seensy; theng that these rules provide quite strong evidence against
the REET, 1 think, then, that the RUIST ig untenszble,

1 have now considered the three main versions of interpretive
semantics, There is one general point that I must meke in conclusion.
Interpretivists heve frequently claimed thet the kinds of underlying
structure sssumed within generytive semantics axe not 'syntactically
motiveted?, There is e problem here. Presumably, by syntactically
motivated is meant Ymotivated by facts of syntactic well-formedness’.
Thugy for it te be meaningful to say that & particular structure is
or is not syntactically motiv.;t:cd. there must be facts of syntactie
well-formedness independent of any grammar. Both Chomsky and
Jackendoff, however, heve suggested that whether s particular deviant
sentence is syntactically ill-formed ox sementically uninterpretable
should be decided by the grammar., Thus, for Chomsky and Jackendoff,
there are ne facte of gyntactic well-formedness independent of any
grammary and it mekes no gense to say that a particular structure is
or ig not syntactically motivated. 1 don't think, then, that
fsyntactic motivation® identifies any real issues between interpretive

and genevative semanticse
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CHAPTER 2
TWO THEORIES OF PRONOUNS

We can begin our investigation of pronouns by comsidering two
quite widely canvassed theories, which I will call the classical
theory and the bound variable theory. The former has been quite
extensively criticizeds The latter has so far received little
eriticisme 1 will argue that both are inadequate. I will be
concerned, however, not just to show this, but also to establish
the exact nature of their inadequacy. This should give some
insight into the form a more viable theory might take.

2¢1¢ The Classical Theory

By the classical theory 1 mean the kind of theory assumed in
Ross (1969a). This theory has its roots in Lees and Klima (1963),
and owes much to Chomsky (1965). The theory has been subjected to
a wide range of criticisms, and, although there has been some
attempt at reply, it is doubtful whether anyone would not accept
the theory. The inadequacy of the theoxy is, 1 think, well
established, It is important, however, to establish the nature of
its inadequacy.

I take the classical theory to imnvelve the folleowing claims.

(A) Pronouns are corefervential with their antecedents.

(B) Pronouns have the game underlying form as their

antecedents.

These are separate claims. It is quite posgible to make one without
making the other. Lakoff (1976) makes only the first claim. Lees

and Klima made only the second, They were only concerned with the
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distribution of various types of pronoun, not with their intex~
pretation. They proposed that pronouns derive from the second of
two formally identical NP'sy, veflexives resulting where the two
NP's are in the same gimplex sentencey ordinary promouns rciulting
elsewhere, Unlike Lees and Klima, Chomgky (1965) was concerned with
both the distribution and the intexpretation of pronouns., He

noted the possibility of sentences like (1) and (2), in which the
NP's are noxmally interpreted as distimect in reference.

(1) John hurt Johne

(2) The boy hurt the boy.

In the light of such sentences, he suggested that proneminalization
should require identity of referemce as well as formal idemtity. He
proposed, therefore, that every referential expression should be
asgigned an integer, and that expressions with identical integers
should be umderstood as having the same reference, Given such
integers, one can require that pronominalization and reflexivization
only apply where the two NP's have identical integers.

Ross (1969a) was primarily concerned with the ordering of
pronominalization. In particular, he sought to show that it is a
cyclic rule.s His argument has relevance to various amalyses of
pronouns not only to the classical theory. He assumes, however,

that pronouns are introduced by the following rule.

(3) D X '{Ezm}‘ Y '{fgm}" 2
OBLIG

1l 2 3 & 5 s=mmsd

4
5Cs as 1 2 3 {+¥ED} 3

ox

2
b.l{wm}s PR



19

Conditione
(1) 2=4
€ii) The structural change shown on lins a. above,
FORWARDS PRONOMINALIZATION, is subject to no conditions.
(iii) The structural change shown on line b, above,
BACKWARDS PRONOMINALIZATION, is only permissible if
the NP in term 2 of the structural description (5D) is
dominated by (i.e. contained in) a subordinate clause
which does not dominate (contain) an NP in term 4 of the
SDe
As the conditions make clear, Ross's rule allows not only forwards
pronominalization, but also backwards promominalization, which
neither lLees and Klima nor Chomsky comsidered. Ross was not
concerned with reflexives, but a parallel wxule to introduce
reflexives would be the following based on Burt (1971).
(4) 8Ds X =« NP « Y « NP = Z

OBLIG
e 3 4 5  seem

4
8. 1 2 s{m}s

Conditions

(i) 2= 4

(ii) 2 and 4 are in the seme @implex sentence.
it is rules like (3) and (4) that I take to comstitute the classical
theory.

Perhaps the best known argument against the classical theory is the
Bach-Peters parvadox (Bach, 1970). This seeks to show that claim B,
is incompatible with the basic assumption of transformational theory
that phrase markers are finite. Comsider (5).
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{5) The pilot who shot at it hit the mig that chased him,
if every prenoun devives from & structure identical to its ante-
cedenty it and hinm in (5) must be derived frem (6) and (7),
respectively,

(6) the mig that chased him

(7) the pilot who shot at it
But (6) and (7) themeelves contain the promouns him and ity so they
must in turn be derived from (7) and (6). Clearly, this can go on
indefinicelys It seems, then, that sentemces like (5) present an
insuperable problem for the classical theoxy.

Dougherty (1969, fn. 8.) cites a suggestion of Chomsky's which
appears to offer a solution to the Bach~Peters pavadox within the
classical theoxry. This involves the assumption that welative
clauses appear in the structure in (8) and that the lower of the

two NP's may serve as an antecedent.

(8) NP
/\
ne 8
Given this assumptiony (5) could be derived fwom (9).
(9 s
—'//\
et ve
e //\ /\ 5
np? 5 v ne
7 /\ ’6/\
NP VP up ¢
/\\ ‘ -’/\
v He NP P

/\ /\ g
v NP
the pilot the pilot shot at the mig hit the mig the mig chased the pilet

In the derivation of (5), NP would pronominslize N°, end Np°

would pronominalize m"‘. A similar approach is discussed at

length by Karttunen (1971). He assumes that the antecedents for
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pronominalization are ll" and lr’. Again, the problem of infinite

phrase markers will be aveideds It might seem, then, that the
BachePeters paradox is not the decisive axgument against the
classical theory that it was initially taken to bes

Criticisms of such responses to the BachePeters paradox have
been developed by Wasow (1972) and Faucomnier (1971)« Both point
out that they involve an infinite nwmber of sources for (5)« The
problem is that it is always possible to expand the lowest NP's in
structures like (9), while still deriving the same surface structure.
We could, for example, expand (9) as (10).

{i10) 5
Y e IR
.iz/\. '/\/"&
the pilet ﬁ’/\n ne W2 8
/\. & /\ . ,/\\
the pilot shot at NP the mig lll'1 P
,5/\ AN /\ 4
np 5 the mig chased NP®

5 /\ /
4 pliet 1’ v - iy
the pilot shot a n“
70X
the mig

From (10), (5) can be derived as follows.
(11) N»° premominalises WP’
wr'? proneminalizes Npt0
lll'u proncninalizes l?‘

lr‘ pronominalizes ll'“
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€10) could itself be expanded in the same way with (5) being derived
through additional applications of pronominalization. This is not,
1 think, a complete refutation of such approaches to the Bach-Peters
paradox. I1f one permits unambiguous sentences to have more than one
source, as I will want toy, it is not obvious that ome should rule
out the possibility of unambiguous sentences with an infinite number
of souxces. It certainly casts doubt om such approaches, however.

The erucial problem with Chomsky's suggestion is that it
involves an untenable analysis of definite descriptions containing
relative clauses. A definite description of the form the + N is
used when there is just one member of the set denoted by N which
the hearer will understand the speaker as referring toe 1t refers
te the contextually unique member of some ut.-l A definite dese
eription containing a restrictive relative clause refers to the
contextually unique member of a subset of a certain sete (12), for
example, refers to the contextually unique member of those men who
know e!u' answers

(12) the man who knew the answer
We can say, them, that a vestrictive relative clause restricts the
extension of a noun. This suggests that the definite article
attaches to the combination of noun and relative clause, as in (13)
1. Obviously, this characterization only applies to definite
descriptions containing count nouns. A definite description con-
taining a masg noun is used whem there is just one portion of the
material denoted by the noun that the hearer will understand the
speaker as referring to. It refers to the contextually unique portion

of some material.
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perhaps, and not the noun aloney; as in (14). (See Quine, 1960,

Se 233 and Partee, 1973b.)

(13) NP
Det N
AN
N 8
(14) NP
/\
NP 8
/\
Det N

(14), however, might be appropriate for non-restrictive relatives,>

Chomsgky's suggestion depends crucially on structures like (14).
Specifically, it requires the lower NP to act as an antecedent. If
there is no such NP, his suggestion collapses,

Karttunen's response to the Pach-Peters paradox does not depend
on structures like (14), It assumes, howevery that the antecedents
of it and him in (5) are the deleted subject of chased and who,
respectively. This assumption is completely counterintuitive., 1

think, then, that there is no viable altermative to Bach's

assumption that the antecedents of it and him are the mig that chased
him and the pilot who shot at it, respectively. Thus, Bach-Peters

sentences provide crucial evidence against claim (b).

Bresnan (1970) suggests that gentences with indefinite ante~
cedents provide evidence against claim (B)s As she notes, the classi-
cal theory assumes that (15) derives from (16).

(15) Seme students think that they are rumning the show.

(16) 8ome students think that some students are rummning the

show.

2+ 1 will return to this matter in 3.6,
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Given such an analysisy it will be possible for cyclic there~
insertion to apply in the embedded sentence, yielding (17).

(17) Some students think that there are some students

running the showe

Pronominalization can then apply to yield the ungrammatical (18).

(18) * Some students think that there are they running the

show.

it looksy then, as if sentences like (15) provide evidence against
clain (B). There is move to be said about such sentences, however,
Notice that (16) cannot have the same meaning as (15)s One might
suggest that the two indefinite NP's in (16) differ in refexence,
whereas the indefinite NP and the pronoun in (15) have the same
reference. There is a problem here, however. As Geach (1962)
pointe out, if & term in a proposition has reference, it must be
possible to specify its reference iundependently of the truth value
of the proposition., This is not possible with indefinite KP's. One
might suggest that some gtudents in (15) refers to the students
who think they are running the show. Howevery if (15) is false,
there will be no such students. 1t seems, then, that indefinite
NP's do net have referemce. Therefore, we cannot say that the two
KP's in (16) differ in veference. HMore importantly, we cannot say
that the indefinite NP and the pronmoun in (15) have the same reference,
Thus, sentences like (15) provide evidence against claim (A) az well,

Dougherty (1969) and others have suggested that sentences like
the following provide evidence against claim (B).

(19) Every doctor thinks he is overworked.

(20) Noone voted for himself.

(21) Each of the boys gave his name.
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In the classical theory, these will derive from the following.

(22) Every doctor thinks every doctor is overworked.

(23) Noone voted for noone,

(24) Bach of the boys gave each of the boy's name,
Clearly, such gources are semsntically quite inappropriate. It seems,
then, that sentences like (1%) - (21) provide evidence against
claim (B)., What, then, of claim (A)? It might be argued that
NP's like every doctor, moome, and gach of the boys ave mot
veferving expressions. 1 think, however, that they are a kind of
referring expression. .1 would suggest that gvery dector im (19)
refers to some set of doctors. Support for this view is provided
by (25), in which the pronoun refers to the same sete

(25) Bvery doctor thinks they are overworked.
Similarly, I would suggest that noone in (20) refexs Lo some set.
in (26), one has a promoun referring to the same set,

(26) Noone was asleep. They were all singing songs.
Finally, 1 would suggest, perhaps less controvexsially, that each
of the boys in (21) refers to some set of beys. Support for thie
view is provided by (27).

(27) Bach of the boys said they were readys
i tﬁlnk. then, that it is reasonable to regard these NP's as
referrving expressionss 1t seems clear, however, that the prenouns
do not have the same reference. He in (19) does not refer to a set
of doctors, himgelf in (20) does not refer to any set, and hisg in
(21) does not refer to a set of boyse 1 think, then, that sentences
like (19) « (21) provide evidence against both the classical
theory's claims, :
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1t is clear that the classical theory is not an adequate theory
of pronouns. Neither of its claims is generally valid., However,
claim (A), at least, seems to be true of many pronouns. This

fact must be accommodated in any alternmative theory.

242+ The Bound Variable Theory
1 can now congider what I am calling after Wasow (1975) the
bound variable theory. Variants of thig theory have been advanced
by various linguists. 1 take it to involve the following features.
(4) In underlying structureg NP pnsitions are filled by
variables, with idemtical variables for NP's which are
anaphorically related.
(B) Bach variable is bound to a specification of certain
lexical or semantic material,
(C) A transformation ingerts the binding material inte the
position of one of the variables which it binds.
(D) The remaining variables are realized as appropriate
pronoung.
(E) An NP can only bind a variable which 1s in its scopey
i,e. which it asymmetrically cmmds.3
I will call the tremsformation memtioned in (C) 'NP-loweringt.
Wasow includes only the first four features in his charscterization
of the theory. It scems appropriate, however, to include the
fifth feature as well, -
3¢ A asymmetrically commands B if the first 5 node above A alse
dominates B but the first S node above B does not dominate Ae
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The earliest exepple of something like the bound variable
theory is the theory sketched in McCawley (1970a). Wasow takes
this to be an example of the bound variable theory. Strictly
speaking; however, it is net. McCawley assumes that NP positions
are filled not by variables but by referential indices, which are
congtants, The rationale for this assumption is far from clear.
1f it is dropped, the theory becomes a straightforward example of
the bound variable theory. Clear examples of the theory are
provided by Harman (1970), Keeman (1972), and Bonney (1976). We
can interpret the theory developed in Montague (1973) as a further
examples Montague has a rule combining a term and an open sentence
by substituting the term for a variable in the sentence and con-
verting any other variable into a promoun of the appropriate form.
That this is a notational variant of the bound variable theory is
made clear in Cooper and Parsons (1976). Wasow takes the theory of
Fauconnier (1971) to be a further example of the bound variable
theory« In fact; however, Faucomnier's theory differs from the
bound variable theory in a number of ways. Like McCawley, Fauconnier
has NP positions filled by referential indices. He alsoy, however,
has many full NP's originating in their surface positions. In
addition, his theory does not involve assumption (E)s I conclude,
then, that it is not an exsmple of the bound imtubl.. theory.

The bound variable theory cen be illustrated briefly, Within
the theoryy (1) and (2) will derive from something like (3).

(1) Before Johm went to bed, he cleaned his teeth.

(2) Before he went to bedy John cleaned his teeth,



(3) 5

x cleaned x's teeth before John
x went to bed

In the derivatien of both sentences, adverb prepesing will apply on
the 32 ayelas, Then, om Sl, NP-lowexing appliess 1In (1), Jobn is
substituted for the subject of the adverbial clauge, 1In (2); it 1s
substituted for the main clause subjects Appropriate constraints on
lowering will prevent the derivation of (4)s

(4) * Before he went to bed; he cleaned John's teeths
Alternatively, such sentences can be rejected by an output condition.

The problems which vefute the classical theory appear to find
a natural solution within the bound variable theoryes The theory does
not claim that pronouns are coreferemtial with their antecedentse
An umbound variable is elearly not a referring expression, and there
is no need to agsume that it becomes one when it is bound, Thus,
sentences like (5) represent mo problem for the theerys

(5) Every doctor thinks he iz overworkeds
Noxy, of gourse, does the theory claim that anapheric promouns have
the game underlying form as their antecedemts. Thus, Bach-Peters
sentences do not present any problems for the theorys The standard
Bach-Peters sentence (6) can be devived from somsthing like (7)e

(6) The pilot who shot at it hit the mig that chased hime

7 8
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The theory appears, themy; to be an advance on the standard theory.
The major published c¢ritique of the standard theory is that
of Wasow (1975). Wasow's critique centres on the fact that the
theory, as normally formulated, allows cyclic rules to apply before
NP-lowering, and hence before pronouns and antecedents are
distinguished, NP-lowering applies in structures like (8).

(8) st
_3/\
s NP

Sos.
eesXooe

If it is a eyclic rule, as McCawley and Harman at least assume,
cyclic rules will apply on s% before Ne, is lowered on sl. They
will thus apply before promouns and antecedents are dtui.ixguhhod.
Wasow seeks to show that pronouns and antecedents must be distinguished
during the cycle. His arguments arve, I think; not that stronge I
will discuss them in chapter 5. For the time being, we can note
that, even if Wasow's position is accepted, it does not necessitate
the abandomment of the bound variable theory, only its revision.
We can simply propose that NP-lowering is a precyclic rule. Wasow,
in effect, proposes a precyclic rule himself, He writes that:

1f we wish to have the semantic representation of pronouns

look like variables in logic, we can introduce a semantic

rule R which will represent a set of anaphorically related

NP's as variables bound by a common operator. (19753381)
1 think the obvious interpretation of such a rule is as a precyclic
transformation, We can, then, accept Wasow's position without
abandoning the bound variable theory.

Although Wasow's arguments do not refute the bound variable

theory, other arguments do« An obvious problem is posed by
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pronouns with antecedents in earlier sentences, as Jackendoff
(1972:283) points out. Consider, for example, the following
dialogue.

(9) A: Sam interviewed Miss World.

By Did she say much?
The antecedent of she is Miss World, but she cannot be represented
as a variable bound by Miss World, since it is outside the scope
of that NP. Omne might suggest that the scope of the NP should be
extended to include B's question as well as A's statement. Bonney
(1976) argues for such an approach. Clearly, however, this would
involve a major departure from traditional notions of scope.
Furthermore, it is not at all clear how it could be dome. A
different response is to assume that pronouns with antecedents in
the same sentemce derive from bound variables, but that other pro-
nouns have & different source. This is essentially the position of
Cresswell (1973, Ch. 11,) (though he also talks about the possibility
of a 'paragraph semantics® that would allow pronouns like ghe in
(9) to be derived from bound variables)s 1 will argue, against this
position, that there are pronouns with antecedents in the same
sentence that cannot be derived from bound variables.

Notice firstly that the bound variable theory makes the following

prediction.

(10) 1£, for any reason, a particular NP cannot asymmetrically
command the variable underlying some pronoum in under-
lying structure, it cannot be the antecedent of that
pronouns

If this prediction were borme outy, the theory would receive
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significant support. Unfortunately, it is not borme out.

Consider firstly (11).

{11) Leon wents to catch a fighy, and I want to cook it.
The first clause on its own is ambiguous, having the specifie
reading (12), and the non-specific reading (13).

(12) There is a fish that Leen wants te catch.

(13) Leon wants there to be a f£ish that he catches.
On the fivst reading, it can be derived from a structure in which
2. fish is located outside the complement of want. On the second, it
can be derived from ome in which g fish is inside the complement.
(14) and (15) illustrate.

(14) g 5 (15) 8
S l'l?s l!l'y 8 Hl"
s S el
X wants § Leon & fish x wants S Leon

Q s/\m’
x cateh y ii y

X catch y a fish
Notice mow that, as Jackendoff (1972) notes, the complete
sentence is unambiguous, if a figh is understood as antecedent of
At. In this case, a fish must be specifics This is what the bound
variable theory predictse. The obvious analysis for (1l1) within the
bound varieble theory is something like (16).

e s’/\w
s/auld\ 8 f;h
s/\m’y s/\nr.
; e O s R
y wants § Leon 2 wants § I
b ias N,
y catech x z cook x

As the theory vequirvesy, s fish here asymmetrically commands the second
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occurrence of the variable x, which is realized as it, It is outside
the complement of the first want, wherxe it appears on the surface.
Therefore, it is understood as specific. If a fish originated ingide
the complement of the first wamnt, it could not asymmetrically command
the variable which is realized as it, and, therefore, it could not
be antecedent of it, Sentences like (11) seem, then, to provide some
support for the bound variable theory.

infortunately, problems arise with sentences like (17).

(17) Johmn will bring a girl to the party and she will be

beautiful,

The first clause of (17) is ambiguous in much the same way as the
first clause of (11). There may or may not be a specific girl that
the speaker has in mind. As Jackendoff notes, this ambiguity remains
when a girl is understood as antecedent of she. This is contrary to
the predictions of the bound variable theory. Within the theory,
if one assumes that will is a verb taking a subject complement and
triggering raising, the obvious analysis for (17) within the bound
variable theory is something like (18).

(18) g

//\

S Nfl

P s

g and S _

/\ /\a girl
l?l’ V'P Np V’l’
] will Sl will
AR
y x be beautiful

y bring x to John
the party

a _girl here asymmetrically commands the second occurrence of the
variable x, as the theory requires. Since it is not inside any
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complement, it must be understood as specifice The problem is that
the theory provides no amalysis for the interpretatiom of (17) in
which a_girl is nomspecific. If g girl is nomspecific, it must
originate ingide the complement of the first wille But, if it
originates in this position, it cannot asymmetrically command the
variable that is realized &s she. The theoxy, then, falsely predicts
that a girl cannot be antecedent of ghe, if it is monspecific.

Much the same problem arises with (19), discussed by Geach (1972).

(19) Hob thinks & witch has blighted Bob's mare, and Nob

wonders whether she killed Cob's sowe

8 witch here can be specific or nonspecific. in the former case, it
will originate outside the complement., In the latter, it will originate
insides In both cases, it can be antecedent of ghe, but only in the
former can it asymmetrically command the variable umderlying she.

A further problem arises with sentences like (20), to which Cress--
well (1973) draws attention.

(20) if someone worksy, he sleeps.
On the most obvious reading of (20), someone is nonspecific. On this
reading, someone will have to originate inside the conditional
clause. Buty, if it originates ingide the comditional clause, it
cannot asymmetrically command the variable that is realized as he.
Againy then, we have a reading that the theory predicts should be
impossible. It seems, then, that we have significant exceptions to
{10)s Given such exceptionsy the theory appears rather dublous.

A second prediction, which is essentially a special case of
(10), is (21). |

(21) No NP inside an islend may be the antecedent of a pronoun

outside that island.
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1 assume that lowering rules ave subject to island constraints in the
sense of Ross (1967) and much subsequent works Ross did not discuss
the relation of island constraints to lowering rules, but various
linguists, e.ge Lakoff (1970b) and Postal (1974b), have argued that
lowering rules are as much subject to island constraints as extraction
ruless Lakoff and Postal both seek to show that various scope
phenomena are naturally explained as the result of the interaction
of lowering rules and island constraints: The facts are not always
as clear as they might be (Liddell, 1975), but their proposals are
broadly attractive. In the bound variable theory; every NP asymmetrie
cally commands all the variables it binds in underlying structure.
But no NP ingide an island asymmetrically commands any element oute
side that island. Therefore, any NP inside an island that is
antecedent of a pronoun outside that island must have been lowered
into the island. Buty if lowering rules are subject to island
constraintsy; this is impossible. Hence (21).

There are various sentences which appear to provide support
for (21), Consider, for example, the following from Postal (1970,
fn. 14.).

(22) * The fact that every gorilla has a tail amuses him,

(23) * The girl who visited each state hated it.
In the bound variable theory, these would derive from something like
€24) and (25), respectively,

(24) [ the fact [ that x has a tail], amuses x], [every

gorilla x]

(25) [ the girl [ who visited x]g hated x]  [each state x]

In the derivation of (22) and (23); NP-lowering will violate the



complex NP constraint, Consider also the following.
{26) * That evexry candidate was interviewed surprised hime
(27) * That John saw a girl ennoyed her.
(28) * That some demongtrators were arrested worried them.
in the bound variable theory, these would dexive from (29) - (31),
respectively.
(29) [ [ that one interviewed x]. surprised x]. [every
candidate x]
(30) [ [ that John saw x], worried x]. [a gixl x]
(31) [ [, ehat one arrested n]s worried ﬂs [some demonstrators
x]
In each case heve, NP-lowering will violate the sentential subject
constraint. There appearsy then, to be some support for (21).
Unfortunately, exceptions to (21) are numerous. Firstly, there
are exceptions involving definite NP'ss A definite NP inside an
island can quite generally serve as antecedent of a pronoun outside
that island: Contrasting with the examples above, we have the
following.
(32) The fact that the gorilla has a tail amuses him,
(33) The girl who visited the 49th state hated it.
(34) That the first candidate was interviewed surprised him,
(35) That John saw the girl annoyed her.
(36) That the demonstrators were arrested worried them.
There ave also examples with indefinite NP's. Consider (37) (an
example of Wasow's) and (38).
(37) A man who discovered that some burglars were in his house
was shot by thems
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(38) The man who caught a unicern sold it to the zoo,
Notice also (39).

(39) That some demongtrators were arrested doesn't mean they

will be charged.

The only difference betu@m (39) and (28) is that the promoun does not
command its antecedent in the former whereas it does in the latter,
Yet the former, unlike the latter, seems perfectly acceptable. It
seems, then, that the second prediction that follows from the
bound variable theory is not generally valid.

1 want now te return briefly to semntences like (20). Cresswell
suggests that the dilemma they pose can be resolved by taking someone
in such sentences to represent a universal quantifier. PFollowing this

suggestion, we might propose to derive (20) from something like (40).

(40). 8
s /\
[ NP,
if x works, x sleeps everyone

This means something like (41).

(41) Everyone is such that if he works he sleeps.
This is equivalent to (20). Semantically,; then, the suggestion secems
to work. It does, of course, involve taking someome as representing
both an utsuﬁtul and a universal quantifier. Other things being
equaly; this is an undesirable position. But other things might net
be equals I will suggest below, in chapter 5, that amy represents
both an existential and a universal quantifier, It appears, then,
that sentences like (20) might not provide evidence against the bound
variable theory after all, There is, however, a serious problem

with Cresswellts suggestion. Conditional clauses are islands, as
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the imgrammaticality of (42) shews.

(42) * Who if Sam sees will he let me knows
Thus, the suggestion involves lowering into an island. It must,
therefore, Ibe rejected, Thus; sentences like (20) do indeed provide
evidence against the beund variable theoxy.

It i.:. clear that the bound variable theory, like the classical
theory, is iwl: an adequate theory of pronoums. It camnot handle
pronouns with antecedents in earlier sentences. Nor cam it handle
various pronouns with antecedents in the seme sentence. Nonetheless,
the theory does have certain virtues. In particular, it can handle
sentences which provide evidence against the classical theory. This
must be borne in mind in the search for a more viable theory.

243. 4 Note on Non-anaphoric Pronouns

I have said nothing so far about non-anaphoric pronouns. This
is quite natural, since, insofar as such promouns are considered
at all by proponents of the two theories; they -an congidered as
an afterthought. Clearly, however, non-anaphoric pronouns are
important, It is necessary, theny to say something about them.

it peems likely that many proponents of the two theories have
seen them as theories of anaphoric promouns. In any event, it is
fairly clear that non-anaphoric pronouns pose problems for them,
By definitiony; none-anaphoric promouns lack ﬁtm&nu. Clearly,
then, they cannot be the result of pronominalization. It seems
equally clear i:ha: they cannot be bound variables. Bonmey (1976)
suggests, however, that they can be. We have seen that he
proposes to allow a wariable to be bound by an NP in an earlier

sentence. He also proposes to allow a variable to be bound by an



NP that is somehow implicit in the context. 1 suggested that the
former proposal involves a major departure from traditional notions
of scope, This ig even more true of the latter proposals It
effectively deprives the notion of a bound variable of any content.
1 think, then, that, if the notion means anything, non-anaphoric
pronouns cannot be bound variables.

i think we can conclude that, in addition to their other
inadequacies, neither the classical theory nor the bound variable
theory can provide an adequate account of non-anaphoric pronouns.
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CHAPTER 3
TOWARDS A MIXED THEORY OF PRONOUNS

1t is eclear that neither the classical theory nor the bound
variable theory is an adequate theory of pronounse. Both, however,
contain valid insights. Clearly, we need a theory that incorporates
their insights, but avoids their failings. 1 want to suggest that
the central fact that such a theory must recognize is that there
is more than one kind of pronoun. In other words, an adequate
theory of pronouns will be a 'mixed thcory'.l in this chapter, 1
will present various kinds of data that indicate the need for such
& theory. 1 will also develop some preliminary ideas about the

form it should take.

3.1. Preliminaxy Remarks

The view that a mixed theory of pronouns is necessary has been
advanced by & number of writers. Best known perhaps is Geach. He
has in & number of places drawn a distinction between pronouns
analyzeable as bound variables and what he terms 'pronouns of lazie
ness's In Geach (1962); he defines pronouns of laziness as pronouns
which 'may be eliminated from a proposition, by simply repeating the
antecedent' (p.124), 1In Geach (1972), he defines pronouns of lazie
ness more broadly as tany pronoun used in lieu of a repetitious
expression, even when that expression would not be just the same
1., The term mixed theory is takem from Hankamer and Sag (1976).
They argue for a mixed theory of anaphora,
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as the pronoun's antezedent? (p.98)s The difference between the
tgwo definitions can be illustrated by (1) and (2).

(1) Max explored the Amazon, and he caught typhoid,

(2) A man explored the Amazon, and he caught typhoid,

In (1), he can be eliminated by substituting for it its antecedent
Max, he cannot be eliminated in the same way in (2). Thus, only
in (1) is he a pronoun of laziness on the first definition. Notice,
however, that he in (2) can be regarded as used in lieu of the
repetitious expression the man who explored the Amazon. Thus, it
seems to be a promoun of laziness on the second definition. In both
definitions, pronouns of laziness are seen as alternatives to
certain definite NP's, It would seem, then, that pronouns of lazie-
nessy like definite NP's, are referring expressions. Geach's
approach hag been developed by Partee (1970, 1975a). A similar ap-
proach is developed by Wittem (1972). 1 will refer to their work
quite often in what follows.

The necessity for a mixed theory of pronouns would be estab-
lished, if one could find ambiguous sentences whose ambiguity ecam
be attributed to the fact that some pronoun has more than one source.
Such sentences have been dipcussed at length by Partee (1975a) and
Witten (1972).

We can congider firstly sentences like the following.

(3) Max loves his wife, and so does Alaric.

(4) Marsha said she was angry, and so did Jan,

As many linguists have noted, such sentences are ambiguous. In (3),
Alaric may love Max's wife, or he may love his own wife., In (4), Jan
may have said that Marsha wae angry, or she may have said that she

herself was angry. Ross (1967) proposes to account for such



41

ambiguities by allowing VPedeletion to apply either when the VP's
involved are identical in all respecte, or when they differ only in
the reference of pronouns commanded by their antecedents. The former
situation he temms 'strict identity?, the latter 'sloppy identity'.
Rose's approach is subject to a number of problems. Firstly, it
seems counterintuitive to claim that one reading of (3) and (4)
involves strict idemtity, while the other involves a departure from
strict identity. Intuitively, the identity seems equally strict in
both casess Secondly, a problem arises with sentences like (5).

(5) John washed his car, and Sam did, and Steve did.
On Rogs's proposal, (5) should be six ways ambiguous. The second
clause should mean either that Sam washed John's car, or that he
washed his own, and the third clause should mean that Steve washed
John's car, or Sam's, or his owm. In fact, however, (5) is only two
waye embiguouss It can mean that all three men washed John's car,
or that each of them washed his owms Clearly, this is a problem for
Ross's proposals

A move promising approach to sentences like (3) and (4) is that
sketched in McCawley (1967). Roughly, McCawley's suggestion is that
sloppy identity is identity of constituents containing variables. iIim
McCawley's approach, the first reading of (3) would involve two VP's
of the form loves x,'s wife, where X, is a constant or a pronoun of
laziness referring to Max. The second reading would involve two
VP's of the form loves x's wife, where x is & variable, and each
variable is bound by the subject of the sentence in which it appears.
What I will call the *command constraint' ensures that each variable
can only be bound by the subject of its sentence. This comstraint,
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which 1 will discuss in greater detail in chapter 5, vequires bound
variables to be commanded by their emtecedents. Obviously, in the
present case, each variable is commanded only by the subject of its
sentence, If bound variables are not referring expressions, VP-
deletion will not ignore any differences of reference in the second
reading of (3)s On both readings of (3), then, the VP's will be
strictly identicals This, I think, is an intuitively more satisfactory
position than Ross's. This approach also permits a fairly simple
account of sentences like (5)s 1f his in (5) is a pronoun of lazie
ness, the migsing VP?s must have contained pronouns of laziness with
the same references Otherwise, VP-deletion would not have applied.
This accounts for the reading of (5) in which all three men washed
John's car. 1f hig represents a bound variable, the missing VP's must
also have contained bound variables. 1f we assume that each variable
must have been bound by the subject of its own sentence,; this explains
why the only other reading is that in which each man washed his
own car. Here, theny we have significant support for this approach.
Clearly, if this approach is motivated, sentences like (3) ~ (5) will
indicate the necessity of a mixed theoxry of pronouns.

Further avidanec. for the necessity of a mixed theory of pronouns
is provided by sentences like (6) and (7).

(6) Only Max washed his car.

(7) Only Marsha said she was angry.
Again, such sentences are ambiguous. (6) may mean either (8) or (9).2
2. For some speakers, only the second reading of (6) is fully natural
unless the pronoun is stressed. The same applies to (7). Stressed

pronouns seem to be quite generally understood as pronouns of laziness.



(8) The only one who washed Max's car was Max.

(9) The only one who washed his car was Max.
Similarly, (7) may mean either (10) or (11).

(10) The only ome who said Marsha wag angry was Marsha.

(11) The only one who said she was angry was Marsha,
Intuitively, this is a similar ambiguity to that found in sentences
like (3) and (4)s Obviously, it has nothing to do with differemt
kinde of identity. As the paraphrapes indicate, it is e matter of
what property is ascribed to Max. As with seatences like (3) and (4),
sentences 11 : (6) and (7) may be understood as involving two
different VP's. It is easy to show that these VP's should be dis-
tinguished by the nature of their pronocuns in the same way as the
VP's in {3) and (4)« Comsider the following sentence.

(12) Only Max washed his car, Sam didn't,
1f this is understood as meaning that Sam didn't wash Max%s car, the
first clause must be understood as (8). If the sentence is under~
stood as meaning that Sem washed hig own car, the first clause
must be understood as (9). Thus, when the pronoun in (6) is a
pronoun of laziness, (6) is understood as (8), when it is a boumd
variable, it is understood as (9). Again, then, a mixed theory
seems necessary.

Sentences like (3) and (4) and (6) and (7) seem, then, to
indicate the need for a mixed theory of pronoung of the kind en-
visaged by Geach. To get a clearer idea of the form this theory
should take, it will be useful to look at some further data.

3.2, Further Data

In the last sectiony 1 considered ordinary pronouns in sentences
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involving VP-deletion and only. Such sentences involve ambiguities
which can be attributed to the possibility of two different sources
for pronouns., In this sectiony I want to investigate the distrie-
bution of these ambiguities.

Firstly, we can congider the behaviour of reflexiwes in VP«
deletion and only sentences. Taking VP-deletion sentences first, we
notice, as Keenan (1970) observes, that sentences like (1) are
msmbiguous.s

(1) Marsha scratched herself, and so did Jan.

(1) can only mean that Jan scratched herself, not that Jan seratched
Marchaes In Ross's terms, it has only & sloppy identity inter-
pretation. In a framework like McCawley'sy we can assume that re-
flexives can only represent bound variables. As before, the command
constraint ensures that each variable is bound by the subject of its
sentence., This, then, explains the absence of a strict identity
reading, Turning now to gnly sentences, we motice that sentences
like (2); discussed in Geach (1962), are unambiguous.

(2) Only satan pities himself,

This dmplies that no one else pities himself, not that no one else
pities Satan. This is exactly what we expect if reflexives can only
represent bound variables.

We can now consider the behaviour in VP-deletion and only sene
tences of the null anaphor that arises through equieNP-deletion.

3« Dahl (1973) claims that sentences like (1) and (2) are ambiguous.

His seems to be very much & minowity dialect.
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Congider firstly (3).

(3) Erica wants to see Max, and so does Eve,

Like (1), this is unambiguous. Again, in Ross's terms, it has only a
sloppy identity reading. We can suggest, then, that null anaphors,
like reflexives, can only represent bound variables. Consider now
(4)e

(4) Only Erica wants to see Max.

Like (2)y this is unambiguous. It implies that no one else wants to
see Max, not that no one else wants Erica to see Max. Again, thig is
exactly what we expect, 1f null anaphors can only represent bound
variables,

The foregoing suggests that; while ordinary pronouns can repre=
sent pronouns of laziness and bound variables, reflexives and null
anaphors can only repyesent bound variables. In fact, however; the
situaticn is rather more complex. There are various contexts in
vhich orfinary pronouns can only represent bound variables.

We can consider firstly the following sentences.

{5) A Rumanian washed his car, and so did 2 Bulgarian.

(6) A Ruranian saild he was angrys and so did a Bulgarian.

Here, we have pronouns commanded by indefinite antecedents. I1f we
ignore the readings in which the pronouns are non-anasphoric, these
sentences, unlike similar sentences in the last section, are
unambiguous, (5) can only mean that a Bulgarian washed his own
cary not thaet a Bulgarian washed the Rumanian's car; (6) is inter-
preted similarly, In Ross's terms, both sentences have sloppy
identity readings only. We can assume, then, that the pronouns
can only represent bound variables. Consider now the following

sentences.



(7) Only one man washed his car.
{8) Only one man said he was angry.
Again, unlike similar sentences in the last section, these sentences
are unambiguous, This, of course, is exactly what we expect, if
pronouns commanded by indefinite antecedents can only represent
bound variables.
We can consider next the following sentences.
(9) Every Rumanian washed his car, and so did every Bulgarian.
(10) BEvery Rumanian said he was angry, and so did every
Bulgarian.
(11) No Rumanian washed his car, and no Bulgarian did either,
(12) No Rumanian said he was angry, and no Bulgarian did
either.
(13) Bach Rumanian washed his cary; and so did each Bulgarian,
(14) EBach Rumenian said he was angry, and so did each
Bulgarian.
Here, we have singular pronouns with antecedents containing every, no,
and gach. Againy like (35) and (6), these sentences are unambiguous.
Againy in Ross's m, they have sloppy idemntity readings only.
Again, them, we can assume that the pronoumns can only represent
bound variables. This, of course, is exactly what we suggested
earlier,
A further environment which only permits bound variables is
illustrated in sentences like the following.
(15) The Rumanian who beat his wife was criticized, but the
Bulgarian who did was adnived.
(16) The Rumanian who said he was Napoleon was arrested, but
the Bulgarian who did was ignored.
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In both sentences, we have a pronoun inside a relative clause with
the complex NP as its muccdeat.“ Both sentences are unambiguous,
having sloppy identity readings only. Again, then, the pronouns
must represent bound variables.

A final enviromment that permits boumnd variables only is
illustrated in the following discourse.

(17) As Who beat his wife?

By John beat his wife, and so did Bill.

In AVg wuestion, we have a pronoun with the question word as its
antecedents In isolation, B's enswer is ambiguous, having both a
strict identity and a sloppy identity readings In this context,
however, it is unambiguous, having only a sloppy identity reading.
This means that hig in B's answer must represent a bound variable.
The obvious explanation for this is his in A's question must repre-
sent & bound variable.

1 have argued, then, on the basis of the distributipn of certain
embiguities, that various snaphors can only represent bound variables.
in the next section, I will present some independent evidence for

these conclusions.

343+ Pronouns and Reference

However else promouns of laziness are characterized; it is
reasonably clear that they are referring expressions. I assume that
4e In fact, it is not the complex NP but the head noumn that is
antecedent, as we will see in 3.0,
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bound variables are not referring expressionss 1 want now to look
further at this difference,

1f bound variables are not referving expressions, any evidence
that some pronoun is not a referring expression is evidence that it
is a bound variable. There is a fair amount of evidence of this
kind. 1f one has a sentence containing a veferring expression in a
noneopaque enviromment, it is possible to replace that expression
by any other expression with the same reference without changing the
truth conditions of the sentences Clearly, this principle has implie
cations for pronouns. 1f a pronoun and its antecedent are both
referring expressions with the same veference, it should be possible,
other things being equal, to substitute the latter for the former,
What then of cases where this is not possible? We can, I think,
exclude the possibility that a promoun and its antecedent can be
referring expressions with different refevrents. There are, therefore,
two peseible conclusions in this situation: either the antecedent
iz not a referving expression, or the pronoun is not. Here, then,
we have a possible way of identifying anaphoric pronouns which are
not referring expressionsy; and which must; therefore, be analyzed as
bound variables.

We can look first at reflexives. I1f reflexives were referring
expressions, it would be possible to substitute Satan for himgelf
in (1) without changing the txuth conditions of the sentence.

(1) Only Satan pities himself.
This is not poscible, however, As Geach (1962) points out, (1)
and (2) have quite different truth conditioms.

(2) Only Satan pities Satan.
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(1) implies that no one else pities himgelf, (2) implies that no
one else pities Saten. Clearly, Satsn is a referrving expression.
We must assume, then, that himself is mot. Here, then, we have
independent evidence that reflexives represent bound variables.

Next, we can consider the null anaphor that results from
equi~-NP~deletion. I1f the null anaphor were a referrving expression,
€3) and (4) would have the same truth conditions.

(3) Only Steve wants to visit Bordeaux.

(4) Only Steve wants Steve to vigit Bordeaux.
Clearly, they do not. (3) implies that no one else wants to visit
Bordeoux,s (&) implies that no one else wants Steve to visit
Bordeaux. We can assume, then, that null anaphors are not referring
expressions, and, therefore, that they represent bound variables.

We can also congider ordinary pronouns. We have already, in
effect, employed the argument developed here in connection with
sentences like (5).

(5) Every doctor thinks he is overworked.
it seems reasonable to regard gvery doctor as a referring expression
referring to a set of doctorss Therefore, the fact that {5) has
different truth conditions from (6) suggests that the pronoun is not
a referring expression.

(6) Every doctor thinks every doctor is overworked.
We can assumey then, that the pronoun represemts a bound variable,

We can also employ the argument in connection with sentences
like (7).

(7) The man who thought he was Trotsky was arrested. .
One might think that he is & referring expression with the same
reference as the complex NP of which it is a constituent. Substi-

tuting this NP for he gives an unacceptable sentence. Suppose,
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howevery that the referent of the NP is called Sams We should then
be able to substitute Sam for he, giving (8).

(8) The man who thought Sam was Trotsky was arvested.
it is quite easy, however, to show that (7) and (8) have different
truth conditions., Among the truth conditions of (7) is the regquivement
that there is in the context only one man who thought he was Trotsky.
Among those of (8) is the requirement that there is in the context
only one man who thought Sam was Trotsky. In a context where there
is only one man, namely Samy; who thought he was Trotsky, but where
there is another man who thought Sam was Trotsky, the first require-
ment will be met, but the second will not. This suggests, then,
that he is not a referring expression. We can assume, therefore,
that it represents a bound variables

Unfortunately, the argument cannot be invoked in comnection
with gentences like (9) and (10).

(%) An ltalian thought he was Trotsky.

(10) who thought he was Trotsky?
Clearly, (9) has different truth conditions from (11).

(11) an Icalian thought an Italian was Trotsky.
Here, however, the antecedent is not a referring expression.: There-
fore, the different truth conditioms of (9) and (11) do mot show
that the pronoun is mot a referring expression. We can think of
(10) as specifying a set of sentencesy each with its own truth
conditionsy which are possible amswers to (10). Clearly, (12)
specifies a different pet of sentencee with different truth
conditionse

{12) whe thought who was Tvotsky?
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Again, however, the antecedent is mot a referring expression. There-
fore, the contrast between (10) and (12) does not establish that the
pronoun is not a referring expression.

While the argument is not relevant to sentences like (9) and (10),
it ig relevant to sentences where the pronoun can represent either
a bound variable or a pronoun of laziness. Consider firstly (13).

(13) Max loves his wife, and so does Alaric.

As we have seeny (13) is ambiguouss Alaric may love either Max's
wife or his own wife, Noticey however, that (14) is unambiguous.

(14) Max loves Max's wife, and so does Alaric,

This can only mean that Alaric loves Max's wife. It is clear, then,
that, when (18) has a sloppy identity reading, the pronoun is not a
referring expressions On this reading, then, it must represent a
bound variable. Consider also (15).

(15) Only Max waghed his car.

This, again, is smbiguous, meaning either (16) or {17).
(16) The only ome who washed Max's car was Max,
(17) The only one who washed his car was Max.
(18), however, is unambiguous.

(18) Only Max washed Max's car.
it can only mean (16). Clearly, then, the pronoun is not a referrving
expressiony; when (15) means (17). Therefore, whem (15) has this
reading, the pronoun must represent & bound variable.

1 originally argued for a conception of sloppy identity like
YcCawley's on the grounds that it is intuitively satisfactory, and
that it permits a straightforward account of sentences like (19).

(19) John washed his car, and Sam did, and Steve did.

Then, on the basis of this conception, 1 argued that reflexives,
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null anaphors, and various ordimary pronouns can only represent
bound varisbles. 1 can now argue in the opposite direction. 1 have
given independent evidence that various anaphors can only represent
bound variables. On the basis of this evidence, 1 can argue for a
conception of sloppy identity like McCawley's. Consider, for
exanple, (20).

(20) Alaric scratched himself, and so did Steve.
Given evidence that veflexives represent bound variables, the fact
that (20) has only & sloppy identity reading suggests that sloppy
identity is identity of constituents containing variables.

3.4. A Note on Fodoy
One writer who has noticed some of the facts congidered in this
chapter is Fodor (1975): He notes, in particular, that (1) and (2)
are synonymousy and that they differ im truth conditioms fxom (3).
(1) Only Churchill remembers giving the speech about blood,
sweat, toil, and tears.
(2) Only Churchill remembers himgself giving the speech about
blood,; sweat; toily, and tears.
(3) Only Churchill remembers Chuwrchill('s) giving the speech
about _blood, sweat, toil, and tears.
Fodor takes this difference as evidence that null anaphors, and
reflexives do not derive from copies of their antecedeats, He
considers the poesibility that they derive from bound variables, but
rejects ity and suggests instead that they are represented in
underlying structure by the element gelf., Helke (1971, 1973) adopts
a pimilay view, Fodox seems not to notice that ordinary pronouns

commanded by their antecedents can be interpreted in the same way as
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null anephore end reflexives, GCiven this facty; he would have to
agsume that they also can be represented in underlying structure by
gelf.

How doee Bodor's approach compare with the spproach adopted
here? In effecty, Fodor's apprcach treats reflexives as thasict,
and null anaphors and certain ordinary promouns as 'derived'. The
approach adopted here involves ne such contrest. Ig there any evidence
for such a contragt? 1t seems to me that there ig nots I think,
then, that the approach asdopted here is preferable. Formal cone
giderations point to the same conclusion., 1f one assumes that null
anaphors, reflexives, and certain ordinary pronouns derive from
the element gelf, one has to specify whem it is deleted. 1f, on
the other hand; one assumes that they derive from bound variables,
one has to specify when variables are realized as veflexives. In
the first case, one must say thet gelf is deletedy unless it is a
clause mate of its antecedent, In the second case, one can say that
a bound variable assumes a reflexive form, whenever it is a clause
mate of its antecedent. It seems to me that geteris paribus a
positive condition ig preferable to a negative condition. Again,
theny, I think that the approach adopted here is preferable.

1 suspect that two factors contributed to Fodor's adoption
of his approach, Firstly, 1 think he mey well think that the distrie
bution of null anaphors ig imcluded in the distribution of reflexives,
1f it werey; it would be plausible to regard null anaphors as a kind
of reflexive. If one assumesy like Chomsky (1973), that there is
no rule of subject to ebject raising, ome will regard himgelf in

(2) es a complement subject. If such reflexives were complement
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subjects, the distribution of null anaphors would be included in
that of reflexives, I think, however, that Postal (1974a) demon-
strates quite conclusively that there is & rule of subject to
object raising, I assume, then, that himgelf in (2) is not &
complement subjecty and; thereforey, that the distribution of null
anaphors is not included in that of reflexives.

Secondly, 1 suspect that the examples Fodor uses may have
misled him about the extent to which ordinary promouns can be under-
stood in the same way as null anaphors and reflexives., (1) and
(2) imply that noone elgs remembers giving the speech about blood,
sweaty toil, and tearss They are odd sentences, since, given that
fact that only Churchill gave the speech, noone else could remember
giving ite it is thig, 1 think, that leads Fodor to think that (4)
can only mean (3);

(4) Only Churchill remembers his giving the speech about blood,

sweat, toil, and teavs.
Certainly, given the factsy this is the only fully natural meaning.
it appears, then, that his camnot be understood in the same way as
a null anaphor or a reflexive. 1 think, however, that a little
reflection suggests that (4) can also have the odd meaning of (1)
and (2)s Thus, the pronoun can be understood in the same way as a
null anaphor or a reflexive.

Whatever the exact factors leading Fodor to adopt his approach,
1 think the approach adopted here is preferable. 1 will returm to
Fodor briefly in chapter 8.

3.5 First and Second Persom Pronouns

8o far 1 have only comgidered third person pronouns. 1 want now
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to teke a2 brief look at fivst and second person pronoung, I will
show that they too cen represent both pronouns of laziness and
bound varisbles,

We can begin with sentences involving VP-deletion. .Gonlidet,
for example, the following,

(1) I washed my car, and so did Sam,

(2) You washed your car, 2nd so did Sam,
Beth are ambiguous, (1) cen mean that Sem washed my car or that he
wached hig owm. (2) can mean that Sam weshed your car or that he
washed his own., This suggests quite strongly, them, that my and
Jour can represent both pronouns of laziwess and bound variables.
Notice now that (3) and (4) arve ambiguous in $ust the same way as
(1) and (2).

(3) 1 gaid I wae intelligent; and so did Sam.

(4) You said you were intelligent, and so did Sam.
it seems, then, that I and you ecan also represent both pronouns of
laziness and bound variables.

These conclusions are reinforced by sentences involving only.
As Dahl (1973) pointe out, (5) is ambiguous between (6) and (7).

(5) Only I love my wife.

(6) Ho cne but me loves my wife,

(7) No one but me loves his wife,
On the first reeding, we can smalyze my a2s a pronoun of laziness. On
the second, we can analyze it as a bound varisble, (8) is smbiguous
in just the same way between (9) and (10).

(8) Only you love your wife,

(9) No one but you loves your wife.

(10) No one but you loves hiw wife.
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On the first reading, your will represent a pronoun of laziness. On
the second, it will represent a bound variable. We have further
evidence, then, that my and your cam feprennt both prenouns of
laziness and bound variables. Notice now that (11) and (12) ave
ambiguous in just the same way as (5) and (8).

(11) Only I said I was intelligent.

(12) only you said you were intelligent.
Thus, we have further evidence that I and you can represent both
pronouns of laziness and bound variables.

1 will conclude this section with a few words about (6) and (9).
Both are unambiguous. The pronouns can only be pronouns of laziness.
Why is this? One possibility is that it is due to an extension of a
congtraint noted by Witten (1972). He notes that what he calls
tdeep structure pronouns',; which arve effectively bound variables,
cannot have an antecedent inside a coordinate structure. The
constraint accounts for the unacceptability of (13).

(13) * Jim and Mary scratched herself.,
it also explains why (14) cannot mean that Jim and Mary wanted @im
to leave or that they wanted Mary to leave.

(14) Jim and Mary wanted to leave.
Finally, it explaing why the pronouns in {15) and (16) must be
non-anaphoric.

(15) A man and a woman said he was angrys

(16) Every man and every woman said he was angry.
There is evidence that this constraint is a reflection of something
more gemerals Helke (1973) points out that a possessive determinexr

cannot be antecedent of a reflexive. (17) illustrates.
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1t 18 clear also that & possessive determiner cammot be antecedent
of a null anaphor, (13) cannot mean that the girl's father wanted
the girl to leave,

(18) The girlte father wanted to leave.
Notice also that non-anaphoric interpretations are most natural for
the pronouns in (19) and (20).

- (19) A girl'e father said she was angrys

(20) Zvery girlts father gaid she was angry.
Ve mighc suggest that no anaphor that represents a bound variable
can have an antecedent inside an NPs This would account for all the
facts we have congidered, including the fact that the pronouns in
(6) and (9) can only represent pronouns of laziness, 1t looks, them,
as if the unambiguous character of (6) and (9) may stem from a quite
general comstraint. 1 will return to this constraint in chapter 35,

3.6+, Relative Pronouns
I want to conclude this chapter by taking a look at relative
pronouns. 1 suggested earlier that NP's containing restrictive

relative pronouns have the structure in (1), mot the structure in (2).

(1 NP 4 o
Det R NP 8 s
/\ /\ Q- ek 147 o
N s Det S/,' Ty (I

1 have said nothing, however, about the stxucture of restrictive
relative clauses themselves. 1 will argue here that they originmate
as open sentences, and that the pronouns diriv. from bound variables.

A numbexr of writers have analyzed restrictive relatives as open
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sentences. Keenan (1972), for example, generates complex noun

phreses like (3).

(3) NPc
/NP& s Pro
N - P|ro Pred Pro
l
girl x screamned :i:

This is reslized as girl who screamed, Such an NP combines with a
detemminer and an open sentence to form a sentence. Montague (1973),
similerly, has a rule (83.) combining & common noun and an open
gsentence to form & complex common noun. His rule only generates
somewhat artificilal such that clauses. His approach can easily be
extended to gemerate ordinary restrictive mlatives,' however.

(See Rodman, 1976,)

The main motivation for an analysis of restrictive relatives as
open sentences is that it permits a simple account of their semanticse
Consider the following definite descriptiom.

(4) the man who loves Margha
This refers to the contextually unique member of the set of men who
love Margha., Thusy the complex moun denotes the set of men who love
Margha. 1f restrictive relatives originate as open sentences, it
vilt involve the following open sentence.

(5) x love Marsha
It will denote those men who satisfy the propositional funciion
expressed by this open sentence. We can say, then, that the role
of restrictive relatives is to restrict the extension of the
assoclated noun to those members of its extension that satisfy a
certain propesitional function.

A further motivation foxr this approach to restyictive relatives
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is that it allows a straightforwavd account of the presuppositions
associated with NP's containing restrictive relatives. Consider
firstly (6).

(6) the man who left early
(6) vefers to the contextually unique member of the set of men who
left early. It thus involves the presupposition that there is a man
who left early., Thus, it presupposes (15).

(15) A man left early.
Congider next (16) and (17).

(16) all the men who left early

(17) every man who left uﬂy
Both presuppose that there is a set of men who left early., Thus, both
presuppose (18).

(18) Some men left early.
Somewhat more complex are NP's like (19).

(19) no man who left early
In subject positiony (19) presupposes that there is a set of men who
left early. Thus,; in this position, it presupposes (18). In non-
subject position, howevery (19) seems to lack such presuppositions.
More complex also ave NP's like (20).

(20) a man who left early
In many positions, (20) implies that there is a man who left early.
In certain envivonments, however, NP's like (20) can have non-specific
interpretations. In this situation, no existential implications
are involved, Consider, for example, (21).

(21) Jim is looking for a men who left early.
On one reading, this implies that there is & man who left early. On
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the other, there are no such implications. Thus; on one reading,
(21) implies (15). On the other, it does not.

1 assumey; them, that an NP like (22) derives from something
like (23).

(22) the man who shot Harry

(23) wP

man x shot Harry
The subscript on the lowest N indicates that it bimds the variable
in the open seatence. In (22), the variable is realized as who.
An alternative will be to introduce the complementizer that amnd
delete the variable, giving, instead of (22), (24).

(24) the man that shot Harry
(For arguments that that is & complementizer and not a relative
pronoun, see Emonds, 1970, and Bresnan, 1972.)

It is worth noting that this spproach provides in a straighte
forward way for so~called "stacking?, the situation where a relative
clause modifies a combination of noun and relative clause. Implicit
in this approach is a rule of the following form

(25) N~ N8
There is nothing to stop this rule applying to its own output,
generating structures like the following:

(26) N

N 8
As Stockwell, Schachter, and Partee (1973) note, stacking is exempli.
fied for many speakers in a sentence like (27).
{27) The horse that started late that finighed fast won the race.
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For those speakers, (27) has the wough paraphrase (28).
(28) Of the horses that started late, the one that finished
fest won the race.

in the present framework, the NP im (27) can be represented as (29).

(29) NP
n-?'/\n
che ,;/’”j/s\
nf j_ % finished fast

horse j'r/.smud late
Stacking, themy; ie handled quite naturally.

Evidence that restrictive relatives originate as open gentences
is evidence that the relative pronouns originate as bound variables.
Such evidence does not show, however, that all pronouns in restrictive
relatives with the complex NP as their antecedent can only represent
bound variables, On the face of it, the NP im (30) ought to derive
both from (31) and (32), in which he is a pronmoun of laziness with
the complex NP as its antecedent,

(30) the Rumanian who said he was Napoleon.

(31) nwp (32) N2
/\
Det N Det N
the Ny 5 the hlla s
Rumanian x say § Rumanian x say §
//\
x be Napoleon he be Napoleom

Both relative clauses are open sentences, 4s our account requiress It
is not inmediately obviousy; then, why only (31) is a possible source
for the NP in (‘30). A little reflection suggests, however, that the
problem with (32) is that it involves a vicious circle, In (32); an
individual is identified as the contextually unique member of the
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intersection of two sets, but one of the sets is identified by
veference to the individusl, Thus, the identification is egsentially
circulax, Clearly, (31) does not invelve this probleme The second
set in (31) is identified quite independently of the individual
that (31) is used to refer to. Thus, (31) is a perfectly acceptable
veferring expresegion. These observations show, incidentally, that
it iz incorrect to speak, as I have doney; of pronouns im vestrictive
relatives with the complex NP as their antecedent, Such pronouns,
in fact, have the head noun as their antecedent.

So far, I have only considered restrictive relatives, 1 want
now to consider nomerestrictives. I suggested earlier that struce
tures like (33), while inappropriate for NP's containing restrictive

relatives, might be appropriate for NP's containing nonerestrictive

relatives.
(33) NP
/\
NP -
/\
Det N

This is essentially the view of Rodman (1976), 1f we adopt this view,
we might suggest that, whereas (22) derives from (23), (34) derives
from (35).
(34) the man, who shot Harry
(35) NP
NP s

///\

Det N x shot Harzy

It has been widely assumed, however, that non-restrictive relatives
originate as conjoined clauses, so that (36) has the same source
as (37)-
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{36) The man; who shot Harry, will be here tonight,
(37) The mean will be here tonight, and he shot Harry.
Ross (1967) gives two arguments £o§ such an amalysis. Firstly, he
notes that nonervestrictive relatives can often be replaced by clauses
begiuning with and. (38) illustrates.
(38) Enricoy, and he is the smartest of us all, got the answer
in seven geconds,
Secondly, he points cut that, when sentences containing non-restrictive
relatives are ungremmatical, the corresponding sentences with
conjoined clauses are ungrammatical also. The following illustrate.
Any
(39) *[no ]mh who wears socks, is a swinger.
Every
Any
€40) *{80 ]amz is a swinger, and he wears socks.
Every
One objection to this analygis is that pairs of sentences like (36)
and (37) differ in their pragmatic significance. 1 assume, however,
that sentences that differ in their pragnatic significance can have
the same underlying structure, if they have the same truth conditionss
Thus, whatever difference there is betweem (36) and (37) does mot
mean that they cannot have the same underlying structure. 1 think,
then, that this snalysis is preferable to my first proposal.
This analysis hes important implications for relative pronounse
1 alluded earlier to the command constraint which requires bound
variables to be commanded by their antecedents. Given this conse
traint, the pronoun in (37) cannot be a bound variable. It is
natural, them, to assume that it is a pronoun of laziness. But,

if the promoun in (37) is a pronoun of laziness, the relative pro-

noun in (36) must be also. It seemsy then, that whether a relative
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pronoun is a bound variable or a promoun of laziness dupndiu
the character of the velative clause in which it appearss 1f the
relative clause is restrictive; the pronoun is & bound variable.

1f the relative clause is non-restrictive, the pronmoun is a promoun
of laziness.
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CHAPTER &
BOUND VARIABLES: STRUCTURES AND DERIVATIONS

In this chepter, I want to investigate the character of bound
variables and the structures and derivations in which they appear.
1 will suggest that bound variables have very largely the character
that the bound variable theory takes them €0 have., 1 assume that
variables appear in NP positiomns, and that evexry veriable must be
bound by a binding element that asymmetrically commands it. 1 also
assume that any variable that is not replaced by a binding element
or deleted is vealized as an appropriate pronoun. 1 reject,
however, the view that one of a set of identical variables is
always replaced by the element that binds them. I will suggest
that this replacement is often optionaly, and sometimes impossible.
I also reject the kinds of underlying structure assumed by
advocates of the bound variable theory., 1 will suggest that there
is evidence for underlying structures that are more natural in the
senge of being move like surface structures. Here, 1 take as a
working principle the first of Keeman's (1972) naturalness cone
ditions, which states that 'logical structures should look as much
like the NL [natural language] structures they represent as
possiblets My proposale will imply that simple unambiguous sen=
tences have a number of different sources. This might be thought
to be undesirable., However, quite standard arguments lead to this
position. Furthermore, it is not unprecedented; as I noted in
chapter 1. 1t is not at all clear, then, that this is undesirable,
1 will touch on a number of questions in this chapter. My proposals
are quite temtative., 1 think, however, that the lines of thought
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1 develop are of some importance.

4o1s Existential Structures

1 argued in the last chapter that a pronoun commanded by an
indefinite antecedent can only represent a bound variable. This
iunu, for example, that the pronoun in (1) can only represent a
bound variable.

(1) A Rumanian sold his soul.
We might propose that this derives from something like (2).

(2) 5
/\
s ll'x
x sell x's soul A Rumanian

This, however; is an unnatural structure in the sense that it does

not resemble any English surface structure. It is naturaly then,

to look for an altermative source. It has often been noted that

sentences containing indefinite NP's have paraphrases involving

there is or there are. (3), for example, is a paraphrase of (1).
{3) There was a Rumanian who sold his soul.

I would dexive (3) from something like (4).

(4) s
,/’//\
np ve
= t/‘\n /\
‘ PR e be there
M x

Rumanian x sell x's soul
Given the equivalence of (3) and (1), (4) is at least semantically
appropriate as a source for (1), 1t is also preferable to (2) on

grounds of naturalness. 1 want, then, to suggest that (1) can
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devive from (4)s Move gemerally, 1 want to suggest that indefinite
NP's can originate in existential structures. Somewhat similay
proposals are advanced by Hogg (1975) and Andersom (1974a). 1 will
discuss their proposals in gome detail below.

Before I go eny further; I mupt explain (4)¢ 1 assume here
the conception of relative clauses argued for in the last chaptew,
Given this conception, the subject of (4) is fairly straightforward.
The predicate requires rather more explanation. thexe here is not
the ordinary locative there. It might be called existential there.
1 will, however, term it smbient thewe. 1 wvegard it as the locative
equivalent of Bolinger's (1973) ambient it. Bolinger argues against
the widespread assumption that it in pentences like the following is
& semantically empty element introduced transformationally,

(5) It's scary in the dark.

(6) It's pleasant in Californias

(7) iIt's haxd to do a job like that.
He argues that it is a perfectly meaningful element referring to the
general situation. In (5), it is the general situation that is
scary in the absence of lights In (6)y; it is the general situation
that is pleasant in Californias 1 will provide some arguments for
this position in chapter 9, If one accepts the positiom, it is
natural te regard there in existential sentences as a locative
equivalent of this it, and to interpret a sentence like (3) as saying
that the gemeral situation includes a Rumanien who sold his soul.

One further point about my proposal sghould be clarified. 1 gaid
earlier that indefinite NP's can originate in existentisl structures.
1 did not say that they always do. Unlike Hogg and Anderson, 1
will not make this assumption. In (8), unlike in (1), there is no



need for the subject to originate in a higher sentence.
(8) A Rumanian knew the answer.
There is no reason why it should not originate in an existential struce
ture, but, unless special restrictions ave imposedy, it will also be
possible for it to originete in its surface positiom. In the abgence
of good evidence for such restrictionsy 1 think it is reasonable
to derive a sentence like (8) both from a structure like (4) and from
one in which the subject originates in its surface pos:lu.on.l
Having clarified this pointy 1 cen note some independent evidence
for this proposale I noted earlier in a discussion of Geach's
definitions of pronouns of laziness, that it is natural to substitute
nan _who explored the Amazon for he in (9).
(9) A man explored the Amazon, aﬁd he caught typhoid.

In contrast, this subgtitution is not at all natural in (10); where
the antecedent is definite.

€{10) The man explored the Amazony and he caught typhoid.
On the present proposal, the first clause of (9) can derive from
gomething like (11).

(11) s
//\
NP vP
/\
Det ' N

N 8

man % explored the Amazon

1. My approach here can be compared with Montague®s. For Montague,
& Bumanian will be either substituted for a variable or imtroduced

directly in (8), whereas in (1) it can only be substituted for a

variable,
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n is simply the subject

of (11) with the in place of g, 1t is not surprising, then, that
it is a natural substitute for he in (9). The first clause of (10)
cannot derive from a structure like (11). It is not surprising,
then, that the man who explored the imazon is not a natural substitute
for he in (10).

Proposals like the present one are criticized in Thorne (1973),
He argues that a pair of sentences like the following should mot have
the seme underlying structure because they are not strictly
synonymouse.

(12) There was a spider that frightened Migs Muffet.

(13) A spider frightened Miss Muffet.
He claims that, while (12) asserts the existence of 2 spider, (13)
only presupposes it. He cites in this connection Strawson's dise
cussion of presupposition (Strawson, 1950; 1952; ppe. 173-1943 1954).
Strawson is primarily concerned in these references with definite
dnur:lpntonn. which, he argues against Russell, involve a pre-
supposition not an assertion of existence. His discussion of
indefinite NP's is brief and mone too elear. In Strawson (1950), he
does seem to assume that indefinite NP's involve a presupposition
of existence. In Strawson (1952:1187), however, he appears to deay
thise 1t is surely right to demny it. The existence of a spider
is not a precondition for the truth or felsity of (13); as it is for
the truth or faleity of (14).

(14) The spider frightemed Miss Muffet,
1f there ave no spiders in the avea, a natural response to (13) would
be (15), which says that (13) is false, not that it lacks a truth

value,
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(15) No it wasn't a spider. There aren't any gpiders around
here.

The point is made move forcefully by (16),

{16) Migs Muffet saw a unicorn.
One need not accept the existence of unicovyns to digcuss the truth
or falsity of (16)s The fact that unicorms sre assumed not to exist
is, in feet, the obvious reason for saying that (16) is false. I
conclude, theny that Thorme does not succeed in demonstrating any
basi¢ semantic difference betweenm {12) and (13), and, therefore,
that he does not succeed in showing that they should not have the
same underlying structure.

Thoyne also seeks support for his position from the following
sentences,

(17) There was a book that Alex was looking for,

(18) Alex was looking for a book.
He assumes that, if (12) and (13) have the same source, (17) and (18)
should also. But someone uttering (13) need not be asserting the
existence of a book, as must someone uttering (17), This suggests,
then, that they should not have the same source. There is move to
be said about (17) and (18), however, 1 would suggest that (18) is,
in fack, ambiguous, being disambiguated in contexts like the following,

(19) Alex was looking for a book, but he couldn't find it.

(20) Alex was looking for a book, but he couldn®t find one.
On the first reading, (18) is synonymous with (17). On the second
reading, it is not. We can give a straightforward account of this
ambiguity, if we assume, following Bach (1968), that look fox
derives from something like gry to finds It will be possible, then,
to have an existential assertion either above try or above fiud.
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{17) will involve the former configuration. (18) will involve either
the former or the latter., txy is a verb that requires the operation
of equi-NP-deletion., For this reasony it is impossible for an
existential assertion immediately above find to show up either with
Lxy to find or with look for. It is this fact which makes it look
as if (17) and (18) provide an argument against the kind of analysis
that Thorne is ¢riticizing., A more regular pattern than that in
(17) end (18) is that in the following.

(21) I believe a man saw & unicorn.

(22) There ie a man that I believe saw a unicoxn.

(23) 1 believe there is a man that saw a unicorn.

(21) ie ambiguous, being synonymous with either (22) or (23)s Clearly
these sentences provide no argument against the kind of asnalysis that
Thoxne is criticizinge. But then mor do (17) and (18), when seen

in the proper light. Again, then, Thorne does not succeed in showing
that sentences like (12) and (13) should not have the same under-
lying structure.

Thorme (personal communication) has contrasted (12) and (13) in
somewhat different terms. He suggests thaty whereas (12) asserts the
exigtence of a spidery (13) simply establishes it in non-assertive
fashion. Such a characterization seems quite reasomables, It makes
it fairly clear that the contrast between (12) and (13) is pragmatic
rather than semantic. 1 assune that sentences which differ prage
matically can have the same underlying structure, if they have the same
truth conditions. Thusy if (12) and (13) do differ in this way, it
does not mean that they cannot have the same underlying structure.
Some kind of constraint will be necessary to ensure that there is or
there axe appears on the surface when the speaker is asserting the
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existence of something rather than simply establisghing it Such a
constraint seems to me quite reasomables I think, then, that whatever
contrast there is between (12) and (13) does not necessitate differe
ent underlying structures, as Thorne assumess =

I can turn now to the proposals of Hogg and Andersons For Hoggs
{12) and (13) will devive from something like (24).

(24) &
e R ™
ui’ff#f#ﬁhhﬁhﬁ%ﬁh“b l
’ ,#,#af#*”‘“‘*--_h EXIST
one

/\s /\ Ty
‘ Amﬁm Miss Muffet

one one BE spider
in Anderson's dependency case grammar framework, (13) will derive

from (25).
(25) v
/\
nom loc
TS )
N N
AN |
/! \ * |
i i sl s J
a spider v fexistence?

e
// M"‘"\.
—
S
-

a spider frighten Miss Muffet
{12) will devive from the move complex structure (26).
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(26) vt
//\
-
w“n N
\\
nom
o
R T e
B Y
N N
I/ \\ m\\ I
a spider v 'uuému'

-
- i

a spider frighten Miss Muffet

Hogg's derivations are fairly simple. In the derivation of (12) from
(24), the embedded subject is copied into the main clause, and EXIST
is realized as there was., In the derivation of (13), the main

ep.;-.mln is the deletion of the main clauses Anderson's derivations
are mu.haf. more complex. The derivation of (13) from (25) involves
three main operations. Firstly, V-abjunction moves the lower V

from under the subject N and attaches it to the upper V, as in (27).

o /‘t\\
nom nom loc
e e S
¥ . "
//\\ /// H“--.R |
/ \ - H‘--.. i

/ \ - s it

L i1 % |
a spider a spider frightenm Miss Muffet ‘'existence'

Then the higher subject N is superimposed onto the lower. Finally,
the existential locative is deleted by E-deletion. In the derivatiom
of (12) from (26), relative clause formation takes place on the v2

cycle. Theny on the \'1 cycle, V-abjunction applies to give (28).
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(28) v
m
[loc] nom nom
nom | N T
N N v
7/\
nom loc
2 Sy
N

- —

— ~ |
a spider that frightened Miss Muffet fexigtence?

The lower N's are then copied onto the empty upper N's in accordance
with the X principle. (See Anderson, 1973a.) BSuch copying reverses
the original sequence of the N's; placing the lower locative into
subject position and the lower nominative into object position.
After copying, the lower subject is deleted and the upper subject
pronominalized as thexe. Fimally, E-deletion removes the lower
locatives The central feature of this analysis is its treatment of
there as a pronominalized locative, In (12), it is an existential
locative that is pronominalized. In other sentences, there will
derive from an ovdinary locative. The following illustrate.

(29) There is a spider in the baths

(30) There was a unicorn in the forest.

This approach to there is based on the analyses of Fillmore (1968)
and Lyons (1967).

1 will criticize Hogg's analysis first, since it is rather more
open to criticism them Anderson's. Firstly, notice that the analysis
offers no explanation for the fact that existential sentences involve
there and some form of the verb bes It simply has an ad hec rule
lexicalizing the predicate EXIST in this way., Implicitly, it suggests
that English could just as well form existential sentences with herxe
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and becegme or any other combination of morphemes. Notice alge that
Hogg's lexicalization rule is of an unprecedented kinds There are
many precedents for rules lexicalizing complex semantic structures
as a single verbe A4s far as 1 knowy however, there are no precedents
for rules realizing a single semantic predicate as a complex lexical
structures

Secondly, notice the existence of sentences like the following,

(31) Into the room, there came a tall dark man.

(32) At that moment, there arcse a terrible crye.

(33) There emerged a story of deceit and double dealing. |
Here, one has there associated not with be, but with various oth;r
verbs. Roughly speaking, whereas be has to do with existence, these
verbs have to do with coming into existence. (See Kimball, 1973a.)
Clearly, we are dealing with a unified phenomenon heree There is
no way Hogg can treat it as such, howevers He can only introduce
additional lexical rulese Such rules will mot explain why there
appears in gentences like (31) « (33) any more than his rule for
EXIST explains why there appears in simple existential sentences.
Hoggy them, can only treat the distribution of there as am arbitrary
matters

Finally, notice that Hogg assumes that relative pronouns derive
from full NP's, 1 argued in the last chapter that relative pronouns
derive fyom bound variabless I think, then, that this assumption,
which is also made by Andersom, is untenables

I turn now to Anderson's amalysise Apart from the last criticism,
his analysis escapes the criticisms made of Hogg'se Fivstly, notice
that it does offer am explanantion fox the appearance of there in
existential sentencess It simply treats it as a pronominalized locatives
Secondly, although Anderson does not discuss semtences like (31) - (33),

his amalysis can be extended to such sentences in & quite natural
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wayes One can simply assume that the allative locatives assoclated
with come, arige, and emerge can be copied and pronominalized just
1like ordinary locatives.

Although Anderson's analysis is preferable to Hogg'sy it is
still subject to certain criticisms. Firvstly, I think that the kind
of substitution rule that Anderson invekes is quite dubious. In the
following chapters, I will argue in a number of places against such
ruless Secondly, notice that Anderson's analysis involves a violation
of a generally valid comstraint on anaphors. In general, an anaphor
may not both precede and command its antecedent. Thus,; Brien can be
antecedent of he in (34), but not in (35).

(34) Brian thinks he is clever.

(35) He thinks Brian is clever,

In Anderson's analysis, there both precedes and commands its putative
antecedent. Thig, then, casts comsiderable doubt on the analysis.

1t should be clesr that the analysis I an advaneing escapes the
criticisms I have made of Hogg's and Anderson's. 1 think, then,
that it is preferable to these analyses. We can note one further
point in its favour. allan (1971) points out that existeantial there
differs from ordinary locative thexe in not pemmitting paralinguistic
indication of intended reference or stress. It is fairly clear that
ambient it is subject to these vestrictions. Thus, on the present
analysis, it is quite natural that they are found with existential
there.

it is not immediately obvious how sentences like (29) and (30)
should be handled in this frameworks I would suggest, however, that
they involve two locatives in apposition, ambient there end a move
specific expressions (29), then, will derive from esomething like (36).
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(36) 8
/\
NP VP
L i
Det N v LocP

a spider be there in the bath

In a similar way, I think it is plausible to assume that the under-
lying structure of (37) has it and the complement togethexr in
subject position,

(37) it's strange that Jim believes in ghosts.

This, of course; is the view of Rosenbaun (1967). In recent years,
it has been largely abandoned. Bolinger's discussion suggests,
however, that it might be revived, 1 will discuss this further in
chapter 9,

Notice finally, that sentences like (31) - (33) can be handled
quite naturally in this framework. We simply meed to assume that
there is an allative equivalent of ambient it as well as a locative
equivalent.s In (31), one will have two allative expressions in
apposition. In (32) and (33), one will have there only,

1 must now say something about the derivational processes I am
assuming, The derivation of (3) from (4) is quite straightforward.
Relative clause formation will apply quite normally. there will be
preposed, and this will trigger subject-verb inversion in just the
same way as the preposed locative in (38).

(38) iIn the attiec was a portrait of Napoleon.

The derivation of (1) from (4) is a less straightforward matter,
Clearly, the predicate of (4) must be deleted, and a Rumanian
subgtituted for the first variable in the relative clause. The

problem is that a Rumanian is not a constituent in (4). It is

[
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generally assumed that only comstituents can be moved, (See e.g.
Schwartz, 1972.) It seems, then, that we need some way of making
2 Rumanian a constituent. One possibility is to assume a rule
raising the relative clause into the main clause, rather like
Anderson's Veabjunction. This will comvert (4) into (39).

(39) 5
e N S o
NP 6 ve
Det N
- be there

a Rumanisn x sell x%s soul
A second possibility is to assume a rule Chomsky-adjoining the

relative to the NP of which it is a comstituent. This will comnvert

(ﬁ) into (40).
(40) s
e b el
NP ve
,A
NP 5 A
be there
Det )

a Rumanian x sell x's soul

In both these structures, g Rumanian is & constituent. It is not at
all clear, then, which approach is to be preferred.

While the exact character of the derivational processes involved
in the present asnalysis remains open, it ig fairly clear that
certain constraints ave required. Lakoff (1971) proposes a constraint
requiring that a quantifier that asymmetrically commands another
quantifier in uanderlying structure must precede it in surface
structure; if it ceases to asymmetrically command it as a result
of lowering. 1 assume that NP'sy; not quantifiers; arve lowered. I

propose, theny; to reformulate Lakoff's constraint as follows.
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(41) 1f an NPy NP, asymmetrically commands another NP, NP

i ’
in underlying structure; but does not do so in m!ne:
structurey Hl’l must precede NPJoz

This means that, while (42) can derive from (43), (44) cammot.

(42) Some men saw a unicorme

(43) 8

muﬁshm“

x see a unicorn
(44) A unicoyn was seen by some men.
(44), however, can derive from (45), which (42) cannot.
(45) 3

B T

auatnn.&hcﬂuﬁ

some men saw X
1 will suggest in chapter 5 that structures like (43) and (45) have
the same truth conditions. For most speakersy (42) and (44) can have
e oeene.
2+ Obviously, this constraint is only as adequate as Lakoff's, on
which it is based. There is evidence that Lakoff's constraint is mot
entirely adequate. Ioup (1975) notes; among other things, that a
quantifier in an indirect object is normally understood as having a
wider scope than & quantifier in & direct object; whatever their
ovder. For exampley; every is gemerally understood as having a wider
scope than @& in both the following.
(i) 1 told evexry child a story.
(i1) 1 teld a stery to every child.
S8ee also Kroch (1974).
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the same meaninge They can both mean that there was ome unicorn that
some men gpaw. Thig, then, is not unreasonable, Notice, however,

that (42) can also mean that each of a group of men saw a unicorn.

In this meaning, some men is understood distributively. I will

suggest in chapter 5 thaty, whem a plural NP is understood distributively,
it involves additional structure. (44) does not have this

additional meaning, Thus, it is when NP, is distributive that (41)

is puticulaﬂ.y important.

Lakoff (1971) proposes a second comstraint throwing out any
derivation in which an asymmetrical command relationship between
quantifiers is not simply lost, but reversed. We might reformulate
this also as & constraint on NP'e. There is some evidence, 'hwom.
that such & constraint would be redundant. (46) is a structure to
which it mighty, on the face of it, be relevant,

(46) ]

W e

smmxgxbe there

\

amicomysbcthn

X gee y

(42) will derive from (46). So, too, will (47).
(47) There were some men who saw & umicorm.
The proposed comstraint will prevent the derivation of (48) from (46).
(48) There wae 2 unicown that some men saw.
Notice, however, that this derivation is blocked quite independently
by the complex NP constraints The constraint prevents the lowering of
Some men onto the variable x, if the lower existential is not reduced.
It appears, them, that there is no need for a reformulation of

Lakoff's second constraint. This conclusion may be premature,
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however. 1 will return to it in the next section. The complex NP
constraint not only prevents lowering, if the lower existential is
not reduced, it also prevents relative clause formation in this
situation. 1lt, thus, prevents the dexivatiom of (49) from (46).

(49) * There were some men that there was a unicorn that saw.
Thig means that there is no need for a special statement to emnsure
that the lower existential in a stxucture like (46) is reduced.
The complex NP constraint ensures that any derivation from such a
structure blocks, if the lower existential structure is not reduced.

Postal (1974a3223) cites the following comstraint, proposed
by Baker.

(30) A quantifiexr canmot have as its scope a clause which

does mot contain it in surface structure,

Support for this constraint is provided by the contrast which many
people find between (51) and (52).

(51) 1 belicve that someone insulted Arthur.

(52) 1 believe someone to have insulted Arthur,
(.51) is ambiguous, with gomeone have both a specific and a nonespecific
ruﬁins. (52) is ungmbiguous, with gomeone having only a specific
rudins.s In thal present frmﬁark. it is natural to reformulate
this constraint as (53),

(53) an NP cannot have as its scope a clause which does not

contain it in surface structure.

3¢ As James Thorne has pointed out to me, many speakers accept
raising with believe only when evaluative considerations ave
involved, For such people, a sentence like (52) is rather dubious.
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This constraint will allow (51) to derive from both (54) and (55),
but will only allow (52) to derive from (54).

(54) gt (55) gt
someone s: be there I believe rs2
I believe §° soneone, 5 be there
x insult Arthur % insult Arthur

Noticey, however, that (53) will block the derivation of (56) from
(54).

(56) There is someone that I believe insulted Arthur.

2

1 assume that 8° is the scope of someone in (54). 1In both (51) and

(52) someone is contained in sz, buty in (56), it is not. Similarly,

{53) will block the derivation of (57) from (55),
(57) 1 believe there is someone that insulted Avthur,

8” is the scope of someone in (55)« 1In (57), gomeone is not con=

tained in §°,
A more promising constraint is the following.
(58) An NP cannot command an § in surface structure which it
does not command in underlying structure.
This will permit the derivation of (51), (52), and (56) from (34),
and also the derivation of (51) and (57), but not (52), from (55).
Glearly, them, it iz an advance on (53).

(58) is still inadequate, howevery, Consider the derivation of
(52) from (54). 1If raising and lowering are both cyclic rules, as
1 assume, raising will apply on 82. and lowering on Sl. At the
end of the s2 eycle, there will be an NP, namely the variable x,

which cormands an S which it does not command in underlying

A4
1 I
i e
i
1
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structure. This variable does not appear on the surface, because it
is replaced by someone. (58), therefore, will not block this
derivation. There are, however, sentences where a raised variable
does show up on the surface. Consider (59).

(59) Sem believed himgelf to be a genius.
The obvious source for (59) is something like (60). (I will allow
in the next section for NP's as well as N's to bind variables.)

(60) 8

anboums

% be a genius

Here, then, we have an NP on the surface which commands an § which
it does not command in underlying structure. (58), then, will
block this dexivation.

A further problem for (58) arises from sentences like (61).

(61) Sam believes there to be a dragon in the forest.
It ie hardly likely thet there here is a substitute for a raised
variable, The most plausible source for (61) is something like
(62),

(62)

]

Sam believe §

a4 dragon be there in the forest
It seems, then, that there in (61) is another NP that violatee (58).
1f ambient there in (61) is raised out of the complement, it may
well be that ambient it in (63) is also.
(63) Sam believes it to be hot in the kitchen.
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1f so, it also violates (58).

The obvicus move iz to restrict (58) to a subset of NP's, I
propose to introduce the term *full KPY, Temtatively, I will say
that full NP's are all NP's except variables, ambient there, and
pessibly ambient it. (58), then, can be replaced by (64).

(64) A full NP cennot command an 5 in surface structure which

it does not command in underlying structure.
This will give us all the right results.

I will conclude this discussion of constraints by considering a
consgtraint which looks like a simple reformulation of (64),; but which
turns out not to be, The function of (64) is to block derivations
like that of (52) from (55), In this derivation, a full NP commands
an 5 in surface structure which it does not cormand in underlying
structure. It does so as a result of raising. We couldy then,
_bloék thig derivation with the following constraint.

{65) A full NP cennot be raised.

On the basis of Juu like that considered by Postal, Partee (1973b,
1975b) proéons to restrict raising to variables. (65) could be
seen as a revision of her proposal. While both (64) and (65) block
derivations like that of (52) and (55), they are not equivalent,
There are derivations which (65) blocks, but which (64) does not
tlocks Consider (66).

(66) Who did Sam say insulted Arthur?

1 would derive this from something like (67), embedded in a per-
formative structure, (For arguments im favour of a performative
analysis of questions and against an amalysis based on an abstract

question marker, see Langacker, 1974.)
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(67) st

,//’//’//’}EHHH;HH““‘“~HE

Wh 4+ someone $” be there

Sam say 53

% insult Arthur

1f lowering is cyecliec, it will apply on 81. substituting Wh + someone
for the variable x. Then, on the performative cycle, Whemovement
will left-Chomeky-adjoin Wh + someone to 52, in effect returning it
to its original position.‘ The surface structure realization of
Wh 4 someome, who, does not cormand eny § which it did not command
in underlying structure. Thus, the derivation is quite compatible
with (64), HNotice; however, that Whemovement raises a full NP.
(65), therefore, will block the derivetion. Clearly, this derivation
should not be blocked. (64), then, ie to be preferred to (65).
Notice, finally, that (65) only permite the derivation of (52)
from (54), as long as raieing applies before lowering. If lowering
applied first, as it would if it were a precyclic ruley, (70) would
block this derivation. It is possible that lowering may be precyclics
1f it isy we will have a further reason for preferring (64) to (65).

The constrainte considered here are of some importance, It
should be noted, however, that their stremgth varies coneiderably
from speaker to speaker. For some speakers, they are very weak, or
even non-existent., For this reason, I will sometimes ignore them
in the following chapters.
4y (66) will thus involve what Pullum (1976) calls a 'Duke of York

derivation?,
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1 will conclude this pection by censidering an argument that
appears to suggest that existential sources should be obligatory
for indefinites; not optional, a&s 1 have assumed. The argument
turns out te be invalid.

The hypothesis that existential sources are obligatory for
indefinite NP's appesrs to permit a simple explanation for the
fact that a pronoun commanded by an indefinite antecedent cannot
be & pronoun of laziness. 1 have suggested that a mtm like
(68) can derive from something like (69).

(68) aAn Italian shot his wife.

(69) g
A
NP vP
/\
Det N

| /\ be there
X

a

Italian x shot x¥s wife

We have seen that a promoun in & relative clause with the complex NP
a8 its antecedent cannot be a pronoun of laziness. 1t follows that
we cannot replace the second variable in (6%9) by a pronoun of lazi-
nesss 1t looks, then, as if the fact that the pronoun in (68) cannot
be a pronoun of laziness is a result of the fact that a pronoun in a
relative clause with the complex NP as its antecedent camnot bes

As things stand, however, this ic not the case. We need a separate
constraint to prevent the derivation of (63) from something like
(70); where his iz a pronoun of laziness with an Itslian as its

antecedent.
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(70) s

shot hie wife
Suppose, however, that we require all indefinite NP's to originate
in existential structures. (70) then will not be a pogsible under-
lying structure, and we will need no additional constraint, It
looks, then, as if the hypothesis permits a simple explanation for
the fact that the promoun in (638) cannot be a pronoun of laziness.
There are other sentencee, however, where guch an explanation
remaine impessible,

The problem is that there are pronouns commanded by indefinite
NP'e in surface structure that cannot originate in relative clauses.
I have argued that a sentence like (71) derivee from a structure
containing two locatives im ezpposition,

(71) There was a man in the garden.

Clearly, the second locative can contaim a pronoun. It seems, however,
that such & pronoun camnot have the indefinite NP as its antecedent.
Consider here (72),

(72) There was a men in his garden.
1f a man here is understood as antecedent of his, in his parden must
be undersgtood as a reduced velative, not as a main clause locative,
Notiece that, if a men is understood as antecedent of his, one can
ack the question where?, just as one can with a gentence like (73),
wvhere the abstract locative in tears is clearly a reduced relative.

(73) There was a man in tears.

1t peems; however, that if in his parden in (72) igs understood as a
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main clause locative, hig cannot have g man as its antecedent.
when in his garden is a main clause locative, (72) will derive from

(74) 8
/\

NP e
Det N v LocP

& man be there in his garden

Clearly, there must be some constraint preventing his here from having
4 man as its antecedent. But this constraint will also prevent hig
in (70) from having an Italian as its antecedent. Thus, there is
nothing to be gained by making existential sources obligatory for
indefinite NP'g,

4¢2« Nonwexistential structures

In the last sectiony, 1 suggested a source for sentences involving
variables bound by indefinite NP's, Variables can also, of course,
be bound by definite NP's., We know that the pronoun in a sentence
like (1) can represent a bound variable.

(1) The cipuin sold his souls
In this section, 1 want to comsider the source of such sentences.
The kind of structure assumed by advocates of the bound variable
theory is no more natural here than with indefinite NP's. Again,
then, we need to look for altermatives. (1) does not have a paras
phrase with there is. We cannot suggest, Mﬁfm
originates tn an existential structure. Notice, however, that (2)
is a paraphrase of (1). |

(2) 1t is true of the captain that he sold his soul,
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1 assume that (2) derives from something like (3), through
extraposition,
(3) 8
KP vF

be true of the captain,

x sell x's soul
1 want to suggest that (1) can also derive from (3). More gemerally,
1 want to suggest that any NP, definite or indefinite, cam originate
as an argument of be true.

The main independent evidence for this proposal is provided by
sentences like the following.

(4) Brian likes Shakespeare, and that is true of Ron too.

(5) Brian likes Shakespeare, which isa't txue of Ron.
Intuitively, that and which are amaphoric expressions, but they lack
antecedents on the surface. On the face of it, this is a problem,
On the present proposal, however, the initial clauses of (4) and (5)
can derive from (6).

(6) 8

NP Ve

|
§

/\
/\ be Etrue of Brisn,

x likes Shakespeare

Here, we have an antecedent for that and which, namely the subject
complement. On the present proposal, them, that and which do have
antecedents in underlying atm:uh. Many 1ms§i would derive
'sentential pronouns' like that and which from copies of their

antecedents. The sentences retain their significance, however, if
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one assumes, as I do; that such pronouns are present in underlying
structure.” Unless the initial clauses of (4) and (5) derive from
something like (6), there will be no clear antecedents for that and
whichs If these promouns lack clear sntecedents, their interpretation
will be a problematic matter, I think, then, that sentences like

(4) and (5) provide important evidence for the proposal.

The derivations involved in this proposal are quite simple. All
we need is a lowering rule, lowering the binding NP onto one of the
variables it bindsy, and a deletion rule, deleting the vest of the
upper sentence. Lowering is optional, as {2) indicates. 1 assume
that deletion also is optional, so that (7) is a possible
realization of (3).

(7) i1t is true that the captain sold his soul,

(7) will also derive from a structure in which the captain appears in
its surface position.

Evidence similar to that adduced for structures invelving be
Srue supports the postulation of other higher predicates. Ome such
predicate is do. Anderson (1976) and Ross (1972) argue that all action
verbs originate inside complements of do. For Anderson, a sentence
like (8) would derive from something like (9). Rose would asgume a
gimilar sourcey; but with VSO ordering.

. (8) Megan attacked the Rector.

o ,/"/§ & T
NP VP
l V/\NP
Megan ! é
do

Megan attack the Rector

5S¢ 1 will discuss this question in 8.l.
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As evidence for this proposal, we have sentences like the following.

{10) Megan attacked the Rector, and John did it too.

(11) Megan attacked the Rector, which John didn't do,
Clearly, these support the postulation of a higher do in just the same
way as sentences like (4) and (5) support the postulation of a higher
be true, Further support is provided by question-answer pairs like
the following.® '

(12) What did Megan do? She attacked the Rector.
Structures like (9) seem quite well motivated. 1 want, however, to
make one modification. Anderson and Hoss assume that the derivation
of a sentence like (8) involves equi and a rule of do deletion. 1
have argued that equi deletes a bound variable. 1 assume that it
does not involve identity. Instead of (9), then, I would propose (13).

(13) S
/\
H?x P
v/\

% attack the Rector
1 thus assume that do like be true takes an NP snd an open sentence
as its arguments.

Anderson and Ross assume that a higher do is obligatory with
every action verbs I assume that & higher be true is optionals On
the face of it, we might assume that do is optional alsos, Unlike
6. For important discussions of the question-answer relation, see
Katz (1972) end Hull (1975).
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be true, however, do has a fairly precise semantic fumction. It
expresses the notion of agency. This is suggested tentatively by
Ross and argued forcefully by Langacker (1975)s For this reasom, 1
am inclined to assume, with Anderson and Ross, that do appears above
every action verb. Given this assumption, we could define an agent
as any NP that originates either as a subject of do or as the binder
of a variable that is 2 subject of dos The second clause of this
definition is necessiteted by structures like (14), which is an
expanded version of (3).

(14) s
u?/\vr
ll /\
/E be true of the captain
x_ do 8

Y/\
y sell y*s soul
Here, we have ome variable binding other vwhbhi. 1 know of no

precedents for this, but it seems quite reasomable to allow it.

4 second highex predicate which we can postulate is happen. There
is evidence that a gentence like (15) with a patient as subject can
derive fvom something like (16).

(15) Jim caught pneumonia.

(16) s

,//\

NP ve

I W
/ \h-npoa to Jim,

X catch preumonia

such a source is motiveted by sentences like the following.
(17) Jim ceaught pneumonia, and it happened to Sam toos
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(18) Jim caught pneumonisy; which didn't happen to Sam,

(19) What happened to Jim? He caught pneumonia.
Similerly, we might derive & passive sentence like (20) from gomething
like (21).

{20) Erica was arvested by the police.

(21) sl
///"\
ll.l Ve
52 \
happen to Erica
3

t.hepouu’dbs

y arvest x

This will account for sentences like the following.

(22) Erics was arvested by the police; and it happemed to Eve toos

(23) Erica was arrvested by the policey which didn't happen to

Eve.

{24) what happened to Evica? GShe was arrested by the police.
The derivation of (15) from (16) will eimply involve the lowering of
Jdim onto the variable x, and the deletion of the vest of the upper
sentences The devivation of (20) from (21) will presumably involve

equi and do-deletion, followed by passive on §°, and lowering and

deletion on 81.7 1 assume that both lowering and deletion are obe
ligatory with happen. That lowering is obligatoxy is indicated by
the ungrammaticaliey of (25).

(25) * it happemed to Jim that he caught pneumonis,
The gramsaticality of semtences like (26) might suggest that deletiom
is optional, .

- o e e e -

7+ 1 will veturn briefly to passives at the end of this sections



(26) 1t happened that Jim gaught pneuwmenia.
Notice, however, that happen here carrvies the implication that the
event was umexpacteds For this reason, I assume, following Eliot
(1969), that this is a sepevate verb happens
In (16) and (21), happen, like do, seems to have a fairly precise
semantic fusctions Specifically, it seems to express the patient
relations It seems plausible, them, to suggest that it is obligatory
in any sentence that contains a patiemts A patient, then, will be
any NP that eriginates either as a to argument of happen, or as the
- binder of a variable that is such an avgument. This allows both for
structures like (16) and (21), and for structures like (27), which
is <2 alternative source of (15).

{27) 5
/”’/\
e ve
8 /\
. be true of
™ o

R ey

the nlm‘ de 8

& arvest y
Again, we have heve a varisble binding ancther variables If happen
is obligatory in any sentemce that contaias & patient, it will appear
in the underlying structure i! uuﬁaunllu in that of passivess
(13), then, should be expanded as (28)s

i}

£< 241y
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(23) gt
/\
NPB ve
l A
f I,
b 4

/_\_L 6,,.\”

x attack y

The dexivation of (8) will now involve lowering and daletion on 82
followed by equi and do-deletion on &

Two points cast doubts on this view of happen. Fixstly, there
is evidence for structures in which happen does not express the patient
relation. Consider (29).
(29) Alaric scoved a century, but it won't happen with Jim,
The obvious source for the first clause is something like (30)s
(30) P
niu"////\ Ve
i N
A happen with Alaric

xydos

O iy

¥ score a century

Alaric here binds a variable that is subject of do. It isy thus, an
agent. Clearly, ﬂun. happen here does not express the patient
relation., GSentences like (29) are discussed by Chomsky (1971) and

Lakoff (1970a), I will consider their discussion shortly. Secondly,
there ip evidence for structures where the patient is an argument of
Q- Congider (31)0

(31) steve punched Sam on the nmose, but he won't do it to Rom.
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The obvious source for the firvst clause is something like (32).
(32) 8

'—/’\
!I?‘ \}? e
v ne 4 li?’
Steve

| vy |
QN Sex:
e e x punch y on the nose

S heve is @ patient, but it is not an argment of heppen.’

These points suggest quite stromgly that happen does not express
the patient velation in the same way ss do expresses sgemeys 1 think,
then, that happen should mot be obligatory in sentences containing
patients. Instead; I will assume that eny NP can orxiginate as am
argument of happen, and that such an NP is preceded by o, if it is
@ patient, and with, if it is not. This means,; of course, that theve
can be no simple definition of a patiente

8. Like happen, do can take & with argument as well as a o argument.
We have sentences like the following.
(1) Sam hit the leg spinmer for six, but he couldn't do it
with the off spinmer.
flevey the first clause will derive from something like (ii).
(i1) 3
NP P [

Vv ne P RI,,
i ; |t
do / with the leg spinner

for six

£
&
g
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1 have argued that vavrious sentences derive from gtructures of
one of the following kinds,
(33) 8 (34) §

/\ /\
I,? ve RP,

/\ "/w\n

8 v
i i be true of ﬂgi I ;
sseXune do
senXeoe
(35) : )

gl
T’ v
5 /\

ii happen to NE,

eseXene
in all the sentences 1 have considered, the binding NP ends up in
subject positiom. 1 want now to show that this is not the result of
an arbitvary selection of datas
Consider firstly the following sentences.
(36) Mary aduires Heleny and it's true of Jane too.
(37) Helen is admirzed by Mawy, end itfs true AL Janc 0o
These ave most naturally understood as implying (33) and (39),
vegpectively, '
(38) Jane admires Helen.
(39) Jane ie adnived by Mary.
This suggests that the inicial clauses of (36) and (37) must derive
from something like (40) and (41), vespectively. (1 ignove inessential
detail,)
(40) 8 (41) 8
. .
: s

] / /\
N true of Mary, /\bo true of anl-:

x adnires Helen Mary adnizes x
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In both cases, the binding NP ends up in subject position. It
looks; themy as if the binding NP in & structure like {33) must end
up in subject position. Consider now a typical sentemce involving doe
(42) steve criticized the generaly and Tony did it too.
This implies, of course, that Tony cyiticigzed the genmerals The fivst
clause, them, must dewive from something like (43),
(43) 5

///\\
m, 174
/\
| v i
Steve i L
do

% criticige the general

Again, the binding NP ends up in subject position. Notice mow that
(44) is much less natural then (42)e

(44) ? The general was criticized by Steve, and Tomy did it too.
The reason is quite simple, if we assume that the binding HP in a
structure like (34) must end wp in subject position. The character
of the second clause suggests that the first clause must devive
from (43), but, given the putative comstrainty it camnots It is not
surprising, then, thet (44) ic unnaturals This suggests quite
strongly, then, that the binding NP in a structure like (34) must
ead up in subject position. The situstion is similar with happen.
Congider firstly (45).

(45) Sem was ettacked by ores, amd it happemed to Jim tooe
This implies that Jim was attacked by owes. The first clause, then,
must derive fyom semething like (46).
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Againy the binding NP ends up as subject. As we might expect {47)
 is much less natural then (45),

(47) 7 Ores attacked Samy and it happened to Jim toos
This suggests, then, that the binding NP in & structure like (35) must
end up in subject position.

In the light of the foregoing, one might conclude that the binding
NP in structures like (33) - (35) must end up in subject position.
This woulu be @ miutake, however. Comsider (48).

(48) Lobster, Jobn adovesy and it's true of crab toos
This implies that Jolm adoxes crabe The first clause, thn. mist
derive from something like (49).

(49) s
ne e
iﬁ :

/\
/\ be txue of lobster

John adores x
The derivation may invelve lowering and a traditiomal tepicalization
ruley or it may imvelve & rule left Chomsky-adjoining lobstex to Ezg
followed by deletion of the variable x. The importamt point is that
the binding NP does mot end up in subject positicn. It does ead wp
hmmlwm.m. Itmm,uunm
suggest that the binding NP in structures like (33) - (35) must end
up in sentemce~initial position. Nommally, but not alwaysy this
will be subject pesition.
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1 want now to wvelate our three structures to certain aspects of
information structure. DMNotice firstly that a simple sentence like
(50) can be understood as a comment about & topic,

(50) John kigsed Maxy.

As Kuno (1972b) puts it, it can be understood as 'Speaking of Johm,

he kissed Mary*, Kuno suggests three other interpretationss contrast -
tJjohn kissed Mary, but Bill did not?, exhsustive listing - %John

(and oniy John) kissed Maxy, among those under discussion, it was

John who kissed Mery', and neutral description -~ %What happened nextl
Jobn kissed Mary?, In the present context, these other interpretations
ere not important, What is important is that John can be understood
@z a topicy, end the rest of the sentence as & comment. Johu is
subject of (50)s 1Iypically, it ig the subject of a sentemce that

is a potential topic. Notice, however, that, in (51), Maxy is a
potential tapie,

(51) Mary, John Kissed.
1t looks, theny; as if we can say that a definite NP in sentence~
initial position is a potential topice. I have just suggested that
the binding NP in structures like (33) « (35) must end up in
sentence~initial position. It follows, then, that the baiding
NP in such structures is a potential topicy and the open semtence
a potential comment. It has often been assumed that whether an NP
is & potential topic cen ouly be detexnined in surface structure,
1t now seems that for many sentences this can be determined in
underlying structure.

We mist now consider how our informal comstraint should be
formalizeds 1 went to suggest that we already have an adequate
formalization. 1In the last section, I proposed the mm

consgtraint.
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(52) 1f an NP, WP , asymeetrically commands another NP, m’j.
in underlying structure, but does not do so in surface
structure, NP, must precede H?a.

Notice that, in structures like (33) - (35), the binding NP
assymmetrically commands any NP in the embedded semtences It follows
from (52), then, that it must precede such an NP in surface structure,
if it does not asymmetrically command it. Thus, (52) sllows the
first clause of (36) to derive from (40), but not from (4l1), and the
first clause of (37) to derive from (41), but mot from (40). It
allows the first clause of (42), but not the first clause of (44).
to derive from (43)s It allows the first clause of (45), but not
the first clause of (47), to derive frem (46). Finally, it allows
the first clause of (48), but not Johm adoves lobstex, to derive
from (49)s It locks, then, as if (52) provides a natural account
of the facts considered hers. (52), however, does not require the
binding NP in structures like (33) - (35) to end up in sentence-
initial position. Firstly, it permits (53) and (54) as realizations
of (40), and (55) and (56) as realizations of (41).

(53) That she admires Helen is true of Mary.

(54) it is txue of Mary that she admires Helen,

(55) That Mary admires her is twue of Helen.

(56) 1t is true of Helen that Mary admives her.
This sceme quite reasonable. Secondly, there is evidence that (52)
will permit (57); as well as (58); to derive from something like {39).

(57) it is certain that Tony will win.

(58) Tony is certain to win,
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(59) 8

I A
s
f be certain
X Wi

One might suggest that (52) will block this derivation, sinee it will
be the realization of an NP asymmetrically commanded by Tony in
underlying structure.’ Thers is @ problem with this line of argument,
however. HNotice that (60) is ambiguous.

(60) It is certain that a Norwegian will win.

a Norwegisn here has both & specific and a non-specific reading.
Where it is specific, (60) will derive from something like (61)s
(61) [
//\
/\ A
a Norwegian_ S be there
)/\

.l.
% be certain

& Noxwegian in (61) asymmetvically commands the NP that is vealized
as ite The derivation of (60) fxom (61) must mot be blocked. It
seems, then, that it in sentences like (57) and (60) should not

9+ In the present context, it does not matter whether it is intro-
duced transformationally or present ia underlying structure. 1
think that it mey well be present inm underlying structure. See 9.1,
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count as an NP for the purposes of (52). If this it does not count
as an NPy (52) will not block the devivation of (57) from (59).
Does this mean that (52) is inadequate? Notice that the following
gseems quite acceptable.

(62) It 1s certain that Tony will win, and that is true of

Fritz too.
Given the second clause, the first clause must derive from something
like (59). Thusy it seems guite reagonable to allow the derivation
of (57) from (59). It lookey then, as if (52) i; quite adequate.

In the last section; 1 congidered the poseibility of reformulating
the second of Lakoff's constraints on quentifiers as a constraint
on NP's. 1 considered, that isy the possibility of a #onst:rainl:
throwing Jut eny derivation in which an asymmetrical em
relationghip between NP's is reversed. I noted cases where such a
consgtraint is redundant. It may not be completely redundant,
however. Consider the following structure.

(63) st

Lt

szbotmo!fs:n&

/\

§3 be true of the kiugy

X saw y
It seems reasomable that both (64) and (065) should derive from (63).
(64) san saw the king,
(65) It is true of Sam that he saw the king,
it is questionable, however, whether (606) should derive from (63).
(66) It is true of the king that Sam saw him.
The proposed constraint will block this derivation. The question is
whether it is blocked independently. Let us consider how (66) would
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be derived. Clearly, the two méin processes are the extraposition of
§° and the lowering of Sams. Notice that Sem cannot be lowered until
83 has been extraposed,; because of the sentential subject comstraint.
it followsey then, thet the devivation of (66) from (63) will be
blocked, if, for some vesson, extraposition camnot apply before
lowerings Recall now that Ross (1967) argues that extraposition is
a postcyclic rule. If he is righty, it will be impossible for extrae
position to apply before lowering, assuming that the lattexr is not
postcyclic alsos 1t is possibley them, that thig derivation may be
blocked without the proposed comsirainte. BRecently, however, Jacobson
and Neubauer (1976) have argued that extraposition is cyclic. 1f
they are right, the derivation will not be blocked. Thus, the
constraint may be necessary after all, Whether or not this constraint
is necessary, some consgtraint seems necessary to xule out (67) as a
realization of (63).

(67) * It is true of Sam that it is true of the king that he

gsew him,

As fax as 1 can seey this is not ruled out by any independent comstraint.

Ia the last section, 1 also proposed the following constraint,

(63) A full NP cannot command an & in surface structure which

it does not commuend in underlying structure.

The constraiat is motived by facts about indefinite lP's. 1 assume,
however, that it applies to &ll full NP'ss Given the constraint,
(57) will derive from both (59) eund (69), but (53) will only derive
from (69).

(69) 5
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Similsrly, while (70) will derive from (72) and (73), (71) will omly
derive from (72).

(70) it 1s easy to please Tomy.

(71) Tony is easy to please.

(72) s (732 S
S be true of Tony,, 8§ be easy
A
S be easy S be true of Tony,
/\\
one please x one please x

These seem quite reasenable restrictionse

1 want now to consider Chomsky and Lakoff*s discussion of sen-
tences 1i%> (29)s Chomsky discusses such sentences (1971, fn. 24e)
to argue against Lakoff's assumption that sentences like (74) motivate
an analysis in which adverbs originate in higher sentences.

(74) Goldwater won in the west, but it could never happen here.
He argues that, by the same reasoning, sentences like (75) motivate
an analysis in which objects originate in higher semtences.

(75) Fred turned the hotdog dowm flat, but it wouldn't have

happened with filet mignon.

Equally, he suggests, sentences like (76) will motivate an analysis
in which subjects originate in higher sentences,.

(76) Fred turned the hotdog down £lat, but it wouldn't have

happened with sally,

Chomgky seems to regard this as & reductio ad sbsurdam of Lakofi's
approach, Why he regarde iL as such, however, is nome too clear.
Presumably, his view is that & sentence should not derive from more
than one underlying structure, unless it is ambiguous. As 1 have
said, I reject this view. 1 would suggest that the first clause of
(75) should derive from (77), and the first clause of (76) from (78).
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77) 8

wp
é /\
/\Mppcn with the hotdos‘

Fred tura x down f£lat
(78) 8§

/\

D‘W e

| /\
/\hqpu with Fred,

x turn the hotdog down flat

The two structures will have the same truth conditioms. It seems to
me, then, that sentences like (75) and (76) do not provide any
evidence againgt Lakoff's analysis. Notice, howsver, that sentences
like (75) present a problem for the present framework, In (75)

Ehe hotdog follows Fred, yet the former asymmetrically commands the
latter in underlying structure. Given (52), this should be impossible.
Clearly, theny (52) is not entirely adequate after all. It is mot

at all cleary; however, how it should be revised. 1 willy; therefore,
leave it as it is.

Chomsky's discussion of sentences like (75) and (76) is entirely
negative. He does not offer any suggestion as to how such l;;tm.
should be amalyzed. Jackendoff (1972), however, outlines a proposal
by Akmajian which takes Chomsky's discussion as its starting pointe
According to this proposal, the second clause in sentences like (75)
and (76) associates the presupposition of the fivst clause uitlrt =
fiew focus. It assumes, then, that (75) and (76) presuppose (79) .Imd
(80), respectively.

(79) Fred turned something down flat.



107

(80) Someone turned the hotdog down £late
it is easy to show that this sccount is inadequate. Consider the
following dialogues

(81) As What happened to Brian?

By He was arvested in ltaly.

As It wouldn't have happened with Ron.
A's second statement means that Bon wouldn't have been arvested in
italy. On Akmajian's account, theny B's statement should presuppose
that someone was arrvested in ltaly. In the context, however, it
clearly presupposes not this, but that semething happened to Brian.
it seemsy then, that Alkmajian's proposal is untenable.

In his response to Chomeky, Lakoff (1970, fn.7) seems equally
reluctant to derive subjects and objects from higher sentences. He
seeks to show that his assumptions do not necessitate such
derivations, given Ross's notion of sloppy idemtity. He comsiders
the following sentence; which is, of course, similar to (75).

(82) Irving refused the peanut butter sandwich, but it

wouldn't have happened with a bagel.

He assumes that the first clause has a simple single clause underlying
structure, and that the second clause devives from something like (83).
(83) [p it [ irving refuse it,]] would mever happen with a

b‘gali
He suggests then that the embedded clause in (83) is sloppily idemtical
to the firet clause, and, thereforve, that it can be deleteds 1f thie
analysis were viable, we could account for the anaphoric phenomena
congidered ecarlier along similar lines, thus eliminatiag the need
for structuves of the kind I have proposed. As it standsy; however,
the snalysis is mot viable. The problem is that it misrepresents
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Boss's notion of nioppy identity. Ross's position is that rules
involving an identity comdition can Wu the veference of pronouns
commanded by their antecedents., Thus, for him, (84), on its most
obvious reading, will derive from (85). |

(84) Jim stood on his heady and so did Tony.

(85) Jim, stood om his, head, and WJ stood on his; head
In {85), the two VP¥s are not strictly identicaly since the pronouns
differ in veference. VP-deletion, however, will ignore this dife
ference, and reduce (85) to (84). Lakoff's analysis of (82) involves
a rather diffevent situation. The rule that deletes the embedded
clause in (83) has to ignorve the differemce between the NPy the peanut
butter sendwich, and the promoun it. Thus, as it stands, Ross's
notion of sloppy identity does not provide any support for Lakoff's
enalysis. In the last chapter 1 argued that sloppy idemtity ghould
be understood as idemntity of comstituents containing variables. This
view of sloppy identity provides no more support for Lakoff's
analysis than does Ross's. One might interpret it in (83) as a
variable, but, on Lakoff's analygis, the parallel pesition in the
antecedent will be filled by a full NPs 1 conclude, them, that
Lakoff does not succeed in avoiding the derivation of subjects and
objects from higher sentences.

1 will conclude this section with some further remarks about
passives. So far, 1 hhve aspumed that the only underlying differences
between actives and passives are those which follow from (52).

Given (52)y only actives can derive from a stryuctuve like (86); and

only passives from & structure like (87).
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(86)

eeXeaYes

(87) 8

T
to NP

S happen .

e

uydos

seYsaXen
Both actives and passives, however, can derive from a structure like
(38).

(8s) 8

KP‘GDSGORP,,

sekesyos
it is possible that we should recognize other differences.

Re Lakoff (1971) suggests that passive be is present in under-
lying structure. Specifically, she suggests that passives derive
from structures im which the udeﬂyi.ns structure of the related
active is embedded as subject of be. For her, then, (89) will derive
from something like (90),

(89) Jim wae attacked by wolvess

(90) s

VAo

§ be

wolves attick Jim
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In the dexivation of (89), wolves and Jim will be interchanged, and
subject raising will make Jim subject of be. Langacker and Munve
(1975) axgue for a fuxther difference between actives and passives.
They suggest that passive agents originate in conjoined clauses.
They would derive (89) from gomething like {91). (They assume
predicate first order.)

(1) i
e T g
v/\s v/\s
BE V T NP BE 0V T n|r
| |
att‘:aé.k a Jim BY s wolves
PR Pl

v ne NP

il e

attack a Jim
In the dervivation of (89), the second clause will be reduced and ine
corporated into the first clause.
Both these proposals geem quite plausible. It is quite easy to
incoxporate them into chc pregent framework. We could aum:lc that

{89) derives f#rom something like (92),; where 85 is antecedent of it.
(92) st
4‘2/\
§” happen teo Jim
AN 45
i / {
% it by wolves

1f passives do derive from such a sourcey; my assumption that do appears
above every action verb will have to be revised. Se, obviously,
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will my characterization of an agent NP.

i1t is worth noting one possible argument for such an analysis.
Notice thaty in the derivation of passives from structures like (87)
and (38), passive can only apply after equi and do-deletion have made
the subject of do subject of the embedded verb. Passive is a cyclic
rule. Thus; equi and do-deletion must also be cyclic. 1t is possible
however, that equi is post-cyclic.. This is, in effect, the cone
clusion of Postal (1970)s 1f it is, it is hard to see how to derive
passives from structures like (87) and (88). Obviously, no such '
problem arises with a structure like (92). 1t is possible, then,
that passives should derive from such structures. There is, however,
one way to maintain structures like (87) and (83), if equi is post-
cyclics This is to assume that do governs mot equi but lowering.
There is no reason to assume that lowering is poste-cyclice Thusy
if do goverms lowering, there will be no problem about derivinmg
passives from structures like (87) and (88)« Therefore, the poste
cyelic ordering of equi does not necessarily preclude the
derivation of passives from such structures. Other comsiderations,
however, may favour structures like (92)s 1 will leave this issue

unresolved.
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CHAPTER 5

BOUND VARIABLES; FURTHER QUESTIONS

in the last chapter, I considered some general questions about
the underlying structures im which bound variables appear and the
derivations with which they are associateds In this chapter, 1
will teke up some more specific questions. Firstly, I will say
something about plurality. Then; I will consider a number of
aspects of the derivatiomal processes which 1 am assuming. Finally,

1 will take a brief look at Bach-Peters sentences.

5.1 A Note on Plurality
I have argued that many sentences have underlying structures of

one of the fellowing forms.

(L s - (2) g
,//’////K\\““x&
S be true of NP RP, do 8
ceeXeae T
(3) s (4) 3
5 Lappcn to NP D;;.Hx S be there
veeXoae T

The NP*s in (1) - (3) and the N in (4) may be either singular or plural,
Where they are plural, an important problem arises. 1In this section,
1 will say something about this problem.

We can illustrate the problem with a structure of the kind

represented in (5).
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/:\ '/\m
[

>'.

x life the rock
Influenced by the practice of logicians, we might suppose that this
is equivalent to the logical formula (6).

(6) (Vx ¢ the boys)(lift (x, the rock))

We might. that is, interpret (5) as meaning that each boy lifted the
rocks It is natural, however, to regard (5) as the underlying
structure of (7).

(7) The boys lifted the rock.

(7) is certainly appropriate where each boy lifted the rock, but it is
also appropriate where the boys lifted the rock together, A natural
suggestion is that sentences like (7) are ambiguous betweenm a distrie
butive and a collective reading.

This is not necessarily the case, however, An alternative poss~
ibility is that such sentemces are simply vagues Lakoff (1970c)
notes that VP-deletion provides a way of deciding between these alter~
natives. He points out that, if two sentences with identical VP's
are ambiguous, VP-deletion can only apply if they are understood in
the gome ways (8) is a2 simple example of an ambiguous sentences

(8) Sam hates boring students.

One might expect, then, that (9) would be four ways ambiguous. In
fact, however, it is only two ways ambiguous.

(9) sam hates boring students, and so does Steves

In aceordance with Lakoff's observationy, both conjuncts must be
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understood in the same way. Contrasting with (8) is (10), which ne
one would regard as embiguous.

(1C) Sam broke his lege
Suppose, however, that someone claimed that (10) is ambigucus between
a reading on which Sam broke his left leg and one om which he broke
his right leg. This claim can be immediately refuted by (11).

(11) 8am broke his leg, and so did Steve.

If the claimed ambiguity were real, (10) would be impossible in a
situation where Sam broke his left leg and Steve hig right leg or
vice versa. Clearly, howevery; this is not the case, Therefore,

the claimed ambiguity is mot real, (10) is simply vague as to which
leg Sam broke. We can now consider whether sentences like (7) are in
fact ambiguous. The crucial question is the interpretation of
sentences like (12).

(12) The boys lifted the rock and so did the girls,

The judgement is fairly Eine; but it seems to me that (12) is not

appropriate where each boy lifted the rock but the girls lifted it
together, or vice versa. This suggests, then, that sentences like
(7) are in fact smbiguous. It is necessary, then, to consider how
this smbiguity can be accommodated in the present framework,

We can begin with an approach te the distributive/collective
distinction developed by Kroch (1974). Kroch uses an extension of
standard logical notation for semantic representation. Standard
logical notation handlee distributive readings most maturally,
Within stendard logic, the obvicus representation for (7) is (6),
wvhich is & natural representation for the distributive reading
of (7)s To handle collective readings, Kroch allows set

representations @s well as variasbles to appear as arguments of
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predicates. The collective reading of (7) he would represent as
something like (13).

(13) lift (the boys, the rock)
A somewhat similar approach is adopted in Fauconnier (1971). It is
naturaly, then, to consider whether such an approach can be incor=
porated in the present framework. The obvious way to do so is to
regard (5) as the source for (7) on its distributive reading, and
to derive it from the simpler structure (l4) om its collective
reading.

(14) 8
/\

NP VP
/’/\
' NP

the boys | i ;
1ifc the

Unfortunately, there are two good arguments against this approachs

The first argument returns to some of the main evidence for
structures like (5), Evidence for such structures is provided by
sentences like (15).

(15) The boys lifted the rock, and the girls did it too.
The interpretation of the second clause here is handled quite
naturally if the first clause dexives from something like (5),
Notice now that (15) can be understood either distributively or
collectively, Thus, (15) provides evidence that both the distrie
butive and the collective readings of (7) involve structures
like (5).

The second argument involves sentences like (16).

(16) The Americans criticized themselves.

(16) has both a distributive and a collective reading. It can mean



116

that each of the Americans in question eriticized himself, or that the
group criticized the group as a whole. 1 argued earlier that
reflexive pronoune can only represent bound variables, In the
present framework, then, the obvious source for (16) is something
like (17).

(17) . S

NP VP

Phe i RN g

the Americans | |

X criticize 2
We might regard this as the source of (16) on its distributive
reading. For the collective reading of (16); we might try somee
thing like (18),
(18) N
/\
NP VP
/\ e
Vv NP

the Americang f

criticize x

Noe:lu..homvn. that the NP the Americans does not asymmetrically
command the variable x. The variable, therefore, is not in the
scope of the NP, and cannot be bound by it. Thus, the approach
under consideration is incompatible with t:ha conception of variable
binding assumed here. |

A second approach which naturally suggests itself to anyone
influenced by standard logical notation interprets the distributive/
collective distinction 2s a matter of quantifier scope. This
approach is adopted in McGawley (1968). He represents the distrie
butive and collective readings of (19) as (20) and (21)

respectively.
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(19) Thoge men went to Cleveland.

(20) v 3 vgo to Cleveland® (x, y,)
ReM Yy

(21) 3 V 'go to Cleveland' (x, y)
y XeM

He does not explain the exact meaning of his symbolism, but the
intended interpretation is fairly clear. (20) signifies that for
each of the men there is & going to Clevelande (21) signifies that
there is a single going to Cleveland that all the men are involved
ine Essentially the seme approach is developed in somewhat more
detail in Bartsch (1973)c She represents the distributive and
collective readings of (22) as (23) and (24), vespectively.®
(22) Three men are emtering.
(23) (X)X c man® & £3(X) = 3 & (Vx)(x € X = ( #)(I(x,x) &
enter! - V(r)))) _
(24) (IX)X c man® & £7(X) = 3 & (Ir)(VEXX € X = I(xx) &
enter' « V(r))))
X here is a set variables f£7 is a function which takes a set as its
argument and gives as its value the number of members in the sete
I(x,x) means 'x is involved in r's gmkexr'! - V can be translated as
tan entering process's The two representatioms might, then, be
translated into 'logicians' English® as followse
i+ Bartsch terms her framework "natural gemerative grammar', but she
gseems not te be concerned about the naturalness of her logical

structures.
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(25) There are three men each of whom is involved in an

entering process.

(26) There is an entering process that each of three men is

involved in. ’
This is hardly natural English, but it does capture the intended inter-
pretation of (23) and (24).

The notational systems employed by McCawley and Bartsch are
very different from the underlying structures assumed here. It is
not too difficult, however, to incorporate their approach in the
present framework., For the two readings of (22), we might suggest
the following structures.

(27) )

/ -H‘H“ﬁ-_
S
three men  § be there

e

‘H-\

x be involved in an entering process

an entering process_ 5 be there

three men be involved in x
For the two readings of (7), we might try the following.
(29) s
/“““-H.\

S be true of the boys,

% be involved in a process of lifting the rock AN
(30) g

h“——--‘-_-"-

& process of lifting the rockx § be there

the boys be involved in x
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(In (30), the index following rogk is to be understood as attached
to the complex noun process of 1ifting the rocke) 1In ome respect,
however, these structures are clearly inadequates On its distrie
butive reading, (7) does not mean that each boy was involved in a
process of lifting the rock, bui that each boy actually lifted the
rock himself. Similarly, om its collective reading, (7) does not
mean that there was 2 process of lifting the rock that the boys were
invelved in, but that the boys lifted the rock between them. We
might make this ¢lear by replacing be invelved in by accomplish or do.
With this modifications the structures in (29) and (30) seem
pemantically appropriates

The main problem with this approach is thaty while it might
work semantically, there is no real independent svidence for ite The
crucial existential assertions never appear in surface structure,
except in logicians' Englishe Such appearances hardly count as
evidence for the assertionse The absence of independent evidence
for these assertions does not necegsarily mean that this approach
should be rejected, but it does suggest that ome should leck for
alternatives,

One alternative is that developed in Cresswell (1973): In
Cresswell's system; a simple plural NP iz interpreted distributivelye.
To account for the collective interpretation of plural NP's he
postulates a collective operators This converts a mominal into a
logically proper name. Semantically, this approach seems quite
reagonables Like the approach of McCawley and Bartsch, howevery it
lacks clear independent supporte There seems to be no lexical item
in BEnglish that can be regarded as the realization of a collective

operators One might perhaps suggest that together is the
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realization of such an operator., It's general behaviour suggests,
however, that it is some kind of adverb,

The obvious alternative to Cresswell's approach is one in which
@ simple plural NP is interpreted collectively, and in which the
distributive interpretation of plural NP's is accounted for by some
kind of distributive operator. This is essentially the approach
adopted in Andersom (1974b). There is fairly clear independent
support for such an approach. Notice that (31), unlike (7), has
only a distributive reading.

(31) Each of the boys lifted the rock.
This suggests, then, that gach is the surface realization of a
distributive operator. (32) alsc has only & distributive reading.

(32) Every boy lifted the rock.
gvery, then, might be the realization of another distributive
operators All we need in this approach is a rule deleting a
distributive operator, |

To show how this approach might work, I will consider the
following sentences. l

(33) six policemen arrested twenty demonstrators.

(34) Twenty demonstrators were arrested by six policemen,
Both sentences have a distributive and a collective readimg. (33)
means that the policemen arrested twenty demonstrators eachy; or that
they arrested twenty demonstrators between them. (34) means that
each of the demonstrators was arrested by six policemen, or that
the demonstrators & & group were arvested by six poficmn. Notice
that the collective readings of the two sentences are effectively

the same., The two readings of (33) can be derived from (35) and (36).
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(35) : S

each of six policemen, do §

x aryest twenty demonstraltors
(36) 5

six polieaunn; do §

-~

;'nrroat twenty demonstrators
Similarly, the twe readings of (34) cen be derived frem (37) and
(38).
(37} 5

/\

6 happen to each of twenty demomstrators

six pelicemen arrvest x

(38) 8

5 happen to twenty demonstrators

six policemen arrest x
Although they have the same truth conditions, (36) and (38) differ
quite radically, Notice, in particular, that the positions of the
two quantifiers is reverseds Ju the present approach, such differ-
ences do not necessarily involve different truth conditions. This
ig an important difference betweem this approach and standard
logical notations.

1 would mot claim to have establighed the clear superiority of
the present approach, only to have given reasons for thinking that
it is more promising than the obvious alternatives. It seems clear
that the distributive/collective distinction can be incorporated in
the present framework, and that this approach is a promising way of
doing ite
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5¢2¢ NP=lowering

In this section, 1 want to say something more about the NP-lowering
rules that I assumed in the last chapter. I will consider, imn par-
ticulary, what independent evidence there is for these rules and their
orvdering. Before I do so, however, 1 want to say something about
the basic form of the rules.

Assunming the first versiom of relative clause raising, the first
NP-lowering rule will apply to a structure like (1), lowering the

subject NP onto the varieble in the following open sentences

(1) 8
m
N s YE
b
Det Nl
T ‘be there

The second NP~lowering rule applies to structures like (2), lowering
the indexed NP onto the variable in the sentential subject.

(2) s
/\
P

BPNS
A eoelP ove

eveXans

Clearly, these two rules are quite similar. Both substitute an NP
for & variebles Ome might think; themy that they should be collapsed
in some way. One obvious difference between them is that the first
moves &n WP te the right, while the second moves an NP to the left.
In the present framework, this prevents the collapsing of the two
rules. One might suggest, howevery, that linear order is not intro=-
duced until late in the derivation, perhaps at shallow structure.

Thus, the different .rections im which the NF's are moved does not
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necessarily mean that the rules camnot be collapsed. There is,
however, a further problem, In the first rule, the variable onto
which the NP’ is lowered is bound by the N within the NP, whereas,
in the second ruley, the variable onto which the NP is lowered is
bound by the NP itself, Given this differemce, 1 can see no obvious
way of collapsing the iwo ruless Tentatively, then, 1 conclude that
there are two distinct rules of NP-loweringe

‘Unlike & number of linguists, notably Keenan (1972) and McCawley
{19704}y 1 assume that NP-lowering is unconstrained im the sense
thet an NP can be lowexed onto any variable which it or its N binds.
This means, for example, that Briasn im (3) can be lowered onto either
of the variables in the sentential subject.

(3) 8

S be true of lrtanx

x loves x's wife

0f course, the only possible realization of (3) is (4).

(4) Brian loves his wife.
(5) is not a possible realization of (3).

(5) He loves Brian's wife.
But it is not necessary to restrict NP~lowering to prevent the
derivation of (5) from (3)s 1t is more plausible, 1 think, to assume
that such derivationg are thrown out by output comnditionse

The main independent evidence for lowering rules is pxovided by
their interactiom with island comstraintse This interaction was
apparently first noted by McCawley. The earliest published dis-
cussion is in Lakoff [1970b).
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As Lakoff notes, the interaction of lowering and the complex NP
constraint is illustrated by pairs of sentences like the following.

(6) Jim believes that Sam insulted many Ltalians.

(7) Jim believes the claim that Sam insulted Many Italians.
€6) is ambiguous, having the specific ﬁadins (8)y and the non-specific
reading (9).

(3) There ave many ltalians that Jim believes that Sam Insulted,

{9) Jim believes that there are many Iltalians that Sam insulted.
(7), howeverx, has only the non-gpecific reading (10),

{10) Jinm believes the claim that there are many lcalians that

Same lnsulted,

6) will dexrive from (11) and (12).

(11) 5 (12) 3
/ _
many Iullansx & be there Jim bolwn\ﬁ
Jim believe 8 many Iulimsl S be there
Sam insult x Sam insult x

(7) will derive from a structure like (12), but with the claim intro-
duced after believe. It will mot, however, derive from a structure
1ike (11) with the same modification. The reason, of course, is that
the derivation of (7) from such a structure would involve the lowering
of the NP many ltslians into a complex NPe Such derivations are
blocked by the complex NP constraint.

NP's containing relative clauses are a second kind of complex
RP. Ome would expect lowering into such NP's to be impossible.
This is indeed the case., Rodman (1976) points out that no NP inside



125

a relative clauge can heve a scope extending outside the clauu.z
He illustrates with sentences like the following.

(13) Exica interviewed every man who saw & unicorn.
gvery here must have & wider scope than g (13), chemy will derive
from gomething like (14).

(14) §

Exica interview every man, -]

s N

X saw a unicorn

It cenncot derive frem (15).

(135) S

e
}/\

Erica interview every my 8

A

y saw x

The reason, of course, is that the derivation of (13) from (15) is
blocked by the complex NP comstraint.

Lowexing also interacts with the coordinate structure conmstraint.
This is illustrated by sentences like the following, discussed by
Rodman,

(16) A soldier shot every woman and every child.

As Rodman polants out, (16) is only two ways ambiguous. The quantifiers
2, Rodman suggests that facts like these are accommodated particularly
naturally in a Montague framework. They are accommodated just as

naturally, however, in the present framework.
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in the conjoined structure function as a single unit; and may be
either inpide or outside the scope of as (16), then, will derive
from either (17) or (18).

(17 s

a soldier_ § be there

/\

x ghot every woman and every child
(18) )

e

shmofcmmm.nrychud‘

a soldier shot x
(The index following ghild is to be understood as attached to the
conjoined structure.) Any structure in which the conjoined structure
is not & single unit will be prevented from surfacing by the
coordinate structure comstraint, Consider, for example, (19).
(19) s

§ be true of every woman,

a soldier shot x and every child

Here, the coordinate structure constraint blocks the lowering of
gvery woman onto the variable x. A structure like (19) but with the
positions of gvery woman and gvery child reversed will be prevented
from surfacing in just the same way.

The sentential subject constraint also provides support for
lowering, Consider the following pair of sentences.

(20) 1t's likely that Sam insulted many Italians.

(21) That Sam insulted many Italians is likely.
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(20) is ambiguous, having the specific reading (22), and the none
specific reading (23).

(22) There ave many Italians that it's likely that Sam insulted.

(23) 1tts likely that there are many italians that Sam insulted.
(21) is unambiguous, having only a nonespecific rveading. We can
assume that the specific reading of (20) derives from something like
(24),

(24) s

many fulhmx §% De there

L

be likely

Ay

Sam ingult x

1f extraposition is a cyclic ruley; as Jacobson and Neubauer (1976)
argue, it will apply en g%, Then, on 81. many Itslians will be
lowered onto the variable x. I1f extraposition does not apply, the
sentential subject constraint will block lowering. Thus, (21) will
not be derived fxom (24).

it seems, then, that we can explain a number of observations
in terms of the interaction of lowering and island comnstraints. Ve
should note; however; that lowering is mot always blocked by island
constraints. Comsider (25), to which Rodman draws attention.

(25) A soldier found every student and shot him.
Here, gvery student is inside a coordinate structure. It must,
howevex, have originated outside this structure, since it must have
asymmetrically commanded the variable undexlying him, Here, then,
an NP has been lowered into am islands It is not at all clear, thenm,
why (25) is acceptable.

Before I look more closely at the ordering of NP-lowering, a
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further remark is necessary about island constraints., 1 have argued
that many sentences derive from structures of the following form.
(26) s

S {batmo! NP

A e ]

eseXooe
On the face of ity the lowering that this analysis involves ghould

be blocked by the sentential subject constraint, There is, howevery

a fairly straightforwaxrd way out of this dilemma, Postal (1974b)
suggests that the movement of elements across island boundaries is
not blocked if the boundary is destroyed in the process. Given this
conception of islands, we need only assume that the predicates be true
and happen are deleted either before or at the same time as NP-
lowering and the sentential subject constraint will no longer be a
problem for our analysis.

1 can now turn to the ordering of NP-lowering. In my discussion
of the bound variable theory, 1 noted that Wasow's critique of the
theory at;ounts to an argument for the precyclic nature of NP-lowering.
1 assumed in my discussion of (20) and (21), however, that MNP-lowering
is eyclice Clearly, if Wasow's argument is sound, this discussion
will require some revision. Before I discuss this question, however,
1 want to comsider gome other implications of Wasow's argument,

1 suggested in chapter 1 that surface structure interpretation
rules are in effect precyclic transformations with associated giobal
constraints. As an example, 1 suggested that a rule which says
that the scope of quantifiers corresponds to their surfacc oxder is
equivalent to a precyclic lowering rule plus a constraint om
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surface structure. It follows that any evidence that NP-lowering
is precyclic will be evidence for the essential correctness of an
important aspect of intexpretivist claimge It will thus be of
comparable importance to the evidence that predicate raising and
nominalization are precyclic. 1 also suggested in chapter 1 that a
transformmation changes meaning if some aspect of the meaning of the
sentence in whose derivation it applies is predictable from its
output but not from its input. If NP-lowering is precyclic, movement
transformations will often change meaning. Passive, for example,
will change meaning in the derivation of (27).

- {27) Two languages are known by everyome in the room.
The meaning of (27) will not be predictable from the input to passive,
because this will figure in the devivation of (28).

{28) Everyone in the room speaks two languages.

Obviously, there will be similar examples with other movement rules.
i1t is clear, then, that whether NP-lowering is precyclic is of some
importance.

As I moted abovey if NP-lowering is precyclicy; my explanation
of the contrast between (20) and (21) will need some vevision. If
NP-lowering is precyclic, the sentential subject comstraint, as it
stands, will prevent (20) as well as (21) £rom being derived from
€24). The constraint will also fail to block derivations which it
ghould blocks Consider the following pair of sentences,

(29) The prese reported that Sam ingulted many Italians.

(30) That Sem insulted many Italiens was reported by the press.
(29) is ambiguous, having both a specific and a nonegpecific reading.
(30) is unembipsousy having only a non~specific veading. The specific
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reading of (29) will derive from something like (31),
(31) gt

2

many ltaumax 8“ be there

the press report 83

Bam insult x

inee §°

lowering of many Italians onto the variable x. If NP-lowering is
cyclicy it will be blocked by the seatential subject constraint, if

2, making 83 subject. If NP-lowering is precyclic,

is not in subject position, there is nothing to prevent the

passive applies on §
it will apply before passivey, and there will be nothing to prevent
passive applying subsequently. Thus, if NP-lowering is precyclic,
it will be possible to derive both (29) and (30) from (31).

it is clear from the foregoing that & reformulation of the
sentential subject constraint will be necessary if NP-lowering is a
precyclic rule. The constraint will have to be formulated to throw
out any derivation in which a complement appears in surface subject
position, and in which either some element that was originally outside
the complement appears inside or some element that was originally
inside appears outside. This formulation will permit the derivationm
of (20) from (24), where the complement is moved out of subject
position after lowering, It will also block the derivation of (30)
from (31), where the complement is moved into subject position after
lowering.

The nature of island constraints is curremtly far from clear.

Chomgky (1973) and Horn (1974, 1977) have proposed radical reanalyses
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of the m:traints.s Rodman (1975) suggests that they are manie
festations of more basic fuzzy comstraints. Morgan (1975a) and
Fauconnier (1975) sghow that certain apparently pragmatic phenomena
are subject to them, In this situation, there is nothing obviously
unreasonable about the suggested reformulation. It is clear; however,
that the reformulation is more complex than the noxmal formulation.
Other things being equal then, it is preferable to retain the normal
formulation. We must ask, then, whether Wasow's arguments do
necessitate a precyclic rule of NP-lowering, and hence the reformu-
lation of the sentential subject constraint.

Wasow's arguments are based on the fact that, if NP-lowering
is cyclic, it will be possible for other transformations to apply
before it. Given this fact, ﬁroblm will arise if there are
transformations that distinguish between pronouns and full NP's,
Such transformations will encounter structures containing variables,
and it will be impossible to say how they should apply to these
structures, since variables can be :uli.uld as pronouns or as !uu
RP's, 1f NP-lowering is precyclic, however, this problem will not
arise., The crucial transformations will not encounter structures
containing variables. There will, therefore, be no problem about
their application.

The two most plausible examples of transformations that dis-
tinguish between pronouns and full NP's are particle movement and
dative movement. The following data suggest that particle movement
is obligatory with pronounsy while dative movement is blocked.

3, 1 will zetuzn to Chomsky's 'conditions on transformations® in 7.3.
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(32)as * Eve gave away it.
be Eve gave it away.s
(33)a. Dick gave it to Brian.
be * Dick gave Brian it.
Wasow, in faet, suggests, following Lasnik, that this data reflects
not conditions on the application of particle movement and dative
movementy but a ¢yclic rule encliticizing pronominal direct objects.
Either account of the data will pose a problem for cyclic lowering.
There is, however, an alternative approach which does nmot have thisg
consequences This will involve a surface structure comstraint
rejecting sentences with pronominal direct objects which are not
adjacent to the verb. Such a constraint will obviously come into
play after lowering, however it is ordered. 1t is thus quite
compatible with a cyclic rule. Wasow considers this alternmative,
and suggests that it is 'probably not the best mechanism for accounting
for the kinds of facts in question'. Unless the alternative can
be ruled out more firmly than this, the above data camnot be regarded
as providing firm evidence against cyclic lowering.

Wasow also seeks evidence against number agreement from the
operation of number agreement and there-imnsertiom. I will say
something about number agreement later. For the moment, I will
simply note that I do not think that the facts of agreement necessie-
tate precyclic lowering. 4s for theree-insertion, in the present
framework, this can provide no evidence against cyclic lowering,
because there is no such rules In comnection with there-insertion,
Wasow discusses the following sentence.

(34) A man who discovered that there were some burglars in his

house was shot by thems
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In the bound veriable theory; this will have to derive from something
like (35)0
(35) [X: some burglars] [81 X shot a man who discovered [, X were
2

in his houn]sz Jsl

Its derivation will invelve there-insertiom, passive, and lowering.
The problem in this framework is to prevent the derivation of (36),
where there-insertion has applied, but not passive.

(36) * some burglars shot a man who digcovered that there were

they in hig house.

In the present framework, (34) will have a rather different analysis.
Some burglavs can originate inside the complement of digcover
associated with there, and them can be a pronoun of laziness. We
can restrict ambient there to indefinite NP's, thus preventing the
generation of sentemces like (36).

It is always possible that clear evidence will be found against
eyclic lowering. 1 do not think, however, that Wasow has provided
its 1 conclude then that the case against such lowering is not

proven.

5.3. The Cormand Constraint

In chapter 3, I alluded to the command constraint,; which requires
bound varisbles to be commanded by their antecedents, This constraint
is identified in Witten (1972), witten distinguishes a class of
deep structure promouns which correspond closely to my bound variables,
end notes that, in general, they must be commanded by their
antecedents. In this sectiony, I will say something about this
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constraint, 1 will say a little more them Witten, but I will leave
a nunber of questions open.

i1t will be recalled that the command comstraint is central to
my explanation of various facts about the interpretation of VP-
deletion sentences. 1t is perhaps worth reiterating this point. 1
considered firstly (1).

(1) John washed his car, and Sam did, and Steve did,
This is twe ways ambiguous, not six, as Ross's approach to sloppy
identity leads one to expect. It can mean that all three men washed
John's car, or that each of them washed his own. 1 argued thaty on
the first reading, «ll three VP's contain pronouns of laziness
referring to John, while, on the second, all three VP's contain
bound variables. In the latter case, the command constraint ensures
that cach variable is bound by the subject of its own sentence.
Without the cometraint, the variable in the second sentence could be
bound by John as well as by Sam, and the variable in the third
sentence could be bound by John or Sam 2s well as by Steve. There
would be nothing,; then, to prevent the additiomnal readings that
Ross's approach predictse 1 also congidered sentences like (2) = (5).

(2) Marsha scratched herself, and so did Jan,

(3) Brica wants to see Max, and so does Eve.

(4) A Rumenien waghed hig car, and so did a Bulgsrian.

(5) Every Rumanian washed his car, and so did every Bulgarian.
These are all unambiguous; having only sleoppy identity readings.
To account for this, I assume that the anaphors vepresent bound
variabless The command constraint them ensures that each variable

is bound by the subject of its sentence.
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Consider now the following sentences.

(6) One boy washed his car before Sam did.

(7) Every boy washed his car before Sam did.
Although the judgements are rather fine, it seems to me thet these can
have both sloppy and strict identity readings. They, thus, contrast
with (4) and (5), where only sloppy identity readings are possible.
The reason for this contrast is fairly simple. Whereas in (4) and
(5) the variable in the deleted VP iec not commanded by the NP that
commands the variable im the first clause, in (6) and (7), it is.
Ia (6) and (7)s then, the variable in the deleted VP can be bound
by the NP that binds the variable im the first clause. Thus, strict
identity readings are possible. For the same reason, one would
expect (8) and (9) to have strict identity readings.

(8) Jim criticized himself before Sam did,

(9) Tony wants to leave before Steve does.
1t seems to me, however, that they do nots Presumably, some additional
factor is involved in such sentences.

it is not at all clear how Ross's approach could account for
facts like these. Nor is it clear how they could be accounted for
within the bound variable theory. Both Keenan (1970) and Bonney
(1976) discuss sloppy identity in connection with their versions of
the bound variable theory. Neither, however, provides any account.
of these facts. In contrast, the present theory provides a quite
straightforward account. The coumand comstraint is an integral part
of this acceunt. Thus, these facts provide strong support for it.

There are various other kinds of evidence for the command
constraint. Notice that it explains why (10) cannot be reduced to
(11).
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(10) Sam washed his car, and the man who knew Mary washed her car.

(11) sam washed his cary and so did the man who knew Mary.
her in the second clause is not commended by its antecedent. Therefore,
it caunot represent a bound variable. Thus, whether his in the first
clause is & bound variable or a pronoua of laziness, the identity
required for VP-deletion is lackings The comstraint also explains why
(12) cannot be reduced to (13).

(12) The man who knew Mary weshed her car, and Sam washed his

car.

(13) The man who knew Mary washed hex cary and so did Same
Again, her camnot represent & bound variable. Again, then, whether
his is a bound variable or & promoun of laziness, VP-deletion is
blockeds Ross noted that promouns in sloppy identity must be come
manded by their antecedentg. UHe did not,; however, relate the dige
tinction to wider facts, as 1 am doing here. .

Reflexives and the null anaphors produced by equi provide par-
ticularly clear evidence for the command coustraint. 1 have argued
that both can only represent bound variables. it follows, then, that
they should be comnanded by their antecedeats. In general, this is
the case. Sentences like (14) are impossible, while (15) can only
mesn that the man whe knows Mary wants to end it all himself, not
that he wants Mary to end it all,

(14) * The man who knows Mary admires herself,

(15) The man who knows Mary wants to end it all,

Thig is exactly what we expect.

Indef inite HP's do not provide direct evidence for the command

constraint, because they can normally serve as antecedents for

pronouns of laziness, as long as they do not command thems Thus,
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sentences like (16) end (17) are quite acceptable.

(16) The men who sew a f£ilm hated it,

(17) Eve tried a drink, and she liked it.
In contrast, NP's containing every provide clear evidence for the
constraint, because they cennot serve as antecedents for singular
pronouns of laziness, Contrasting wich (16) and (17), then, we
have (18) and (19),

(13) * The man who saw every film hated it.

(13) * Eve tried every drink, and she liked it.
NP*'s containing every csm serve as antecedents for plural pronouns of
laziness. Thug; coatrasting with (18) and (19), we have the
following.

(20) The man who saw every film hated them,

(21) Eve tried every drinks; and she liked them.
Like NP's containing sy_e_g in not serving as antecedents for singular
pronouns of laziness arve NP's containing gach and npe Like (18) and
(19), then, ere the following.

(22) * The men who saw each film hated it.

(23) * Eve tried each drink, and she liked it,

(24) * The man who sew no film hated it.

(25) * Eve tried no drink, amnd she liked it.
These HP's can also serve, to varying extents, as antecedents for
plural pronouns of laziness.

1 suggested another comnstraint in chapter 3. 1 suggested that
no anaphor that represents & bound variable can have an antecedent
inside an lP. This constraint accounts for the ungrammaticality of

sentences like (26) and (27), and certain other phencinena.



{26) * Jim and Mary scratched herself,

(27) * The girl's father hurt herself,
it is poseible that this constraint is simply a special case of the
command constraint. On the standard definition of commandy A commands
B 4f the fivst S node above A also dominates Bs On thie definition,
Maxy commands herself in (26), and The girl commands hexself in (27),
On this definition, then, the ungrammaticality of (26) and (27)
cannot be a consequence of the command congtraint, It is not clear,
howevery that this is the most appropriate definition of command.
Jackendoff (1972;140) suggests a different definition., He suggests
that A commands B if the first cyclic node above A also dominates B,
where a cyclic node is either § or Pe On this definition, Mary does
not comuand herself in (26), and The girl does not command hexself
in (27)¢ On this definition, then, the ungrammaticality of (26)
and (27) will be a consequence of the command constraint, It is
possible, then, that we will not need a separvate comstraint for such
sentences,

it is fairly clear that the command constraint explains a numbey
of facts. It is natural to ask whether the comstraint itself cam
be explained: 1In a brief vemark om this subject; Witten suggests that
the constraint stems from facts about specificity. More precisely,
he suggests that an NP can only gerve as antecedent of a pronoun
derived from a bound variable, if it can have a specific interpretatiom.
What he means here ig far from clear. The distinction between specific
and nonespecific readings is normally applied only to indefinite NP's,
yet all promouns derived from bound variables must be commanded by
their antecedents, The antecedent of her in (10) and (12) does not

seem to be mon-gpecific in any sense, yel the pronoun can only
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represent & promoun of laziness. Nor do gvery film in (18) and every
drink in (19) seem to be none-specific, yet the sentences are un-
granmatical becaugse of the commend constraint. Witten's suggestion
is thus not a very promising one. One might suggest instead that
the constraint is a result of the interaction of lowering and island
constraints. In (18), every f£ilm has been lowered into a complex
NPs Thus, the complex NP comstraint will explain why (18) is une
grammatical. In (19), every drink has been lowered into the first
conjunct of a coordinate structure. Here, then, the coordinate
structure constraint will explain the ungrammaticality. Unfortunately,
there are examples which cannot be explained along these lines.
Consider; for example (28).

(28) * Sam thinks every girl is beautiful, although he hasn't

seen her.

Here, every girl has not been lowered into an island. It seems, thenm,
that not all instaences of the command constraint can be attributed
to island constraints. Thusy, 1 have no real explanation for the
constraint.

Another unsatisfactory aspect of the command constraint is that
two classes of sentences provide exceptions to it. These classes are
exemplified by sentences like the following.

(29) What Sam painted was a picture of his father,

{30) The pictuxre of his father that Sam painted was hung in the

attic.
That the pronouns can vepresent bound variables although they are not
commanded by their antecedents is shown by the fact that they can
figure in sloppy identity, The following illustrate.

(31) what Sem painted was a picture of his father, and what

Steve painted was one £oos
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(32) The picture of his father that Sam painted was hung in the
attiey, but the one that Steve painted was hung in the hall.
As one might expecty reflexives are acceptable in these sentences.
The following illustrate.
(33) Wwhat Sam painted was & picture of himself,
(34) The picture of himself that Sam painted was hung in the
attice.
Notice alse that null anaphors produced by equi are acceptable.
(35) What Sam denied was the intention to defect.
(36) The will to win that Sam always shows is widely admired.
Finally, notice that the following are acceptable,
(37) what every man painted was a picture of his father.
{33) The picture of his father that every man painted was
hung in the attic.
it seems, then, that these two classes of sentences are exceptions
to the command constraint in a quite gemeral way,
Not only are these sentences exceptions to the command constraint,
they also involve violations of the complex NP constraint. Consider
(29) and (30). The obvious sources for these sentences are (39)

and (40),
(39 s
WAW
! - |
ui’///\vr be true of Sam
thllt’ S

be a picture of X's father

x paint y
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(40) s

,/\
!|1? e
% be true of

R A T i S true 3

NP e s

ndi///ﬁMhﬁh“h“h
I o b-hnsuithcutte

g .
s
e ¥

Given such sources, Sam will be lowered into & complex NP in both
sentences. This is not a happy situation, but I cen see no
alternative.

One linguist who hes discussed these sentemces is Schachter
{1973a)., His concern is with the traditionsl generalizations that no
pronoun may both precede and command its antecedent and that a
reflexive and its antecedent must be clause mates, Both gemeralizations
are violated in these sentences. He argues that pseudo clefts and
relatives involve extraction rules. For him, (29) and (30) will

derive from structures like the following.
(41)

NP Al Ve

:ti/,/—x 5 rlut M/\PTID

M

San painted a picture of his father
(42) S

Ne
m/\am m'm /\\
W T T X be hung in the attic
NoM 5
)

A

Sam painted a picture of his father
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Given such structures, the traditional gemeralizations hold prier to
extraction. Similay analyses of pseudo clefts are advanced by
Chomsky (1970), Crosu (1973), and Hurford (1973).

One might suggest that the amalyses 1 have sketched should be
modified to incorporate extraction rules. One might suggest that
(29) should derive from something like (43), and (30) from something
like (44).

(43) s

it S be PRED

x painted a picture of x's father
(44) s

Np
|
s
U T L Ry =1, L PN be true of Sam,

be hung in the attic

A

x painted a picture of x's father
With such analysesy (29) and (30) will still involve violations of the
complex NP comstraint, but, if extraction is post-cyelicy they will
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conform to the commend constraint in shallow structura.#

I think, however, that extraction rules are rather dubloug. Pseude
clefts might perhaps invelve extraction; but semantic comsiderations
argue sgainst en extracting analysis of relative clauses. Such an
analysis appears incompatible with any clear account of the semantics
of velative clauses. Certainly; Schachter offers no account. In
contrast the amalysis of relative clauses developed earlier permits
a straightforward account of their semantics. 1 think, then, that
an extracting analysis of relative clauses is mot at all plausible.

Why, then, are these sentences grammatical? The best I can
suggest is that their grammaticality stems from some kind of analogye
The crucial sentences all imply simple sentences in which the pronoun
is conmanded by its antecedent, Notice that (33) and (34) imply (45).

(45) Sam painted a pilcture of himgelf.

The unacceptable (14) does not imply such a egimple sentence. It is
possible, then, that (33) and (34) are acceptable by analogy with
(45), and that the other exceptions to the command constraint are
acceptable by analogy with simple u;tcncec in the same way.

To conclude this section, 1 want to note the implications of the
command constraint for the analysis of the quantifier amy. A number
of writersy notably Quine (1960), Labov (1972), Cresswell (1973), and
LeGrand (1974), have argued that sny always represents a universal
4y Hankameyr (1974) suggests an interesting argument for an analysis
of pseudo clefts involving post-cyclic extraction. His argument
depends, howevery; on the assumption that reflexives and their
antecedents are clause mates at the end of the cycle. This assumpe=
tion is untensble unless relative clauses alsoc involve post-cyclic

extraction, which 1 think is unlikely.
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quantifier. The commond constraint provides evidence ageinst this
proposal.
. The propoeal receives initial suppert frem the similarity in
meaning between (46) and (47).
(46) Anyone can come.
(47) Everyone cap come.
On the face of it, however, the quite different meanings of (43) and
(49) argue egainst it.
(43) 1 didn't see anyone.
(4%) 1 didn't see everyone.
One epproach to sentences like {48), developed, for example, by Klima
(1964), assumes that any is the form taken by gome in a negative
environment. On this anslysis, then, (48) is the negation of (50),
(50) I saw somecne.
One need not enalyze sentences like (48) in this way, however, Quine's
suggestion is that Y...gvexy, by a simple and irreducible trait of
English usage, always calls for the shortest possible scopes.ss any,
by a sgimple and irreducible trait of English usage, always calls for
the longer of two poscible scopes? (1960: £.29.). Thusy he would
analyze (48) and (49) as (51) and (52), respectively.
(51) (¥x) ~(I sew x)
(52) ~(vx)(I saw x)
Effectively, then, the proposal ic that any is the form taken by every
in certain environments.
The proposal is an attractive one, holding out, as it does, the
prospect of a unified account of any. It faces at least one serious
problemy however. DNotice that (53) is a perfectly acceptable

sentence.,
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(53) 1f anyonec moves, I¥1Y kill him,

The pronoun here is not commanded by its antecedente. But, if any is
a form of every it should be. 1f gny 1s a fom of gvery, him must
represent a bound variable, and bound variables must, in gemeral, be
comanded by their antecedents, Notlce that (54) ig ungremmatical
for this reason.

(54) * 1f everyone movesy I%11 kill him,

In contrast, (55) is perfectly acceptable,

(58) 1f gomeocne moves, I'11 kill him,

This is vhat we expect, since someohe can serve &g entecedent for a
singular pronoun of laziness. (53) ie else very close in meaning to
(55)¢ 1t seems natural, then, to suggest that gny in (53) is a form
of gome, and that the pronoun is & pronoun of leziness. If guy in
(53) is a form of gome, it seems likely that it is in (48) also.

I think, then, that sentences like (53) suggest strengly that
any is not always a universsl quantifier. This does not mean,
however, that it never 1s, as some lingulets; e.g. Fauconnier (1971),
have argued, It seems natural to regard any in (406) as & universal
quentifier. If it is, the command constraint will account for the
unacceptability of (56).

(56) * Anyone can come; but he probably won't.
it is not my aim, however, to develop a general account of gny. 1
simply want to mote the problem thet the command constraint poses

for one quite widely canvassed analysis,

Se.4s The Realization of Bound Variables
I want now to say something about the various forms that bound

variables can agsume in surface structure. DMany variables are
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vealized as full NP's as a result of the operation of NP-lowering.
Other variables may have & null realization as a result of the
operation of equi. Finally, they may be realized as various kinds
of reflexive and nonereflexive pronouns., Clearly, we need some
mechanigm to account for the possibilities.

Where a variable is not replaced by an HPy, the form it assumes
on the surface depends on two questions: (1) its structural positioen,
{2) the nature of the binding NP, The vole of both factors is
intuitively fairly clear. Taking (1) first, it is clear that for a
variable to be deleted by equi, it must be in subject position,
Similarly, for a variable to be realized as a reflexive pronoun, the
binding NP nust normally be a clause mate. Where a varisble does not
meet the structural condition for equi or reflexivizagion, it will be
vealized as an owxdimary pronoun. Turning to (2), it i.s clear
that the number and gender that & bound variable assumes depends on
the binding NPe It is this aspect of the realization of variables
that I am concerned with here.

The role of the binding NP in determining the form of a variable
can be illustrated quite briefly. Consider the following sentences.

{1) The king shot himself.

(2) The gueen shot hevself.

(3) The men shot themselves.

(4) The women shot themselves.

These all have underlying structures of the fellowing foxm.

(5) 3

i}

x shoot x
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in (1), the binding NP is [+ masculine] and [~ plural]. The second
variable then must also be marked [+ masculine] amnd [« plural]. In
{2), the binding NP is [+ feminine] and [« plural]s The second
variable must be marked similarly. In (3) and (4), the binding NPtsg
are [+ plural]s 1In bothy them, the second variable must be marked
[+ plural]. cClearly, what we need is a rule copying certain
features from a binding NP onto the variables it binds.

A feature copying rule is proposed for Fremch in Fauconnier
{1971). Part of the data that Fauconnier cites to support such a
rule is the following.

(6) Chacun d'eux aura son chauffeur.

(7) Ils auront chacun son chauffeur,

(8) Ils auront chacun leur chauffeur,

All three sentences cam be translated as Yeach of :hn.id.li have his
chauffeurt, Fauconnier derives them from (9).

(9) s°
qr/\sl
¢ i WE, ve
| | e i
chacun ils v

de NR,

Empty indexed NPs in Fauconnier's system ave broadly similar to
variables in the present frameworks: iIn the derivatiom of all three
sentencesy the quantifier phrase is lowered onto the empty subject

NP in ﬂlo in the devivation of (6); the only other rule of importance

is feature copying) which marks the second empty Np 4+ masculine] and
[~ pluzal]s In the derivation of (7), feature copying is followed
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by quantifier postposition, which moves the quantifier chacun into
the VP, In the derivation of (8), quantifier postposition applies
first. Once it has applied, the subject NP is [+ plural]. It is
this feature, therefore, that is copied onto the second empty NP.
We have, then, the following derivations.

(6) lowering, featuvre copyinge..

(7) lowering, feature copying, quantifiexr postposition.

(8) lowering, quantifier pestposition, feature copying.
It is elear, I think, that feature copying permits sn illuminating
sccount of the data.

Returning to Engligh, one finds that the situation is slightly
different, Consider the following sentences.

(10) Bach of them will have his chauffeur,

(11) They will each have his chauffeur.

(12) They will each have their chauffeur.
€10) and (12) ave ambiguous, with the pronouns having anaphoric and
non-anaphoric interpretations. (11) is unambiguous, with the pronoun
having only a non-anaphoric interpretation. When the promouns are
anaphoricy (10) and (12) will derive from semething like (13).

(13) st

fzuuuo!ncho!r.hm&

x will have x's chauffeur g
In the derivation of (10), lowering applies on ..s", followed by feature
copying., In the derivation of (12), lowering is followed by
quantifier postposition, which is in turn followed by feature
copyings The fact that (11) caennot have an anaphovic interpretation
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suggests that quantifier postposition cannot follow feature copying
in Engligh. It is interesting to note here that there are dialects
of Prench in which (7) has no anaphoric interpretation, presumably
for the same reason., (See Faucomnier, 1971, Chap. l.y fn. 14.)

Fsuconnier suggests that feature copying in French applies not
only to variables but also to adjectives. He congiders the following
data.

(14) Chacun des hommes est collosal,

(15) Les hommes sont chacun collosal,

(16) Les hommes somt chacun collosaux.
All these sentemces can be tramslated as Yeach of the men is colossalt,

Fauconnier derives them fxom (17).

(17) g?
///\
Q¥ 5!
A /\
Q NP NP VP
chaeun les hommes etre lr
collosal

in all three derivations, an adjective agrcement rule applies om sl,
marking the adjective gollosal with the index x. In all three
derivations, lowering applies on §°» In the derivation of (14),

the only other transformation of importance is feature copying.
This copies the features [+ masculine] and [~ plural] ente the
indexed adjective., In the derivation of (15), copying is followed
by quentifier-postposition. In the derivation ot‘l(16). quantifier
postposition applies first, and then copying marks the indexed
adjective [+ masculine] and [+ plural]s Clearly, these derivations

are very similar to those of (6) -~ (8).
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In English, number agreement can be handled along sinmilar lines.
e have data like the following.

(18) Each of the boys was intelligent.

(19) * The boys was each intelligent.

(20) The boys were each intelligent.
(18) and {20) will derive from something like (21).

(21) s*

/

521:- whzmhdmm..

x be intelligent

In both derivations, the verd bhe is marked with the index x on sz.
and in both, lowering applies on gt in the derivation of (18),
the only other tramsformation of consequence is feature copying,
which marks the indexed verb [~ plural]s In the derivation of (20),
quantifier postposition epplies first, and thea feature copying
marks the indexed verb [+ plurall]s The fact that quantifier poste
position cannot apply after feature copying accounts for the ime
posseibility of (19). There are also sentences in which feature
copying applies to both a variable and & vexb. The following
illustrate,

(22) Each of the boys said he was intelligent.

(23) The boys each said they were intelligent.
These will have derivations exactly like those of (18) and (20).

One minor complication must now be comgidered, It cam be
illustrated with (24).

{24) The boys play temnis, and the girls do it too.
1 assume that the first clause here derives from gomething like {25).
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(25) gt

the boys, do &

x play tennis

1

2, the verb play will be marked with the index x. Them, on 55

On 8
it will be marked [+ plural]s The second clause will derive from

something like (26).

(26) s
/\
NP Ve
I /\
the girls ‘ll HI?
do it

Here the subject is not a veriable but & full NP, It might seem then
that & different account of number agreement is necessary here. In
fact, however, this is not the case. We neced only agsume that every
NP has an index, whether it binds any variables or not., Then, when
numbexr agreement applies to (26), it will mark do with the index om
Lhe pirlg., Feature copying will then mark it [+ plurall,

I suggested earlier that distributive plurals involve a distri-
butive operator that is either deleted or zealized as gach. Notice
now that, while (27) is acceptabley (28) is not. &

(27) Each of the boys admives himself. i

(28) * The boys admire himself. g
Notice also that (29) is quite acceptable; and can have the same
meaning as (27).

{29) The boys admire themselves.

To account for these phenomena, we need only asgume that deletion of
our distributive operator is blocked after feature copyings like
qQuantifier postposition. (27), then, will involve just feature
copyings (29) will involve deletion followed by feature copying.
And (28) will be ungrammatical because deletion has applied after
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feature copying.

The econception of feature copying developed here ig laxgely the
game as Fauconnier's, 1 assume one important difference, however.
Unlike Fauconnier, I asgume that feature copying, like NP-lowering,
iz unconstrained, so that any varieble, vhatever its position,
receives features. For Pauconnlery an empty indexed NP can only.
receive features if it is either preceded or commanded by its
antegedent, This prevents the derivation of (31) frem the structure
underlying (30).

(30) steve loves his wife.

{31) He loves Steve's wife,

As I noted ia comnection with NP-lowering, I assume that guch
derivations are thrown out by output conditions, There is thus no

need to restrict the operation of feature copying.

5.5. DBach-Peters Sentences

In chepter 23 1 argued that BachePeters sentemces provide
crucisl evidence egainst the ¢lassical theory's assumption that
ancphoric pronouns derive fyrom copies of thely ontecedents. 1 also
suggested that the bound variable theery could handle such sentences
quite naturally. Does thie mean that pronouns in BachePeters
sentences muct represent bound vaviables, not pronounsg of laziness?
Clearly, it need not mean this; since pronouns of laziness are not
derived from coples of their antecedents. I will argue, however,
that there are various reasons for deriving these pronouns from
bound variables.

There is evidence firstly, that chese proneuns cannot represent

pronouns of laziness. I argued earlier that the prm_ in a sentence
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like (1) camnnot be & promoun of laziness with the definite descripe
tion that containg it as itg antecedent,

(1) The Rumgmion who said he wag Napoleon wag arrested.
The reasen for this, I suggested, is that, if it were, the definite
deseription would invelve & vicious cirxcle. The description identifies
an dndividual a5 the contexitually unique member of the Intersection
of two scte. Suppose mow that he ic a promoun of laziness referring
to the same individual &z the description, In this case, the des-
cription will identify am individual by reference to a set which is
itself identificd Ly re’_t;rmee to the individual, Cleasrly, this is
eizeular, For this reasom, them, pronoums like he in (1) must
either be non-ansphoric, or vepresent bound variables,

Congider mow the standard Bach-Peters sentemce, {2).

(2) The pilet who shot at it hit the mig that chased him,
Here, we have the following definite descriptions.

(3)z. the pilot who shot at it

be the wig that chased him

Each vefers to the contextually unique weuber of the intersection of
two gets, Suppose now that the proncuns axe pronouns of laziness,
with it zeferring to the same thing as (3)bs, and him referring teo
the same individual as (3)a. 1In this casey (3)a, would identify an
individual by reference to a set identified by veference to. (3)b,,
and (3)b, would identify & thing by veference to a set identified
by reference to (3)as In effect, then, each description would
identify an individual or thing by reference to a set identified by
reference to himgelf or itself. In short, one would have the same
kind of circularity as ig invelved in (1), if the pronoun is taken

to be a pronoun of luméu with the description as its antecedent.
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This suggests quite stromgly, then, that the pronoﬁnt in (2) cannot
be pronouns of laziness. If they are not pronouns of laziness,
they must be bound variables.

1 have argued that pronouns deriving from bound variables must
be commanded in surface structure by their antecedents. I1f the
pronouns in Bach-Peters sentences represent bound variables, such
sentences should be ungrammatical if ome or other of the proncuns
is not commanded by its antecedent. As Witten (1972) notes, this
appears to be the case. Among the examples he cites are the
following.

(4) * Although the pilot who shot at it was swift, the plane

that chased him was even swifter.

(5) * People who know the man that threatened to kidnap her

adnire the woman who laughed at his threat,
In both sentences, the second pronoun is not commanded by its
antecedent. Witten comments that they 'seem reasonable at first,
but make less sense the more you think about them®. I would agree
with him. These sentences geem, then, to support the view that the
that the pronouns in Bach-Peters sentences represent bound variables.

Assuming that the pronouns in Bach-Peters sentences represent
bound variables, we can consider what sort of underlying structure
they should derive froms In a discussion of Bach-Peters sentences,
Keenan (19723458) points out thaty, if one NP originates inside
the scope of another, any variable inside the latter canmot be
bound by the former. In my discussion of the bound variable theory,

I took it to involve structures like the following,
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(6) 8
IS L AT T
5 NP, NPy

seXseYeoo

Here, neither KP is inside the scope of the other, It is thus quite
possible for a variable inside either of the NP's to be bound by
the other. Given such structures, Bach-Peters sentences can be
handled quite straightforwardly. In many of the underlying struce
tures 1 have proposed the surface object is within the scope of

the surface subject. Clearly, such structures will not do for
Bach-Peters sentencess It seems likely, however, that suitable
underlying structures will always be available. We can look
firstly at (2). Here, the two NP's are agent and patient. 1 have
suggested that do can take both an agent and & patient as arguments.
We can, therefore, propose an underlying structure iavolving do.

Specifically, we can propose something like the following.

7 s
0 SRS T
&y | T T
A do isi to the mig 5
y shot at z Lo _ i:
w chased x

Here, neither HP‘ is inside the 'l;ope of the other, and the variables
that are realized as it and him are both within the scope of their
antecedents. This, then, is quite plausible source for (2).
Consider now (8).

(8) The man who was mixing it fell into the cement he was

making,
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Here, the subject is a patient. 1 have rejected the view that patients
should always originate as arguments of happen. Thusy the subject

of (8) can originate in its surface position. (8); then, can derive
from something like (9).

(9) “/B\m
é fill P/\IIP
dip et

Obviously, this is a well formed structure. I1f we assumed that

patients always originate as arguments of happen, (8) would have te
derive from something like (10).

(10) 8
ur/ \w
: JRE

x fell into NP ‘ /\

T 1
i A

y mix z

This, however, is ill-formed because the variable z is outside the
scope of the NP that is supposed to bind it. It seems, then, that
Bach-Peters sentences provide additional evidence against the view

that patients always originate as arguments of happen.
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1 want to conclude this section by considering the following
sentences, which are closely related to (2).

(11) The pilot who shot at the mig that chased him hit it.

(12) The mig that chased the pilot who shot at it was hit by

him,

McCawley (1970a) assumes that all three sentences derive from the
same underlying structure. Karttunen (1971) rejects this assumption
on semantic grounds. He suggests that (11) and (12) have different
truth conditions, and that (2) is ambiguous between (11) and (12).
Dik (1972) argues that all three sentences have different truth
conditionss In the present framework, the three sentences would
have to have different underlying structures even if their truth
conditions were the same. Notice that neither it in (11) nor him
in (12) is commanded by its antecedent. Neither, them, can represent
a bound variable. They must, therefore, be pronouns of laziness.
The ohvious sources for (11) and (12) in the present framework are
‘something like (13) and (14), respectively.

(13) 8
M T BT (g
/3\ \’/ R e ook

i i
the pile
}\ 8
do /\
y shot at NP '
i\_\ Shapptnl:oir.w

thenisls

\ x hit w

z chased y
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(14) 8

8 happen to NP

o R S

he do § thllllg.s

. A A
x hit y z chased NP
/\
the pilet &
&
w shot at 2

In (14), 1 assume my original conception of passives. As 1 have
noted, this may have to be revised:, This, however, does not affect
the main peint.
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CHAPTER 6
PRONOUNS OF LAZINESS

Having discussed bound variables at some length, I can return
now to pronouns of laziness. I can also return (at last) to none
anaphoric pronouns. 1 will argue that pronouns of laziness and none
anaphoric pronouns ave the same thing, More precisely, 1 will argue
that there is a clase of pronouns, which I will call *referential
pronouns', which are ordinary referring expressionsy in fact, a kind
of definite descriptions Like oxrdinary definite descriptions, they
have an anaphoric and a m-niaphoru wges In their anaphoric use,
they can be termed pronouns of laziness. My views here owe much to
Lasnik (1976). Lasnik assumes that all pronouns are of the same
kind. He faile to recognize that many pronouns function as bound
variables. The account he develops; howevery, is quite similax to
that I will develop here. In effect, he assumes that all pronouns

are referential p:m.l

6els Definite Descriptions

We can begin by taking & look at definite descriptions. 1
suggested earlier that a definite description refers to the con-
textually unique member of some set. A definite description of the
form the + N is used when there is just one member of the set denoted
1. Also somewhat similar to my account of referential pronouns is the

account of pronouns developed in Lyems (1975).
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by K that the heaver will understand the speaker as referrving r.o.z

We can include plural definite descriptions in this accounty if we
assume with Bartsch (1973) that a plural noun denotes the set of all
subsets of the set denoted by the corresponding singular noun, The
contextually unique member of such a set will, of course, itself be
a set. Contextual uniqueness may stem from various aspects of back-
ground belief and conmunicative contexty; including preceding discourse.
Some examples will illustrate. If I utter (1) at the start of a
conversation, I will be understood as referring to the British Prime
Minister,

(1) The Prime Minister is calling for sacrifice.
1f, however, I utter the same sentence in the following discourse, I
will be understood as referring to the Prime Minister of Pertugal.

(2) The Portuguese are facing austerity. The Prime Minister

is calling for sacrifice.

Rather similar is the following discourse, where again the speaker
will be understood as referving te the Prime Minister of Portugal.

(3) Portugal has a President and a Prime Minister. The Prime

Minister is calling for sacrifice.

Some linguists would call the Prime Minister in (3) an anaphoric
definite description and regard a Prime Minister as its antecedent.
Such a description is quite reasonable. It would be wrong; however,
to regard the Prime Mimister in (3) as fundamentally different from
the same definite deseription in (2)s In both cases, the referent
2+ As in chapter 2, 1 am ignoring definite descriptions containing
mass nouns. 1 think, however, that the formulations of this chapter
could be extended quite naturally to include such definite descriptioms.
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of the definite description is determined by the preceding discourse.
Both cases contrast with (1), where the veferent of the definite
description is determined by background belief and communicative
context alone.

As a first approximation, we can characterize an anaphoric

definite description as follows.

(4) An anaphoric definite description is & definite description
which refers to an individual, thing, or set which is
either referred to or established as existing by some
other NP, and whose contextual uniqueéness stems from
this other NP,

Thig characterization can be explained quite briefly., Consider
firstly (5).

(5) Mary interviewed the Russian poet. The poet complained
about the weather,

Here, the poet in the second sentence refers to am individual referred
to by amother NP, namely the individual referred to by the Russian
poet in the first mtom.s (5) contrasts with (6).

(6) Mary interviewed a poets The poet complained about the
weather. -

Here, the poet in the second sentence does not refer to an individual
referred to by another NPs 2 poet in the first semtence does not
vefer to a poet. 1t does, however, establish the existence of a poet.
3. Sentences like (5) show the inadequacy of the definition of
antecedent proposed in Lakoff (1976)y which rules out the possibility
of definite descriptions with definite descriptions as antecedents.
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Here, then, the poet refers to am individual established as existing
by another NP. The final clause of this characterization implies
that the second occurrence of the poet in (7) is not an anaphoric
definite deseription.

(7) Mary interviewed the poet. The poet complained about the
weather,

Obviously, it refers to the same individual as the first occurrence
of the poet. However, the contextual uniqueness associated with the
former does not stem from the latter. For the latter to refer
successfully, there must already be a contextually unique poet.
Clearly, then, it does not establish & contextually unique poet.

To complement this charvacterization, we must specify when a
definite description cam vefer to an individual, thing, or set
referred to or established as existing by another NP, and whem the
contextual uniqueness of a definite description can stem from
another NP, WHere, we can suggest the following.

(8) Given two NPYsy NP, and NP, where NP, is & definite
deseription of the form Det + Bj. NRJ can refer to the
individual, thing, or set referred to or established as
existing by NP, just in case NP, precedes urj and refers
to a member of the extemsion of Nj. The contextual
uniqueness of NP i can stem from uri just in case !IPJ

differs in form from uri.

In (5)y NP, is the Ruspian poet and NP the poets Clearly, then,
Nl’i rvefers to a member of the extension of HJ. which is the set of
poetss In (6)y WP, is 2 poet and NE the poet. Clearly,  ,
NP, establishes the existence of a member of the extemsion of aj.

which is again the set of poets. Notice now that the Russian poet
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in (9) cannot refer to the individual referved to by the peet.
(9) Mary interviewed the poets The Russian poet complained
about the weather.
Here, N?i is the poet and urj the Russian poet. Obviously, KP* does
not refer to a member of the extension of N 5 Clearly, then, NP j
cannot refer to the same individual as KP, .

What (8) mekes clear is that the reference to a member of some
sety or the establighment of the existence of a member of some set can
establish a contextually unique member of a larger set but not a
contextually unique member of a smaller set. In (5), the reference
to a contextually unique member of the set of Russian poets estabe
ligshes a contextually unique member of the set of peetss In (9),
however, the reference to 2 contextuwally unique member of the set
of poets cennot establish a contextually unique member of the set
of Russian poets.

In the examples 1 have considered so far the fact that NP,
refers to or establishes the existence of a member of the extension
of '3 is & purely linguistic fact. This is the case whenever NP
is a definite or indefinite NP of the form Det 4 N, and the extension
of Ni is a subget of the extenzion of HJ. It is quite possible,
however, for NP, to refer to 2 member of the extension of N j a8
result of non-linguistic fact. This is the case, for example, in
€10).

(10) Mary interviewed Yevtushenko. The poet complained about

the weather.
Here, NP, is Yevtughenko and NP j the poets It is a matter of non=

linguistic fact that Np, vefers to a member of the extension of N 1
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Contrasting with (10), we have (11).
(11) Mary interviewed Brezhnev, The poet complained about the
weather,
Herey, NP, is Erezhnev and NP j the poet, It is a matter of non-linguistie
fact that NP, does not refer to a member of the extemsion of NJ.
Nothing in what I have said go fer allows for sentences like
(12) frem Stockwell, Schachter, and Pertee (1973).
(12) John, Bill, and Mary all set out at noen, but only the
boys got back by dinner time.
Here, the boys refers to the set to which John and Bill jointly refer.
Like (12) is (13).
(13) A Rumaniany, a Bulgarian, and a Malaysn get out at moon,
but only the Furopeamns got back by dinmer time.
Here, the Buropesng refers to the set which a Rumanian and a Bulgarian
jointly establish as existing. In the light of such sentences, it
is necessary to revise our characterization of anaphoric definite
deseriptions. We can propose the following.
(14) An anaphoric definite description is & definite descrip-
tion which refers to an individual, thing, or set which
is either referred to ox establighed as existing by some
other NP or set of NP's, and whose contextual uniqueness
gtems from thig other NP or set of NP's.
1t is also necessary to revise (8)s We can replace it by (15).

(15) Given an NP, !fP’. or a et of NP's, Mil' le. u.ﬂl’i »
n

and another NP, NP, , where HPJ is a definite description

J'
of the form Det + NJ,

thing, or set referred to or established as existing by

NPJ can refer to the individualy
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NP p or to the set referred to or established as existing

by NP, 3 NP, 5 eeoliP, just in case NP, or NP, 5 NP, 5 wsese
11 i, 1h i *l 12

NP

precedes NP 3 and m*i or the conjunction of NP, ,

)

4

NP, 3 vosliP refers to or establishes as existing a
2 n

menber of the extension of N 5 The contextual uniqueness

of H?J can stem from NP, or m"l' Nl’iz, ".mih Just in

cage it differs in form from NP; or the conjunction of
HP’_I. R?‘z. "'m'iu'
The complexity of this formulation emphagizes the varied character of
anapheric definite descriptions.

I noted in chapter 1 that the underlying structure of a2 sentence
represents its basic weaning and thet this must be distinguighed Il;*l
from the propositiens it expresses, It ig casy to show that the
anaphoric relations that we are concerned with here are a feature of
the propositions expressed by sentences in specific contexts and
thus that they should not be represented in underlying structure. The
reference of 2 definite description is a fumction of the context in
which it is useds It is only in a specific context that ene can say
who or what a particular definite deseription refers to. It follows,
then, that it iz only in a specific context that ene can say whether
a definite deseription refers to the individual, thing, or set
referred to or established as existing by some other NP or set of
NPte, It is pessible; howevery to specify necessary conditioms for
these anaphoric relations independent of context, (13) is an attempt

to do this.
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Anaphoric definite descriptions diffexr from other definite
descriptions in the souvce of their contextual uniqueness. It is
fairly cleary however, that this difference is not a fundamental
one. If anaphoric definite deseriptions ere mot fundamentally
different from other definite descriptionsy thay should not have a
different source. Nor should a subget of anaphoric definite des-
eriptions have a different source., A mumber of linguists,; 2.g.
Kempeon (1975), have puggested that an amaphorie defiaite descripe
tion with an indefinite antecedent should derive from a copy of its
antecedent through 2 rule of definitization. On this approachy
the boy in (16) would derive from a boy.

(16) Someons called a boy to the telephone, while the boy was

talking to a pretty girl,
Clearly, this approach treats a subset of definite descriptions as a
special category. Since this subset is not fundamentally different
from other definite descriptions, it should not be treated in this
ways TFor this vreason, theny this approach must be rejected.

There are other reasons for rejecting this approach. Firstly,
definitization is in a clear sense superfluous, Since definite
descriptions cam be introduced in underlying structure, all the
sentences that invelve the vule will still be generated without it,
1f the rule can be dropped without lossy Occam's razor dictates
that it should be drepped. Secondly, thie approach is umacceptable
for semantic reasoms. In deriving definite NP's from indefinite
NP?ga, it derives re!e;ring expressions from non-referring expressions.
Buty, if underlying structure is logical structure, a referring
expression cannot be represemted in underlying structure as a non-

referring expression. 1t is fairly clear, themy that there is no
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place for definitization in the present framework,

6.2, Referential Pronouns

I can now turn to what I am calling referential pronouns. As 1
have saidy; these are pronowns which are ordinary referring expressions,
in fact a kind of definite description.

The definiteness of ordinary pronouns is demonstrated quite
clearly in Postal (1966). We know, then, that he, she, it, and they
involve seme sort of contextual uniqueness when they are not bound
varisbles. We know that he is a mesculine pronoun. It seems plausible,
then, to suggest that he refers to the contextually unique male
vhen it is not = bound variable., Similarly, we cen suggest that she
refers to the contextually unique female, it to the comtextually
unigue thing, end they to the contextually unique set when they avre
not bound variables. It seems plausible, then, to suggest that
referential pronouns are a special kind of definite description.

As with ordinary definite descriptions, the contextual uniquee
nesgs required by referential pronouns may stem from various aspects
of backgroimd belief and commumicative context. However, the fact
that referential pronouns invelve particularly large sets means that
the necessary contextual uniqueness is less easily established than
it is with typical definite descriptioms. While I can assert that
the British Prime Minister is calling for sacrifiece by uttering (1),
1 cannot do so by utteriag (2), unless certain special conditions
obtain,

(1) The Prime Minister is calling for sacrifice.

(2) He is calling for sacrifice.

Such contrasts, howevery do not indicate any fundamental difference
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between referential promouns and ovdinary definite descriptions.
There are examples like (2), where special conditions are not
necessary. Lasnik (1976) gives the following example.

As I git here in my office in eavrly January, 1974, 1 mid

not vegard it as unusual if mlmmrmtm to

come in and announce, '"He resigned!, MHere the knowledge
assumed by the speaker to be shared by me is so minimal

that the possible male human beings he could have in mind

form a very limited classs 1 would immediately assume

he meant Richard Nixon.

There are also examples like (1), where special conditions are
required, If I utter (3), for example, it will mot be clear whe
1 am referring to unless special conditions obtain.

{3) The minister is calling for sacrifice,

Thus, refevential pronouns are not fundamentally diffevent from
ordinary definite descriptioms.

There arey however, certain differences between referemtial
pronouns and ordinary definite descriptions. An obvicus difference
is that referential pronouns consist of single moxphemes, rather
than the definite article and a noun. A more important difference
is that they permit pavralinguistie indication of intended reference.
Thus, a spesker of (4) can use a gestuve to indicate whe he is
referring to, but a speaker of (5) cannot do this.

(4) He is a Pabloite.

(5) The man is & Pabloite.

Notice, however, that a gesture is mdbh with (6).

(6) That man is a Pabloite.

Herey the definite description has a demonstrative instead of an
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ordinary definite article. The obvious conclusion,; them, is that
referential pronouns are not simply definite, but demonstrative as
well, I will note some further differemces between referential
pronouns and ordinary definite descriptions shortlye.

If referential pronouns are a kind of definite description,
they will have an anaphoric use like ordinary definite descriptions,
it is natural, then, to suggest that promouns of laziness are
referential pronouns used anaphorically, In other words, it is
natural to characterize a pronoun of laziness as follows.

(7) A pronoun of laziness is a veferential promeoun which
refers to an individual, thing, or set which is either
referred to or established as existing by some other NP
or set of NP¥s, and whose contextual uniqueness stems
from this other NP or set of NP'g.

This, of course; is very similar to our characterization of anaphorie
definite descriptionss There are; however, certain differences
between pronouns of laziness and ordinary anaphoric definite
descriptions,

One difference is that pronouns of laziness can precede their
antecedents. It seems that referential pronoumns can anticipate the
establishment of the necessary contextual uniqueness. Consider
the following.

(8) When he arrived, Sam was out of breath.

{9) In front of him, Jim saw a gorilla.

(10) Either he eats his supper or Sam goes to bed.

(11) Not only did she insult me, but Ruth accused me of

ingulting her.

In (8) and (9), the pronouns are commanded by their antecedents.
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Pregsumably, then, they can represemt bound variabless In (10) and
(11), however, the pronouns are mot commanded by their antecedents.
it is fairly cleawyy then, that they must represent pronouns of lazie
ness, Presumably, the pronouns in (8) and (9) can Il”a“

A second diffevence is that pronouns of lazinessy wnlike ordinary
mhnﬁe definite descriptions, can be commanded by their
antecedents. (12) illustrates.

he

(12) The Russian poet nid{ }wn angrye

#* the poet
Such contrasts show, incidentally, that (6.1415) is not wholly
adequate.

In spite of these differences, promouns of laziness and ordinary
anaphoric definite descriptions have broadly similar distributions.
Notice, for example, the following parallels.

The professor
(13) Sam met the professor of anthropology.

boring.

The prefessor

(14) Sam met a pr.!euoz.{ }wn boring.

He
In (13), we could repeat the antecedent, while; in (14), we could use
the more complex definite description the

Such facts provide the basis for Geach's definitions of pronoums of
laziness.

4, Witten (1972) assumes that only deep structure pronounsy i.c.
bound variables; can precede their antecedents. He fails to notice
the existence of sentences like (10) and (11), which show this
position to be untenable,
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We must now specify when a referemtial pronoun can refer to an
individual, thing, or set referred to or established as existing
by some other NP or set of NP's, and when the contextual uniqueness
of a referential promoun can stem frxom amother NP or set of NPVg.

We can puggest something like the following.
(15) Given an NP, NP,y Or & set of NP's, mil. HPiz, sesliP, o
n

and a referential pronoun, R!J. nrj can refer to the
individual, thing, or set referred to or established
as existing by uri. or to the set referred to or

established as existing by “11. lli'izo .-.nri Just in
n

case RP, does not both precede and command NP, or

i

uri s NP‘ ’ ...HP,_ and u!" or the conjunction of
1 2 n

“Pi s NP, 5 «eoliP, vrefers to ox establishes as existing
1 2 n

a member of the set associated with R.Pj. The contextual

uniqueness of R!'j can stem from NP, or NP*I; 31'12. eveliP,
n

just in case it differs in form from NP, or the conjunction

Of NP, 5 NP, 5 oselP, »
il 12 1!1

Obviously, this is quite similar to (6.1.15).5

Both Partee (1975a) and Wittem (1972) assume that certain
pronouns that I regard as pronouns of laziness are derived through
a rule of pronominalization., Witten does not actually use the temm
5¢ {15) is inadequate in a number of waysy as the kinds of data
discussed in Lakoff (1976) indicate. Nevertheless, it is adequate

for a wide range of cases.
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pronoun of laziness. However, he distinguishes a class of

*classical pronouns?®, which correspond to pronouns of laziness

with definite antecedents, Thege result from pronominalization.

He also has a class of 'definition deletion pronouns'y which
correspond to pronouns of laziness with indefinite antecedents.

These have a different derivation which 1 will discuss later. Partee
does use the term pronoun of laziness. She apparently regards all
pronouns of laziness as the result of pronominalization. She assumes,
however, following & suggestion of Parsems'; that omly pronouns

with definite antecedents can represent pronouns of laziness.

Thus, her rule has essentially the same domain as Wittemn's,

Partee has no real arguments for her peosition. Witten's main
argument centres on the generalization that every enviromment that
excludes "non-pronominalization' also excludes classical pronouns.

In my terme, this means :lur. wherever the second occurremnce of a
definite description is impossible, so, too, is a promoun of
laziness. Witten's suggestion is that this gemeralization is
explained if pronouns of lar ness with definite antecedents derive
from copies of their antecedents.

Witten's generalizationm can be illustrated fairly briefly.
Congider firstly the contrast betweem (16) and (17),

(16) The Minister hates his portrait, and so does the Under

Secretarys,
(17) The Minister hates the Minister's portrait, and so does
the Under Secretary.
(16) is ambiguous, meaning either that the Under Secretary hates
the Minister's portrait or that he hates his own. (17) is unambiguous,

having only the former readinge On the first reading of (16),
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the pronoun is 2 pronoun of lazinesg. On the second, it represents
a bound variable. We can gay, then, that a sloppy identity reading
is impossible in (16), if the promoun is a pronoun of lazimess,
while a sloppy identity reading is quite impossible in (17), where
we have not a pronoun but the second occurrence of a definite
deseription. Ceonsider also the contrast between (18) and (19).

(18) Caly the Minister hates his portrait,

(19) Only the Minister hates the Minister's portrait.
€18) is ambiguous, meaning either that no one else hates the Ministert's
portrait or that no one else hates his own portrait. (19) is
unambiguous, having only the former reading. On the first reading
of (18), the pronoun is a promoun of laziness. On the second, it
represents a bound variable. Thus, the second reading of (18) is
impossible, if the pronoun is a pronoun of laziness, and this reading
is impossible in (19), where we have the second occurrence of a
definite description.

Do facts like these motivate a rule of pronominalization? I
think it should be clear that they do mot. 1 have argued that sloppy
identity involves comstituents containing bound variables. Naturally,
then, it is not possible, if, instead of a bound variable, one has
either a pronoun of laziness or an ordinary definite description.
Similarly, I have argued that the second reading of (18) stems from
the presence of & bound variable. Naturally, again, then, this
reading is not possible if one has a pronoun of laziness or an ordinary
definite description. There isy them, mothing in these facts to
motivate a rule of proneminalization,

There are a number of arguments against amalyses like Partee's
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and Witten%ss Firstly, 1t is fairly clear that premouns of laziness
are not fundamentally different from other referentizl promouns.

1f they are not fundamentally diffevent,; they should not have a
different source. Clearly, in these analyses, certain pronouns of
laziness do have a different source from other referential pronouns.
For this reaszon, then, the analyses must be rejected.

A second argument against these analyses 1s that prononinalization
is superfluous. GSince referemtial pronoums can be introduced in
underlying structure, sentences like (20) will still be generated
if the rule iz dropped.

(20) Roberta spoke to the policeman, but he told her to go aways
1f the rule cam be dropped without lessg; it should be dropped.

A third argument against these analyses is that they treat
pronouns of laziness quite differemtly frxrom ordimary amaphoric
definite descriptions. DPut they arve not fundamentally different
from ordinary snaphoric definite descriptions. Consider firstly
a simple discourse involving a promoun of laziness.

(21) Jim read the article quickly. 1t didn't say anything new.
Here, the reference in the first sentence to a member of the set of
articles establishes a contextually unique member of the much larger
set of things in the second sentence, &Exactly the same situation
arises in discourses involving ordinary amaphoric definite
descriptionss Consider the following.

(22) Sam was talking to the girl from Athens. The girl was

shouting.
Here, the reference in the first sentence to a member of the set of
girls from Atheng establighes a contextually unique member of the

rather larger set of girls, Thus, the same anaphoric relatiom is
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involved in both (21) and (22). Given this, it snd the girl should
have the same kind of derivation. Thus, if it derives through
pronominalization from a copy of its antecedent, so should the girl,

It 1s doubtful whether anyone would contemplate such an analysise

6.3+ Pronouns of Laziness with Indefinite Antecedents

I want now to say something more about pronouns of laziness with
indefinite antecedents, I have assumed that pronouns in gentences
like (1) are pronouns of laziness.

(1) A man exzplored the Amazony and he caught typhoid,

Such pronouns appear to be referemtial pronouns ugsed anaphorically,
Furthexmore, given the conmand constraint, they cannot represent
bound variables. For the same reasonsy 1 assume that promouns in
sentences like (2) are pronouns of laziness.

(2) The woman wvho lost a diamond ring later found it.

Both these pronouns appear to be pronouns of laziness on Geach's (1972)
definition. They cen be regarded as used in lieu of repetitious
expressions, Ceach, however, is generally cautious about analyzing
pronouns with indefinite antecedents as pronouns of laziness.
Furthermore, in a number of places, he explicitly denies that such
pronouns axe pronouns of lazimess. 1 want, then; to look at hig
arguments.

Ceach (1962 £.76) seeks to show that he in (3) camnot be a
referring expressiony, and hence that it camnot be a pronoun of
laziness.

(3) Just one man broke the bank at Momte Carle, and he has

recently died a pauper.
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He bases his argument on the gemeral principle thaty, if a term in
& proposition has referemce, there must be some way to specify
its reference regardless of the truth value of the proposition. Iif
we look at the first clause of (3), it ig clear that it is only if
this clause is true that therxe is a man who broke the bank at Monte
Carlos The principle implies, them, that ome man is mot a referring
expression. In the second clause, the situation is differents he
here refers to the man who broke the bank at Momte Carlo regardless
of whether the clause is true or false. It seems, then, that he
is a veferring expression. Of coursey if the first clause of (3)
ie false, he will lack a reference. It seems to be this that leads
Geach to demny that he is a veferring expressiom. This fact does
not support Geach's comclusion, however. The status of he ia (3)
is just like that of th
{4)s

(4) The man who broke the bank at Monte Carlo has recently died

& paupey,

1f the first clause of (3) is false, th

Monte Carle in (4) will have no reference. Suwvely, though, Geach would
not c¢laim that the term is not a referrving expression in this

situation. This would involve making the question of whether or not
some term is a referving expression dependent on extralingulstic
fact. Geach would presumably not be prepared to do this. This,
however, is what his argument seems to imply. I conclude, then,
that this avgument provides no reason for denying that pronoums ia
sontences like (1) are proncuns ¢f laziness.

Geach (19723110-111) tries to show that he in (5) cannot be a

veferring expression.
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(5) A Cambridge philosopher smoked a pipe and he drank a lot of
whisgkys

He considers a situation where two Cambridge philosophers, X and Y,
both smoked pipes, and X drank a lot of whisky, whereas ¥ drank
none at all, In this situation, he suggests, (5) is unambiguously
true, just as (6) ise

(6) A Cembridge philosopher smoked a pipe and drank a lot of

whiskys

He suggests that this would not be the casey, if (5) were a conjunctive
proposition, and he andordinary referring expressions In this
situation, he suggestsy (5) would not be unambiguously true. It
would be true if he referred to X, and false if he referred to Y.
Therefore; he concludes, (5) is not a conjunctive propesition, and
he is not a referring expression. Is this argument sound? I think
it is nots 1 would dispute Geach's claim that (5) is unambiguously
true in the situation he describes. 1 would suggest that the first
clause of (5) is effectively false in this situation, since the
hearer is entitled; on the basis of Grice's maximg, to assume that
only one Cambridge philosopher smoked a pipe. As in (3); if the
first clause is false, he will fail to refers Again, though, this
does not mean that it is not a referring expression. 1 think, then,
that the argument collqpﬂaa.e
6. Witten (1972) .ueos;t;n; :;lu-a :lﬂ—ifum between gentences like (5)
and gentences like (6), when he points out that (ii) is not equivalent
to (i), since, unlike (i), it would be appropriate if mamny Spaniards
entered and exaetly one ordered coffee.

(i) A Spaniard entered and he ordered coffee.

(ii) There is & Spaniard with the property that he entered and

ordered coffee,
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Geach (1972:118-119) develops a similar argument in connection
with (7).
(7) Socrates owned a dog and it bit Socrates.
He wants to reject the view that this is a conjunctive proposition
with it a referring expression. He suggests thaty if it were, (8)
would be & contradictory of (7).
(8) Socrates did not own a dog, or elses Socrates owned a dog
and it did mot bite Socrates.
He claims that (8) is noty in fact, & contradictory of (7),; since
both can be true, His view presumably is that the second disjunct
of (8) can be true at the same time as (7) is true. He must, then,
be thinking of a situatien in which Socrates had two dogsy one of
which bit him and one of which did nots But, in this situation,
the first clause of (7) is effectively false, since the hearer is
entitled to assume that Socrates had only one doge 1 think, then, that
(7) end (8) are contradictories, and, therefore, that the view that
(7) is & conjunctive propesition with it a referring expression is
a sound one.
Geach also tries to show (1972:99 - 101) that it in (9) is not a
pronoun of laziness.
{(9) The only man who ever stole a book fxom Snead made a lot
of money by selling it.
His argument is based on a comparison between (9) and (10).
(10) The woman whom every true Englishman most reveres is his
mother.
Here, the pronoun must represent a bound variable, The sentence is an
exception to the command constraint of the kind discussed earlier. It

can be paraphrased as (11).
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(11) It is true of every true Englishman that the woman he

most reveres is his mother.
What does this show about {9)? Om the most obvious reading of (9),
the scope of a book is limited to the relative clause., Does it have
a reading in which the pronoun yepresents & bound variable and the
scope of a book includes the whole clause? I would suggest that it
does not: Notice that (12) is ungrammatical.

(12) * The man who stole every book from Snead made a lot of

money by selling it,
This suggests that sentences like (9) camnot be exceptions to the
command comstraint, But, even if they couldy this would not alter
the fact that the scope of 2 book is limited to the relative clause
on the most obviougs reading of (9)« On this reading, theny the
pronoun cannot represent a& bound variable., Therefore, it must be
a pronoun of laziness.

Having considered Geach's arguments, 1 can now turn to Witten's
account of pronouns of lazinese with indefinite antecedents, As I
noted earlier, Witten distinguisghes a class of definition deletion
pronouns which correspond to pronouns of lazimess with indefinite
antecedents, such as the pronouns in (1) and (2)., Witten assumes
that such pronouns are derived transformationally from repetitious
expressions. Specifically, he would derive he in (1) from the one
vho explored the Amszop, and it in (2) from the thing that she lost.
To these structuresy a rule of definition deletion applies, deleting
the relative clauses. the one and the thing are then realized as
he and it, Witten suggests that this rule is also inveolved in the
derivation of anaphoric definite descriptions with indefinite
entecedents., Thus, he would derive the wolf ia (14) from the wolf

Xhat_she spotted.
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(14) Mary spotted 2 wolf, and the wolf bit her.

The arguments developed carlier against pronominalization are
equally applicable heres Deriving pronouns of laziness with indefinite
antecedents through definition deletion invelves treating them
quite differently from other referential pronouns. Since they are
not fundamentally differemt, such an approach is untenable. Further-
more, definition deletiony like promominalization, is superfluous.
Since referential pronouns can be introduced in underlying structure,
sentences like (1) and (2) will still be genervated, if the rule is
dropped.,

A further argument agalnst definition deletion is provided by
sentences in which the obvious source for the pronoun iles unnatural,
Congider the following.

(15) Once upon a time, there was a young prince. He lived with

hies aged aunt,
The source for he ought to be something like the ome that there was.
Unlike the other sources assumed by Witten, however, this is an
extremely odd expression., There is no explamnation for this oddness
in Witten¥s approach, In the present framework, however, it
receives 2 natural explanations 1 suggested earlier that the ﬁff
generel naturslness of expressions involving velative clauses as i\%

paraphrases for proncuns of laziness with indefinite antecedents '%%

e
e

.

ie @ repult of the kind of structure im which indefinite NP's

originate. szon is a natural parsphrase

for he in (1), because the first clause of (1) can derive from
(16).

g
T e
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(1¢) S
A
NP VP
/\\
Det N
,,ff”fﬁh“ﬁmmhﬁ be there
N S

e [

% explored the Amazon

Obviously, this establishes a contextually unique member of the set
of men who explored the Amazon, which is what is necessary for the
expression the man who explored the Amazon to be used. The first
sentence in (15) will derive from something like (17) (ignoring the
time adverbial).

(17) 8
/\
/nr\ R
Det N / \
| | be there
a prince

This establishes a contextually unique member of the set of princes,
not a contextually unique member of the set of princes that there

was. Naturally, them, it is the prince, not the prince that there was,

that is the natural substitute for he im (15).

6+.4s A Note on Existence

1 have suggested that a definite description of the form the +
N refers to the contextually unique member of the set demoted by N.
It follows,; of course, that it presupposes the existence of a member
of this set. I have also suggested that an indefinite NP of the form
a + N establishes the existence of a member of the set demoted by N.
What 1 want to comsider now is just what is meant by existence in

these formulations.
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What becomes clear as soon as one looks beyond the simplest
sentences is that existence need nmot be real world existemce. Instead,
it can be various kinds of hypothetical and imaginary existence.
Consider, for example, (1).

(1) Sam wents to catch a fish and he wants to eat the fish for

supper.
This is ambiguous. Omn one reading, a fish establishes the existence
of a £ish in the real worlds, On the other reading, it only establishes
the existence of a £ish in the world of Sam's wants. Im each case,
the fish presupposes the same existence. Broadly similar are the
following.

(2) Sue must buy a car and she must drive the car to Naples.

(3) Tomy will buy a picture and he will put the picture on

his wall,
Like (1), both are ambiguous, and can be understood as inveiving either
real world or hypothetical existence,

1 have argued that referential pronouns are a kind of definite
descriptions This suggests that they should be able to presuppose
various kinds of hypothetical and imaginary existence. This is, of
course, the case. (4) - (6) are ambiguous in just the same way as
(1) = (3)e

(4) Sam wants to catch a fish and he wants to eat it for supper.

(5) Sue must buy a car and she must drive it to Naples.

(6) Tony will buy a picture and he will put it on his wall,
Obviously, this supports the view that refereantial pronouns are a
kind of definite description.

Notice mow that (7), unlike (1), is unambiguous.
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(7) Sam wants to catch a fish. You can see the fish from here.
This can only be understood as imnvolving real world existence. The
reason is fairly simple. the fish is in a position where it cam
only be understood as presupposing real world existence. a fish,
then, must be understood as establishing real world existemce. As
we expecty (8) is unambiguous in just the same way.

(8) Sam wants to catch a fishs You can see it from here,
Again, this supports the view that referential pronouns are a kind
of definite description.

These phenomena have been discussed by a number of linguists,
most notably Karttunem (1976), Jackendoff (1972), and Wasow (1972).
Of these, only Karttunen notes that pronouns and definite descrip-
tions behave in the same way here, Karttunen suggests that it is
possible to refer to an individual that does not exist as long as
the discourse continues in the proper mode. This, of course, raises
the question of what it is for the discourse to comtinue in the
proper mode. Considering this question, Jackendoff suggests that
the elements that produce ambiguities of specificity fall inte two
categories. With one type, an indefinite NP in its scope can omnly
act as antecedent for a pronoun that is also in its scope. With the
other type, an indefinite NP in its scope cam act as antecedent for a
pronoun in its scope and for a pronoun in the scope of another
element of the same kind., The former is said to involve a 'strong
corefexence condition' and the latter a 'weak coreference condition®.
This distinction is motivated by contrasts like that between (9) and
(10), considered in chapter 2.

(9) Leon wants to catech a fish and I want to cook it,
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(10) Johm will brimg a girl to the party and she will be
beautiful.
As we have seen, a fish in (9) must be specific, whereas a girl in
(10) can be specific or non-specific. In (9), then, a figh cannot be
within the scope of want, buty in (10), a girl can be within the
scope of will, Jackendoff concludes, then, that want is subject to
a strong corefexence condition and will to a weak coreference
condition, Jackendoff's proposal faces an obvious problem in
sentences like (4). As we have seeny; (4) is ambiguous. a fish can
be specific or non-specific. Clearly, then, want is not always
subject to a strong coreference condition. A more general weakness,
as Wasow notes, is that it provides no explanation for the distri-
bution of the coreference conditionse. Their distribution is simply
treated as a brute fact.
Wasow suggests that the key to these phenomena is what he calls
the 'Novelty Constraint®, He formulates this as follows.
(11) An anaphor may not introduce any presuppositions not
associated with its antecedent.
1 think that this points in the right direction., It is unclear in a
nunber of respects, however. Firstly, it does not make it clear that
pronouns and definite descriptions behave in the same way. Secondly,
it does not specify that it is presuppositions of existence that are
at issue., Finally, it does not make it clear that indefinite NP's
do not presuppose existence but establish it. 1 want, then, to
reformulate the constraint as follows.
(12) The existence presupposed by an anaphoric definite
description must be of the same kind as that presupposed

or established by its antecedent.
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Anaphoric definite descriptions include pronouns of laziness, of
course. The constraint rectifies a major inadequacy in (6.1.,15) and
(642.15), which ignore the kinds of existence associated with NP's.

The way the constraint works can be illustrated fairly briefly.
Consider firstly (1). Here, if both a fish and the fish are outside
the scope of want, the former establishes existence in the real
world and the latter presupposes the same existemce. Obvicusly,
then, the former cen be antecedent of the latter. 1f, on the other
hand, both are inside the scope of want, both involve existence in
the world of Sam*s wants. Again, then, a fish can be antecedent of
the fighs (2) -~ (6) and (10) are broadly similar. (7) - (9) are
rather differeat. 1In (7), as we have seen, the fish can omnly pre-
suppose existence in the real world. a fish, therefore, must establish
existence in the real world, if it is to be understood as antecedent
of the fish. (8), of course, is just like (7). 1In (9), if a fish
and the fish are in the scope of want, the former establishes existence
in the world of Leon's wants, while the latter presupposes existence
in the world of my wantse. Obviously, them, the former cannot be
antecedent of the latter, It follows that both must be outside the
scope of want.

Some examples are rather more complex. Comsider, for example, °
the following from Karttunen.

(13) Mary wants to marry a vich man, He must be a banker.
This is mbiguoﬁs, with & rich man being specific or non-specific.
The first sentence refers to the world of Mary's wants. The second
sentence does not do this. On the face of it, themy; it is rather
odd that a rich man can be antecedent of he whem it is in the scope

of want, We can, however, understand the second sentence as
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referring to the world as it must be for Mary. This is equivalent to
the world of Mary's wante. Consider also Geach's example, (14).

(14) Hob thinks & witch has blighted Bob's mare, and Nob

wonders whether ghe killed Cob's sows

As we hm. seen, a witch can be specific or nom-specific. The first
sentence refers to the world of Hob's thoughts. The second sentencey
however, refers to the world of Nob's thoughts. It is oddy then,
that a witch can be antecedent of she when it is in the scope of
Lthink, The crucial fact, 1 suspecty; is that the interpretation of
(14) in which a witch is outside the scope of think is rather un~
natural because witches ave generally assumed mot to exist, It is
natural, then, to prefer an interpretation in which a witeh is inside
the scope of think, To understand (14) in this way, one must inter-
pret a witch as establishing the existence of a witch in both Hob's
thoughts and Nob's thoughts. It seems; then, that this is what one
does.

Notice now that the comstraint explains why an Italiam cannot
be antecedent of him in (15).

(15) The suggestion that am Italian is a spy annoys him.
an ltalian is inside a complex NP, Given the complex NP comstraint,
it must have originated in this position. For this reason, it
cannot establish existence in the real world. he presupposes
existence inm the real world. Obviously, then, an Italian cammot be
its antecedent, The constraint cannot, however, explain why
a Spaniard cannot be antecedent of him in (16).

(16) The fact that a Spanierd has pneumonia worries him,
a Spaniard must have originated inside the complement of the fact.

This complement is presupposed to be true, Clearly, then, the Spaniard
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must exist., It is not at all clear, then, why him camnot refer to
him, Presumably, some other comstraint is involved hnre.,
1 want now to consider when exactly an imdefinite NP establishes
the existence of an individual in the veal world. Notice firstly
that (17) establishes the exigtence of a fish in the real world,
(17) Jim caught a £ish.
(17) is a simple positive declarative sentence. We can suggest, then,
that an indefinite NP in a simple positive declarative sentence
establishes the existence of an individual in the real werld. Notice
next that (13) establishes the existence of a fish in the real
worlds
(18) Jim managed to catch a f£isgh.
(18) implies (17). It seems, then, that an indefinite NP in a sentence
which implies a simple positive declarative containing that NP
establishes the existence of an individual in the real world.
Comsider now (19).
(19) Jim regretted that he caught a fish.
Clearly, we can go on to refer to the fish. It looks, then, as if
(19) establishes the existence of a fish. Notice, however, that
(19) presupposes rather than implies (17)s The fact that it pre-
supposes (17) means that it can omly be used when the touth of
7+ Rather like (16), ave (i) and (ii) from chaptexr 2.
(i) That John saw a girl annoyed her.
{(ii) That some demonstrators were arrested worried them.
Clearly, both the girl and the demomstrators must existe. It is not

cleary theny, why the pronouns cannot refer to them.
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(17) has been established. Thig in turn means that it cam only be
used when the exigtence of a fish has been established, Strictly
speaking, then, (19) does not establish the existence of a fish. We
can conclude, then, that an indefinite NP establishes the existence
of en individual in the real world just in case it is either in a
simple positive declarative sentence or im a sentence which implies
a2 simple positive declarative sentence containing it,

I noted earlier that an ovdinary pronoun cormanded by an
indefinite antecedent can only represent a bound variable, 1 can now
suggest an explanation for this. I have said that (17) and (18)
establish the existence of a fish, It is, however, only when one of
them has been gaid and gone unchallenged that the existence of a
fish is established. Consider now (20).

(20) An ltalian shot his wife,

(20) establishes the existence of an Italian, It is, however, only
when (20) has been said and gone unchallenged that the existence of
an Italian is established., It follows that, when his is used, the
exigtence of an Italian is not established. For this reasony then,
his cannot be a referential pronmoun referwing to the Italian. (21),
of coursey is different.

(21) The Italian sghot his wife.

Here, the existence of an ltalian must have been established (or be
obvious from the context). Naturally, then, hig can be a referential
pronoun referwving to this Italian,

So fary, 1 have said nothing about sentences like (22) and (23),
which contain a single ambiguity producing element.

(22) Jim wants to catch a fish and eat it for supper.

(23) Jim will catch a fish and eat it for supper.
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In both sentences, the pronoun is commanded by an indefinite antecedent,
This suggests, then, that it must Le a bound variable. Both sentences
ere ambigwous with 2 £ish being either specific or non-specific.

For (22), when & figh is specific, we can suggest something like (24)
as its soukce.

(24) s

e, o

a.fifff/g be there
Jo want S

Sl

y catch x and eat
x for supper

When g fish is non~specific, we can suggest something like (25) as a
source.

(25) S

Jin‘ want S

2 fish, § be there

¥ catch y and eat
y for supper

So far things are simple enough. Notice, however, that we also get
sentences like (26) and (27).
(26) Jim wants to catch a figh and eat the fish for supper.
(27) Jim will catch a £ish and eat the fish for supper.
Here, instead of the pronouns of (22) and (23), we have anaphoric
definite descriptions. This suggeste that the pronoumns in (22) and
{23) can be pronouns of lazinessy even though they are commanded by
indefinite antecedents. There is a way, however, of avoiding this

conclugion. This is to assume that the definite descriptions in
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(26) and {(27) are idiomatic realizatioms of bound variables and not
genuine definite descriptioms. Support for this approach is provided
by sentences like the following from Geach (1972).

(23) One woman whom every tribesman admires is that tribesmant's

wife,

i1t is quite impessible to interpret W here as an ordinary
definite description. The obvious suggestion; theny is t.iaaf. it
represents & bound variable. 1f this represents a bound variable,
so; too, can the fish in (26) and (27). If it represents a bound
variable, there is no nced to assume that it in (22) and (23) can

represent a pronoun of laziness,

645, The Classical Theory Revisited

1t is appropriate now to return briefly to the classical theory
of pronouns, 1 want to suggest that the conception of pronouns of
laziness developed here preserves what is valid in the classical
theory.

It will be recalled that I interpreted the classical theory as
making two distinct claims ag follows.

{A) Pronouns are corveferential with their antecedents.

(B) Pronouns have the same underlying form as their .nlLecedents.
My position is that claim (A) is true of a subset of pronouns of

lazinegg, but that claim (B) is net true of any pr:mouns.a

8s 1 will qualify this statement somewhat In 8.2,
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We can consider claim (A) first. 1 assume that bound variables
are not referving expressions. Clearly, them, the claim is not true
of pronouns that represent bound variables. The claim is true,
however, of & subset of promouns of laziness« 1 have argued that
pronouns of laziness are referential pronouns used anaphorically.

As such, of course, they are referring expressions. I have also
argued, however, that pronouns of laziness and ordinary anaphoric
definite descriptions are of two kinds. They can refer to an
individual, thing, or set rveferred to by another NP, or they can
refer to an individual, thing, or set established as existing by
another NPe The former 1s the case where the antecedent is definite.
The latter 1s the case vhere the antecedent is indefinite. 1t is
cleary then, that claim (A) is true of pronouns of laziness with
definite antecedentsy but not of pronouns of laziness with
indefinite antecedents.

What now of claim (B)? Obviously, it is not true of pronouns
that represent bound variables. I have argued in this chapter against
the view that certain promouns of laziness derive from copies of
their antecedents. It seems, then, that claim (B) is not true of
any pronounss

1t should be clear that the relatiom of the present theory to
the classical theory is rather different from its relation to the
bound variable theory. I have argued that a subset of promouns
have very much the character that the bound variable theory takes
all pronouns to have. There is not in the same way a subset of
pronouns with the character that the classical theory takes pronouns

to have, DPlartee and Witten assume that there is a subset of pronouns
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with this characters 1 xeject thelr view that claim (B) is true of
pronouns of which claim (A) is true. Thus, in the present theory,
there are no pronouns of this kind,

Whea 1 first discussed the classical theoxry, I argued that its
two claims are independent in the sense that it is possible to meke
one without making the others, While this is true, there is an
interecsting relation between the twe claimg, This is thaty within
a framework in which underlying structure is logical structure,
claim (B) is plausible only if one agsumes that claim (A) is true.
Lees and Klima (1963) made claim (B) without making claim (A), but
they did not regard underlying structure as logical structure.

This point can be illustrated feirly briefly.

1 noted in chapter 3 thaty if one has a sentence containing a
rveferring expression in a non-opague envivonmenty it is normally
possible Lo replace the cupression by amy cther expression with the
samé veference without changing the truth value of the sentence.
Claim (A) implies that a pronoun and its antecedent are referring
expressions with the same refereace. If this is so, it should be
posesible Lo replace a pronoun by its antecedent, This is possible
with prououns of which claim (4) is trues 1Im (1), for example,
although the result is awkward, he can be replaced by Stevu.

(1) steve said he was angry.

With such sentences, then, claim (E) has some plausibility., With
pronouns of which claim (A) is not true, the pronoun cannot be
replaced by the antecedent, Claim (A) is not true, if the antecedent
is not a referring expression. Thus, in (2), he cannot be replaced

by a Rumanisa.
(2) A Rumanian said he was angry.
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Claim (A) is not true either, if the pronoun is not a referring
expression. In (3), therefore, he cannot be replaced by every
Rumenian.

(3) Every Rumanian said he was angry.

With these sentences, theny; because claim (A) is not true, claim (B)
is not at all plausible. In the light of these observations, it is
not surprising that Partee and Witten assume that claim (B) is true
of pronouns of which claim (A) is true.

1 want now to suggest that the classical theory involves two
main mistakes. The first mistake is the assumption that claim (A)
is true. As we have seeny it is only if one assumes thig that
claim (B) is at all plausible. A second mistake, 1 would suggest,
is a tacit assumption, perhaps shared by Partee and Wittem, that
definite descriptions can have the same reference only if they have
the same meaning. Underlying thisy 1 think, is a failure to recog-
nize the importance of context for definite descriptionss A cursory
investigation of definite descriptions shows quite clearly that they
are context dependent, in particular that different descriptions can
have the same referent in different contexts. Context here includes
linguistic context. In (4), we have two different descriptions with
the same referent.

(4) Mary interviewed the King of Rumania. The King was handsome,
the King here has the same referent as the King of Rumania because of
its linguistiec contexty specifically because it directly follows
the King of Rumania., The same situation obtains im (5), except
that here we have a pronoun of laziness instead of an ordinary
anaphoric definite description,

(5) Mary interviewed the King of Rumania. He was handsome,
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1f one does not appreciate the role of context; and particularly of
linguistic context, in the use of definite descriptioms, one is
likely to assume that the anaphoric definite description in (4)
and the pronoun of lazinees in (5) have not only the same refarence
‘as their antecedents, but also the same meaning. 1f one assumes
this, one will assume that they have the same underlying structure,
and hence that their derivations invelve pronominalization rules.
Sumarizing, we can say that the classical theory is correct in
recognizing that many anaphoric pronouns are oxdinary referring
expressions. It is wrong, however, in assuning that they all are.
it is correct also in recognizing that many anaphoric pronouns which
are referring expressions refer to the individual, thing, or set
referred to by their antecedents. It is wromg, however, in thinking
that they all do. 1 think it is clear that what ig correct in the
theory is preserved in the present conception of pronouns of

laziness.
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CHAPTER 7
THE EMERGING PICTURE

in this chapter, I will draw together the various elements in
the preceding discussion, and try to clarify the nature of the mixed
theory that I have been developings, 1 will also discuss a number of
additional issues that arise in comnmection with the theory.

7+1, Some Conclusions

The ceatral contrast in the theory 1 am advancing is between
bound variables and referential pronouns. Bound variables here are
much like bound vaeriables in standard logic. Referential promnouns
are essentially a specialized kind of definite description. Where
they are used anaphorically, they can be termed pronouns of laziness.
Their anaphoric use, howevery is not fundamentally different from
their non-anaphoric uge. Any pronoun that is commanded by its ante-
cedent may represent a bound variable, In many cases, such pronouns
can only represent a bound variable. Pronouns with antecedents
that do not command them can only be pronouns of laziness. The
following examples illustrate the basic possibilities.

(1) Every Russian thinks he is clever.

{2) Sam thinks he is clever.

(3) The man who saw a unicorn chased its
In (1), the pronoun can only represent a bound variable. Im (2), it
can represent a bound variable or a pronoun of laziness., In (3),
the pronoun can only represent a pronoun of laziness.

The fact that both bound variables and pronouns of laziness

ave possible in certain enviromnments leads to certain ambiguities.
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Sentences like the following illustrate.

(4) Harriet hates her father, and so does Mary.

(5) Only Harriet hates her father.
These ambiguities provide some of the most obvious evidence for a
mixed theory. They are by no means essentialy; however. I1f pronouns
commanded by their antecedents could omnly represent bound variables,
there would be no such ambiguities. Pronouns, however, would still
fall into two main classes, with one class having the properties of
bound variables, and the other having the properties of definite
descriptions. We can note here that, while Wittem and Partee pay
considerable attention to these ambiguities, Geach proposed a mixed
theory without noting their existence.

1 have argued that the present theory preserves what is valid
in the bound variable theory and the classical theory. It might, then,
be seen as a synthesis of the twe theories. 1t would be more accurate,
however, to see it as a synthesis of the bound variable theory and
the theory skétched in Lasanik (1976). As we have seen, the relation
of the present theory to the classical theory is different from its
relation to the bound variable theory. A subset of pronouns have the
character that the bound variable theory takes all pronoums to have,
but no pronouns have the character that the classical theory takes
pronouns to have, The present comception of pronouns of laziness
presevves what is valid in the classical theory, but, as we have seeny
there is little that ig valid. This conception of pronouns of
laziness, in fact; owes more to Lasnik's theory. As 1 have remarked,
Lasnik's account of pronouns is similar to my account of referemtial
pronouns. We can say, then, that a subset of pronouns have the

character that Lasaik takes all pronouns to have. Thus, the relation
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of the present theory to Lasnik's theory is similar teo its relation
to the bound variable theory. 1 think, them, that it is reasonable
to deseribe this theory as a synthesie of the bound variable theory
and Lasnik's theory.

1 think we can also describe the present theory as a synthesis
of two ways of looking at language. In much twentieth century work
on language, we can discern a conflict between two basic perspectives,
One,; which we might term the logician's perspective, concentrates
on sentences conceived as abstract objects with certain truth con-
ditions and certain syntactic and phometic properties. The othex,
which we might term the perspective of the speech act theorist,
emphasizes situated discoursey and regards the speaker's intentions
and the hearer's expectations as cenntal.l Looking at pronouns
from the logicien's perspective, it is matural to assume that they
represent bound variables. From the perspective of the speech act
theorist, it's natural to assume that pronouns are a kind of
definite description. I have argued that some pronouns have the
properties of bound variables, and others the properties of definite
descriptions. We can say, then, that both perspectives are adequate

for certain pronouns, but that neither is adequate for all promouns.

1. Much the same point is made in Strawson (1969). He talks of a
conflict between theorists of formal semantics and theorists of
communication intention. In the former campy he puts Chomsky, Frege
and the early Wittgenstein. In the latter, he puts Grice, Austin,

and the later Wittgemstein. In somewhat similar vein, Morgam (1975b)
contrasts the view of sentences as abstract formal objects existing
independently of speaker, time, and context with the view of sentences
as events carried out by ;ndivtduala with intentions, purposes and

goals and occurring in time.
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7.2 Some Comparisons

As I have noted in earlier chapters, a number of people have
advocated mixed theorieg of pronouns. In this sectiony 1 want to
compare my theory with other mixed theories. 1 will comsider the
work of Geach, Witten, Partee, and Cresswell.

When I first considered the poesibility of 2 mixed theory of
pronouns, 1 did so by reference to the work of Geach (1962, 1972).
Geach does not develop any systematic theory of promouns. He gives
reasons for making a distinction between bound variables and pronouns
of laziness, but does not develop amy precise characterization of the
two kinds of pronoun, or specify clearly this distribution. The main
contrast between Geach's position and my own is that he assumes that
bound variables have a wider distribution and pronouns of laziness
a narrower distribution than I do. As I noted in the last chapter,
he assumes that pronouns like he in (1) and it in (2) represent
bound variables,

(1) Just one man broke the bank at Momte Carlo, and he has

recently died a pauper.

(2) The only man who ever stole a book from Snead made a lot

of momey by selling it,
1 argued againet thig view in the last chapter. 1 think Ceach's
discussion of these pronouns shows the limitations of the logician's
viev of language.

Witten (1972) and Partee (1975a) both develop their views in a
more systematic way than Geach. As should be clear; my theory owes
a considerable amount to their work, especially Witten's. The main
weakness of their theories is a failure to recognize that pronoums of

laziness and non-anaphoric pronouns are the same kind of pronoun.
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This is the import of the assumption they both make that pronouns of
laziness with definite antecedents are the result of pronominalization,
and of Witten's assumption that pronoung of laziness with indefinite
antecedents derive through a rule of definition deletion., A further
weakness of Partee's theory is her assumption that only pronouns
with definite antecedents can be pronoune of laziness. Presumably,
like Ceach, she would regard the promoums in (1) and (2) as bound
variables, We have geen that they must be pronouns of laziness.
Unlike Geach, Witten, and Partee, Cresswell (1973) pays some
attention to non-anaphoxic promouns. As I noted in chapter 2, he
asgumas that anaphoric pronoung with antecedents in the same sentence
derive from bound wariables, while all other pronouns, amaphoric
and non-anaphoric, represent a kind of veferring expression., His
account of mon-variable pronouns is broadly similar to the account
of referential pronouns developed here. We does not explicitly
identify them as a kind of definite description, but this is implicit
in his remarks. He suggests that he, as a non-variable pronoum,
means the person the utterer is talking about, or intends to refexr to.
Similarly, he suggests that a definite description, the + N, is used
when there is only one member of the set denoted by N that the speaker
intends to refer to. Cresswell is wrong, I think, in defining
contextual uniqueness in terms of the speaker's intentions, and
not in termes of the hearer's expectatioms. He is right, however,
in recognizing that the same kind of contextual uniqueness is
invelved in non-variable pronouns and definite descriptions.
The main difference between Cresswell's non-varizble pronouns and
my referential pronouns is in their distribution. For Cresswell,

pronouns with antecedents in the same sentence cam only represent
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bound variables. They camnot vepresent non-variable pronouns. In
the present theory, in contrast, pronouns with antecedents in the
same sentence can ¢ften represent both bound variables and pronouns
of laziness; i.e, referential pronouns. Cresewell artificially
restricts the role of non-variable pronouns. In fact, he considers
limiting theix role further. As I noted in chapﬁer 2y he talks
about the possibility of developing a paragraph semantics, which
will allow a variable te be bound by nn element in an earlier
sentence. lHe seems to envisage a system in which only non-anaphoric
pronouns do not derive from variables, 1 think it is clear that
this is a mistaken approach.

7.3: A Note on Chomsky
Another linguist who has advocated a mixed theory of pronouns is
Chomsky (1975, 1976). Developing the ideas of Lasnik (1976), he
makes distinction between free and bound anaphora. The former falls
cutside the domain of sentence grammarx. The latter falls ingide.
The main example of bound anaphoxa that Chomsky discusses is reciprocal
intexpretation. That this is an aspect of sentence grammar is
suggested by the fact that reciprocal forms like gach other require
an antecedent in the same sentence. Note here the impossibility
of (1),
(1) * Some of the men left today., Each other will leave
LomorYows
Contrasting with (1) is (2),
{2) some of the men left today. The others will leave
tomoxXrow,

This suggests that the relation between others and its antecedent ig
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an instance of free anmaphora. Reflexive promouns have a similar
distribution to veciprocals. They, too, then, can be vegarded as an
example of bound amaphoras Chomsky also suggests (19755104) that proe
nouns which can gnly have an anaphoric interpretation, such as his

in (3) are examples of bound anaphora.

(3) John lost his way.
in contrast, his in (4) will be an instance of free amaphora, since
it can have either an ansphoric or a non-anaphoric interpretation.

(4) John found his book.

The distinetion between free and bound anaphora is a rather vague
one. Clearly, however, it is desirable to establish the relation of
the distinction to the theory developed here, What I want to suggest
ig that pronouns of laziness are an example of free anaphoras and
bound variables an example of bound anaphora.

Pronouns of laziness; 1 have argued, are simply refevential pro-
nouns used anaphorically. 1t is fairly clear, 1 think, that the
relation between puch a pronoun and its antecedent falls outside the
domain of sentence grammar, on any reasonable interpretation of the
latter term. In contrasty a bound varisble must be asymmetrically
conmanded by its antecedent in underlying structure, and commanded
by it in surface structure. 1 cany therefore, see no basis for
rvegarding bound variables as anything but an integral part of
sentence grammar. 1 am suggesting, then, that, if the terms free
and bound anaphova are applied in anything like the way Chomsky
suggests, pronouns of lazinessg must be regavded as an example of the
former, and bound variables as an example of the latter. The
importance eof this conclusion is that it presents problemg for the
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conditions on rules advanced in Chomsky's wecent work.

Chomsky (1573) preposes the specified subject condition and the
tensed 5 condition. DBoth relate to structures of the following form.

03) seilvial B & abelest]
The specified subject condition gtates roughly that no rule may relate
X and Y in such a structure, where o ig a ¢yclic category, and Z is
its subjects The tensed S condition states that no rule may relate
X and ¥ in guch a strubuure, where oc 1s a tensed sentence. Support
for the constraints is provided by sentences like the fellowing,

{6) The eandidates axpected to see cach other on T.V,.

(7) * The candidates expected Mary to like each other,

(8) The candidates expected cach other to win.

(9) * The candidates axpactaed that each other would win,
In (7), but not in (6), the rxeciprocal sach other and its antacedent
are geparated by a specified subject, In (%), but not in (3),; they
are separated by the boumndary of a temsed sentence, Whatever the
source of rec!.proéals, it appears that the conditions can account
tér their distribucion. One finds gimilar data with reflexives,

(10) The candidates expected to see themsgelves aon TV

(11) #* The candidates expected Mary to like themselves,

(12) The candidates expected themselves to win.

(13) * The candidates expected that themselves would win,
With ordimary pronouns, however, the situation is rather different.
Congider the following.

(1&) The candidates expected Mary to like them.

(15) The candidstes expected that they would win,

In (14), the pronoun and its antecedent are separated by a specified
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subject. In (15), they are separated by a tensed sentence boundary.
Both sentences, however, ave perfectly acceptable. In Chomsky (1973),
this is seen as a problem. Chomsky (1976) suggests, however, that
the conditions are only relevant to bound anaphora. Sentences like
(14) and (15), he assumes, exemplify free anaphora. Thisy then,
is why they are acceptables

8o far, Chomsky%s line of argument is plausible emoughs The
prot.aums in (14) and (15) cen be pronouns of laziness. Therefore,
they e¢an, as Chompky's argument requires, be an example of free
anaphora. Consider, however, the following.

(16) One candidate expected Mary to like him,

(17) One candidate expected thaet he would win.
I have argued that an ordinary pronoun commanded by an indefinite ante=-
cedent can only represent a bound variable. In (16) and (17), then,
the pronouns muet be an example of bound anaphora. Buty if Chomsky's
conditions ave relevant te bound anaphoray (16) and (17) should be
unacceptables Thusy; the acceptability of (16) and (17) casts serious
doubt on the conditions. Consider alse the following.

(18) Bvery candidate expected Mary teo like him.

(19) Every candidate expected that he would win,
1 have argued that a singular pronoun with an antecedent containing
every can only represent a bound variable. Here also; them, the
pronoums must be an example of bound amaphora. Thus, (18) and (19)
should be unacceptable. That they are not; then, casts further
doubt on Chomsky's comditions.

While Chomsky®s conditions appear plausible in the light of
sentences like (6) - (13), congideration of a wider ramge of amaphoric
phenomena casts serious doubt on them, Postal (1974a) shows that
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the imprescion that the conditions can account for the distribution

of reciprocals and reflexives 1g an 1{1lusory ome. Thus, the conditioms
ean draw no comfort st sll from gnaphorie phenemenz. BRach and Howrn
(1976) deﬁelop 2 sugtained eritique of Chomsky's condttions.z The
pfesent obgervations add some additicnal weight to their eritique.
Thus, vhile my iavestigations lead to a clarification of Chomsekyts
distinction between freec snd bound anaphora, they also put am

additional nail in the coffin of his conditions on rules.

7.4+ The Anaporn Relation
I will conclude this chapter by saying something about Dougherty®s
(1969) %anaporn relation', Dougharty claims that the follewing
relation holds,
(1) The set,.ZA, of surface structure sentences which conteain
a proform that ie understood snaphorically 1g a subset of
the set, 2‘.“. of surfacs strycture sentences which comtain
a proform that iz not understeod amaphorically.
Dougharty discusses the relation as evidence against the classical
theory. It does not seem to me that the yelation, if it held,
would provide evidence against the theory. In amy event, there is
evidence that it does not hold. This does net meany howevery that
Dougherty?s claim is not of interest.
?ut gomewhat differently, Dougherty®s claim ig that every pronoun
can be undevstood non-mmaphorically, but not every pronoun can be
2. Chomsky has responded to this eritique im Chomsky (1977a). For

a critical assessment of this response, see Horn (1977).
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understood amnaphorically. To refute the claim, we need only find
pronouns which can be understood amaphorically, but net non-anaphorically.
There are various such pronoums. The following examples from Wasow
(1972) illustrate.

(2) Mary washed herself.

(3) The Precident lost his head.

(4) The chairman gnashed his teeth.

(5) The losers had te buy beer for the winnersy didn't they.

(6) she is a happy girl, is Sue.

(7) The man who shot Liberty Valance, he was the bravest of them

all,

(8) He is a very wise mang the Maharishi.

Such sentencee show that Dougherty's claim is false. The obvious
question is whether they form a natural class.

In the present framework, the obvious suggestion is that all
counterexamples to the anaporn relation involve bound variables.
Obvicusly, proneuns that can only represent bound variables cam only
have an anapheric interpretation. We know that reflexives can enly
represent bound variables, Here,; theun; we have a ready explanation
for the fact that (2) is an exception to the anaporn yelation. It
seems reasonable to suggest that the idioms in (3) and (4) invelve
bound varizbles. 1t looks, then, as if we can explain why (3) and
(4) are exceptioms to the smapown relation. It also seems reasonable
to devive (7) and (3) from (9) and (10); respectively, through
specialized lowering rules,
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(9) S
//\

ve

¥P
: )
be true of the man who
/\ shot Liberty Valance,
% be the bravest
of them 21l

{10) £
/ \
NP ve

l
g

/\ betmo!t!m

% he a2 very wise mon

In (7); the lowared NP is left Chomeky-adjoined to the emhedded S,
in (8), it is right Chemsky-adjoined. On this analysis, the pronouns
in (7) and (8) vepvesent bound variables. 1t looks, then, an 4f

we ean qxplait; a further class of coumterevamples. It also seems
plausible to suggest that (6) derives from (11) threugh a rule

that copies an Sauxiliawy®,

(11) ghe ie a happy girl, Sue.

If it does; She will represent e bound variable in (6), just as it
does in (7). 1 think; then, that we cam explain vhy (6) 15 a
comterexamle. Unforumately, theve is no obvious reasson to think
that the pronown in (5) vepresents a2 bownd variable. 1t 1s doubtful,
then, whether we e¢an elaim that all coumterexamples to the anapown
relation involve pronowms representing bound variables,

Wagow suggests that all cowmterexamples to the enaporn relation
are the result of copying procesges. Following Helke (1971), he
asoymes that reflexives ave represented in wnderlying ctructure
by the element self, which has en empty detemminer which is filled
by a eopying trangformation. He assumes that head and teeth in (3)

and (4) 2lso have empty determinevs filled by this transformation.
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Following Cullicover (1971), he assumes that the tags in (5) and
(6) result from copying transformations, and, following Ross (1967),
he assumes that (7) and (8) invelve the copying rules, left and
right dislocation. I argued earlier against the analysis of re-
flexives assumed here. 1 also think that the amalyses I have sketched
for (7), (8), and (6) ere preferable to those assumed by Wasow.
Notice, however, that cne c¢an reject these analysges without rejecting
Wasow's basic suggestion. 1 have argued that the surface fomm of
bound variables is the result of feature copying. Thusy on my analysis,
as well as on Wasow's, these sentences will involve copying. It
looks, them, as if the suggestion that the exceptions to the amaporn
relation ave the result of copying can be maintained.

it looks as if the counterexamples to the anaporn relation form
@ unified class. 1 think, however, that this is illusory. (3)
remains a problem, 1 think that tag questions may well involve a
copying wule, It seems, however, that this will be quite different
from feature copying. It will introduce mew structure, whereas
feature copying simply fills in existing structure. (5), then,
will be different from the other countevexamples, I don't think,
then, that the coumterexamples to the anapomn relatiom fom a
unified class.

it seems quite likely that promouns in tag questions ave
pronouns of lasiness. This is suggested by the fact that we have
they, not he, when the subject of the main clause is everyome.

“don't they?
(12) Evexyone likes hn:.{ }
#doesn't he?

1f they are, they will be referential pronouns which must have an
anaphoric interpretation. There are other referential pronouns which
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must have an anaphovic interpretation, 1 argued earlier that the
relative pronoun in a nom-restrictive relative clause is a pronoun
of laziness. who in (13), for example, is a promoun of laziness.

(13) Samy who knows about these things, says Mary is a spy.
Obviously, who can only have an anaphoric interpretations It is
thus a referential pronoun that can only have an anaphoric intere
pretation. A further exemple of a referential promoun that can only
have an anapheric interpretation is he im (14).

(14) Sam, and he knows about these things, says Mary is a spy.
it is eclear, then, that classifying pronouns in tags as pronouns of
laziness will not present us with any new situatiom.

Sumarizing, we can say that the counterexamples to the anaporn
relation do not form a wified clase. The main cases invelve pronouns
which represent bound variables. There are alsoy, however, ecases like
(13), (14), and probably tag questions which involve pronouns of
laziness.
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CHAPTER 8
SOME MORE PRONOUNS

There are twe types of pronoum that I have not yet comsidered.
These are what I will call 'sentential pronouns'! and 'intensional
pronouns', In this chaptery 1 will say something about them.

8.1, Sentential Pronouns

By sentential proncunsy I mean anaphovic pronouns with complement
sentences as their antecedentg, BSuch pronouns are illustrated in
the following sentences.

(1) Sam says that Megan is an existentialist, but I domn't

believe it,

(2) 1 know that Eve is a freudian, but I wouldn't have thought

ic of Jim.
1 want to mn: that such pronouns are ordinary pronouns of laﬂ.mu.
ise. that th-y are refervential pronouns used anaphorically.

When it is & referential pronoun, it refers to the contextually
unique thing, Among things are ml_.pdtd not only concrete physical
objects, but alse various kinds of abstract objects. Among such
objects are propositions and propositional functions. ig, then,
czn be used to refer to a proposition or a propositional function,
Consider now {1). VFollowing e.gs Delacruz (1976), we can understand
the complement of the first clause of (1) as referring to a
propesition. ik, then, vefers to the same proposition. Cemsider
also (2)s Here, 1 assume that Eve has been lowered into an open
sentence, This open sentence can be understood as veferving to a

propositional funetion, It is this propositional function, then,
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that it refers to. Similar to (2), of course, are sentemces like
{3), which we discussed in chapter 4.

(3) Brian likes Shakespeare, and that is true of Ron too.
it should be noted that it is quite possible for a non-anaphoric
referential promouns to refer to propositiens and propositional
functiong. Hankamer and Sag (1976) giﬁ the following example.

(4) Hankamer (observing Sag ripping a phone book in half)s

1 don't believe it. |

Here, it is understood as something like that he's ripping the phome
M. Consider also (5).

(5) Same contexts
1 wouldn't have thought it of him,
Herey, it refers to a propositional fumction presumably something
like : ri ne alf,

Various linguists have assumed that sentential pronouns derive
through & proneminalization rule from copies of their antecedents.
On this view, (6) represents a more basic form of (1).

(6) Sam says that Megan is an existemtialist, but I don't

believe that Megam is am existentialist.
1f sentential pronouns were derived in this way, they would not be
ordinary pronouns of laziness. An immediate reason for rejecting
this position is that it treats it in (1) quite differently from it
in (4), although their roles do not appear to be fundamentally
different. There are, however, facts that give it some plausibility.
it is necessary, then, to consider these facts.

Hotice firstly that from (1), ome can infer (7).

(7) 1 don't believe that Megan is an existentialist.

1f (1) derives from something like (6), the inference from (1) to (7)
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will be a simple instance of the following schema,

(38) (pAQ) =1
1€ (1) does not have such a souxce, it looks as if a special inter-
pretive process will be required to account for the inference. This
is not the case, however, In (1), that Megan is an existentialist and
it refer to the same proposition. Where two NP's have the same
reference, one can normally be substituted for the other. Given
that Cicero and Tully denote the same person, one can infer (10)
from (9) (end vice versa).

(9) Cicero demounced Catilline.

{(10) Tully denounced Catilline.
This means that the sentence that Megan is an existentialist can be
substituted for it in (1)s Thus, one can infer (6) from (1), and
from this one can infer (7). Therefore, inferences like that from
(1) te (7) do net motivate a rule of pronominalization.

Congider next the following sentence.

(11) Steve doesn't believe that Sam caught a unicorn, but

Eve believes ity and she expects him to give it to the zoo.

This exemplifies the 'missing antecedent'! phenomenon discussed in
Grinder and Postal (1971). The promoun in the third conjumct has no
antecedent on the surface. Rather its antecedent is part of the
interpretation of the sentential pronoun in the second comjunct,
Grinder and Postal discuss the missing antecedent phenomenon in
connection with sentences like (12).

(12) Brian didn't catch a unicorn, but Jim did, and he gave it

to the zoo.

Here, the antecedent of it is part of the interpretation of the missing

VP in the second conjunct., Grinder and Postal take such sentences to
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be evidence for the traditional assumption that missing VP's result
from 2 rule of VP-deletion. It might seem that, if sentences like
(12) motivate a rule of VP-deletion, sentences like (11) will motivate
a rule of proneminalization, Thig is not the casey; however,
Sentences like (1l1) cen be handled quite maturally without a xule
of promominalization. 1In (11), that Sam caught a unicora and it
refer to the same propositions Thusy from the first two conjuncts
of (11), one can infer (13).

(13) Eve believes that Sam caught a unicorn.
Here, then, we have an antecedent for it in the third comjunct.
With sentences like (12), the situation is rather different. One
cannot say that the VP's in the first two conjuncts of (12) have
the same reference, since VP's are not referring expressions. Thexe-
fore, one cannot substitute one for the other in the same way as
one can substitute that Sam caught a unicorn for it im (11), Thus,
missing antecedents do seem to motivate a rule of VP-deletion,
which is motivated anyway by various other facts. They do not,
however, motivate a rule of pronominalization.

In passing, it should be noted, that many sentences in which
the antecedent of some pronoun is part of the interpretation of a
sentential pronoun are unacceptable. Comnsider, for exampley the
following.

(14) % Jim didn't buy a dragons but Sam did it, and it singed

his beard. |
(15) * Tony wasn't attacked by a dragomy but it happened to
Rony and it mauled him badly.

Bresnan (1971) assumes that all such semtences are unacceptabley and

takes this as evidence that sentential pronouns are not transformationally
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derived. (11) and many other sentences show her assumption to be
false. As we have seen, however, such sentences do not necessitate a
rule of pronominalization. In (14) and (15)s the pronouns with
migsing antecedents are subjects. As Postal (1972) points out, such
sentences are gemerally unaccepteble., Where the promouns are not
subjects, the sentences are much better,

(16) Jim dida't buy a dragomy but Sam did ity and he's having a

job feeding it.

(17) Tony wasn*t attacked by a dragomy, but it hippcaed to Romn,

end he had a job to fight it off.
Better sentences also vesulty if the promoun is not it.

(18) Jim didn't buy any dragons, but Sam did it, and they singed

his beard.

{19) Tony wasn't attacked by dragoms, but it happened to Romn,

and they mauled him badly.
The natural suggestion, 1 think, is that sentences like (14) and (15)
are unacceptable for perceptual weasons. 1 would hypothesize that
the close proximity of two identical pronouns; where the interpretation
of the first provides the antecedent for the second, causes perceptual
difficulties.

Having shown that two kinds of facts that appear to support @&
rule of promominalization do not in fact do soy I will now consider
some evidence agaimst such a rules, It has oftem been moted that
sentences like (20) ave ambiguous.

(20) Sam believes that the earth is larger then it is.

On one reading, Sam believes a contradiction. On the other, he

believes that the earth is a certain size, but in fact it is not
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that large. Consider now (21).
(21) sam believes that the earth is larger tham it ig, but
Eve doesn't believe it.
Here, there is no ambiguity. The first clause can only mean that
Sam believes a contradietion, If sentential pionnuns are derived
through pronominalization, (22) will vepresent a more basic form of
(21).
(22) sam believes that the earth is larger than it isy; but
Eve éoasn't believe that the earth is larger tham it is.
But (22) iz ambiguous. It is not at all clear, then, on this
accounty why (21) is not ambiguous also. HNotice that (23), which
derives fron (22) through VP~deletion remains ambiguous.
(23) Sam believes that the earth is larger tham it isy but
Eve doesn't.
I1f we aspume that gentential pronouns Qra ordinary prenouns of
laziness; and not the vresult of pronominslization, the absence of
ambiguity in (21) is fairly straightforward. It is only where (20)
is understood as agserting that Sam believes a2 contradiction that
it provides a contextually unique preposition for a pronoun to refer
tos On the other reading of (20), what Sam believes is not specified,
only compared with.raaliey. On this reading, then, (20) dees not
provide a contextually unique proposition for a pronoun to refer to.
Thusy; what is mysterious if sentential promouns are seen as the
result of premominalization is quite straightforward if they are seem
as ordinary pronouns of laziness.
Similar evidence against pronominalization is provided by sentences
like (24).

(24) Jim says that many ltalians ere spies.
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In the present framework, (24) can derive from four differemt struc-
tures. many Italians may originate cither inside or outside the
complement of say, and it may be either distributive or collective.
Whether (24) has four different readings is mot entirely clear, Where
many Italians originates inside the complement, the distributive/
collective distinction seems of no real significance. Where it
originates outside the complement, a distributive intexpretation
is most natural, though a collective interpretation is also possible,
1 think. Where many Italisns originates outside the complement
and is distributive, (24) is equivalent to (25).

(25) There are many Italisns each of whom Jim says is a spye
In the present contexty this is the crucial reading. Consider now
(26).

(26) Jim says that many Italians are spies, and Sam says it too.
it is clear, 1 thiak, that the first clause here cannot mean (25).
1f sentential pronouns derive through pronominalization, (27) will
represent a more basic form of (26).

(27) Jim says that many ltalians are spies, and Sam says that

many Italians are spies too.

Here, the first clause can mean (25), and the second clause can have
a parallel meanings Thus; if sentemtial pronouns axe the result of
pronominalization, it is not at all clear why the crucial reading
is lacking in (26). Notice that (28), the result of applying
VP~deletion to (27), has this reading,

(28) Jim says that many Italians are spies, and Sam does toos
If sentential pronouns are oxdinary pronouns of lazinessy the absence
of the crucial reading in (26) is quite straightforwards (25) des~-

eribes a situation involving a set of distinct propositionse. Thus,
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where (24) means (23), it does not provide a contextually unique
proposition for a pronmoun to refer to., Again, then, we have
evidence against pronominalization and in favour of the view that
sentential pronouns are ordinary pronouns of laziness.

1 am suggesting, then, that semtential pronouns are ordimary
pronouns of laziness, and that the interpretation of a sentemtial
pronoun is simply the substitution of one expresgion for another
with the same reference. This can be illustrated with (29).

(29) Eve thinks Tony is ill, and Mary thinks it toos
1 assume that the second clause in (29) derives from something like
(30).

(20) 5

Mary think it
At here has the same veference as the complement in the first clause.

The latter, therefore, can be substituted for it, giving (31).

(31) e
/\

Mary think 8

Tony be ill
Clearly, this gives the correct interpretation of the second clause
in (29). :

A rather different situation is found in (32).

(32) A Rumanian said he was ill, and a Bulgarian said it too.
it in the second clause has only a sloppy interpretation. The clause
can only mean that the Bulgarian said that he himgelf wae 111,

This 1s exactly what the present framework predicts, The clause will

derive fyom something like (33).
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(32) 8

a Bulgarian say it

it in the second clause has the same referemce as the complement in
the first clause. The latter, therefoxe, can be substituted for
the former. We know, howevery, that he in the complemcnt can only
represent a bound variable. The complement; then, is an open
sentence, When this open sentence is substituted for it the variable
underlying he is no longer within the scope of a Rumanian. Iit,
therefore, cannot be bound by a Rumanian. It can only.ba bound
by a Bulgarian, The result of substitution, then, must be (34),

(34) 8

VR e

a Bulgarianx say S

x be i1l

We, thus, correctly predict that it has only & sloppy interpretation,

Rather different again is (35).

(35) One boy said he was a fool before Bill said it.
(35) 1s ambiguous. The sentential pronoun can have a cloppy or a
strict reading. Again, this is predicted. (35) will derive from
something like (36).

(36) e

one boyx gay S before 8

-~

% be a fool Bill say it
The complement of say cen clearly be substituted for it. When it is
substituted, the variable is still within the scope of a boy.
Obviously, then, it cam still be boumd by a boy. This accounts for
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the strict reading of it. To account for the sloppy reading, we need
only allow the variable to be bound by Bill as well,

Inferences like those considered here axe discussed im Fodor
{1976)s in comnection with his contention that equi deletes the
element gelf, and not a bound variable. He considers the following
argument.

(37)a. The cat wanted to eat the cheese.

be The mouse got what the cat wanted.

¢e The mouse got to eat the cheese.
In the present framework, the infinitive in the first premiss will
derive from the open sentemce x eat the cheese, where the variable is
bound by the eats The inference will involve the substitution of
this open sentence for the anaphoric expression what the cat wanted,
and the binding of the variable by the mouse. Fodor argues that
this rebinding is not allowed in standard conceptions of variable
binding, He suggests, then, that gelf is an element that is bound
by the NP that syntactically commands it. For himy; themy the
infinitive in the first premigs will derive from something like

Belf est the cheege, where gelf is bound by the cat. When this is

substituted for what the cat wented, gelf will be bound by the mouse.
Fodor may be right that rebinding is not allewed in standard

conceptions of variable binding. But there is nothing sacrosanct

about standaxd conceptions. There is no reason at all why

variables should not have the properties that Fodor takes gelf

to have, I conclude, then, that inferences like that ia (37)

provide no support for Fodor's views on gelf.
Returning to the main theme, one might suppose that, when

an open sentence is substituted for a promoun, the variable can be
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bound by any binding element that asymmetrically commands it. This
is not the case, however, That it is not is shown by sentences
like (38). .

(38) Jim told Sam he was drunk, and Steve told Tounys
i assume that the second clause of (38) derives from gomething like
(39), with the pronoun being deleted during the course of the

derivation.
(39) 4
Stun‘ do 8__ .
x tell Tony it

The pronoun in the first clause may be a pronoun of laziness referring
to either Jim ov Sam. It may also represent a bound variable bound
by either Jim or Sam. In this case, the complement is an open
sentences One might suppose that, when this open sentemce is sube
stituted for the pronoun in (39), the variable can be bound by either
Steve or Tony. MNotice, however, that, while (38) can be interpreted
as (40) or (41), it cannot be intexpreted as either (42) or (43).
(40) Jim told Sam that he » Jim - was drunk, and Steve told Tomy
that he « Steve - was drunk,
{(41) Jim teld Sam that he « Sam « was drunk, and Steve told Tony
that he -« Tony - was drunk.
(42) Jim told Sam that he - Jim =~ was drunk, and Steve told Tony
that he - Tony = was drunke.
(43) Jim told Sam that he - Sam - was drunk, and Steve told Tony
that he - Steve « was drunk.
Apparently, if the variable is bound by Jim in the first clause, it
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can only be bound by Steve in the second clause, whiley, if the variable
is bound by Bam in the first clause, it can only be bound by Tony in
the second clause. It appears, then, that, when an open sentence is
substituted for a pronoun, if the variable cannot be bound by the

same binding element as the original variable, it must be bound by a
binding element in & structurally parallel pesition.

1 want now to consider some cases where sentential pronouns lack
clear antecedents in undexlying structure. These cases might seem
to present a problem. I will suggest, howevery that they do not.
Consider firstly (44).

(44) Marsha is said to be pregnant, but I don't believe it.
Lakoff (1968) takes such gentences to be evidence that the process
that produces sentential pronouns must be precyelic. He assumes
that the underlying structure of (44) contains two complements of the
following form.

(45) [ Marsha be pregnent ]

In the first clause, Marsha is extracted from the complement by
raising. After raising, the two complements are no longer identicals
Therefore, the vule that produces sentential pronouns must apply
before raisings 1t can only do thisy, if it is precyclics 1In the
present frameworky (44) will have a rather different analysis.
Given (4+1.69), the matural source for the first clause of (44) is
something like (46).

(46) s




221

In the dexrivation of the fivst clause of (44), raising and passive
will apply on s Then, on 5%, lowering will substitute Marsha

for the variable x. it in (44) refers to the proposition that

Marsha is pregnantes (40), however, has no constituent referring to
this proposition. This might seem to be a problems In facty however,
it is not. (46) is semantically equivalent to (47).

i N

one say S

s bctmo!!hnlnx

Sl

x be pregnant

Thusy the contextually unique proposition can be inferved from (46)
in a straightfovward way. Notice now that (43) is far less acceptable
than (44). o ple amags

(48) ? Many mlf/lua said to be pregnanty; but I don't believe it,
In Lakoff's systemy, there is no obvious explasnation for this fact, In
the present framework, it is quite natural. The most obvious interw
pretation of the first clause of (43) is semething like (49).

(49) There are many women each of whom is said to be pregnant,
(49) deseribes a situation involving a set of propositions. Obviously,
then, there is no contextually unique propesition for the pronoun
to vefer to. This explanation is essentially the same as that
given earlier for the missing reading in {26).

A similay situation to that found in (44) is found in the
following sentence.

(50) The police questioned Steve yesterday, and they did it

again today, but it hasn't happened to Ron.
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Leaving aside the adverbial, the obvious source for the first clause
of (50) is (51)-
(51) s

the polic.e‘ do S

: X question Steve
At in the second clause of (50) vefers to the same propositional
function as the open sentence in (51)s But it in the third clause
of (50) does not refer to this function, Rather, it refers to the
function the police guestion x. This is mo real problem, however,
because (51) is equivalent to (52).
(52) s

A

£ happen to sunx

/\

the police question x

Thus, the erucial function can be inferred in a straightforward way.

1 must now add a note of qualification. 1 have suggested that
At can vefer to propositions and propositiomal functions. There
appeary, however, te be contexts where it cannot readily refer to a
propositional functiom. Bach, Bresnan, and Wasow (1975) suggest
that it cannot have a esloppy interpretation in (33),

(53) Jack believes that he is allergic to maple syrup, but

1 don't believe it,

(53), they suggesty can only mean that I don't believe that Jack
is allergic to maple syrup, mot that I don't believe that I am
allergiec to maple syrup. It seems to me that the sentemnce can,
in fact, have the latter reading, but the former is certainly moze

natural. In the present framework, this means that it here cannot
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veadily refer to a propositional functions The same seems tzue of
it in (54), to which Postal (1974b, f£n. 58) draws attention,

(54) 7 Each one of us believes that he is saney but Arthux

doesn't believe it
We know that the complement in the fivst clause of (54) can only
derive from am open sentence, and, therefore, that it must refer to
a propositional function. The oddness of (54) suggests, then, that
At cannot veadily wefer to a propositional function. There are,
however, many sentences where it vefers to a propositional fumctiom
without diffieulty. (2) end (32) ave clear examples. Clearly,
then, it is only in certain contexts that it camnot readily refer
to a propositional function. How exactly these contexts should be
characterizedy; however, is rather umclear.

it ig fairly cleary 1 think, that sentential pronouns can repree
sent pronouns of lagzimess. 1 want now to ask whether they can also
represent bound vaxiables, 1 assume that complements are NP's. _
NPYsy of course, can bind vaviables. It will be possible, then,
in the absence of special restrictions, for complements to bind
variables, if complements can bind variables,; it will be possible
for a sentential pronmoun commanded by its antecedenty such as it
in (35), to represent & bound variagble. The question, then, is
whether complements can bind variables.

Two kinds of facty discussed by McCawley (1973), suggest that
complements cannot bind variables. Firstly, recall that I have
argued that the pronouns in Bach-Peters sentences represent bound
variables. it follows thaty if complements can bind variables, it

should be possible to construct BachePeters sentences involving



224

complements. It should, that is, be possible to construct sentences
containing two complements each of which contains a pronoun with the
other as its antecedent. This, however, is impossible. Notice that
(55) cannot have the crucial interpretation.

(55) Everyone who thinks that Bill said it has claimed that Max

denied it.

We will predict this, if we assume that complements cannot bind
variables. Secondly, notice that (56) is ambiguous.

(56) Jim said that the President was streaking.
the President may be Jim's characterization of the individual Jim
was talking about or the speaker's., 1In the first case, (56) will

derive from something like (57), in the second case fxgws something

like (58).
NP vP
//’\
| \ NP
Jim I |
]
say /
the President be streaking
(58) 8
,/\
NP VP
l
S v
be true of the Presidentx
NP VP
v NP
John |
s
say

x be streaking
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1f complements can bind variables, it should be possible to derive

(56) from something like (59) also.

(59) s
— "-ﬁ\
NP VP
I
s \
O be true of NP
NP VP

| the President be streaking
say x

Such a structure would be appropriate, if it were possible for the
characterization of what John said to be provided by the speaker. It
would be appropriate, for example, if it were possible for John to say

Mad Harry is up to his tricks again and for the speaker to report

what he said as The President is streaking. This seems to be im-

possible. Again, we will predict thisy if we assume that complements
cannot bind variables. Tentatively, then, I will assume that com-
plemente canmot bind variables, and, therefore, that sentential
pronouns camnot represent bound variables.

Some further evidence for the assumption that complements cannot
bind vaeriables is presented in Bommey (1976). He points out that there
are no left diglocation sentences invelving complements, There are
no sentences; that is, like (60).

(60) * That Max is honest, few people believe it.

I have suggested that left dislocation sentences inwolve a specialized
lowering rule, Obviously, only NP's that bind variables can undergo
this rule., Thus, the impossibility of sentences like (60) will be an
automatic comsequence, if complements camnot bind variablecs.

Bonney also points out that there are topicalization sentences
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involving complements. (61) illustrates.

(61) That Max is honest, few people believe.

This suggests that topicalization sentences are derived through a
traditional topicalization rule, and mot through a specialized lowering
rule.

An important consequence of the assumption that complements
cannot bind variables is that they will not be full NP's for the
purposes of (4.1.69), To see this, consider the following sentence.

(62) That Sam is here is certain to annoy Mary.

1f complements could bind variables, this could derive from something

like (63)0
(63) sl
/\
s .4
S-lz : AL
/‘\ e true of Tpx
7? VP 3
s
4 / &
8 be ecertain / Bt
/\ Sam be here
X annoy Mary

2. followed by lom_x-ing on sl'. However, if

Raising would apply on 8§
complements cannot bind variables, (62) cannot have such a source.

Rather, it must derive from something like (64).

(64) 8
/ __HE‘“\‘-\-.
NP e
: o

§ annoy HMary

Sam be here
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This derivation, however, will be blocked by (4.1.69), if complements

are full NP's, It follows, them, that they cannot be full NP's.

8+2+ Intensional Pronouns

I can turn now to intensional pronouns. Intensional pronoums
are less easy to characterize than sentential pronouns. The best way
to approach them is through an example., Notice, then, that the
following sentence is ambiguous.

(1) The President of the U.S. has more power today than he had

twenty five years ago.
On the first reading, it contrasts the current power of the individual
who is President with the power that individual had twenty five years
agoes On the second reading, it contrasts the power curremtly
exercised by the President with the power exercised by the President
twenty five years ago. The first reading is quite straightforward.
On this reading, the pronoun is either a pronoun of laziness or a
bound variable. The second reading is more problematic. On this
reading, the pronoun can be called an intensional pronoun.

What, then, are intensional pronouns? One linguist who has
touched on this question is Dahl (1973). Discussing (1), he suggests
that, on the first reading, he is 'coreferential’ with its antecedent,
while, on the second, it is *cosignificant'. He also suggests that
the ambiguity can "be described as a possibility of referring back
to either the intension or the extension (reference) of the antecedent?,
These remarks seem to point in the right direction. They are rather
vague, however. It is mecessary, then, to consider how they might

be made more precise,
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I want firstly to consider a way of developing Dahlts remarks
that treats intensional pronouns as ordinary pronouns of laziness.
Specifically, I want to consider the possibility that the antecedent
of an intensional pronoun has as reference its normal sense, and
that the pronoun is a pronoun of laziness with the same reference.
1 start here from some remarks of Cresswell (1973). Cresswell
suggestes that definite descriptions might be understood in certain
circumstances as referring to what is normally their sense. He
raises this possibility in comnection with sentences like (2).

(2) The Prime Minister of New Zealand will always be a British

citizen.

(2) is elearly ambiguous. It can mean that the current Prime Minister
of New Zealand will always be a British subject, or it can mean that
whoever ig Prime Minister of New Zealand will always be a British
subjects One way of analyzing the second reading is to say that

the definite description the Prime Minister of New Zealand has as its

reference not an individual, but an "intensional object!, the latter
being a function from possible worlds to individuals, which, for any
possible world, gives the individual who is Prime Minister of New
Zealand in that world. Returning now to (1), we might say that, om
its second reading, the President of the U.S.y refers to an
intensional objecty a function whichy for amy possible world, gives
the individual that is President of the U.S. in that world. We could
then say that he is a pronoun of laziness with the same reference.
On this analysis, the pronoun in (1) will be coreferential with its
antecedent on both readings of the sentences

This way of developing Dahl's remarks is an attractive oney since

it allows us to claim that intensional pronouns, like sentential
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pronouns, are ordinary pronouns of laziness. 1t faces certain probe
lems, however, For a start, it can be questioned whether sentences
like (2) do necessitate the assumption that definite descriptions
can refer teo intemnsional objects. Cresswell, in fact, argues that
they do not. He suggests that the ambiguity in (2) should be intere
preted as a matter of scope, specifically as a matter of whether

the Prime Minister of New Zealand is outside or inside the scope of

always., When it i1s outside, the sentence means that the individual
denoted by the definite description the Prime Minister of New Zealand
will always be a British subject. When it is inside, it means that
it will always be the case that the individual denoted by that
deseription will be a British subject. 4n analysis in texrms of scope
is not always as obvious as it is with (2). Consider, for example,
(3).

(3) The President of the U.S. is head of the armed forces.
This can be a statement about the current President. It can also,
however, be a statement about whoever ies President. We could
analyze this ambiguity as one of reference, and say that, on the

first reading, the President of che U.S, refers to the current

President, while, on the second, it refers to a function from
possible worlds to individuals, which, for any possible world,

gives the individual who is President of the U.,5, in that world.

The question is whether the ambiguity can also be analyzed in terms
of scope. 1 think that it can. We can suggest thaty on the second
reading of (3), its underlying structure containg am adverb with the
President of the U.S. in its scope, and a meaning similar to that of
2lways. It looks, them, as if scope analyses may always be possible
for these ambiguities. I1f so, there will be no independent motivation
for the assumption that definite descriptions can refer to
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intensionsal objects,

Even if there were independent evidence that definite descriptions
can refer to intensional objectsy the present approach would still
be rvather dubious., The spproach claims that intensiomal promouns
refer to intensional objects. Surely, however, a pronoun that refers
to an iantensional object should be neuter. The fact, then, that
intensional pronouns need not be neuter suggests quite strongly that
they do not refer to intensicnal objects.

it seemsy; then, that we should look for an alternative way of
developing Dahl's remarks. 1 want, thereforey, to consider the possie
bility that the antecedent of an intensional pronoun has its normal
sense and referencey and that the pronoun has the same sense byt a
different reference., Notice that this permits a simple account of

(1)« Ve have seen that the sense of the President of the U.S. is a

function whichy for amy possible world, gives the individual who is
President of the U.S, in that world, The value of this function, when
it takes the current world as ite argument, is the currvent President.
If he has the same sense, but ig inside the scope of twenty five years
850s it will have a different reference, namely the individual who
was President twenty five years aao.. Thisy then, seems a promising
approach.

We mugt ask; of course, what exactly it means to say that a pro=
noun and its antecedent have the same sense. In the present framework,
to say that two constituents have the same sense is to say that they
have the same or equivalent represemtations in underlying structure.
It seems reasonable, then, to suggest that intensional pronouns have

the same representations in underlying structure as their antecedents.
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This means, of course, that we need a rule converting definite des-
eriptions into pronounse This rule will be rather like proacminalie
zation, except that it will not require identity of veference.

it seemsy; then, that, by assuming a pronominalization~like rule,
we can eliminate the need to have definite descriptions referring
to intensional objects, and avoid the problem of non-neuter pronouns
referring to objects. I think, then, that this way of developing
Dahl's remaxks is a clear advance on the first way.

The circumstances im which our rule can apply are not at all
clear. Wasow observes that intemsgional pronouns must follow their
antecedents, noting such contrasts as that between (4) and (5).

{4) In 1960 the President was a Catholic, but now he's a

Quaker.
(5) Although in 1960 he was a Catholic, mow the President is a

Quaker.
Apart from this generalization, the distribution of pronouns is rather
obscure. Partee (1970) notes that, while it in (6) can be an in-
tengional pronoun, her in (7) cannot be.

(6) The man who gave his paycheck to his wife was wiser than

the man who gave it to his mistress.

{7) John was kissing his wife, and Bill was kissing her too.
Notice, however, that it seems possible for the pronouns in the
following to be intensional pronouns.

(8) A Martian worships his wife. A Venusian neglects her.

(9) Martians worship their wives. Venusians neglect them.
Clearly, there are problems here. They are problems, however, for amny
approach to intensional pronouns, not just for the approach 1 am
advocating. These problems, theny; do not provide evidence against
this approach,
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CHAPTER 9
TWO NOTES

There are a variety of questions that I have touched on in
passing in the preceding chapters. In this chapter, I want te look
in some detail at just two of them. Firstly, 1 want to comsider

ambient it. Then, I want to look at the structure of moun phrases.

9.1, Ambient it

In chapter 4, I noted Bolinger's (1973) contention that it in
sentences like the following is ambient; that it is a meaningful
element referring to the gemeral situation.

(1) 1t's scary in the dark.

(2) it's pleasant in California.

(3) it's hard to do a job like that.

1 went on to argue that there in semntences like (4) and (5) is the
locative form of this it.

(4) There was a Rumanian who sold his soul,

(5) There was a spider in the bath.

Obvicusly, this analysis is only as plausible as Bolinger's analysis
of it in (1) - (3)s it is appropriate, them, to say something more
about Bolimger's analysis.

Bolinger's claim is that it in sentemces like (1) - (3) is 'a
nominal with the greatest possible generality of meaning'. The most
obvious evidence for this claim is the fact that other nominals are
often possible in the same positioms Parallel to (1) and (2), we

have sentences like the following.

Strange noises
(6){1“4:3 }are scary in the dark.

Alsatians
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The weather
(7){8¢rfing lis pleasant in California.
Hiteh hiking
Notice also that we have the followings which are broadly similar in
meaning to (1) and (2).

(8) Things are scary im the dark,

(9) Things are pleasant in California.

These facts suggest quite stromgly that it im (1) and (2) is a kind
of nominal, it in (3) cannot be replaced by other nominals. Notice,
however, that we get sentences like the following from Moxgan (1968).

(10) 1t was dark and snowing and hard to see the ruaway.

Such sentences show that we have the same it in gentences like (3)
as in sentences like (1) and (2). Thus, evidence that it in (1) and
(2) is a kind of nominal is also evidence that it in (3) is a kind
of nominal.

The obvious altermative to Bolingerts analysis of (1) - (3) is
one which takes the its to be inserted by extrapesition rules. On
this analysis, (1) - (3) would have the same source as (11) - (13).

(11) The dark is scary.

(12) california is pleasant.

(13) To do a job like that is hard.

Morgan (1968) assumes such an analysis for sentences like (1) - (3).
Such an analysis has been quite widely assumed for sentences like
(3). Taking sentences like (1) and (2) first, we notice that there
are a variety of similar sentences for which an extraposition
analysis is much less plausible. Consider the following.

(14) It*s hot on the roof.

(15) It's hot under the roof.

(16) It's cold when the wind blows.

(17) it's cold without a coat on.
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(18) It's cold if you leave the window open.

None of these sentences have equivalents with the constituents after
the adjective in subject position. It is not plausible, then, to
suggest that the its are left behind by extraposition. But, if these
its are not the result of extrapositiom, there is little reason to
suggest that those in (1) and (2) axe. Turning now to (3), we find,
as Bolinger notes, that a variety of comstitueants can appear in the
position of the infinitive. Bolinger gives examples like the
following.

(19) it's hard when you try te do a thing like that.

(20) 1t's hard if you try to do & thing like that.

There is no evidence that these constituents are extraposed. Again,
then, it is not plausible to suggest that the its are the result of
extraposition. Again, also, if these its are not the result of
extraposition, it is doubtful whether it im (3) is. 1f these
various its are not the result of extrapositiomy it is reasonable to
asgume that they are the underlying subjects of their sentences. 1
think, then, that Bolinger's analysis of (1) - (3) is a persuasive
one,

1 want now to look at some constructions which Bolinger does not
consider. Firstly, I want to suggest that it in sentences like (21)
is ambient,

(21) 1t seems that Sadie is angrye
This it cannot be replaced by other nominals. Thus, the first kind of
evidence that we look for is lacking. There is good evidence, however,
that this it is not the result of extraposition. As Bresnan (1972)

notes, there are no sentences like (22).
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(22) * That Sadie is angry seems.

This suggests that the complement of seem must originate in its
surface position, and thus that it must be an underlying subject.

Further evidence for this view of geem is provided by sentences
like (23).

~ (23) It seems as if Sadie is angry.
Here, it is even less plausible than with (21) to claim that the
complement is extraposed. While certain predicates take that clauses
as subjects, no predicates take as if clauses as subjects. Again,
then, we can say that the complement must originate in its surface
position, and that it must be an underlying subject. Notice also
that it in sentences like (23) can be replaced by other nominals,
Thus, we hsve sentences like (24).

(24) sadie seems as if she is angry.

One migiu:_ suggest that (24) derives from the structure underlying
(23) through an extended version of raising. Notice, however, that
we also get sentences like the _!ollwinsol

(25) Sadie seems as if something has frightened her.

(26) Sadie seems as if her problems have vanighed.

Given such gentences, the suggestion has little plausibility., Thus,
sentences like (24) « (26) reinforce the view that we have ambient
it in (21) and (23).

Reviewing these observations, we can suggest that gseem can take
either ambient it or an ordinary nominal as subject, and either a that
1. It should be noted, however, that some speakers find such sentences
rather dubious.
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clause or an as if clause in post~verbal position. When the subject
is ambient it, either a that clause or an a8g if clause is possible
in post-verbal positions Whem the subject is an ordimary mominal,
only an as if clause is possible.

I must now say something about sentences like (27)s

(27) Sadie seems to be angry.
(27) is superficially similar to (24)e There is evidencey; however,
that such sentences involve raisinge The assumption accounts for the
possibility of sentences with there as subject such as (28).

(28) There seems to be an aardvark under the bede
It also accounts for the possibility of sentences with idiomatic
subjects such as (29)

(29) Little heed seems to have been taken of Sam's warning.
Further evidence is presented in Postal (1974, 2.2).

It seems, then, that there is a major difference betweean (27)
and the superficially similar (24)e This difference is reflected,
I would suggest, in sentences like the followings

€(30) 7 Sam geems as if he has gone away.

(31) san seems to have gone awaye
(30) is not completely ungrammatical, but it is certainly less
acceptable than (31). We can explain this, if we assume that part
of the meaning of geem is an assumption that the speaker has percep=
tual experience of the referent of the underlying subjects In (30),
this is Same There is an agsumption, themy that the speaker has
perceptual experience of Same But the content of the 3 if clause
conflicts with this assumption., Hence the marginal character of (30).
In (31), Sam is not the underiying subject of sgeme Thus, there is

no assumption of perceptual experience. (31), therefore, is quite

accaptable.
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1 would guggest that (27) derives from something like (32).

(32) gt

B oae
Kp

T
A s

be true of udux

KP e
L
x be angry

The derivation will involve the substitution of x for it en 5%, and
the substitution of Sadis for x on S'e Rather similar analyses are
assumed by Bresaan (1972), Schwartsz (1972), and Rosenbaun (1967),
though all assume that it is the surface subject and not & variable
that is substituted for ite Rosenbaum also assumes that the comple~
ment veaches its posteverbal muuﬁ' through extrapositione

Before 1 leave geem, I should note that there is evidemce that
it governs a second raising rules Many speakers accept sentences
like the followinge

(33) There seems as if there has been some trouble.
Such sentences seem to require a rule replacing it by a copy of there.
it appears that only there should be copied by this rule. If variables
could be copied, we would expect sentences like (24) to be possible
without any assumption of perceptual experience. As (30) indicates,
such sentences are not possible. It seems rather odd to have a rule that

applies to a single items I can see no obvious altermative, m;z

2+ Essentially the same rule is proposed in Rogers (1974) in connection
with sentences like (i)

(1) There looks like there's gomna be & riots
He proposes a transderivational comstraint to prevent it applying when
the result is derivable from some other structures



1 want now to look at sentences like (34).

{34) 1t's odd that Jim hates spaghetiie
Unlike seem, 0dd can have a complement im pubject positions (35)
illustrates.

(35) That Jim hates spaghetti is odd.
it looks, then, as if (34) may be the result of extraposition. We
might hesitate to make this assumption, if the complement in (34)
could be replaced by other constituents not plausibly vegarded as the
result of extraposition. There seems, however; te be little possi-
bility of thiss I think, them, that it is veasonable to regard (34)
a8 the result of extraposition. This does not mean, however, that it
is not ambient. I want to suggest that (34) and (35) derive from
something like (36),

(36) $

NP VP
/\3

14 s / N
I /\H be odd
e
it Jim hate spaghetti
In the derivation of (34), extraposition will adjoin §
s‘, leaving it alone in subject positions 4t is not inserted in place
of an extraposed complement, but is present in underlying structure

zuthsemio!

as a sister of the complement. This is essentially the analysis
assumed in Rosenbaum (1967). It allows us to claim that it in (34)

is ambient, It also has the advantage of msking sentemtial extra-
position quite similar to other extraposition rules. Both extra-
position from NP and extraposition of PP break up complex comstituents,
as the following illustrate.
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(37) A man who looked like Healey entered the rooms

(38) A man entered the room who loocked like Healey.

(39) A book about the Assyrians has been published.

(40) A book has been published about the Assyrianse
On the present analysis, sentential extraposition does the same.
When extraposition does not apply, it is deleteds

Digressing briefly, I want to suggest that an extraposition rule
is involved in gentences like (41).

(41) There is a dragon in the foreste
1 suggested earlier that such sentences involve two locatives in
apposition, ambient there and a more specific expressions (41), thenm,
will derive from something like (42).

(42) l

NP VP

4; /x\“‘
LocP
agon -~-~_x

X

ba thwc in the forest
1 suggested that sentences like (43) are derived through adverb

preposing and subject-verb inversione
(43) There was an Austrian who liked evickets

Applying these rules to (42), we will get something like (44).
(44) 8

s Y

LocP T NP
there in the forest be a dragon
To derive (41), we will need a rule moving im the forest to the ead

of the sentences Obwiously, this will be quite similar to the rules

involved in the derivation of (34), (38) and (40).
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Returning to the main theme, I want to take a further look at
vaising, Ome predicate that govemns raising is gertain. With
gextain, we have sentences like the following, which will presumably
devive from & strveture like (36,

(45) 1t¥s certain that Steve will win,

(46) That Steve will win ig certain.

We also; however, have sentences like (47).

(47) steve is certain to win,

It seems reasonable to dexive this from something like (48).

(48) st
/\w
sl’ / \
NG R W be true of 8“".
NP VP
s
T 7 be certain
bl

How is (47) derived? Ome possibility ie that we have extraposition,
and the raising rule involved in (27) on S% and them lowering on S's
So far, then, the rules we have already invoked appear adequate.

Another predicate that governs raising is begin., With begin,
we have sentences like the following.

(49) Jim began to sing.

{50) Jim began singing.
Sentences like (51) from Perlmutter (1970) suggest that begin takes a
subject complement,

(51) The doling out of cmergency rations began.
1 think, then, that it is reasonable to derive {49) and (50) froem
something like (52).
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(52) s
/\
HI? e
8 /\
ey be true of Jim,
li!? e
S
begin
x sing

How ave (49) and (50) derived? For (49), we might suggest a derivationm
like that suggested for (47) (although thewe is no it im (52))s (50),
however, presents a problems In general, gerunds do not undergo
extraposition., 1t is mot plausible, thenm, to suggest that (50)
involves extraposition end ralsing. As Lakoff (1968) notesy sentences
like (50) seem to necessitate a wule vaising the subject of a

subject complement, and adjoining the vest of the sentence to the

end of the higher VP, Lakoff assumes that all subjecteto-subject
raising is accomplighed by thig rule. He assumes that geem takes a
subject complement. We have seem, however, that there is no inde-
pendent evidence for this views In contrasty, Bresnan (1972) assumes
that all subject-to-subject raising is accomplished by the first
raising rule. She assunes that begin, like geem, takes a post-
verbal complement. Again, howevery there is no independent evidence
for this views 1 think, then, that we must vecognize two distinect
rules of subject-to-subject raising, one applying to post-verbal
complements, and one applying te subject emplmn.s

3« Notice that the first rule will be an exception to an important
principle of relational grammax, the relational sueccession principle.

As Johmson (1977) formulates ity this states that YAn NP promoted by

an ascension rule assumes the grammatical velation bowme by the host out

of which it ascendst,
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Turning to a differeat matter, we can relate the present discussion
to the propesals of Hurford (1973). Hurford argues that every indicative
sentence originates as a subject complement of the verb be. Part of
the evidence for this analysis is provided by sentences like (53), which
he takes to be the result of extraposition.

(53) 1t's not that Alfred doesm®t like gorgonzola.

Hurford does not note that we aleo get sentences like (54).

(54) it*s not as if Alfred doesn't like gorgonzola,.

In the light of such sentences, it is not plausible to regard sentences
like (53) as the result of extraposition. We might, then, suggest

that every indicative sentence originates not in the structure § be,
but in the structure it be €, On this analysis, an indicative
gentence could be seen as asserting that the general situation is

guch that a certain preposition ig true,

A final question that arises in the present context iz whether
all aspparently empty its ave in fact smbient. One it that probably
is is the it that sppears before certain factive object complements,
This it ie 1llustrated in sentences like the following.

{55) sam resents it that he was criticized.

(56) Jim hates it that people laugh at him,

(57) Mary likes it that everyone aske her opinion.

More problematic is the it of cleft sentences like the following.

(58) 1t%s Kevin who has all the answers.

(59) It was the Mona Lisa that we stole.

Akmajian (1970) suggests that cleft sentences derive from pseudo
clefts through a rule of cleft extraposition. On this analysis, (58)
and (59) derive from (60) and (61).



(60) The one who has all the angwers is Kevin,

(61) What we stole was the Mong Lisa.
1f thig analysis is valid, the it of cleft sentences will not be ambient,
The analysis f£aces problems; however, There sre cevtain constituents
which can appear in focus position in clefts but not in pseude clefts.
The following illustrate,

(62) It was to Eve that I spoke.

{623) * What I spoke was to Eve,
In the light of these sentences, it is not at 2ll clear how clefts
ghould be analyzed. It i not clear, then, whether the it of cleft
sentenceap is mbi.ent.“

The discussion of this section ic quite tentetive. I think,
however, that it gives added weight to Bolinger's views about ambient
ite 1If ome accepte thege views, it i¢ guite natural to suggest that
fthere in gentences like (4) and (5) is a locative foum of ambient it.
1 will take this approach a step further in chapter 15, when I
suggest that, ae well ap ambient it and ambient there, we also have
mmbient §o.

9.2. The Structure of NP¥g

1 have said quite a lot in previous chapters about noun phrases,
ineluding a certain smount sbout their intermal strueture. The
internal structure of noun phrases is not of crucial impoxtance in the
present context, 1 think, howevery that it is worth discussing briefly.

e e

4, For an important recent discussion of cleft sentences, see Pinkham
ené Henkamer (1975)
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1 will begin by reviewing the main assumptions that I have made
in earlier chapters., Following e.g. Montague (1973), 1 assume that
NP's typically congist of a determinmer and a moun. The most obvious
determiners ave the definite and indefinite articles. A definite NP
refers to the contextually unique member of the set denoted by its
noun.” An indefinite NP establishes the existence of a member of this
get. 1 assume that a noun mey be either simple oxr complex, the most
obvious examples of complex nouns being nouns combined with restrictive
relative clauses., I also assume; following Bartsch (1973), that a
simple noun can be a.t:ho'r singular oxr plurals A plural noun denotes
the set of all subgets of the set demoted by the corvesponding
gingular noun. The definite article can be combined with a singular or
a plural noun. The indefinite article, however, cam only combine with
a singular noun.

1 have also assumed that quantifiers like gome and many are
determinerss This, however, is a vather dubious assumption. Ome |
night perhaps suggest that some is a pluval indefinite determiner,
This muuﬁhn is quite plausible semantically. Consider (1),

(1) some toffees
It is fairly clear that this phrase establishes the exigtence of a
set of toffees. This is exactly what we expect if gome is a plural
indefinite detemminer, The suggestion faces syntactic problems,
however, Unlike a, some can be followed, mot enly by a noun, but
also by a partitive phrase. Thus, we have the following contrast.

(2) * a of the toffees

(3) some of the toffees

S5« As beforey, 1 am ignoring definite descriptions containing mass nouns.
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This suggests that we should look for an altermative analysis. Notice,
theny, that (1) is equivalent to (4), and (3) equivalent to (5).

{4) a nunber of toffees

{5) a number of the toffees
Given such equivalences, it seems plausible, as Anderson (1974a) and

Hogg (1975) suggest, to derive gome from a number. 1 want, them, to
propose that (1) and (3) derive from structures like the following.

(6) we (7) NP
F AN e
Det N Det N
l u/\\rm | n/\rm
a l ’/\m a 1./ \”
nunber ’ \ nunber ‘
of toffees of the toffees

In (6)y the NP in the partitive phrase is a generiec NP referving to
toffees in genmerals In (7), the partitive phrase comtains an ordinary
definite NP.

many is quite like gome in its distribution. Like some, it can be
followed either by a noun or by a partitive phrase. The following
illustrate.

{8) many toffees

(9) nany of the toffees
Notice mow that (8) and (9) ave equivalent to (10) and (11).

{10) a large number of toffeecs

€11) a large number of the toffees
As Anderson and Hogg notey such equivalences suggest that many should
derive from M. I would suggesty; themy that (8) and (9)
derive from structures like the following.
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(12) NP
-— -“-\\-\-
Det N
N PaxtP
a /\ /\
i} s P NP
I Lo L
number x be of ufhu
(13) NP
,//’H‘\\"\__
Det N
s P
N PaxtP
a //\ e
N 8 P NP

U MU T

nunber x be large of the toffees

These, of course, sre very similar to (6) and (7).°

One might perhaps suggest that partitive phrases are reduced
relatives. There ipg; howevery good evidence that this is not the
cage. Ross (1967) obsexrves that reduced velatives, like full relatives,
are islandss The following illustrate.

(14) * Who did Sam interview a man who was wanted by?

(15) = 'm- did Sam interview a man wanted by?

{16) * what did Jim talk to a man who was reading?

(17) * What did Jim talk to & man reading?
Partitive phrases; however, are not islands. Thusy; the following are
quite acceptable.

(18) What have we got & lot of?

(19) What did Jim drink a bottle of?
i1t seems veasonabley then, to comclude that partitive phrases are
not reduced relatives, and, thus, that they are sisters of nouns in both

- e W = s

6e 1 will note gome independent evidence for this amalysis in chapter ll.
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surface and underlying structure.

There is evidence that partitive structures are quite common.
Consider firstly the following semtemce, to which Ritchie (1971) draws
attention.

(20) Max wents te buy a Fiat before they get toc expensive,
1f a Fiat here derives from (21), they will have no clear antecedent.

(21) NP

it
Det N

|

a Fiat
Suppose, however, that a Fiat derives from something like (22).
(22) NP

N PartP
P NP

|

of Fiats

¢

Given such a source, they will have a clear antecedent in underlying
structure. As Ritchie notes, partitive structures are also motivated
by sentences like the following.

(23) Sam owns a big car and a emall one.

(24) Tony brought the new books and the old ones.
We can derive the NP g _small oune in (23) from something like (25)
through a rule of partitive phrase deletion.

(25) NP
De{//\u
l /\
N PartpP
N’ 8 P NP
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Partitive phrase deletion is independently motivated by sentences like
(26).

(26) Jim bought a bottle of beer and a cam.
1f it applies in (23), the NP a big car must derive from a structure
like (25), but with big instead of gmell. Jackendoff (1968) points
out that English has no pronoun for indefinite mass nouns. Thus,
we have sentences like the following.

(27) Eve drank the red wine and the white.
1 would suggest that the second NP here derives from gomething like
(28), where the head noun is empty.

(28) NP
//\
Det N
| ST B
R PartP
Hx 8 P NP

|

x be white of wine
The first NP will have a similar source.

Ritchie apparently assumes that all NP's involve underlying
partitive structures., 1 will not make this assumption. 1f ome
assumes that an unambiguous expression can have more than ome source,
there is no need to make it. In any event, it is not at all clear
how one could require every NP to invelve an underlying partitive
structure. One cannot say that every noun nmust originate in a
partitive phrase because various nouns ¢an be the heads of partitive
structures. 1 will assume, then, that amy simple NP can invelve
an underlying partitive structures but that none need do, eBcept

where the context requires it.
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1 must now say something about the derivational processes involved
in these smalyses. For (1) and (3), 1 would propose a rule adjoining
the noun mumber to the preceding determiner, The complex detemrminer
that results will be realized as gome. We will 2lsc need 2 rule
deleting of in the following context.

(29) Det of W
This will ensure that of does not surface in (1). 1Im (3), of is
followed by a determiner, Thug, it is not deleted. (8) and (9) will
heve similar derivations to (1) and (3), except here it is the complex
noun large number that is adjeined to the preceding determiner,
Following Ritchie, I would suggest that the derivation of a Fiat from
(22) involves & rule that substitutes the noun in a partitive phrase
for the head noun. The same rule will apply in the derivation of
a big car in (23) and the red wime in (27),

1f some and many are derived determiners, it is poesible that the
;.:ntverul quantifiers all, each, and every are also. I have no proposals
to offer, however. A cemtral problem here is that semantically each
and gvery are similar and contrast with gll, whereas syntactically
gaeh and all are similar and contrast with every, 1 noted earlier
that each and gvery function as distributive operators. Thus,
while (30) can be understood distributively or collectively, (31)
and (32) can only be understood distributively,

(30) The boys lifted the rock,

(31) Each of the boys lifted the rock.

(32) Every boy lifted the rock,

21l does not function as a distributive operator. (33), like (30)
can be understood distributively or eollectively,

(33) All the boys lifted the rock.
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Syntactically, each and all are similar in two important respects.
Firvstly, both can be followed by partitive phrases. gevery cannot.
Thus, we have the following contrast.

(34) each of the boys

(35) all of the boys

(36) * every of the boys
Secondly, both can be postposed. Again, every camnot. The following
illustrate,

(37) The boys each won a prige.

(38) The boys all won prizes.

{39) * The boys every won & prize.

There is, however, one important respect in which agll and every ave
similar., Both can be preceded by mot. each cannot,

(40) Not all Italians like garxlice.

(41) Not every Italian likes garlic,

(42) * Not each Italian likes garlic.

These complexities suggest fairly strongly that the umiversal quantifiers
are derived determiners., What they derive from, however, is something
of a mystery.

1 want now to consider the underlying structure of referential
pronouns. 1 have argued that referential pronouns are a kind of
definite description. Like ordinmary definite descriptions, they refer
to the contextually unique member of certain sets. he, for example,
refers to the comtextually unique member of the set of males. An
ordinary definite description consists of the definite article and
a noun. It is possible; then, that referential pronouns should have
a similax source. Before I comsider this possibility, I want to look
at demonstrative pronouns.

There is quite good evidence that demonstrative promouns have
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the + N sources. Consider the following sentences.
(43) The men Eve talked to had more ideas than the ones Steve
| talked to.
(44) The men Eve talked to had more ideas than those Steve talked to.

The obvious source for the ones Steve talked to in (43) is something
like (45).

(45) WP
A
Det N
R
N Partp
K s P NP

i el

ones Steve talk to x of men

Lthose Steve talked to is clearly equivalent to the ones Steve talked to.
This in itself does not mean that it should have the same source. If

it does not, however, we will need to revise our account of relative
clauses, 1 have suggested that a restrictive relative clause limits
the extengion of the noun with waich it is combined. 1If those Steve
Ltalked to does not derive from something like (45), the relative

clause will not be combined with a noun. This suggests quite stromgly,
then, that those Steve talked to should derive from something like

(45). All this analysis requires is a rule adjoining one or ones

te the preceding determiner, This will be rather like the rule involved
in the derivation of gome and many.

Returning to ordinary referemtial pronouns, one notices immediately
that they cannot be followed by relative clauses. The following
illustrate.

(46) * The man Eve talked to had mere ideas than he Steve talked to.

(47) * The men Eve talked to had more ideas than they Steve talked to.
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Thus, while the gemantics of referential promouns will be simplified
if they have the + N sources, the obvicus evidence for such a source
is lackinge There seem to be two possible conclusions, Either
referential pronouns are present 2s such in underlying strueture, im
which case the impossibility of (46) and (47) is an automatic consee
quence, or they have the + N sources and pronoun formation is blocked,
if the noun is followed by a relative clause (or any other modifier)s
Which is the correct conclusion is unclear to mes

An important proposal about the internal structure of noun
phrages is Bach's (1968) claim that nouns originate ag predicatess
The claim has been accepted quite widelys 1 assume that nouns
originate as nouns. Thus, 1 reject the claims Clearly, I should
say something zbout the claim and my rsasons fer rejecting it.

An initial problem with Bach's claim is that it is not at &all
clear what sort of structures it implies for noun phragese. Bach
himgelf does not sketch any structuress Cavden and Dieterich (1976)

agsume structures of the following forme

(48) NP
/]\
Det N s
l ereXenn

There are two problems with such structuress Firstly, it is not at
all elear how Det, N and S are supposed to be related semantically.
Secondly, it is not clear how the variables are to be understood.

On the face of it, (48) contains two unbound variabless lore promise
ing than (48), I think, would be gomething like (49).
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(492) NP
/\
Det N
/\\
N! 8

sseXooe
We could interpret the empty N here as denoting everything that thexe
ise The higher R, then, would denote a certain subset of everything,
the subset of which the propositional fumction expressed by the
rvelative clause is trxue., 1 think, then, that Bach's proposal could
be made to work. 1t cannot,; however, eliminate the need for am N
node in underlying structure.

Bach develops five main arguments for his proposal. They are
subjected to detailed criticiem in Schachter (1973b). 1 think,
however, that two of them survive Schachter's criticiems. One is an
argument that is taken up and elaborated by Carden and Dieterich.

1 will discuss this argument at some length.

Bach points out that the following sentence could be used in two
different situations.

{50) The idiot called me up yesterday.

On the one hand, Smith ecould say it to Jones whem both know only one
idiots On the other hand, Smith could say it when Jones has said

something like Have you heard from Algernon lately? In the first case,

the idiot is simply a way of referring to a certain person. It can
be paraphrased as "the one who is en idiot'. In the second case,
the idiot both refers to Algermon and expresses an opinion about hims
In this casey, it can be paraphrased as 'he, who is an idiot'. Much
the same situation arises with Carden and Dieterich's example (51).
(51) John Smith spoke at the Faculty Club last night., The
writer was given a standing ovation at the end of the

lecture.
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Like (50), this can be used in two situatioms. 1t can be used when
the addressee knows that John Smith is a writer, and when he does not
know thise In the first case, the writer is simply a way of referring
to John Smith and can be paraphrased as 'the one who is a writert.
In the second casey it refers to John Smith and gives new informatiom
about him. In this case, it can be paraphrased as 'hey, who is a
writer?,

It seems, then, that definite descriptions cam often be used in
two different ways. They can be used simply to refer, or they cam
be used both to refer and to express am opinion or give new information.
In the former casey, they are paraphraseable by 'the one' and a rese
trictive relative clause. In the latter, they are paraphraseable by
a pronoun and a none-vestrictive relative. In a Bach-type framework,
we can handle this phenomenon quite simply by deriving the noun
from a restrictive relative in the former case, and from a non-
restrictive relative in the latter., We might, then, derive (50)
from (52) and (53).

(52)

— //‘8\‘ "ML\

NP called me up yesterday
AR
Det

(53) 8
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It seems, then, that the dual function of definite descriptions
provides significant support for Bach's propesal.

Carden end Dieterich develop this argument further by comparing
nouns with attributive adjectives, They note firstly that attributive
adjectives can often be paraphrased by either restrictive or non-
restrictive relatives. Thusy (54) can be paraphrased by either
(55) ox (56).

(54) The industrious Chinese will prosper.

(55) The Chinese who are industrious will prosper.

(56) The Chinese, who are industrious, will prosper.

They then note that there are situations in which am asttributive
adjective can only be paraphrased by a restrictive relative, This is
the case firstly when the adjective is contrastively stressed. (57)
can only be paraphrased by (55).

(57) The INDUSTRIOUS Chinese will prosper.

It is also the case when the noun is followed by a westrictive relative.
(58), like (57), can only be paraphrased with a restrictive relative.

(58) The industrious Chinese that I met all admired Chaixman Mao.
Carden and Dieterich go on to show that in these situations nouns
also can only be paraphrased by restrictive relatives; and cannot be
undexrstood as expressing an opinion or giving new information.
Consider f£irstly (59).

(59) John Smith spoke at the Faculty Club last night. THE WRITER

seemed to enjoy the evening, the rest of us did not.
Here, the writex cannot be paraphrased as *he, who is a writer', and
cannot be understood as giving new information about Johm Smith. Thus,
unless we know that John Smith is a writer, the writer must be
understood as referring to someone else. Consider also (60).
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(60) Yesterday, 1 interviewed two men, one rich and one poor.
The banker that was rich said that..

Here, the banker that was rich canmot be paraphrased as 'the one that
was rich, who was 2 banker?, 1t cannot be understood as giving new
information about the rich man. Thus, unless we know that both men
are bankersy, this is not a coherent discourse. These facts seem to
strengthen Bach's argument considerably. 1t is natural to account
for the interpretation of attributive adjectives by deriving them from
both restrictive and non-yestrictive relatives. These facts suggest
that we should account for the interpretation of nouns in the same
way «

1t looks, then, as if the dual function of definite descriptions
provides strong support for Bach's proposal. 1 think, however, that
this impression is misleading. 1 want to suggest that the phenomenon
can be explained in pragmatic terms. We c;ﬁ begin with (50)s I have
suggested that a definite description of the form the + N is used when
there is just one member of the set dencied by N that the hearer will
understand the speaker as referring tos In the first situation, this
condition 1is met in a quite straightforward way. Smith and Jones both
know just one idiot. It is this idiot that Jones understands Smith
as referring to. In the second situation, things are more complex.
Here, presumably, Jones does not think of Algernon as an idiot. the
idiot, therefore, is not a straightforward way of referring to him,
Jones, however, can assume that Smith is abiding by the co-operative
principle (Grice, 1975). He knows that Algernon is the only person
under discussion. He can assume, then, that it is Algernon that Smith
is referring to. He can also ask himself why Smith has used the

expression the idiot to refer to Algermomn and not a more straightforward
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expression. The obvious answer to this question is that Smith wishes
to express the opinion that Algernon is an idiot,

We can propose a similar account for (51). 1In the first situation,
the hearer knows that John Smith is a writer. the writer, therefore,
is a straightforward way of referring to him, In the second situation,
the hearer does not know that John Smith is a writer, Here, then,
the writer is mot a straightfoward way of vreferring to him. John
smithy however, is the only person under discussion. The hearer cam
assume, then, that the speaker is referring to Johmn Smith and providing
the information that he is a writer,

1 am suggesting, then, that the use of definite descriptioms
gimply to refer is their basic use, and that their use to both refer
and express an opinion or give new information is a derived ome. A
definite description has the basic use if the hearer knows that the
individual being referred to is a member of the set denoted by the
noun in the description., 1f the hearer does not know this, the des-
cription may have the derived use. This is possible if there is just
one individual that the speaker could be referring to. 1f this is the
casey the hearer can assume that the speaker is referring to this
individual and that he is using the description in question to convey
the information that the individual is a member of the set denoted by
the noun in the descriptione.

1 must now consider the facts to which Carden and Dieterich draw
attention. Firstly constrastive stress. As the name suggests, con-
trastive stress requires a comtrast. Consider (61).

(61) SAM broke the ladder.

Thies is omly appropriate if there are others who might have broken the

ladder. 1t might be paraphrased as (62).
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(62) It was Sam and not one of the others who broke the ladder,
Such paraphrases are generally possible for sentences involving con-
trastive stress. We have seen that for a definite description to have
the derived uge there must be just one individual that the speaker
could be referring to. Thus, a definite description can have the
de{ ived uge only if there is no question of contrast. Naturally, then,
contrastive stress is impossible when a definite description has the
derived use, The restrictions on restrictive relatives are more

puzzling. The problem is to explain why the banker that was rich in

(60) cennot be used to refer to the rich man and give the information
that he is a banker., The most likely explanation, 1 think, is that
this stems from the fact that the expression suggests that there is
another banker under digcuesion who is not rich., 1f thie is the
correct explanation, one would expect it to be equally impossible

for the rich banker to have this use. It seems to me that this is

the case. Carden and Dieterich claim, however; that it can have this
uses Presumably, there is individual varietion here. Why some people
should understand the banker that was rich and the xich banker
differently is unclear to me. 1 think, however, that it is reasonable
to suppese that this can be explained in pragmatic temms.

1 think,; then, that the data to which Bach and Carden and Dieterich
draw attention ecan be explained without assuming two different sources
for definite descriptions. 1 do not think, then, that it provides any
support for the view that nouns originate as pradicates.7
7. There are, of cour-;.-o:h;r-dza;inctions to be drawn in connectiom
with the use of definite descriptions. In particular, there is Don=-
nellan's (1966) distinetion between referential and attributive uses.

How this distinction should be handled is far from clear. See, however,

Cole (1975) for an interesting proposal.
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The other argument of Bach's that survives Schachterts criticisms
is one based on certain adjectives. Bach considers NP's like the
following.

{63).the former president

(64) a real dope
He notes that these adjectives cammot be paraphrased with relative
clauscs. (65) and (66) are not paraphrases of (63) and (64).

(65) the president who was former

(66) a dope who was real
1t follows that these adjectives cennot have the kind of source that
is generally assumed for attributive adjectives. Notice now that
(63) amd (64) can be paraphrased as (67) and (68),

(67) cthe one who was formerly president

(68) the one whe is reslly a dope
i1t seems plausible to derive (63) and (64) from (67) and (68)s It
looks, then, as if we have evidence that some nouns originate as
predicate nominals.

This argument seems quite plausible., It is not cleary; however,
that it shows that noung derive from predicates. It only shows this
if predicate nominals are predicates. The question; themy; ig whether
predicate nominale are predicates, 1t seems to me that this ig
unlikely, While it ie quite plausible to analyze predicate adjectives
as predicates, such en analysis is not very plausible for predicate
nominals, Notice firstly that predicate nominals are not all of one
kind. Some make assertions of identity. Others make assgertions of
set membership, In (67), the predicate nominal is of the first kinﬁ.
In (68), it is of the second kind., 1In the first case, the predicate

nominal seems to be an ordimary NP. In the second case, it is
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probably not.; This does not mean that it is a predicate, however,
Notice that such predicate mominals have the same internal structure
as ordinary NP's,

(69) Jim is a man of substance.

(70) Mary is a member of the I.M.Ge

(71) Tony is a man who will do anything for momey.

In this, they are quite unlike verbs and adjectives. This suggests, then,
that it is unlikely that they are predicates. If they are not
predicates, what are they? A plausible suggestion, advanced by

Anderson (1971) is that they are reduced locative expressionss On

this suggestion, (69) would derive from something like (72).

(72) Jim is in the class of men of substance.

1 think, then, that it is likely that predicate nominals are either
ordinary NP's or reduced locative expressions.

1 think, then, that it is very umlikely that predicate nominals
are predicates. Thus, while (63) and (64) suggest that some nouns
derive from predicate nominals, they do not provide any support for
the view that nouns originate as predicates. We can add that, if the
first argument were valid, it would enly require the derivation of
nouns from predicate nominals. It would not require the dewivation
of nouns from predicates. I think, then, that nouns originate as
nounss It seems likely, however, that some nouns originate not in

their surface position, but in predicate nominals,
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CHAPTER 10
TAKING STOCK

1 have now presented the main body of my proposals about pronouns.
% want, thevefore, to summarize the main conclusions, and indicate
gome further lines of inquiry that these proposals suggest.

The main conclusions that I outlined in chapter 7 remain valid.
There are two main kinds of pronounsy bound variables and referential
pronouns. The former are much like bound variables in standard logic.
The latter are a kind of definite description. Where they are used
anaphorically, they can be termed promouns of laziness. In chapter 8
1 suggested that sentential pronouns are pronouns of laziness. 1
suggested, however, that intensional pronouns camnnot be pronouns of
laziness. They appear to be a further kind of pronoun.

As 1 suggested in chapter 7, my t.hno:y can be seen as a synthesis
of the bound variable theory and the theory sketched in Lasnik (1976).
Both theories contain important insights, which 1 have tried to develop.
Both, however, make the mistake of thinking thaﬁ pronouns are all of the
same kind. A number of writers have recognized that there is more than
one kind of pronoun, notably Geach, Witten, Parteey and Cresswell, I
think, however, that their accounts contain various inadequacies which
mine avoids.

1 think, then,; that my account of pronouns is an attractive ome.
This does not mean; however, that it does not have weaknesses, or that
it does not face problems. One possible weakness is the fact that the
account assigns a number of different sources to a simple; unambiguous

gsentence. As I have saidy gquite standard arguments lead to this
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position. Furthermore, there are a numbey of precedents for it,
although it has probably not been asgumed so extemsively before., 1 am
wot at all sure, then, that this is a weakness. It should be clear,
Bowever, that this is not a central feature of my proposals. I am,
therefore, not too comcermed about it,

Much more clearly a weakness is the command constraint., This
eonstraint, taken from Witten (1972), accounts for a variety of
phenomena. 1 am unable, however, to offer any real explamation for
it, Some instances of the command constraint can be attributed to the
interaction of lowering and island constraints. Others, however, cannot.
Moreover, there axe two classes of exceptions to the constraint.
Particularly problematic is the fact that these exceptions involve
violations of the complex NP constraint. I have no real explanation
for these exceptions, beyond the suggestion that they may have something
to do with analogy. 1t is possible that the nature of the constraint
and its exceptions will become clearer when island constraints are
better understood. For the moment, however, the situation is far from
satigfactory.

Another area of weakness that I want to consider briefly is high-
lighted by sentences like (1), from Partee (1975b).

(1) Every men who loves a woman loses her.

Partee cites this sentence as evidence against Montague's account of
pronouns. We could have cited it as evidence against the bound
variable theory. On the most obvious reading, a is within the scope
of every, On this reading, a woman will originate inside the relative
clause. Clearly, then, the pronoun cannot represent a bound variable.

Rather similar is (2), from Geach (1972).
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(2) Almost every person who borrowed a book from Snead eventually
returned it,

Again, a is within the scope of every. Again, them; the pronoun cannot
represent a bound variable., Since these pronouns cannot be bound
variablesy; they must be pronoums of laziness. Here, however, we seem
to have a problem. As pronouns of laziness, her rvefers to the
contextually unique female, and it to the contextually unique thing.
In (1), however, there is no contextually unique female, and in (2),
there is no contextually unique thing, One might think that these
sentences show that my account of pronouns of laziness is inadequate.
This is not the correct conclusion, however, Notice that we can
replace the pronoums in (1) and (2) by definite deserxiptions.

(3) Every man who loves a woman loses the woman.

(4) Almost every person who borrowed a book from Smead eventually

returned the book.

On my account of definite descriptions, the woman refers to the cone
textually unique woman, and the book to the contextually unique books
In (3), however, there is no contextually unique womam, and, in (4),
there is no contextually unique booke 1t seems, theny that it is my
account of definite descriptions that is inadequate, mot my account
of pronouns of lazimess, How this imadequacy should be rectified,
however, is not at all clear. |

An insightful account of any range of phenomena is lmiy te
raise questions, as well as answer them. I want, then, to otttline some
of the questions that my theory of pronouns raigess Pcrlupi the most
obvious question ist how far does the theory apply to IMu other
than English? Obviously, this question can only be angwered through
detailed investigation. 1 think, howevery, that it is very likely that
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all languages will involve a distinction between bound variables and
referential pronouns. 1 also think that they will probably have much
the same distribution in all languages. Their distribution is to a
large extent a function of semantic facf.ou. There are good semantic
reagsons why the promnouns in (5) and (6) can only represent bound
variables.

(5) An ltalian tﬁougkl: he was Gramsci,

(6) Bvery American thinks he is & genius.
3 would expect, then, that the equivalents of these sentences in other
languages will involve bound variables. There are, Mr, aspects
of the distribution of the two pronoun types which are not due to
semantic factors. The fact that the prsmoun in (7) can only be a
pronoun of laziness is a result of the command constraint, not of some
semantic factor,

(7) Steve tried am hors dvoeuvrey; snd he liked it,
it is also the command constrainty and not some semantic factor, that
accounts for the ungrammaticality of (8).

(8) * Steve tried every hors d'oeuvre, and he liked it.
Given the problematic nature of the command constrainty 1 would not
like to predict whether the equivalents of (7) in other languages
will only iavelve pronmoums of lazinessy; or whether the equivalents
of (8) will be ungrammatical., Another fact for which there is neo
semantic basis is the fact that an object pronoun in English must
vepresent a bound variable, if it is a clause mate of its antecedent,
This is because such a pronoun must be reflexive, and reflexives can
only represent bound variables. There are languages where such a
pronoun is not a reflexive, Keenan (1975a) citeg Fering (a North

Frigian dialeet); Maori, and Gilbertese. I would expect that such a
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pronoun can be either a bound variable or a pronoun of laziness in
such languages. There are also languages where reflexives have a wider
distribution than in English. Rnn# notes that reflexives are possible
in complement subject position in Japanese and Korean. It would be
interesting to know whether such veflexives must be analyzed as
bound variables.

it is cleary then, that my proposals raise questions about other
languages. They also raise questions about earlier stages of English,
it would clearly be useful to investigate how far my analysis applies
to ¢ 1d inglt;h and Middle Englishes 1 suspect that the central elememnts
will be applicable, Some of the more peripheral aspects; however,
may not be.

My proposals also raise questions for psycholinguistiess It would,
I think, be quite valuable to investigate the ways in which the dise
tinctions 1 have proposed figure in linguistic performance and the ways
in which they are acquired, 1t is gquite likely, I think, that an
investigation of these matters would show veferential pronouns to be
psychologically more basic than bound variables. More generally, I
suspect that it would show that referring expressions ere nﬁre basic
than bound variables and indefinite KP'sy which do not refer. Gome
relevant discussion is provided by Strawsen (1961). He suggests that
tpefinite singular temms ave singular terms in the primary sense;
indefinite singular terms ave singular only in a secondary or
derivative sense¥, He also argues that Your theoretical grasp of
canonical notation [i.e. logical symbolism] rests upon our theoretical
grasp of the identificatory function of singular texms'. 1 think that
these remarks are like to be true psychologically, as well as
philosophically.
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Central to my account of definite descriptions, and thus to my
aceount of pronouns of lazinessy is the notion of contextual uniqueness,
Clearly, this is an important notion. 1 think, then, that it would be
valuable to investigate the ways in which contextual uniqueness is
established, anﬁ the ways in which the relevant mechanisms are acquived.
Matters here axe not at all simple. Consider firstly (9).

| (9) * Eve talked to Brian and Ron. He was angry.

This is clearly incoherent., The problem is that it is impossible to know
| who he refers to. There is, then, nec contextually unique male., Consider
now (10).

(10) Briaa talked to Ron., He was angry.

Oﬁt of context, this is ambiguous. Im ccntext, however, it will normally
be clear whe he refers tos In context, then, there will be 2 con-
gextually unique male. Consider finally (11).

(11) Brien talked to Ron. He criticized him,

This is unambiguouss The first pronoun refers to Brian, and the
second to Rons Thus, there is one contextually unique mele when the
first pronoun appears, and another when the second appears. Clearly,
we have some interesting problems here. I think, then, that a psycho-
linguistic investigation of them would be very valuable.

it is clear, then, that my theory of pronouns vraises a number
of questions for further research., I will not pursue these questions,
however, Instead, in the vest of this thesis, I will léok at some of
the ways in which constituents other than Hf’s enter into anaphoric
relationss We will see that definite descriptions again play an
important role. Thus, their importance for amnaphora will be

reinforced.
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CHAPTER 13}

SOME ASPECTS OF ADJECTIVES AND ADVERBS

In thig chapter, 1 want to look at various aspects of the grammar
of adjectives and adverbs. Thig will provide a basis for & consideration
of adjectival and adverbial anaphora. 1 will be particularly concerned
with the analysis of equative and comparative constructions. Before I
discuss this, however, 1 want to congider some moxe genersl questions

abeut adjectivees and zdverbe.

11.1, Preliminary Remarks G

1 want to begin by taking a look &t what might be tem?" the
classicel transformational analysis of adjectives, This analysis
aspumes that all adjeetives, whether predicative or attributive on the
surface, originate as predicatives, Surface attributives are assumed
to derive from predicatives in relative clauses. the tall man, for
example, is assumed to derive through whiz-deletion and adjective shift
from the man who is tall., Such an analysis seems quite plausible
for many attributive adjectives. It has been clear, however, at least
since Bolinger (1967), that not all attributive adjectives can be
derived in this way. The following illustrate.

(1) a rural policeman

(2) a chemical engincer

(3) 2 eriminal lawyer

(4) a constitutional amendment

(5) an utter fool

(6) a former employee
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Beginning with (1) and (2), notice that neither xural nor chemical
can appear in predicative position with the same nouns. Neither the

Roliceman 1s rural nor the engineer is chemical are grammaticals

it is fairly clear, then, that they cannot derive from predicative
adjectives, griminal and gongtitutional can appear in predicate
position, but not with the sense they have in (3) and (4). Again,
then, it is fairly clear that they should not derive from predicatives.
Finally, utter and former cannot appear im predicative pesitions at all,
Clearly, then, they also should not originate as predicatives. Levi
(1975) discusses such *non-predicating' adjectives at length, and
develops some quite persuasive analyses. Roughly, she proposes that
they derive from either NPVs or adverbs. It looks, theny, as if we
might suggest that attributive adfectives fall into two categoviess
those that derive from predicativas in relative clauses, and those
that have analyses of the kind developed by Levi,

Doubts are cast on this suggestion by some remaxks of Cresswell
(1973). 1In sharp contrast to the classical tramgformational analysis,
be assumes that all adjectives, whether predicative or attributive
on the surface, derive from attributives. His reason for assuming
that surface attributives are alsp underlying attributives is that their
meanings are often bound up with the meanings of the nouns they qualify.
He notes the following example fxom Lyons (1968).

(7) A small elephant is a large amimal,

Clearly, the meanings of small aud laxge are bound up with the meanings
of the nouns they qualify, His veason for assuming that surface
predicatives are underlying attributives is provided by sentences like
(3).

(8) Arabella is large.
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it ie fairly clear that a noun is implicit in (8). 1f Arabella is a
child, (8) may mean that she is a large childs If she is a womam, it
may mean that she is a large woman., Cresswell's suggestion, then, is
that a predicative adjective like large in (8) derives from a predicate
nominal with an empty noun whose value is determined by the context.

Both Cresswell's analysis and the classical transformational
analysis assumes that adjectives have a single source. Even if we
exclude mon-predicating adjectives, this assumption is open to question.
Interesting evidence against it ig presented in Siegel (1976)+ She
notes that Russian adjectives have a short and a long form., Both can
appear in predicative position, but only the latter cam appear in
attributive position. Siegel argues that short form adjectives
originate as predicates and lomg form adjectives as noun modifiers.
Part of her evidence is a semanti¢ contrast between the two when they
appear in predicative position. In this position, the short form has an
abgolute meaning, whereas the hmé form has a relative meaning. The
following illustrate. |

(9) Studentka uma

*(The) student (is) intelligent!

]

(10) studentka wmaja !
*(The) student (is) mt;uzmt'

(9) means that the student ig tnti?nigmt in gemeraly absolute terms.

(10) means that she is mullim:: compared with other students. I1f

short form adjectives represent éndi.utu and long forms noun modifiers,

this is quite natural. wms will originate as a predicate, while

umaja will derive from a predigcate nominal in much the same way as

Cresswell suggests laxge in (8) does. The contrast between (9) and

(10) suggests quite strongly, them, that Russian adjectives at least have
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more than one source, even when non-predicating adjectives are
excluded.
1f Rugsian adjectives can represent both predicates and noun-
modifiers, it is possible that English adjectives can too. If one
makes thig assumption, one need not necessarily assume that the two
types have the same distribution as they appear to have in Russian,
In particular; one need not assume that surface attributives can only
represent noun modifiers. Jackendeff (1972) suggests that attributive
adjectives should be generated in their surface position. He suggests; ‘
however, that prenominal participles derive through whiz-deletion
and adjective shift. If prenominal participles are derived in this
way, it is @t least possible that -ordinary attributive adjectives should
be also. This is particularly plausible for attributive adjectives
whose meanings, unlike those of lgrge and small, are not bound up with
the meanings of the nouns they quilify. 1 think,; theny that it is
likely that attributive adjceeivez; can yepresent noun modifiers. I
think, however, that it is also H:.kaly that many can represent predicates.
In what follows, I will assume thgt they all cam, apart from non-
predicating adjectives. This u;impt:wn is not crucial, however. My
proposals will not require any ujjor recasting, if it turns out to be
untenable. |
1 want now to say something sbout adverbs, in particular about
manner adverbs. Follewing Dik (l:??lf). I take mamner advarbs to have
three main c.hafaeteristies. Firs’i-tly, they characterize the manner in
which an activity is carried out or & process goes on. Secondly,
they are questiomed with how. Finally, they can be paraphrased with
expressions of the form in 8 ... manner. A typical manner adverb is

caxefully tn (11),
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(11) Jim drove carefully.

A number of analyses seem plausible for such adverbs. One might suggest
that they originate in subordinate clausee; so that (11) derives from
something like John drove in a memner which was careful. Guch an
analysie is considered but rejected im Kuroda (1970). Alternatively,
one might suggest, as Kuroda does, that they eoriginate in higher
clauges, so that (11) derives from something like The manner in which
Jim drove was careful, Finally, one might suggest, with Dik, that they

originate in conjoined sentencess On thig proposaly (11) would derive

from something like J as careful,

All three analypes assume that mamner adverbs originate as adjectives.
This asgumption ig by no means n§cessa:y. bewever. In part, perhaps,
its acceptance stemg from the viéﬁ that the categories of underlying
stuucture should be essentially ﬁhose of stendard predicate logics The
work of Cresswell and Montague l}aws that this view need not be
accepted, it ie arguable that éheir work involves an unjustifiable
proliferation of catesprleaoi i think, however, that it shows that

it is quite reasonsable to suppoéa that the categories of underlying
structure neced not be restricte; to those of standard predicate logic.
We have peen that it is quite likaly that we should recognize a class of
noun modifiers. It is pelniblefthat we should also recognize a class of

predicate modifiers, and that manner adverbe are members of this class.

I

1. As Dowty (19761229) puts it, Montague grammar "allows ug to multiply
syntactic categories at will, e..whereas generative semantics has
historically been quite parsimonious in the grammatical categories

it admite, Montague grammar seeme destined to postulate a plethora

of them?, The same is true ¢f Cresswell's framework,
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Ii we do assume that manner adverbs ave predicate modifiers, we
can still assume more abstract sources for other -ly adverbs. Following
Schyeiber (1971), for example, we might suggest that a modal adverb
like possibly originates in a structure like (12), and a factive adverb
like unfortunstely in a structure like (13).

(iZ) s be possible

(13) 8 and 5 be unfortunate
Following Dik, we might suggest that an adverb like willingly originates
in a structure of the following form.

(14) 5 and NP be willing §
Finally, with Anderson (1975)y we might suggest that carefully in
sentences like (15), whexe it does not have a manner reading, eriginates
in & structure like (16).

(15) Sam carefully changed his position.

{16) 5 and & be careful of NP
As Lakoff (1573b) points out, dexiving nonemanner adverbs from structures
iavolving complements helds out the prospect of a natural account of
the ambiguities of scope and opacity associated with them. I1f manner
adverbs axe predicate modifiers, there should be mo such ambiguities
associated with thems 1 have not lwiu_d at the matter at all closely,
but it seems to me that this may well be the case.

There may well Le a second glass of predicate modifiers. Notice
that we have expressions like the following.

(17) extremely dangerous :

(18) exceptionally talented

(19) highly controvergial
Whereas manner adverbs cam be paraphrased with expressions of the form
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in a .. emanner, the adverbs herq; can be paraphrased with expressions of
the form to & ...extent. Thus, '3(17) can be paraphrased as dangerous
Lo an extreme extent., We atgh§ theny; call them extent adverbs. If
manner adverbs are predicate mpdifiers, it seems reasonable to suggest
that extent adverbs are also. A possible problem arises from the

fact that extent adverbs can modify attributive adjectives as well as
predicatives. If some attributive adjectives cam only represent noun
modifiers, we will have to gay that extemt adverbs are noun modifier
modifers as well as predicabe modifiers. Perhaps this is a reason for
thinking that all attributive adjectives, except non-predicating
adjectives, can represent predicates,

While there ave problems about details, 1 think it is quite
plausible to suggest that beth msmmer adverbs and extent adverbs are
predicate modifiers. This proposal is mot crucial, however. What
follows is compatible with warious alternatives. It is not necessary,
then, to discuss it any iutﬁur.

11.2+ Equatives and Comparatives

Having considered a number of general questions about the grammar
of adjectives, 1 will now develop an analysis of equatives and come
paratives. As will become apparent in the next chaptex, the former
are particularly important for the analysis of adjectival and adverbial
anaphora.

We can begin with simple predicative equatives like that in (1).

(1) Mary is as tall as Helen.
I think it is plausible to derive this from something like (2).



274

(2) s

Mary be tall to the exteat S

Helen be tell to x
An alternative realization of (2) 1z (3).
(3) Mary is tall to the extemt that Helen is.
Thig ig presumably the result of relstive deletion amd VP-deletion. (1)
obviously involves additionsal rules., A natural suggestion ie that it
involves the preposing of to the extent snd its realization as 2s. Notice,
however, that to the extent is not a constituent. The crucial structure

ie something like (4),

(4) 12
/\_\
P NP
| s
Det N
x _ x

extent Helen be tall to x

1f we assume with Schwartz (1972) that only constituents can be moved,
£o the extent cammot be fronteds The most plausible solution, I think,
is to assume that the whole of (4) is preposed and the relative clause
subsequently extraposed. 1 will call the preposing rule 'extent phrase
fronting?s 1 assume that it is also.involved in the derivation of
(5) and (6). |

(5) Maxy is nune foot tall,

(6) How tall is Maxy?
In these cases; there is no subsequent extraposition. Two further
rules are needed for the derivation of (1). Ome will introduce the

complementizer as into. the relative clause, The other will deleve
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the be in the relative clause. The latter, of course, is optiomal.
Equatives also appear in attributive position, of coursey; as (7)
illustrates.
(7) Maxy is as tall a girl as Helen,
1f atetributive adjectives can vepresent predicates, (7) might derive from
gomething like (8).

(8) gt

Mary be a girlx‘§i

x be tall te the exten/

Helen be a girl S

z be tall to y

The devrivation will naturally be quite complex. Whiz deletion and

3, On 82. extent phrase fronting will

apply with subsequent extraposition of 83. Then, on 81. whiz deletion

adjective shift will apply ou §

and adjective shift will apply again, On the most obvious formulation
of adjective shift, 83 will be fronted along with as tall. Presumably,
the extraposition rule that we have proposed will move it back to its
original position. Once it has applied; another fronting rul¢ will
pesition gs tall in front of the indefinite determiner, The derivation
of (7) also involves considerable deletion. All the material after
Helen is deleted. As before, of course, the deletion of be is optional.
We can now turn to sentences like (9).
(9) Sara has as many books as Sam.
1 think it ie plausible to derive this from something like (10),



276

(10) 8
b4
| v/\n
Sera \ ¥ e SR T T U
Det N
have t AT T e PR 1 TR,
R PP
) //H_h__h“'"--. //\
N b P NP
mlllbot H\ I ‘
x be large to the thy___ of books

/\

mhwanuber 8 of books

z be large to y

From thisy (11) will derive in a fairly straightforward way.

(11) sara has as large a number of books as Sam.
We suggested earlier that many derives from a large number. We can
account for the appearance of many in (9), if we assume that equative
fronting is accomplished by two ruless one fromting as, the other
fronting the adjective. Once the first rule has applied to (11),
we will have gg a large number. This can be realized as as many.

Broadly similar to (9) is (12).

{12) Sara has as much sugar as Sam.
We can derive this from something like (13).



(13) 8
e o,
7 e
sare | e S e v
: H
Mg s g SR
N PP
a 3 T At / N
N, s P NP
| T AR N o F | |
amount _ P s of sugar

% be large to tluum:,’i

/ A

\
Sam have a smount § of sugar
\

z be large to y

A fairly straightforward realization of (13) is (14).

(14) Sara has as laigc an amount of sugar as Sam.
it seems quite likely that much in a sentence like (15) should derive
from a large smount.

(15) Much beer was drunk.
if equatives are fromted in two stagesy it can have the same source in
(12).

Also quite like (9) is (16).°

(16) sara likes honey as much as Same
We can derxive this from something like (17).

2. (16) is in fact ambiguous, meaning either (i) or (ii).
(1) sara likes honey as much as Sam likes homey.
(ii) sara likes honey as much as she likes Sam.

1 am concerned here with the former meaning.



278

(17) 5
.«-/ H—H;'ﬁ“‘\..
2} VP
oy
4 = /ﬂf e
Sara ! l ; " :
like honey 1 m{ “\\_"
to el
Na BH
a | ~Lf
extent \

i'belu;outheumeyj

i e

e ——

5; like honey to an extent
i
2 be laxge to y

E
A

A straightforward realization of (17) is the rather ummatural (18).
{18) Sara likes homey to as large an extent as Sam.
If we assume that much can derive from a large extent as well as from
2 large asmount, the devivation of (16) will be quite straightforward.
1 think that this approach to equatives is quite promising. What
I want to show mow is that it can be extended in a quite natural way to
cover comparatives. We need just two additional rules to handle
comparatives. We will see in the mext section that one of them is
needed independently.
We can begin with simple predicative comparatives like that in
(19).
(19) Mary is taller than Helen.
1 want to suggest that this derives from something like (20).
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(20) 8

s \2

Mary be tall to an extent §

//\3

X -exr the lxun&y s

ﬁolm be tall to y

-e¢r here is a predicate meaning 'exceeds' or 'is greater than's 1 am
representing it this way because I am primarily intervested in its
role as the source of the comparative suffix. 1f we assume that it
can also be realized as exceeds, (21) will be an alternative realization
of (20).

(21) Mary is tall to an extent which exceeds the extent to which

Helen is tall,

This will have a quite simple derivation. The derivation of (19) will
be moxe complex. 1 would suggest that there is a rule that deletes

the extent on 32
shift can apply on st o produce the phrase to am -er extent. I would

« When this has applied, whiz deletion and adjective

suggesty then, that this is realized as the comparative suffix. The
rule that effects this is our gecond new rule.

As well as simple comparatives like taller, we have complex
comparatives formed with more. (22) illustrates.

(22) Mary is more intelligent than Helen.
One might suggest that this derives from a structure just like (20)
but with intelligent in place of tall. To derive it from such a
structure, one would have to assume that an ~er extent can be preposed
by extent phrase fronting and realized as more. This is not obviously
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unreasonable, I want to propose, however, that (22) derives from a
more complex structure than (20). Specifically, 1 want to propose
that it derives from (23).

(23) /s”
T
Rt \

Huy be intelligent to an extent, S

x hc hrse to m/z!/

y =er the extent S

//’/ \

!!nlen be intelligent to an extent s

ki

w be large to z

1 assume that the extent is deleted om §°, and that whiz deletion,

adjective shift and comparative formation apply on sz to preduce
lexger. Then, on 8", whiz deletion and adjective shift can apply to
produce the phrase to a larger extent. I suggest that it is this
phrase that is preposed by extent phrase fronting and realized as
moxe. The reason for assuming such a derivation is that it allows
us to claim that more, like mamy and much, always reflects an under-
lying predicate of quantity., 1 assume that a structure like (20) but
with intelligent in place of tall is perfectly well-formed., Its
natural realization is (24).

{24) * Mary is intelligenter than Helen.
1 assume that this is ruled out by an output conditiem.

Comparatives also appear in attributive position, of course.
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Parallel to (19) and (22), we have {25) and (26).

(25) Mary is a taller girl than Helen.

(26) Mary is a move intelligent girl than Helen.

These will derive from structures that ave related to (20) and (23) in
just the same way as (8) is related to (2). Notice that attributive
comparatives, unlike attributive equatives, follow the determiner, like
simple attributive adjectives.

Notice mow that parallel to (9)y (12) and (16) we have the following.

(27) sara has moxe books than Sam.

(28) Sara has more sugar than Sam.

(29) sara likes honey more than Sam.

We can derive these from gtructures like (10), (13); and (17), but
containing the comparative predicate -ex. In all three cases, more
will reflect an underlying large. This suggests quite strongly that it
should in (22). Altermative rvealizations of the structures underlying
€27) = (29) will be the following.

(30) sara has a larger number of books than Sam.

(31) Sara has a larger amount of sugar than Sam,

(32) sara likes honey to a larger extent tham Sam.

(32), like (18); is rather unnatural.

I think it ig fairly clear that we can provide a quite natural
account of comparatives. I want now to take a brief look at some
equatives and comparatives that are not oftem discussed.

Notice firstly that parallel to (9) we have (33).

(33) sara has as few books as Same
it is natural to derive this from a structure just like (10), but with
small in place of large. (34) will derive from the same structure.
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(34) sara has as small a number of books as Sam.
it seems quite likely that g few im a sentence like (35) should derive
from a_small number.
(35) A few books were reed.
1t is mot surprising, them, that few shows up in (33):° Notiee now
that parallel to (27) we have (36). :
(36} Bara has less books than Sam,
We can derive this from a structure like that umderlying (27), but
with gmell in place of large. (37) will derive from the same structure,
(37) Sara has a smaller number of books than Sam.
Notice mext that parallel to (12) and (28) we have (38) and (39).
(38)' Sara has as little sugar as Sam.
(39) sara has less sﬁsar then Sam,
We can derive these from structures just like those underlying (12) and
(28), (40) and (41) will dexive from the seme structures.
(40) Sara has as gmell an amount of sugar as Sems
{41) Sera has a smaller amownt of sugar than Sam,
It ig naturel to suggest that a little in 2 sentence like (42) derives
from 2 _small amount.
(42) A little beer was drunk,
1t is not teo surprisimg, them, that little appears in (38), Just as
(38) and (39) parallel (12) and (28), so (43) and (44) parallel (16)
and (29).

- o ow e W W

3+ The situation, however, is more complex than with many and as many,
because we have a few mot few. few meang 'not many's It is possible
that gs few should have gg @ few as its immediate source., Similar

remarks apply to a little end as little.



(43) Sera likes homey as little as Sam.

(44) Sara likes honey less than Sem.
Clearly, we can derive these from structuves like those underxlying
(16) and (29). DNotice finally that pavallel to (22) we have (45).

(45) Mary is less intelligent tham Helen.
Obviously, we can devive this from a structure just like (23). It
seemsy them, that we can handle t.luag constructions quite naturally.
i think, then, that they provide significant support for the analysis
1 am developing.

1 want now to compare sentences like (7) with sentences like (46).

(46) Mary is a gir] as tall as Helem.
An important fact sbout (7) is that it implies that Helea is a girl.
This is shown by the deviemce that results if Helen is replaced by a
man?s name., Congider, for example, (47).

(47) * Maxy is as tall a girl as Jim,
The souxce I have proposed for (7), i.e. (8), captures this implication
quite naturally. Notice now that (46) does not imply that Helem is a
girl. (48) is quite scceptable.

(48) Maxy is a givl as tall as Jim,
Clearly, then, (46) must have a different source from (7). Something
like {49) seems appropriate.

(49) s
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Clearly, this does not imply that Jim is a girl, We will need some kind
of global comstraint to emsure that (7) cam only derive from (8) and
not from (49). We might suggest a constraint on adjective shift. 1
will not purswe this matter, however., 1 sinply want to note that
comparatives are just like equatives here. (50) differs from (25)
in just the same way as (46) diffexrs fxom (7).

(50) Mary is a girl taller than Helen.
While (51) is deviant, (52) is quite acceptable.

(51) * Mary is a taller givl than Jim,

{52) Maxry is a girl taller tham Jim.
Thus, while (25) derives from a gtructure like (8), (50) will derive
from a structure like (49).

1 have now sketched the main components of an analysis of equatives
and comparatives. Shortly, I will compare this analysis with the
main alternatives. First, however, I want to say something about the

gramay of the same.

11.3, A Note on the same
The grammar of the same has received little attentions In particu-

lar, it has generally been ignored in accounts of equatives and
comparatives. There are, however, important similarities between the
Same and equatives and comparatives. It is important, then, to say
semething about it.

in some ways, the game is like gimilar and different. All three
may be either transitive or intramsitive in surface structure. in
the latter case, the subject must be semantically plural. It must,
that is, be either a conjoined NP or & simple plural. The possi-
bilities ave illustrated in (1), (2); and (3).
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the same as
(1) Alaric is{similar to Theodoric.
different from
: the same
(2) Alaric and Theodoric are | similar
different
the sane
(3) The Goths are all {ahﬂu }
different
One might assume, with Lakoff and Peters (1969), that sentences like
(2) and (3) are basic, and that sentences like (1) derive from sentences
like (2) through a rule of conjunct movement. Such a treatment runs
into a number of problems, however. (See, for example, Anderson,
1973b,) It is more plausible, then, to assume that sentences like (1)
are basic, and that sentences like (2) and (3) derive from the reeciprocal
sentences in (4) and (5).
the same as
{4) Alaric and Theodoric m{tmﬂum }tuhoth-r.
different from)
the same as

{5) The Goths are ail {limihx to }anh otherx.
different from

in other waysy the ssme differs from gimiler end differemt. It differs
obviously in the presence of the. It differs elso in that it cam be
followed not omnly by nouns but also by various other comstituénts.

The following illustrate.

; - (the same as
(6) Alavic is /% gimilar to }Mﬂc ise
* different from

the game as
(7) The weather is /% gimilar to } it was last year,
# different from
the same as
(8) The situstiom isg {* gimilar to ]jwl expected.
* different £rom
Here, the same is like equatives and comparatives, as the fellowing

illustrate.
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(9) Alaric is {::liiilﬂ?m} Theodoric ise

(10) The weather ig {::tg::dl '! . } it was last year,

(11) The situation is | ::rl::dl ?' }we expected.

It seems, then, that the same has quite peculiar properties.

How are we to account for these properties? I want to begin by
looking at sentences like (12).

{12) Alaric has the same problem as Theodoric.
Here, we have an ovdinary NPy so the presence of the is no problem.
1 want to suggest that (12) derives from gomething like (13), where
Same is & predicate of identity.

(1 B e

—

Alaric have a mbln‘ s
/'/“‘-“-

/ "x..\\s

% same the problem §

} \\,\

Theodoric have y

2"

The derivation will be quite simple. On sz, relative deletion will
apply snd the problem will be deleted by the rule that deletes the

extent in the derivation of comparatives. Then, on sl. whiz deletion

and adjective shift will apply to give the same problem. At some
pointy of course, the second have must be deleted. a must also be
changed to the. It seems; then, that we can account for semtences
like (12) quite simply, What now of sentences like (14)7

{14) Alaric is the same as Theodoric.
One way to account for the presence of the here is to claim that the
Ssame i an NP. This is what I want to claim. Move precisely, I want
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to claim that the same derives from W'4 Since (15) is
rather doubtful, this might seem rather ad hoc.

(15) ? Alaric is the same thing as Theodorig.
Notice, however, that both (16) and (17) are quite acceptable,

(16) Alaric did the same as Theodoric.

(17) Alaric did the same thing as Theodoric.
I think, then, that it is gquite natural to assume that the same derives
from the same thing.

It seems; then, that our account of equatives and comparatives
provides the basis of a quite natural account of the grammar of the

same. I think that this provides further support for it.

11.4. Some Comparisons

1 want now to comsider the main alternatives to the analysis 1
have developed here. I will consider the approaches of Postal (1974b),
Seuren (1973); and Bresnan (1973). 1 will argue that none of them
is as promising as the present approach.

Postal sketches an analysis of equatives and comparatives in the
course of an iavestigatiom of ambiguities like those in (1) and (2).

(1) Jim believes he is tailer than he is.

(2) Jin doesn't believe he is as tall as he is.
(1) can mean that Jim believes & contradiction oxr that he believes he
is taller than he in fact iss (2) cen mean that Jim doesn't believe
a tautology cr that he doesn't believe he is as tall as he actually
is. Postal develops an analysis in which (3) and (4) will derive frem
something like (5) and (6).

(3) Jim is taller than Sam.

(4) Jim is as tall as Sam.

4, An altermative, as James Thorme has pointed out to me, is %o assume

that the same is an NP with an empty head noun,



(5) s
PR R o IO
v NP NP
| /\ A
MORE x 3 y s_\\
Jin be tall to x Sam be tall to y
(6) 8
SR S H‘_________“_

LA
PO

Jnnhcuuua Samhohut.oy

MORE here is a predicate of comparison, SAME is a predicate of identity,
and the variables are understood to range over -xmu.s Postalt's
approach differs from mine in three obvious ways. Firstlyy he assumes
that equatives involve a predicate of identity., Secondly,; he assumes
that the predicate of identity and the predicate of comparison ave
5« Somewhat similar to Postal's approach is the approach of Cresswell
(1976)« In his categorial grammar fxramework, the predicates of
comparison and identity are members of the category <(0;{0,1)5<041)),
the category of symbols that take twe one place predicates to form a
sentences (3), for him, would derive fxom mﬁhina like (1).

(1) (OxJin tallye)x)) er than (Ax{Sam tallya)x))

This formula incorporates his view that predicative adjectives are
underlyingly attributive, Also somewhat similax, it seems to me, is
the approach of Bartsch and Venneman (1972)s For themy (3) would derive
from something like (ii).

(ii) Fu(Jim) > F3(Sam)

E? is a measure function for tallness, and > means 'is greater tham'.



main predicates. Thirdly, he assumes predicate first order, The third
point is not an esgential feature of Postal's analysis, but the other
two are. 1 will argue in the next chapter against the view that
equatives involve a predicate of identity. Howevery, even if they do
involve such a predicate, there are arguments against the view that it
and the predicate of comparison are main predicates.

The main reason for rejecting this view is that it involves un-
necesgarily abstract underlying structures and otherwise unnecessary
lowering rules. Postaly in facty postulates two lowering rules. The
assumption that MORE and SAME are main predicates is central to
Postal's account of smbiguities like those in (1) and (2). In Postal's
systemy, (1) can derive from either (7) or (8).

(7) /s\
TR e
v NP wp
MORE x ax y S 7
/ i O :-/\ St
he be tall to x he be tall to y
(8) 2
P gt
V NP

B P

Jim believe 5 he be tall to y

Big

he be tall o x

These capture the two readings of (1) quite adequately. So, however,
do the following, which are natural sources for (1) in the analysis 1
bhave developed.
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(9) 8

SN

/’/ . .
S
s 1eve/§\

56 be tall % an extent, §

e e

x =er the ut.enty S

i

\
11 to y

he be ta
(10) 5

Jim believe S the extent, §

hebetalltcnutmtzs he be tall to ¥y

VAN

£ =er X

it seems, them, that we can account for the crucial ambiguities without

aspuming that MORE and SAME are maiu prcdiuua.6

Ge There is a problem, howevery, in the derivation of (1) from (10).
1 have suggested that the extent is deleted on the -gx cycle in the
derivation of comperatives, Howevery if NP-lowering is cyelic, the
extent will not be present on this cycle in the derivation of (1) from
(10). Thig could mean that NP-lowering is precyclic ox that deletion

of the extent is pestcyclice



291

Interesting evidence against Postal's analysis is presented in
Reinhart (1974). She notes that there are ambiguities which his
system cannot handle adequately. She considers, for example, (11).

(11) Her headache prevented Roga from answering more questioms

than she did, '
in Postal's system, the obvious source for the natural reading of (11)
is something like (12).

(12) MORE x (her headache prevent (R amswer x questioms)) y (R

aagwer y questions)
This means, however, that the number of questions that her headache
preventad Rosa fxom angwering exceeded the number that she angwered.
This is not the natural zreading of (ll). lotice now that in the analysis
1 have developed (11) can derive from something like (13).

-]
a L B

s__ el HP
//o\\__”_‘.m‘\“‘bﬂ true of /

/

Sorw”emzs the ex mt,s

'__H_,__,—f'/ﬁ\_""a /

- /
...-’/

R answer a number § o£ quntsm i ansver a nunber S nf quuuoaa
b

v be large to y

l be large to an extent S

A

W =8y X

Here, the predicate of comperisen is within the scope of prevemt. A
little reflection suggests, 1 think, that this captures the natural
meaning of (11) quite adequately. 1t seems, then, that the snalysis



1 have developed can handle the crucial ambiguities rather better
than Postal's,

I can turn now to Seuren's analysise Like Postaly; Seuren assumes
considerably more abstract structures than those I have proposeds I
will argue that this abstractness has no advantagese

Seuren only considers comparatives. His analysis, however, can
be extended in a quite natural way to cover equativese He suggests, as
a first approximation, that a comparative like (13) derives from
something like (14)s’

{13) Jobtm is taller tham Bille

(14) 5
/ . j i __‘_-____-_'_""—-——
| 9
s
for some e e R,
8 and 8
/HHH‘"‘*--.

b //\\

be tall to e Bill

& here is a variable ranging over extents. Given such a source for
(13), the natural source for an equative like (15) is something like (16).
7. Seuren subsequently proposes a more complex analysis accordiag to
which (13) will derive from something like (i)e
(1) Je(the £(f is an extent & John is tall to £) is great to ¢ &
not (the g(g is an extent & Bill is tall to g) is great to e))
My remarks apply equally to this analysise
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(15) John is as tall as Bill.

(16) §
- --—-"""'_'_r-._- . —
TRl o —
v Hi?
8
for some e Po o

P,
& and 8
s B
/’//// -~ H\

be tall to e Johm be tall to e Bill

The central feature of Seuren's smalysis is that he assumes,
following Ross (1969a), that comparatives involve an underlying negative,
He suggests that this explains the fact that tham clauses constitute
a negative environment. There are two ways im which than clauses
constitute a negative envivonment, On the one hand, they prohibit
elements that canmot occur in negative contexts. On the other hand,
they allow elements that can only occur in negative contexts. A number
of items that are impossible in negative contexts arve illustrated in
the following.

(17) *# I haven't already eaten too much.

(18) # I wouldn't rather be at home,

(19) # He didn't do pretty well in the exam,

(30) # John doesn't still play golf,

All these itemg ave impossible inm than clauses, as the following shows

(21) * He has got more support than you already have.

(22) * He carries more tham I would rathex do.

€23) * Bill runs slower than 1 would pretty much like to.

(24) * John can afford less books than he still wants to buy.

A number of items that can only occur in negative contexts are illus-
trated in (25) « (28)s All the items cam occur in than clauses, as
(29) « (32) show.



* will

wmatt }MM leaving a number.

(25) Bob{

ol {:o:::ecm} to gos

(27) You {:;gft} leave.

(28) 1{::,':} besy the sowsd of hay veies,

(29) That's move than he will bother thinking of.

{30) The fifth glass was move than 1 cared to drink.

(31) John zuns faster than he need rumn.

(32) The sound of her voice was more than I could bear.
Given such data, Seuren's analysis seemg quite plausible. Notice,
however, that as clauses seem to constitute & negative enviromment
in just the same way as than clauses. The following illustrate.

(33) * He has got as much support as you already have.

(34) * He carvies as much as I would rather do.

(35) #* Bill runs as slow as I would pretty much like to.

(36) * John can afford as fow books as he still wants to buy.

(37) That's as much as he will bother thinking of.

(38) The fifth glass was as much as I cared to drink.

(39) John runs as fast as he need rum.

(40) The sound of hex voice was as much as 1 could bear,
Clearly, the negative character of as clauses is not the result of an
underlying negative., There is no reason, then, te assume that the
negative character of than clauses is.

A second advantage that Seurem claimg for his analysis is an
ability to account for an ambiguity in sentences like (41).

{41) Planes ue. safer now than thirty years agoe
He suggests that this is ambiguous between (42) and (43).
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(42) For every plane there is an extent to which it is safe now,
but was not thirty years ago.
(43) There is an extent such that every plane is safe to that
extent now but thirty years age every plane was not safe
to that extent,
In Seuren's system, these two readings can be represented as (44) and
(45).
(44) vx Je (now x is safe to e & not thirty years ago x was safe
to e)
(45) Je (now Vx (x is safe to e) & not thirty years ago Vy (¥
was safe to e))
Seuren is mistekeny however, im thinking that (43) is a possible
reading of (41). (41) cannot imply that there is a single extent such
that every plane is safe to that extents It camnot imply that all
planes are equally safe. But this is exactly what (43) implies. 1
would suggest that the ambiguity in (41) is @& matter of the inter
pretation of the subject NP. It can be interxpreted distributively
or collectively, 1In the former case, (41) means (46)s In the latter,
it means (47).
(46) Every plane is safer now than it was thirty years ago.
(47) Planes as a class are safer mow than they were thirty
years ago.
1 suggested how the distributive collective ambiguity should be
handled in chapter 4, My proposal may or may not be corrects I think
it is cleaxr, however, that (41) provides no support for Seuren's

analysis.



1 can now congider Bresnan's proposalss Bresnan provides a wide.
ranging discusgion, considering not only equatives and comparatives,
but also the grammer of too and emoughe I have been influenced quite
considerably by this discussion in developing the proposals of this
chapter and the nexte. Bresnan's mlnu'huj nunber of arbitrary
featurese I think 't!'ue, if thege features were eliminateds the result
would be an amalysis quite like mines

For Bresnan, an equative sentence like (43) will derive from
something like (49).

(48) Jim is as old as Same

(49) 8
— ’/\
X2 /’/vrh
] e @
Jinm ‘ f’g A
be 73 AP
|
QP
e
Det Q
P S |

The corresponding comparative sentence (50) will devive ﬁuﬁ semething
like (51).
(50) Jim is older than Same



(s1) 5
w w
s B
be [ T
@ |
SIS }
Det Q ‘
N |
-8y ._ musch old

: : than Sam be x much old
A sentence nh {52) with an ativibutive equative will derive from
something like(53)s _

(52) Jim is as old & man as Sams

(33) fl_

Jh ! --"I""H_-\\_\
be v WP

? AP Det N

i 5

o> I a uln

umbexmholdam

(54), with the corresponding comparative, will have a similar sourcee
(54) Jim is an older mam than Sams
One vather arbitrvary feature of Dresmnant's analysis is her gemerate
don of adjectives as left uh_m of Ptss Adjectives do, of course,
appear im this position. Bquatives are the obvious example. They
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are the exception, however, mot the rule, 1t is much more plausible,
then, to gemerate attributive adjectives as left sistexs of nouns

or to derive them from relative clauses, 1 suggested earlier that
they may well have both sources,

A second rather arbitrary feature of Bresnan's analysis is her
treatment of as and ~er as detemminers of quantifier phrases. To
treat them in this way is to claim that their role in a quantifier
phrase is like that of the articles in an NP. There is some trxuth
to this claim where 8 is concernmed. While its semantic role is
quite diffevent from that of the articles, its position is parallel
to theirs. There is no truth to the claim, however, where -er is
concerned. MNeithex in its semantic role mor in its surface position
is it like the articles. Thusy while there is some basis for calling
as a deteminery it is quite arbitrary to label -er this way. If one
accepts thisy, ome will look for an altermative analysis of -ex. The
obvious alternative is to treat -er as the reflection of an underlying
predicate of comparisomn. If one does, of course, ome will have to
revige Bresnan's conception of a quantifier phrase. The result is
likely to be an amalysis of comparatives quite like that I have
advanced,

1 think, then, that the analysis I have developed is preferable
to the three main altewmatives. Bresnan's analysis is the most
interesting of these alternatives. Unlike Postal and Seureny she
congiders some of the phenomena with which I will be concermed in the
next chapter, 1 will be referrving to her proposals agsin, therefore.



CHAPTER 12
ADJECTIVES AND ADVERBS IN ANAPHORA

1 can now consider adjectival and adverbial amaphora, My main
concern will be with so and such. I will also comsider the expression
likc shat, and then and there. The velevance of the discussion of the
last chapter will soon become apparent.

12.1. so

80 has a variety of uses, a nuumber of which will be considered in
this thesis. Meve, I am primarily concerned with the use that is
exemplified in sentences like the following.

(1) Eve is irritable, and she has been so for weeks.

(2) steve filled in the form carefully, and he'd do it so again.
In (1), we can say that go is a pro-adjective, and that irxitable
is its antecedent. In (2), we can say that it is a pro-adverb with
carefully as its antecedent.

We should note at the outset that this use is subject to a variety
of restrictions., In the present context, they are not too important,
it is necessary, however, to say something about them, A general
obgervation made by Bolinger (1972) is that pro-adjective and pro-
adverb go are most acceptable in 'indefinite' contexts. He notes,
however, that 'the condition of indefiniteness takes subtle forms
that are extremely difficult to define's One thing the condition
means is that so is acceptable with abstract antecedents, but un=-
acceptable with concrete ones. The following illustrate.

(3) I thought it acceptabley but he didn't think it so.
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(4) 1£ you thought the questions could be answered courteously,
why didn't you angwer them go?
(5) * 1 thought it selid, but he dida't think it go.
(€) * If you thought the questions could be answered mechanically,
why didn't you angwer them go?
The condition also means that sg is better with an adverb of result
than with a gimple mannexr adverb, as the following show.
(7) I waz asked to draw them clearly, amnd 1 did my best to draw
them 5o.
{8) * 1 was asked to draw them manually, and I did my best to
draw them so.
Notice also that go is better with em abstract verb like gonsider
than with a emreﬁ one like xepresent.

(9) Were the tools sharp? Ho{:m;:;:::ﬁ“d} them soe

Another restriction noted by Bolimger is that so is better following
a pronoun than following a noun. The following illustrate.
(10) If you thought that everything should be handled carefully,

why didn't you hmdh{ so?

* the cargo

(11) When your boss wants things orderly, it is a good idea

to keep {. your ‘“k}uo.

One further restriction is that g0 is wnacceptable in simple sentences
with contrasting subjects. (12) illustrates.

(12) *# Eve is irrvitable, and Steve is so too.
I have no doubt that there arec other restrictions besides these. In
the present context, however, they are not of crucial importamce. What
is important is the gource of this go.

What, then, is the source of this go? Ome propesal that might
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be advanced is that it is introduced by a rule that substitutes it for
the second occurrence of & suitable adjective or adverb. This rule
would, of course, be like pronominalization. Just as the existence of
non-anaphoric promouns argues Wt pronominalization, so the fact
that this go has a non-anaphoric use argues againet such a rule. The
non-anaphoric use is seen in sentences like (13).

(13) You tie the ends together so.
it is also, 1 think, seen in sentences like (14),

(14) it go reflects the light that the rays are gathered to one

point.
Clearly, these gos cannet be iatroduced by the propesed rule. A
propenent of the rule must claimy then, that there is a basic difference
between the anaphoric and nonw-anaphoric uses of go. Intuitively, h
however, there iz no such difference. Another problem with this
.ppioach is that it does not explain why so is both a pro-adjective
and a pro-adverbs, It simply treats thig as a brute facts As we will
seey, it ig not at all a brute fact.

1 think it is clear that this approach is untemable. What I want
to suggesi, them, is that go derives from im that way. The most
obvious evidence for this suggestion is that se can gemerally be
replaced by in that way or that way. Further support comes from
comparisons with how. how is a question word for both adjectives and
adverbsy as the following illustrate.

(15) How mas Paris? Paris was boring.

(16) How did Henry play? Henry played badly.
it is natural to derive how from in what way. This suggests quite
strongly, then, that so should also involve m underlying way. One
point that should be noted is that a mumber of unacceptable sentences
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congidered earlier become acceptable if go is weplaced by that way.
This suggests them, that go is a realization of in that way in a
restricted range of contexts.

The obvious question about this proposal iss how exactly is that
way interpreted? I want to suggest that its interpretation involves
the inferring of an antecedent, rvather like the interpretation of
certain sentential pronouns. Manner adverbs can generally be para-
phrased with a way phrase. In (2), carefully can be parvaphrased as
in a careful way, This is not so often possible with adjectives.
In (1), in an irritsble way is not a very natural paraphrase for
irritable. This need not be a problemy however. We can suggest
that the underlying element way has a broader meaning than the English
lexical itemy and that it is wealized not only as way, but also as
manner, state, and moed. We can then assume that, for any underlying
structure of the form in (17), there will be an equivalent wnderliying
structure of the form in (18).

(17) X Adj Y

{18) X in » way, (x be Adj), ¥

1 think, then, that it is quite reasonable to suggest that the antecedent
of that way is inferrved.

it is perhaps worth noting that a variety of anaphoric definite
descriptions seem to involve inferred antecedents. Consider, for
example, the following.

(19) Platypuses lay eggsy and spiny anteaters have that property

£o0.
{20) Harry is wented by the police, and Mary is in that position

Neither that property nox that position have antecedents in the preceding
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¢lauses We cany, however, infer (21) and (22) fyom the initial clauses
of (19) and (20).

{21) Platypuses have the propexty that they lay eggse

(22) Harry is in the position of being wanted by the police.
Here, we have antecedents for tha
alse the followings

€23) steve thinks the earth iz flat, and Sam suffers from that

delusion tooe

{24) steve bowled a full toss, and Sam made that mistske tooe
Heither that delusiom nor that migtake have antecedents in the preceding
clauses Clearly, bowever, extralinguistic facts allow us to infer
(25) and (26) from the initial clauses of (23) and (24).

{25) steve suffers from the delusion of thinking that the

earth is flat.

(26) Steve made the migtake of bowling a full toss.
Here, we have antecedents for that delugion and that mistake. xm
then, that semtences like (19), (20), (23) and (24) provide some
mmxwutwmﬂm- :

I have argued, thems that go can derive frvom in that waye I want
now to suggest that it can also derive from a simple gxtent phrases

| Sebasss
1. Singe peeple often disagree about the facts, sentences imveolving
this kind of inferemee will often be acceptable for some people, but
not for otherse (1) i1s acceptable for me, but not, I sssume, for
otherse

{1i) Steve thinks Callaghsm is & secialist, and Sam suffexrs frem

that delusion too. '

No doubt, there are also those for whem (23) is wnacceptables
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The clearest evidence comes from sentences like (27).

(27) Jim is so tall.
w'zr.h an appropriate gesture, (27) specifies John's height., It can be
paraphrased as (28).

(28) Jim is tall to this extent.
it is naturaly then, to suggest that it derives from something like
(28). 1t can be derived from such a source through the rule of extent
phrase fronting, proposed in the last chapter, We should note that
this go is fairly vestricted. It appears that it cannot be ﬁnd
anaphorically. To me at leasty, (29) is unacceptable.

(29) * Jim is six foot tall, and Steve is so tall tooe.
It becomes acceptable if so is replaced by that. 1In (27), it should be
noted, s0 can be replaced by this. Recall now that we have questions
like (30).

(30) How tall is Jim?
The obvious source for how in such sentences is to what extent. It
seems, then, that both go and how can involve an underlying way or am
underlying extent.

I think it is reasonable to suggest that so also derives from a
simple extent phrase in sentences like the following.

(31) He was hurrying so.

{32) it so reflects on his honour that he is unable to continue

in office.

There is a complication here, however. These sentences do not se much
specify an extent as indicate that a certain extent was remarkable.
In Bolingerts terms, they are tintensifying' rather than "identifyingt.
How this should be accounted for is not at all clear. It is possible

that it is a matter of conversational implicature, in the sense of
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Grice (1975), but this is by no means certain. We should also note
that these sentences lack corrvesponding how questions, In the following
how can only mean in what way.

(33) How does it reflect on his honour?

(34) How was he hurzying? |
In spite of these pointsy 1 think it is reasonable to suggest that so
derives fymm to the extent or to that extent in sentences like (31)
and (32). |

1t should be clear that the analysis 1 have proposed for (27)
relates it in & quite natural way to equative sentences like (35).

(35) Jim is as tall as Steve.
While go in (27) derives fyom a simple extent phrase, 8s.s.as Steve
in (35) derives from a complex extent phrase. Ome might think that
80 always derives from a simple extent phrase. This is not the case,
however., Notice that we have sentences like (36).

(36) Jim is not so tsll as Steve.
Here, the equative follows a negative. 1t seems that both gs and go
‘are possible in this context., It seems, them, that S0 can derive
from both a simple and a complex extent phrase. Ome might think that
this is also true of as, in view of sentences like (37).

(37) Jim is eix foot, and Steve is as tall,
I think, however, that as tall derives from as gall as Jim, Notice
that goo is impossible heve.

(38) * Jim is six foot, and Steve is as tall too.
it is possible, however, in (39), where that derives from a simple

sxtent phrase.
€39) Jim is six foot, and Steve is that tall toos
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1 conclude, then, that as can only derive from a complex extent phrase.
1 want now to argue against a quite plausible alternative to the
analysis of equatives that I developed in the last chapter. Om this
analysis, (35) will derive from something like (40),
(40) s

3 T N

S B

Pom, Ko

Jim be tall to the extent, S

,/“///N\\\\“\\\

étew be tall to x

Noticey, however, that (41), where same represents a predicate of identity

is just as plausible semantically.

(41) s
\

‘,/\‘““HH
Jhbeulltomutentzs
S

:;smtheu:cntys

G

ik

étevalnunall:on

1 assume that the derivation of (35) involves exteat phrase fromting
followed by the extraposition of the relative clause in the extent
phrase. After these rules have applied to (40), tall is preceded by

to the extent. On my enalysis, then, it is this phrase that is realized
as as. After these rules have applied to (41), Lall will be preceded

by to the seme extents On the alternative analysis, then, it is this
that is realized as as, If we assume that g0 in (36) has the same source
as as in (35), it will derive from the to the extent on my analysis,

and from to the seme extent on the alternative amalysiss 1 have
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4
suggested that so derives from to this extent in (27) and from to the
extent or to that extent in (31) and (32). Givea such an amalysis,

it is clearly preferable to derive it from to the extent in (36).
For this reason, theny 1 think my analysis of equatives is preferable
to one invelving a predicate of identitys

We have seen now that simple way phrases and extent phrases cam
be realized as so. We have also seen that complex extent phrases can
be realized as equatives. It is natural to ask what happens to complex
way phrases. Considexr, then, the following Qtructure.

(%2) . 8

One realization of this, derived through relative deletion and the
deletion of the two ins is (43).

(43) Jim is the way Steve ise
Another realization, 1 would suggesty is (44).

(44) Jim ig as Steve is,
In addition to the rules involved in (43), m- will invelve the
deletion of the way and the insevtion of ase 1f (43) and (44) derive
from (42), (46) and (47) will derive from (45).

(45) s

Jim /'/\\

<
Play in the way, 5
AN

/"/ \

Steve play in x




(4€) Jim played the way Steve played,

(47) Jim played as Steve playeds
A similar proposal is made in Rosg (1967).

I em guggesting, them, that adjectival end adverbial ag clauses
derive from complex way phrages just as equative asg clauses derive
frou complex extent phrasess If this is soy one would expeet the
foruer to have the same form as the lattere This seems to be the casa,
The following illustrate.

ag his father used to bes
(48) Jim is as angry/ as Mary saids
as we predicteds
as we expected him to bes
ag his father used to bes
(49) Jim 15{35 Mary saids

as wasg predicteds
as we expected him to be.

as wag predicted.

“as his father used to play-}
as we expected him to playe.

(50) Jim played Ial Mary saide

One would also expect them to be subject to the same vestrictionss An
important restriction on equative ag clauses (and compavative than
clauses) is that they cannot comtain negatives or factive verbs. The
following illustrate.

(51) * Jim was as angry as Steve wasn'ts

(52) * Jim wae &g igritable as we regretted,
Adjeetival and adverbial as clauses are also subject to this restriction,
ap the following showe

(53) * Jim was as Steve wasn't.

(54) ® Jim was as we regretted,

(55) * Jim played as Steve didn't play,.

(56) * Jim played as we regretted.
These parallels are what the present proposal leads us to expecte I

think, then, that they provide significant support for the proposale
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1 have suggested that the derivation of adjectival and adverbial
as clauses involves the deletion of the way and the insertion of as.
it is likely that the vule that deletes the way deletes other comsti-
tuents as well, Notice that we have pairs of sentences like the
following.

(57)a. Eve was angry when 1 talked to her.

be Eve was angry at the time when I talked to her.

(58)a. Steve was where he said he would be,

bs Steve was in the place where he said he would be.
it is matural to suggest that the a., sentences dexive from the b.
sentences. It is likely, then, that the rule that deletes the way
also deletes the time and the place. One difference between way
on the one hand and time and place on the other should be noted.
This is that a relative clause associated with way can only be intro-
duced by as if way is deleted, whereas relative clauses associated
with time and place can be introduced by whem and where whether the
head nouns are deleted or not. This restriction on as seems to
reflect a general restriction that as can only appear in relative
clauses which are no longer adjacent to their heads either as a
result of movement rules or as a result of delet.ian.z Equative as
clauses are relatives that have become separated from their heads,
while adjectival and adverbial as clauses are relatives whose heads
have been deleted.
2+ This is a necessary condition, but not a sufficient one. Ordinary
extraposed relatives cannot contain asy as (i) illustrates.

(i) * A givrl came in as was wearing a long red dress,

i -_.'1.-1

,._.M



310

I will return to adjectival and adverbial as clauses shortly.

Pirst, however, I want to take a look at such.

12.2. guch

Like go, such plays an important role in anaphora. This is
illustrated in a sentence like (1).

(1) Maxy is looking for a fat Italian, but ghe won't find such

an Italian here,
Roughly speaking, such here is & pro-adjective with fat as its
antecedent. 1t is fairly clear that such is related to so. A
natural suggestlon is that it is an attributive form of se. 1 will
argue that this suggestion is essentially correct,

One linguist who has discussed such is Postal (1969). He
suggests that such is introduced by & rule that substitutes it for
the second eccurrence of a relative clauses On this proposal (1) will
derive frem (2).

(2) Mary is looking for an Italiam who is fat, but she won't

find an Italisn who 1is fat here.
The proposed rule will substitute gsuch for the second relstive clause.
Bhis will then be prepused, and whiz deletion and adjective preposing
will apply in the first clause to give a fat ltalian. A simpler
exanple will be (3).

(3) Mazry is looking for a man who knows the meaning of life,

but she won't find such a man hexe.
Here the fixrst relative clause wemaing intact after such has been
introduced,

The obvious argument agailnst Postal's proposal comes from the

fact that such has a non-shasphoric uses It can have this use ia (4).
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(4) T hate such ostentation.

Obviously, thies could sppear in a digecourse that provided it with am
entecedent. It could also, however, be used in iselation by one of a
nunber of people looking at a certain piece of ostentation. Clearly,
non-gnaphoric such cannot be the result of Postal's rule. Therefore,
an advocate of his proposal must claim that there 1s a basic difference
between anaphoric and non-anaphoric guch. There is, howevery no such
difference. I think, them, that Postal's proposal is untenable.

A second type of non-spaphoric guch is seén in sentences like
the followings

(5) with such men as Bradmeny the Australiang were invineible.

(6) We need such & philosopher as Russell was.

(7) Buch a man as you describe wes here yesterday,

Here, such is associated with an as phrase or an ag clause. Obviously,
Postal's proposal provides no account of such sentences. We will see
shortly that we can provide a quite natural account of them,

As 1 have said earlier, 1 em going to argue that guch is
esseptially an attributive fomm of gsos 1 argued in the last section
that go can derive from a simple way phrace and a simple or complex
gxtent phrase. I am golag Lo argue here that guch can derive from
a simple or complex way phrase and a simple or complex extent
phrace., I will begin with cases where it derives from a way phrase.

We can congider firstly (1), (3) aend (4). Herey we can derive
such from a simple way phrase, In (1), for example, we can derive
such an Italian from something like (8).

(8) NP
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The darivation will be quite simple. Once whiz deletion has applied,
in that way will be moved into prensoninal position by adjective shifte
A further vule will then move it into pre-determainer positlon., This
may not be 2 new rule. Recall that I suggested eaxlier that the
equative in an NP like (9) reaches pre-determiner pesition through
two separate rulest one moving as, the other moving the adjective,

(9) as tall a girl as Helen
I think it is reasonable to assume that it ip the firet of these rules
that moves in that way into pre-deterniner position, It should be
noted that thie rule enly applics when the determiner is a. The
following illustrate.

(10) A number of philosophers have written beoks about

Ong such

Wittgenstein, 9 | Seat Wk

} philosopher is Anthony Kemny.

(11) Sam Bas bought a book about the Queen. {':;:Vch?“‘h books are

on cale,

All such
* Such all

{12) Thexe have been a number of repoxts of UFO sightinss.{
reports are being investigated.
In (1), then, such has a fairly simple derivation. It will have &
similar dezivation in (3) and (4).

In (1), we can infer an antecedent for that way in the same way
as in the examples of the last section. (2) will presumably mvolw;
a different kind of inference, Here, we epperently need to assume
that, for any underlying structure of the form in (13), there is an
equivelent underlying structure of the form in (14),

(13) X Nx (so..x..c)s b'
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(14) X nk (BI be in the way ‘3”"".)3)3 b 4

in many cases, it is likely that the definite description umderlying
such should be regarded as non-anaphoric even though its intexpretation
depends on the preceding discourse. 1 suspect that this is the case
in sentences like the following.

(15) Sam stole the Crown Jewels., Such sudacity is amazing.

(16) Sam can't keep his mouth shut. Such men ave dangerous.
These might be compared to sentences like (17).

(17) When Sam was in France, he met the President.
Here, the referent of the President is determined by the preceding
digcourse. There is, however, no NP in the preceding discourse
acting as antecedent, Nor is there any obvious sense in which an
antecedent is infexved. (15) and (16) show incidentally that the
meaning of the underlying element way includes that of the lexical
item glass.

1 tum now to (5) « (7). Hewe, we cen derive such from a complex
way phrase. In (5), for example, we can derive guckh
from something like (18).

(18) NP

The dexivation will be just like that of guch an Italian, except that
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after the way phrase has been preposed the relative clause will be
extraposed to be realized after considerable deletion as as Bradman.

_ 28 in (6) end such & mom as you descxibe
in (7) will have similar derivations.

In passing, we should note that as clauses associated with guch
cannot contain either negatives or factive verbs. The following
illustrate.

(19) * Jim is sueh a painter as Picasso wasn®t.

€20) * Jim is such a man as we regretted.

In this, they ave just like the adjectival and adverbial ag

clauses considered in the last section. Since they have the same
source, this is only to be expected. We should also note that

these ag clauses conform to the generalization suggested earlier
about the appeavance of as. 1 suggested that as cam only appear

in relative clauses that are no longer adjacent to their heads

as a result of movement or deletion. These as clauses, like equative
as clauses, are relatives that have become separated from their
heads as a result of movement.

1 want now to consider cases where such derives from am extent
phrase. We ¢an begin with (21).

{21) Sam is such a fool.

Like some of the sentences comgidered in the last section, this is
intensifying rather than identifying. We can compare it with (22),
which is alse intensifying.

(22) sem is so foolish.

1 have suggested that go derives from to the extent or to that extent
in intengifying sentences. (22), theny will derive from gomething
like (23).
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(23) sam is a fool to the extent.
To derive (21) fxem (24), we simply need to allow extent phrase fromting
to move an extent phragse avound a predicate nominal as well as around
a predicate adjective. This seems a quite reasonable extemsion of the
rules It seems, then, that such can devive from a simple extent
phrase. Notice now that we have sentences like (25).

(25) Jim isn't such a fool as Sam,
Just as (21) compares with (22), (25) compares with {26).

(26) Jim isn't so foolish as Sam. |
{26) will derive from gomething like (27).

(27) 8

Jim isn't foolish to the extent 8

S b Toalish & &

It is natural, then, to derive (25) from something like (28).

i / H\

Jim isn*t a fool to the extent, S

AR

Sam be a fool to x

The two sentences will have parallel derivatioms, involving crucially
gxtent phrase fronting and extraposition of the relative clause. It
seems, then, that such can derive from both a simple and & complex
&xtent phrase.

In (21) and (25); we have an extent phrase associated with a
simple predicate nominal, Extent phrases can also be associated with
complex predicate nominals., Consider, for example, (29).
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(29) Jim isn't such an astute politician as Sam,
We can derive this Erom something like (30).
(30) s
fu;iuit a politicisn S to the axten;y s

/ \\ ,»“"'/\HHH“"‘\

x be astute wboapoumm’suy

P
)

The derivation will be just like that of (25).

Notice mow that we have seantences like (31).

(31) Ifve never known such an astute politician as Sam,
Here, we have not a predicate nominal, but an object NP. Semantically,
(31) is quite different from (29). (29) is concerned with the extent
to which Jim is an astute politician., (31); however, is not concerned
with the extent to which I've known an astute politician. Rather,
(31) is equivalent to (32).

(32) I've never known as astute a politician as Sam.
1 want to suggest that it has the same source, (32) will derive from

(33)
/
gt N \

tve never knowa & politician s

_"“-a.

B S

\

x hl astute to the ﬂtm /\
Eim be a politicm

-humuuy
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Central to the derivation of (32) is the shifting of gs astute from
post-determiner to pre-determiner pesitionm. I have suggested that
this is accomplished by two rulesy one moving as, the other moving
the adjective. I want to supgest now that as is still ko the extent
when the first of these wulas spplies. Civen such a formalization, we
have two alternatives once the rule has applied., We camn move the
adjective after it, in which case to the extent is realized quite
regularly as as, or we can leave the adjective where it is, in which
case it is realized, again quite regularly, as guchs I think, then,
that we have a quite natural derivation for (31),

We should note mow that, if (31) derives frem (33), (29) will
derive not enly from (30), but also from (34).

(34) }
i bl \

Jim isn®t a pelittcian s

B

\

xhasmmmthoum& s

o

Sam ba a pol!.uei.an 5

s

g astute to y

(34) is the obvious source for (35).

(35) Jim isn't 2s astute a politiecian as Sam.
It is possible, however, that this will also derive from (30)s Onece
extent phrase fronting and subsequent extraposition have applied to
{30), we will have the following substring.

(36) to the extent a astute politician
As things stand, there is nothing to prevemnt the adjective being
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Vattracted? to Lo the extent. If it is, (36) will be realized as (37).
(37) as astute a politician
it seems, then, that both {22) and (35) may have two distinct derivations.
Just as (31) contrasts with (39),; so (38) centrasts with (25).
(338) I've never knowm such a fool as Sam.
Herey such a fool as Sem is an object NP, mot a predicate mominals It
follows, them, that it cannot have the same source as in (25), It
seems, thoughy that it cannot have the kind of source that I have
suggested for suc e politician as Sam in (31), because it
contains no adjective, Notice, however, that (38) is woughly equivalent
to (39).

{39) 1've never knowm as big a foel as Sam,
A natural suggestion, themy is that (38) has the same source as (39), i.e.
(40).

(40) 5

‘Ii"ve never known a fool

x’bebigtot.heaxzaat’s

Vg RN

San be a fool, 3
S
oy
z be big to y
The two derivations will be the same up to the point when to the extent
is moved into pre-determiner position. Them, while in (39) big is
attracted to to the extent, in (38) it will be deleted., 1t seemsy; then,

that we can suggest a fairly plausible derivation for (38).

While certain details might be questiomedy I think it is fairly
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clear that sueh can derive from a simple or complex way phrase and a
simple or complex extent phrase. guch is apparently the fomm taken
by constituents that are otherwise realized as go, when they appear before
an NP or an Ne In this sense, then, it is an ateributive form of go.
A nunbexr of seantences appear to pose a problem for this gemeralization.
Congider, for example, the following.
(41) with men such as Bradman, the Australians are invineible.
(42) The situation was such as you describe,
In (41), such is followed by an as phrase. In (42), it is followed
by en a8 clause, One might suggest, however, that such in (41) is
postposed from pre«NP position, and that such as you describe derives
describes I think it is likely, them, that the

generalization can be maintained. 1If, however, a more complex charace
terization of the distribution of go and such proves necessary, this
will not affect the rest of the analysis.

1 want now to look at the analysis of guch sketched in Bresnan
(1973)s As we have seen, Bresman is primarily concemrned with come
paratives and equatives. This is reflected in her analysis of such.
The analysis has some plausibility where such has an extent reading,
but it is completely ad hoc where such has 2 way reading.

in Bresnan's system, (29) and (35) will derive from something like
(43)
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(43) st

#’/—"“N— R

NP ve

L T e iR

| op

Jim | W

cndira s TGN
- AP Det N
|
QP
/\
s  B° much astute & politiciam

as Sam be X much astute a politician
In both derivations, S° is extraposed and reducedy and in both much i
deleteds These are the only rules of importance in the derivation of
(35)« In the derivation of (29), as is converted to go, astute is moved
into postedeterminex position, and so is realized as suchs (25) will
derive from gomething like (44) in Bresnan's system,

(44) st
/ -‘H-“\
NP

e
/ ‘HH\““\-‘
o Fosd

isn't ﬁ ne

uluhh

The derivation will simply invelve the extraposition and reduction of
8% the deletion of much, and the vealization of go as guchs So far,
then, Bresnan's analysis is fairly plausible.
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We can now comsider way such. Bresnan recognizes that it should be
related to extent such, but she can omly do this by allowing empty nodes
that have no syatactic or semantic function. She wauld apparently
n from something like (45).

as Bradman be X A A 2 man

This @17:13 is quite ad hoce The empty nodes have no independent
motivation. Their only function is to relate the two guch's. The
fact that they can only be related in this way is a serious weakness.

it is perhaps worth noting that the same situation arises with go0.
In (46)y we have extent so.

(46) He was hurrying so.
Bresnan would presumably derive this go from (47).

(47) qr

S AR IS
Det Q

]

8o much
In (48) we have way s0.
(48) You tie the ends together so.
The only way Bresnan can relate this 30 to gxtent go is by deriving it
from (49).
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(49) QP
L TR
Det Q
G

Again, 1 think this is a serious weakne@s.

One important difference between guch and so is that such has no
corresponding question form in the way that 80 has hows The neavest
thing to a question form of such is what kind of in questions like (50).

(50) what kind of girl is Eve?

what kind of is in fact the question form of that kind of. The latter,
however, can often be substituted for such, (51), for example, is

the result of replacing guch by that kind of in (1).
(51) Mary is looking for a fat Italiany; but she won't find that
kind of Italian here.
For this reason, what kind of is rather like a question form of guch.
Since that kind of is similar to such, it is worth taking a
brief look at it. One might think that kind is similar to such noums
as group and numbex. Notice, howevexr, that kind can be followed by a
singular noun, whereas group and number can only be followed by plurals.
(52) that kind of Italian

(53) a group of }";::ﬁ;,}

(54) a number of iz;'::ﬁ;]
The noun following kind can be preceded by an indefinite article, as
(55) illustrates.

(55) that kind of an Italian

i1t seems, them, that it is an ordinary singular noun. This suggests
that, while a _group of Italisns might derive from (56), that kind of
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ltalien should net derive from (57).

(56) NP (57) NP
Det N Det N
N PP N PP
P NP P np
group | kind | |
of Italigns of  1Italian

It seemsy then, that we should look for am alternative source.

it is not too difficult to suggest an alternative source. MNotice
that that kind of Italian can be pavaphrased as (58).

(58) an ltalian of that kind
The obvious source for (58) is something like (59); which is similar

to the source I proposed for guch an Italian.

(59) NP
/\

Det

T
N 3]

Sl
italian \
x be of that kind

I think it is plausible to suggest that this is also the source of
Lthat kind of Italian. The derivatiom will be quite simple. Once whiz
deletion has applied, adjective shift can move of that kind into post~
determiner position. It can them be moved into pre-determiner position
by the rule that moves to the extent and in that way into this
position. All we need to give the correct surface form is a rule
deleting the initial of, & rule imserting of after kind, and a rule
optionally deleting a, This derivation relates that kind of and such
in a natural waye 1 think, then, that this is a quite plaugible

propesal,
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Further support for this proposal comes from gentences like the
following.

(60) Steve isn't the kind of men that Sam was.

(61) This is the kind of animal that killed Uncle Axthur.

(62) The kind of animal that you describe will eat anything.

We can derive the kind of man that Sam was from something like (63).
(63) NP
//\\
Det N
! 1 ,//-"\M“-‘-'"“‘----..s
a

B

xbc.ftlukh%ﬂ

S

Mham‘s

z be of y

The derivation will be just like that of that kind of Italian, except
that, after the kind phrase has been preposed, the relative clause will
be extraposed., It will thus be just like that proposed earlier for
Such men ag Bradman. We can propose similer derivations for the kind
of snimal that killed Uncle Avthur and the kind of sninal that you
deseribe. 1 think, then, that this approach is quite promising.

There are a number of words that are similar to kind. Comsider,

for example, sort and type.
sorxrt
{64) that {typo} of Italiam

sort

(65) an Italian of that { e

(66) the {:;;:}ol man that Sam was
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It seems, theny that a simple extension of the mechanisms required for
guch can account for the behaviour of a number of lexical items. This

would seem to provide additional support for these mechanisms.

12.3: More on as Clauses

I want now to return to adjectival and adverbial as clauses.
FPirstly, I want to show that adjectival and adverbial as clauses
present a further problem for the proposals of Bresman (1973).

We have seen that the only way Bresnan can relate the two uses of
such and so is through ummotivated empty nodes. We can now show that
this is the only way she can relate adjectival and adverbial as clauses
to equative as clausess In Bresnan's system, as we have seen, &
sentence like (1) will derive frmm something like (2).

(1) Jim is as old as Sam.

(2) s
/ : *—--._\\“
NP ve
RE = ot
Cop Pred
Jim l AP
e o
be Qe AP
l
QP
2

e

as Sam be x much old

What now of sentences like (3)?
(3) Jim is as Sam is.

Bresnan would have to derive this from something like (4).
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(4) 8
NP ve
| B / “'\
Cop Pred
Jim ’ AP
“.——'""/ ._‘__\_‘\\
be QP AP
|
Qr
B
Det Q
SRR !

Againg then, we have empty nodes without independent motivation. This
is a further weakness in Bresnant's proposals.

1 want now to note & difference betwsen adjectival and adverbial
28 clauses on the one hand and equative as clauses and as clauses
asgociated with gpuch on the other. We know that the latter can be
reduced to 2 single NPy This leads us to expect that the former cam
be also, It seemsy however, that this is gemerally impossible with
adjectival as clauses and only sometimes possible with adverbial as
clauses, Neither (5) nor (6) is acceptable.

(5) * Jim s 8s Steve.

(6) * Jim played as Steve.
Notice, however, that both (7) and (8) are acceptable.

(7) Jim is like Steve.

(8) Jim played like Steve,
it is natural, then, to suggest that am adjectival or adverbial as
clause is nowmally realized as a like phrase if it is reduced to a

3

single NP,” Certain ambiguities support the derivation of adjectival

3¢ A similar proposal is made in Ross (1967).
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and adverbial like phrases from clauses. Notice firstly that (9) is
ambiguous.

(9) Joan talked to Sue like a child,
It can mean either (10) or (11).

(10) Joan talked to Sue as a child would have talked to her,

(11) Joan talked to Sue a&s she would have talked to & child,
This ambiguity will be explained quite maturally if (9) can derive from
the structures underiying (10) and (11)s Thus, it supports the derivatioa
of adverbial like phrases from clauses. Compavable evidence for
deriving adjectival like phrases from clauses is less easy to find,
Consider, howevery; (12),

(12) Baster was like last year.
This seems to be ambiguous between (13) and (14).

(13) Easter was as last year was.

(14) Easter was as it was last year.
Clearly, we can explain this ambiguity by derivimg (12) from the
structures underlying (13) and (14). It seems, then, that it supports
the derivation of adjectival like phrases from clauses. 1 think,
then, that the derivation of adjectival and adverbial like phrases
from clauses is quite plaﬁaible.

An important fact about like phrases is that they have an
attributive use, We have NP's like (15).

(15) a man like Callaghan
Such NP*g present no problems, We can derive (15) from something like
(16).
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(16) NP
e i
Det N
] aAﬁj.

a r‘ /
man - \
% be in the way, a

2

Callaghan be in y
The derivation will involve the deletion of the way, whiz deletion,

2 to a single NP, 82 must be reduced in this

and the reduction of §
wayes (17) is unacceptable.

(17) * a man as Callaghan is
(15) is rather like (18).

(18) such a man as Callaghan

1 assume, however, that this derives from something like (19).

(19) NP
/\-
Det N
| e iy
H: S
M
man
x be in &7?,3
Callaghan be a man s
z be in y
(Compare the source suggested earlier for guch men as Bradman.) (19),

unlike (16), implies that Callaghan is a man. It is easy to show that
this is correct. MNotice thaty, while (20) is quite acceptable; (21) is
deviant.

(20) a man like Thatcher

(21) * guch a man as Thatcher



329

Thus, (15) and (18) differ in just the same way as NP's like (22) and (23).

{22) a man as tall as Sam

(23) as tall a man as Sam
Presumably, whatever constraint prevents the derivation of (23) from the
structure underlying (22) will also prevent the derivetion of (18)
from (16).

1 want to conclude this section by looking at a type of as clause
that I have not yet considered., It is illustrated in gentences like
the following.

(24) Carl is reading Dickens, as Jim thought.,

(25) Wayne has escaped, as was reported.

(26) Marsha is 2 witchy as we suspected.

These as clauses say something about the sentences to which they are
attached. One might think that they ave non~restrictive relatives. 1
want to suggest, however, that they are ovdinary adjectival as clauses.

Notice that (24) - (26) can be paraphrased by (27) - (29), where
we ¢learly have ordinary adjectival as clauses.

(27) Carl is reading Dickens. It is as Jim thought.

(28) Wayne has escaped. It is as was reported.

(29) Marsha is 2 witchs It is as we suspected,

1 want to suggest Shat (24) - (26) derive from the structures underlying
(27) « (29)s Their derivations will require no new rules. The rules
that produce non-restrictive relatives will convert (27) - (29) into
(30) ~ (32).

(30) Carl is reading Dickensy which is as Jim thought.

(31) Wayne has escaped, which is as was reported.

(32) Marsha is a witch, which is as we suspected.

Then, we need only apply whiz deletion to arrive at (24) « (26). Thus,
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this is a quite simple proposal.

Apert from sgimplicity, this propesal has the advantage that it cam
explain the unacceptability of semtences like the following.

(33) % Joen is a martiang, es we didn't euspect.,

(34) * gue has gone howey; as ig odd.
The unacceptability of (33) follows from the fact that negatives ave
impossible in adjectival ag clausesy, while the unacceptebility of (34)
follows from the fact that factive verbs are impossible in such
clauses, Notice thet meither negatives noxr fectives are impossible in
nenerestrictive relatives. The following are quite acceptable.

(35) Joan is a martims, which we didn't suspect.

(36) sue has gone home, which is odd.
1 think, then, that there are good reasons for regarding the as clauses
in sentences like (24) - (26) as ordinary adjectival as clauses and mot

as non-restrictive relatives.

12.4, like that
1 want now to consider the role of the phrase like that in adjectival
and adverbial amaphora, It plays quite a considerable role, as the
following illustrate.
(1) Eve is neurotic, and she's been like that for weeks.
(2) sam polished the brass meticulously, and hetd do it like that
again.
(3) Mary is looking for a man with a big bank account, but she
won't find a man like that here,
in (1) and (2), like that can be replaced by go. 1In (3), it can be
replaced by suche 1 want to suggest that it has the same source as
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8o and such. In other words, 1 want to suggest that it is an idiomatic
realization of in that way.

The idiomatic character of like that is perhaps not immediately
apparent. It ie not an obvious idiom liks kick the bucket or spill the

beans. 1 think, however, that a little reflection on (1) = (3) reveals
its idiomatic nature, Congider firstly (1). Dees this really say that
Eve is like something? The answer iz surely no. Consider also (2).
Does this say that Sam would polish the brass like something? Again,
1 think, the answer ig mo. Finally (3). Does this refer to a man who
ig like something? It is clear, I think, that it does not. Intuitively,
then, it seems fairly clear that like that is an idioms

1 want now to show that like that has twe of the characteristic
properties of idioms. 1t is well known firstly that idiomatic
expressions cannot be paraphrased in the same way as non-idiomatie
expressiong. Notice thaty while (4) has both an idiomatic and a literal
reading, (5) has only a literal reading.

(4) steve kicked the bucket.

(5) Steve kicked the pail.
Thus, we camnot replece the bucket by the pail when it is part of the

idiom kick the bucket. The situation is gsimilar with like that. We

know that ordinary like phrases can be paraphrased by an as clause.
Thusy if like that in (1) - (3) were an oxdinary like phrase, one
would expect the following paraphrases to be possible,
(6) * Eve is neurotic, and she's been as that is for weeks.
(7) * Sen pelished the brass meticulouslys; and hetd do it as that
is again.
(8) # Mary is looking for a mam with & big bank aceount, but

she wvon't find a men who is as that is here.
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As I have indicated, all three seem unacceptable to me, Hers, then,
like that iz like move obvious idioms.

it is algo well known that idioms have westricted transformational
potential, kick the bucket, for example, camnot undergo tough movement
or topicalization. Neither of the following has an idiomatic reading.

(9) The bucket is easy to kick,

{10) The bucket, Steve kicked.
like that is again similars Neither tough movement nor topicalization
can apply when it has an idiomatic reading. The following illustrate.

(11) * Eve is always confident. That's hard to be like.

(12) # Eve is always confident. That, Joe will mever be like.

(13) * Sam pruned the roses carefully, That's hard to do it like,

(14) #* Sam pruned the voses carefully, Thaty, Joe will mever do it

like.
Both rules, however, give fairly acceptable results when like that has
a literal weading.

{15) Bve is like an ammadillo., That's havd to be like.

(16) Bve is like an armadilles That, Joe will never be like.

(17) Sam walks like a gorilla, That's hard to walk like,

(18) Sem walks like a gowilla. Thaty Joe will mever walk like.
Again, themy like that is like more obvious idiems.

I think it is fairly clear that like that is an idiom. It is mot
an obvious idiem, however. JIits idiomatic meaning is quite similarw to
its literal meaning. Thus, there ave situatioms where it does not much
matter whether like that is undewstood idiomatically ox litevally.
Congider, for example, the following, said by one of a number of
people watching a particularly fine plece of batting in a cricket
mateh,
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{19) I wish I could bat like that.
it is fairly clear that we can replace like that by that way. It is
fairly clear that we can replace like that by that way. It is clear,
then, that it can be understood idiomatically. We can also; however,
intexpret like that as *like the batting we're watching'. 1t seems,
then, that it can be understood literally as well, Consider alse (20),
gaid in the same circumstances as (19).

(20) 1 admire batting like that. \
1f like that can derive from in that wey in (19), it can presumably do '
8o here. Again, however, we can intewpret like that literally as
flike the batting we're watching's. In both (19) and (20), then, it
seems not te matter whether like that is understoed idiomatically or
literally. It seems reasomable to suppose that the idiomatic use of
like that owes its existence to sentences like these.

I have argued that like that is an idiomatic realization of in that
May. 1 want now to suggest that what..slike is an idiomatic realization
of in what way. Consider the following question.

(21) what was Paris like?

One could angwer this with a sentence like (22).

(22) Paris was like a lunatic asylums
One could also, however; angwer it with a sentence like (23).

(23) Paris was boring.
In the first case, the question has its literal meaning. In the secomd,
it has the same meaning as (24).

(24) Yow was Paris?
In this case, then, what..slike is an idiomatic vealization of in what

X8Y»
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Twe important points must be made about the idiematic use of whatses
like, Firstly, it seems that it is only possible in adjectival questions.
Consider the following question.

(25) What did Sam talk like?

(26) would be an appropriate answer for this.

(26) Sam talked like a robot.

(27), however, would not be an appropriate answer.

(27) 8am talked pedantically.

This is an appropriate answer for (28).

(28) How did Sam talk?
it seems, then, that only how can be used to question an adverb., what
asslike cannot be used for this purpose.

The second point is that there are circumstances when only what
ssslike cen be used to question an adjective. Notice that, while (29)
is quite acceptabley, (30) is rather odd.

(29) what was Paris like in the l4th century?

{30) ? How was Paris in the l4th century?

The explanation, I think, is that an adjectival question invelving how
requires an answer based on personal experiences Thus, in the absence
of time machines, (30) requires the impossibles what...like must be
used in adjectival questions when there is no requirement of personal
experience, There is & sengey then, in which whate,.like is the normal
realization of in what way in adjectival questions. Unlike how, it
involves no special presupposition. It is thus a rather unusual

idiom,
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12,5, then and there

We have geen that one can Trefer back! to am adjective or a manmer
adverb with go. 1 have argued that 8¢ is a realization of in that way,
1 have suggested that such is an attributive foxrm of so. I have also
suggested that a complex way phrase 1s reallzed as an as clause or as
such plus an 88 cleuse or phrase. Finally, 1 have guggested that like
that is an idiomatic realization of in that way. It is clear that so
ig involved in a complex web of velations: I want now to take & brief
look at two words that ave somewhat like so, but which do not involve
the same complexities. These are then and there.

1t is fairly clear that then and there allow us to refer back to
adverbe of time and space, vespectively, The following illustrate.

(1) Alaric was born in 1950, and Clovis was bowrn then too.

(2) Sam escaped last night, and Mary escaped then too.

(3) Joan is in Provemce, and Jim is there too.

(4) Dick went to Naples, and Herb went there too.
We can derive then and there from at that timé¢ and in that place in

the same way as we have derived go from M.‘ A number of
differences should be noted, however, Notice firstly that that time
and that place have straightforward antecedentss In (1) and (2), the
antecedents of that time are 1950 and last night. 1In (3) and (4); the

antecedents of that place are Provence and Naples. Here, then, there
is no need to invoke processes of inference. Another difference is

4, The obvious alternative to this approach is one im which then and
there devive from copies of their antecedentss 1 reject such an approach
for the same reason as I weject the derivationm of amaphoric so and such

from copies of their antecedents.
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that then and theve can appear wherever that time and that place can,
whereas $0 is restrvicted to various kinds of indefinite context. A
further, velated difference is that then and there have no idiomatic
equivalents in the way that so has like that. A final diffevemce is
that then and there have no attributive fowms.

One way in which then and there ave like go is that they have
related constructions derived from complex definite descriptions. As
we have seen, it is natural to suggest that when clauses and where
clauses derive from complex time and place phrases in the same way as
as clauses derive from complex way phrases. We can, for example,
dexive (5) and (6) £rom (7) and (8), respectively.

(5) Marsha was evasive whem I talked to her.

{6) Briam was where we expected him to be,

N 5

- —

T

é//__.-" X
Marsha be evasive at the thlx g_

“‘-"\

/

e

I talk to her at x

(8) 8

Brian be in the place &

%

/

()

|

BN

5.

he be in x
The derivations will simply invelve relative clause formation and the

deletion of the time in (5) and the place in (6)- Here, then, we have
an important similarity between then and there and so.
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it is fairly clear, I think, that them and there are rather less
complex than go. There are, however, some basic similarities. I
think that these are captured quite naturally in the present analysise

12:6. 4An Idiosyncrasy

I want to conclude this chapter by drawing attention to a rather
puzzling phenomenons This phenomenon is associated with NP's containing
equatives, likc phrases, or such and an ag phrase. 1 am concerned,
then, with NP¥s like the following.

(1) as dangerous a bowler as Lillee

{2) 2 philosopher like Feuerbach

(3) such men as Lenin

(4) men such as Lenin
1 will show that such NP'Vs exhibit a surprising property. Unfortunately,
1 can offer no real explanation for this property.

The NP's that I am concermed with are indefinite NP's involving
complex nouns which contain a definite NP« On the face of it, they ave
ordinary indefinite NP¥s., I will show, however, that they can be
understood differently !m ordinary indefinite NP's., 1 want to look
first at cases where both the indefinite NP and the definite WP it
contains are singular. We can begin, themy with {(1). Notice firstly
that the complex noun in (1) denotes the following set.

(5) {xs x is a bowler A x is as dangerous as Lillee}

Consider now the following sentence.

{6) England needs as dangevrous a bowler as Lillee.

This means that England needs a member of (5). Herey then, (1) is
interpreted quite normally, Consider now (7).

{7) with as dangerous a bowler as Lilleey; the Australians take

some beating,
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This ought to mean that the Australians take some beating because they
have a bowler who is as dangerous as Lillee. 1In fact, however, it
mosns that they take some beating because they have Lillee himself,
Herey theny (1) does mot have its no¥mal interpretation. Rathew, it
is an indiveet way of referving to Lillee. (2) behaves in just the
same way. The complex noun demotes the following set.

(8) {m=s = is a philosopher A x is like Feuerbach!
In (9)y (2) is intexpreted nommally.

(9) The wniversity needs & philosopher like Peuexbach.
This means that the wniversity needs a member of (8), (10), however,
is like (7).

(10) with & philosopher like Fewerbach, anything is possible.
On the most natural intexpretatiom, this means that anything is possible
with Fewerbach, Heve, then, (2) does not have its normal interpretation.
Instead, it is an indivect way of referring to Feuerbachs With NPYs
containing such and an pp phrase, the situation is gomewhat different.
Herey, an Yabmormal'! intewvpretation seems to be gemerally preferved.
For me, an abnozmal interpretation is most natural in both (il1) and
(12).

{11) The university needs {m::‘:;‘gm‘ as Feuerbach,

(12) with {mmg:"m} as Feuerbachy anything is possible.

We can now comsider cases where the indefinite NP iz plural and the
definite NP it contains singulaz. We can begin with (13),

{13) batsmen as brillient as Richards
in (14), this has a no¥mal interpretation.

(14) England needs batsmen as brillisnt as Richawds.
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In (15), however, it has an abnoxmal interpretation.

(15) with batsmen as brilliant as Richards, the West Indians take

some beating.

This does not mean that the West Indians take some beating because they
have certain batsmen who are as brilliant as Richards, It means that
they take some beating because they have Richards and other similar
batsmen, Here, then, (13) is an indivect way of referring to a set
containing Richards. The situation is the same with like phrases.
We can comsider (16).

(16) journalists like Levin
In (17), this has a noxmal interpretation.

(17) Socialist Worker needs journalists like Levin.

In (18), however, it has an abnormal interpretatiom.

(18) with journalists like Levin, the Times is a laugh a minute.
This means that the Times is a laugh a minute because of Levin and
other similar journalists. Here, then, (16) is an indirect way of
referring to a set containing Levin. Again, NP's containing such and
an as phrase are somewhat different, For me, both (19) and (20) have
abnormal interpretations.

(19) Ve need | ::hs::ﬂ as Lenin.

(20) with {m mh} as Lenin, anything is possible.

We can turm now to cases where both the indefinite NP and the
definite NP it containe are plurals Consgider firstly (21).

(21) England needs backs as brilliant as Edwards and Bennett.
Herey, the NP has a normal interpretation. In (22), however, it has an
abnormal interpretation,



340

€22) with backs as brilliant as Edwards and Bemnett, the Welsh take
some beating.
This means that the Welsh take some beating because they have Edwards
end Bennett and other similar backs., Here, them, the NP is an indivect
way of referring to a set containing Edwards and Bemnnett. Againg the
situation is the same with like phrases. Comsider (23).
(23) We need batsmen like Richards and Greenidge.
Here, the NP has & nomal interpretation. In (24), however, it has an
abnormal interpretation.
(24) wWith batsmen like Richards and Greenidge, the West Indians
take some beating.
This means that the West Indians take some beating because they have
Richards and Greenidge and other similar batsmen, The NP is thus an
indirect way of referring to a set containing Richards and Greenidge.
Again, NP's containing guch and an as phrase are diffexemnt. Both
(25) and (26) seem to have abnormal interpretations.

(25) we mad{‘?ﬂﬁ"ﬁt as Richards and Greenidge.

(26) with {:::m'm} as Richards and Greeanidge, the West
Indians take some beating.

1 must now consider cases where the indefinite NP is singular and
the definite NP it containg is plurals 1t geems that such NP's can
only have a normal interpretation. 1t is because of this that the
following are rather dubious,

€(27) ? with a bowler as dangerous as Lillee and Thomson, the

Augtralians take some beating.
(28) 7 with a philosopher like Locke and Berkeley, anything is

possible.
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in both cases, we have an NP that cam only have a noymal interpretation
in a context that favours an abnormal interpretation. It is not too
surprising that these NP's cannot have an abnormal interxpretation. Since
they are singular NP's, it is fairly natural that they camnot be
indivect ways of referring to sets.

1 have shown that NP's iike (1) = (4) have both a noymal and an
abnormal interpretation. On the abnormal interpretatiom, they function
as indizect ways of referving either to the referent of the definite
NP they comtain or to a set containing the referent of the defimite NP,
1 have ne explanation for the abnoxmal interpretation of these NP's.
One point is worth noting, however, This is that in all these NP's the
referent of the definite NP is contained in the extemsion of the
complex noun, There are three possibilities. Fivstly, both the noun
and the definite NP may be singular. In this case, the noun denotes
a set and the definite NP refers to a member of the set. Secondly,
the noun may be plural and the definite NP singulax. 1In this case,
the noun denotes a set of sets and the definite NP refers to a member
of certain of these sets. Thirdly, both the noun and the definite NP
may be plurals In this case, the noun denotes a set of sets and the
definite NP refers to one of the sets. It looks, then, as if we can
say that an indefinite NP involving a complex noun that contains a
definite NP can have an abnormal interpretation if the refevent of the
definite NP is contained in the extension of the complex moun. It
seems, however, that this is not a sufficieat condition, (29) cannot
have an abnormal interpretation.

(29) a philosopher -#ular to Feuerbach
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The complex noun demotes the following set.
(30) {x3 x is a philosopher A x is similar to Feuerbach}
Obviougly, Feuerbach is a member of this set. The condition, then,

ie only a necessary one.



343

CHAPTER 13
PROSENTENTIAL SO

A number of linguists have noted that so functions as a prosentence
in examples like the following.

(1) iIs it raining? I believe so.
In this chapter, I will comsider this use of S0. An investigation of
it will take us into some highly complex questions. I canmot claim to
have resolved all these questions. I think, however, that the analysis
I will outline contains some of the elements of a correct solution. In

any event, it seems more promising than the main alternatives.

13,1, Preliminary Observations
Various linguists have assumed that prosentential so derives from
a copy of its antecedent. Ross (1972), for example, assumes that it
is introduced by the following rule.
(1) Xw8«¥e8al
1 2 3 4 5w

et

1f one assumes that other anaphoxs derive from copies of their antecedents,
it is natural to assume that so does also. 1 have argued, however, that
anaphors do not generally derive from copies of their antecedents. Of

the anephors I have considered, only intemsional pronouns have such a
source., Thie suggests that it is umlikely that go is introduced by a

rule like (1), 1 have argued against the view that various anaphors

derive fyom copies of their antecedents by showing that they have
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non-anaphoric uses. It seems that prosentential go does not have a
non-anaphoric use. Here, then, we cannot use the standard argument.
Nevertheless, the fact that amaphors do not gemerally derive from
copies of their antecedents suggests that it is unlikely that pro-
sentential so does.

Quite apart from this questiony an approach like Ross's faces
problems with the distribution of prosemtential so. As Hankamer and
Sag (1976) point outy it camnot appear in subject position.

(2) * So is widely believed. '

(3) * So is easy teo believe,

As they also note, it is impossible as a raised object.

(4) * We thought so to be widely believed,

(5) * We thought so to be easy to believe.

A proponent of an approach like Ross's might suggest that there is a
 constraint preventing (1) from applying to a sentence that either is or
has been a subject. Such a constraint will emsure the correct results.
Thus, this approach can describe the distribution of prosemtential go.
It does not explain it, however. It simply treats it as a brute fact.
Clearly, it is desirable to look for am explanation.

What an approach like Ross's misses is that prosentential so has
the same distributiem as an adverb. Adverbs can appear in three
different positions. Most obviously, they can appear in VP-final position.
(6) shows that prosentential so can appear in this positiom.

{6) I believe so.

They can also appear in sentence-initial and pre-verbal positions.
80y too, can appear in these positionsy, although it is quite restricted
in the latter, The fellowing illustrate,

(7) so 1 believe.

(8) So saying, Sam rode off into the sumset.
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In (2) = {5)y s0 is not in the position of an adverbs Thus, these
sentences are umacceptable, The obvious conclusion from these obe
sexrvations is that prosentential so is an adverb.

if prosentential so is an adverby it is matural to assume, with
Bolinger (1972), that it is the adverb comsidered in the last chapter.
There are problems with this suggestion, however., To suggest that
prosentential so is the adverb considered im the last chapter is to
suggest that it derives from in that way. There is no dirvect evidence
for such a source, however. It is not generxally possible to replace
prosentential so with in that way or that waye. Nor is there any
obvious indirect evidence. I have suggested that how derives from
An what way and that adverbial as clauses derive from complex way
phrases. If these were possible where prosentential so is possible, it
would suggest that the latter dexives from in that way. They are not
generally possible, however, as the following show.

(9) * How do you believe.

(10) * I believe as Sam believes.
Thusy while it seems natural to identify prosentential so with the
adverb congidered in the last chapter, a number of facte argue against
such an identification.

I want to suggest that the solution to this problem is to recognize
prosentential so as an idiom. Tentatively, 1 want to suggest that there
is a precyclic rule defining the following mapping.



346

(11) s 5
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that way

The way phrase that is introduced by this rule will be realized
ebligatorily as so. oﬂumﬁn, the transformational component will
treat it just like a way phrase that is present in underlying structure.
There will be no question of either passive or Gough movement moving

it into subject position. There will be no possibility, then, of
sentences like (2) - (5) being generated. The fact that (9) and (10)
are unacceptable is a quite straightforward matter om this account.

The only way that such sentences could be generated would be through
additional wxules like (11). I would suggest that they axre unacceptable
because there awe no such rules,

In passing, we camn note that this approach provides some further
support for the analysis of seem that I skesched in chapter 9, Notice
that (12) is a perfectly acceptable sentence.

(12) 1t seems so.
1f prosemtential so has the source 1 am proposing, this will derive
from something like (13).

(13) s
//H'\'\.
NP e
TG
v Ne
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Such a structure will be genmerated quite naturally if seem has the
kind of analysis that I sketched earlier, but not if it has the
traditional amalysis. Here, theny we seem to have further support
for my amalysis.

1 want now to compare this account of prosentential s¢ with the
account of idioms developed in Newneyer (1974). Central to Neumeyerts
account is an 'idiom inventory'. This is a list of ovdered pairs of
semantic representations, the first member of each pair giving the
aﬁml meaning of some idiom, the second giving its literal meaning.
The initial P-marker in the derivation of am idiom is the semantic
representation that gives itg literal meaning. The semantic repre-
sentation that gives its actual meaning is not part of the derivation,
although it constrains it in certain ways. For Newmeyer, then, (14)
will have the same initial P-marker whether it has the idiomatic or
the literal meaning.

(14) Zeno kicked the bucket.
in the former casey, however, the initial P-marker is associated with a
semantic representation giving the meaning *Zeno died!, This associatiom
constraing the derivation in two ways. Firstly, it blocks certain
transformations. For example, it blocks the passive transformation.
(15) can only have the literal weading.

(15) The bucket was kicked by Zeno.

Secondly, it constrains lexical insertion., Most obviously, it requires
the insertion of the lexical item bucket and blocks the insertion of
the synonymoue lexical item pail. (16), like (15), can only have the
literal reading.

(16) Zeno kicked the pail,
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Thig illustrates the main features of Newmeyer's account. One further
point should be noted. This is that the second member of an entry
in the idiom inventory will not always be 8 well-formed semantic

representation. This is because there are idioms which have no literal

meaning. Hxamples ave happy go lucky, by and large, and to kingdom
come,

It might seem that this account is quite different from that I
have advanced. This is not the casey, however. As we have seen,
Newmeyer suggests that the initial P-marker in the derivation of an
idiem is the semantic representation that gives its literal meanings
There is no reasom, however, why we should not regard the semantic
representation that gives the idiom’s actual meaning as the initial
P-marker. We can then intexpret the idiom inventory as a special set
of derivation initial transformations, and the constraints as ordinary
sl.oiul constraiats. Some of the entries in the idiom inventory cam be
interpreted as rules that are very much like (11). As we have seen,
there will be entries in the idiom inventory where the second member
is not a well-formed semantic representation. Such entries cam be
interpreted as rules whose output is not gemerated independently.

Thie is exactly the kind of rule that (11) is. Thus, Newmeper's
approach is quite similar to mine. I will return to this question in
the section after next,

1 think the account of prosentential so that I have sketched here
is a quite promiging one. 1 have only scratched the surface of the
problems that arise in comnection with prosentential go. 1 thiak,
however, that the account I have sketched provides the basis for a

deeper investigation of these questions.
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13.2+ g0 and it
The obvious question to consider next is whem exactly the rule 1
have proposed applies. It is clear that it does not apply whenever the
structural description is met. Obviously, it does not apply if the
verb is one that does not tske a complement. Alsoy however, it does
not apply with many verbs that take complements. It does not apply for
example, with regret. (1) illustrates.
(1) # Sam regretted that Mary had lefty, and Jim regretted so too.
it seems, then, that the zule applies with a subset of complement-taking
verbg, The question iss what subset? b
Two linguists who have considered the distribution of promtontulj
go are Kiparsky and Kiparsky (1971)s They claim thet factive verbs \)
can only take it, but that non-factive verbs can take both it and so. }J
They cite the following data. 1\
|
|

)

|

4

(2) Joln regretted that Bill had done ity and Mary regretted ::.}

o

=

too.
(3) Jolm supposed that Bill had dome ity and Mary supposed {i:o}

too.
They seek to explain the distribution of it and so by referemce to the

underlying structure of factive and non-factive complements. They assume | ?;

that factive and non-factive complements have the underlying structures

e

{4) and (5), nipaet:lmly.

{(4) (5) up

NP
fact 8 s
They also assume that it is the result of pronominalizatiom, and that
80 is the result of a rule like Ross's. Given these assumptions, the

distribution of it and so follows quite naturally. Factive complements
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arve exhaustively dominated only by NP, while non-factives ave exhaustively
dominated by both NP and 8§, Thus, the former can only be replaced by
ity but the latter can be replaced by both it and so« The obvious
problem with this explanstion is that it depends on wuntensble assumpe
:ﬁns about the source o!}_g.nd 50« Ve need not go inte this, however,
because the basic generalization is false.

That this generalization is false is pointed out in Cushing (1972).
Cughing points out that there are non~factive ﬁtﬁa that cannot take
S0. He notes, for example, that suggest camnot, He illustrates with
the following example. '

(6) Paul suggested that sentence promominalization might depend

on factivity, and Carol suggested {47 | too.

Other verbs that Cushing notes are hypothesize, postulate, prove, an-
pounce, assert, and deduce. In view of such verbs, it is clear that
the Kiparsky's generalization is false., Clearly, then, we must look
for en altemmative generalization.

Cushing suggests that the key to the distribution of it and so
is not the feature [+ factive] but a feature [ & stance]s He suggests
that [ + stance] verbs take it and [ - stance] verbs go. [ + factive]
verbs are a subset of [ + stance] verbss The fact that many verbs
take it and so is appavently takem as indicating that they are ambiguous
between [ + stance] and [ - stance] readings.

The problem with this suggestion is that it is not at all clear
that the [ 4 stance] feature has any independent motivation. Cughing's
chavacterization of the [ 4 stance] distinction is a vague ome. He
suggests that it is a distinction between verbs invelving 'specific
acts of adopting a definite stamce with respect to the truth or falsity
of the following S' and verbs invelving fpassive states of mindy, with
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the subject acquiescing or expressing a disposition to the txuth of the
following 8%s 1t is not at all clear that this distinction ig of any
general significance.

Cushing seeks to add substance to his proposal by relating it to
the lexicalist hypothesis, in particular to the lexicalist assumption
that there are significant parallels between NP's and S's. He suggests
that complements can be classified as definite or indefinite and that
[ + stance] verbs take definite complements and [ - stance] verbs
indefinite complements. He then suggests that it is a definite anaphor
and go an indefinite anaphor like one in (7).

(7) The Hatter ate a pice of cakey and Alice ate one too.

This line of thought adds a further dimensgion te Cushing's propesals
1 think, however, that it is quite misconceived.

1 think firstly that the notion of an indefinite complement must
be rejected. We can interpret complements as veferring to various
abstract objectss propositions, propositional functioms, or facts.
Given such an interpretation, they must be definite, like other
refurring expressions., We can compave complements with proper names.
Likk proper names, they vefer divectly, mot by way of some set, as
definite descriptions do. There are no indefinite proper names.
Bquallyy I think, there are no indefinite complements. I think also
that the idea that so is an indefinite anaphor is quite mistaken. g0
is not at all like gmes (7) says that the Hatter ate one member of a
certain set and Alice another, We can compave this with (8).

{8) Paul thinks that complementation is partly semantic, and Cavol

thinks so toc.
Glearly, this does mot spay that Paul thinks one member of a certain set

and Cavol another. It is fairly clear, then, that go is not an
indefinite anaphow.
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1 thinky them, that Cughingts discussion gheds little light on the
distribution of it and sos Both Cushing and the Kiparskys assume that
the distribution of it and go is determined by the meaning of the
aspociated verb. 1 want to suggest that it is mowe fruitful te look
at the function of the associated verbs This thought has occurred to a
nunber of linguists. I do not think,; however, that it has been
developed very adequately.

1 want to suggest that a gentence like (9) can be uged in two
different ways.

(9) I believe that Sam is mad.

On the ome hand, it can be & statement about the speakexr?s beliefs. Om
the other, it cam be a hedged assertion about s-l.l in the former casey
2 believe is used *noxmally*'. In the latter, it functions as a
hedging deviece. Similar suggestions have beem made by a number of
linguists. Aijmer (1972), for example, discussing a sentemce like

(9)s suggests that I believe has a 'self-veferring! and a 'sentence~
qualifying? use. In similar vein, Kimball (1972) suggests that a
sentence like (9) can be %an sssertion that the speaker is in a certain
state of belief* or *the expression of a belief on the part of the
speaker?, Broadly similarx views are advanced by Prince (1976)y and by
Nebel (1971), Lysvag (1975), and Hooper (1975)s We can also recsll

1. As James Thorne has pointed out to me, it is particularly natural
to interpret semtences like (9) as hedged assertioms if that is
deleteds It is particularly natural, that is, to interpret a sentence
like (1) as a hedged sssertion.

(1) I believe Sam is mad.
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Urmsonts (1952) obgexrvation that verbs like believe can be Tused to
indicate the evidential situwation in which the statement is made, and
hence to signal what degree of reliability is claimed foxy and should
be accerded to, the statement to which it is coufjoined’. My basic
suggestion, then, is not pavrticularly novel.

i want now to suggest that it occurs with a verb that is used
nownally and go with a verh that functions 28 @ hedging device. Again,
this is not a mew idea. It can be found in Aijmer (1972), Lysvag
(1975), and Hooper (1975)s The main evidence foxr it is data like the
following frem Lindholm (1969).

(10) Was Cacsox a Jew? 1 believe {::‘} .

With goy 1 believe is a hedging devices In effecty themy 1 believe so is
a hedged yes. As suchy it ig a perfectly appropriate amswer, With

Aty however, I believe is used nowmally, . Thus, I belisve it is a
statement about the speakerts beliefs. As suchy it is not an appropviate

enswer. Similar data is the following from Aijmer.

(11) Has Peter stolen the money? 1 ﬂllli::.} .

(12) Did Maxy buy a mew dvese? I imagime {20 ],

1 think, then, that this suggestion is quite well motivated. 1t is not
the vhole truth about prosentential so, but it is an important parc
of it.

We can now consider some other phemomena that ave associated with
hedgings WFirstly, 1 want to suggest that negeraising cam apply with
verbs that have a hedging funmctiong but not with verbs that are used
normally. Agaic, this suggestion is mj new. It is made by Aijmer
(1972), Kimball (1972), Hooper (1975), and, most notably, Prince (1976),
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Neg-raising lifts a negative out of a complement sentence. It accounts
for the fact that a sen@ence like (13) has a reading in which the
negative is associated not with the main verb think, but with the
complement verb rain.

(13) I don't think it will rain today.
it also accounts for the fact that (14) is grammatical, although sleep -
& wink normally requires & negative in the same clause, as (15) shows.

(14) I don't think Jim slept a wink,

(15) * Jim slept a wink.
Whenever there is some veason for thinking that a verb camnot have a
hedging function, neg-raising cannot apply. Prince suggests, quite
reasonably, that & progressive verb cammot have a hedgin; fimetion. She
notes then that (16) is wmmnl.'

€16) * I'm not guessing that Harry slept a wink,
Tb:h shows theat mg-rai.-_h; cannot ml.y in this situation. It geems
ressonable to assume that a verb camnot have a hedging function if it
is associated with an adverb, Notice now that the following are
ungramatical.

(17) # 1 don't ever think that Jim slept a vﬁnk.‘

(18) * I never think that Jim slept a wink,
Clearly, then, neg-raising is blocked here. There is quite good evidence,
then, that neg-raising applies with verbs that have a hedging functiony
but not with verbs that are used moxmally.

Wext, I want to comsider parxenthetical comstructions like the
following,

{19) Sam is mad; I believe.

(20) sam isy I believe, mad.

(21) Sam, 1 belisve, is made
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I want to suggest that verbs like believe normally have a hedging function
in such constructioms. Intuitively, it seems fairly clear that I
believe is a hedging device in (19) -« (21)s BNotice also that (22) is
ungrammatical,

(22) #* gan is mad, I'm guessing.
Clearly, this supports the pregent suggestion. Notice, however, that
€23) is grammatical,

(23) Sam is mady, I always think.
1 have suggested that a verdb associated with an adverb camnot have a
hedging function. Here, then, we have a verb in a pareanthetical
construction which does not have a hedging function, Thus, we camnot
sey that verbs like believe alweys have a hedging {unction in paren~
thetical constructions. We can suggest, however, that they normally do.

Finally, I want to look at embedded tag questions. MNowmally, tag
questions aere agsociated with main clauses. However, Robin Lakeff
(1969) peints out that complements can sometimes take tag questions.
(24) illustrated.

(24) I suppose Sam is mady ism't he?
I want to suggest that it ie only when the preceding verb has a hedging
function that & complement can take a tag question. Much the same
suggestion is made in Hooper (1976). Sentemces like the following
provide support for it.

(25) * I'm guessing that Sam is mady isn't he?

(26) * I always think that Sam is mad, isn't he?
in both casesy we have verbs that camnot have a hedging function, amd,
in both cases, tag questions ave impossibles I think, then, that this
suggestion 1g well founded. It is worth adding that tag questioms can
themgelves be¢ regarded as hedging devices. We might, then, regaxrd 2
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gsentence like (24) as & doubly-hedged assertiom,

I have ergued, then, that presentential go and certaim other
phenomena are associated with hedging. Im the next section, I will
develop & formal account of hedging and consider how exactly so and

the other phenomena are associated with it.

13,3, Some Analyses

I have suggested that a sentence like (1) can be used in two
different ways, that it can be a statement about the speaker's beliefs
or & hedged assertion.

(1) I believe that Mary is angry.
I said thet I believe is used normally im the first case and as a
hedging device in the second. Implicit in this formulation is the
assunption that it is the second use of such sentences that needs

explanation. 1 assume that (1) derives from something like (2) in the

first use,
(2) 8
’-"‘/’A-‘_“I"“N‘“‘-‘.
NP VP
Wy
v NP
i ! !
| S
believe /\
Mary be angry

For the second use, however, a different source is necessary.

Of the various linguists I have noted who touch on the questiom of
hedged assertions only three have any proposals about their analysist
Aljmer (1972), Lysvag (1975) and Nobel (1971). Least plausible are
Aijmerts proposals. 1f I understand her correctly, she would derive

(1) from gomething like (3) when it is a statement about the speakerts
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beliefs, and from scmething like (2) whem it is & hedged assertiom,

(3) 8
A s o
NP VP
! / T
v NP
i J //\
believe
the claim 8
AN
7
Mary be angry

Her resson for assuming a source like (3) in the first case is that she
thinks that a verb like believe is 'syntactically factive! in this
use. Presumably, this means that it cannot undergo raising. This,
however, is surely false, (4) can surely be a statement about the
speakeris beliefs.z

(4) 1 believe Mary to be angry.
I would suggest, in fact, that this is all it cam be. For me at least,
it camnot be a hedged assertion. 1 don't think, theny that (3) is a
suitable source for (1) when it is a statement about the speakex's
beliefs. Nor do I think that (2) is a suitable souxce for (1) when
it is a hedged assertion. There is nothing in (2) to make it clear
that the complement ig the main assertion and I believe a hedging
device. I think, then, that Aijmer's proposals are not very
plausible.

Lysveg sssumes a Fillmorean case framework. Within this framework,
he would apparently derive (1) from (5) when it is a statement about
2. Like (4.,1.,56), (4) i dubious for some speakers. I don't think,

however, that this affects the main point,
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the speaker?s beliefs, and from (6) when it is a hedged assertionm,

(3) 8
/\._‘_____ Ll
MOD J_!OP
RS S
v Neut Agt
l | |
i s NP
believe &
N |
be Mary angry 1
(6) g
40D PROP A
‘-».\K I
vV Dat s
l
! 2K /\\».
believe | ey
I be Mary angry

Leaving aside questions about the validity of the Fillmorean framework,
the obvious objection to this analysis is that (6) is no more suitable
than (2) as a source for (1) whem it is a hedged assertion. (6) does
not make it clear that the complement is the main assertion and the
rest of the sentence a hedging device. 1 think, them, that this
approach must be rejected.

Nobelts approach is much more plausible. He would derive (1)
from something like (2) whem it is a statement about the spcakert's
beliefs and from something like (7) when it is a hedged assertiom.

(7) 8
_/’/‘_“—- T — e
G aDv
T A
Mary be angry 1 believe

(1) derives from (7) through adverb preposing. If adverb preposing does
not apply, the result is (8).
(8) Mary is angry, 1 believe.
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(7) does make it clear that the complement is the main asgertion and the
rest of the gentence a hedging device. It looksy them, as if we have

a quite plausible asmalysis for hedged assertiomse. Shortly, however,

1 will show that it is less plausible when certain related phenomena
are considered.

Following Gerdon and Lakoff (1971) and Heringer (1972), I want to
suggest that hedged assertions are one of a mumber of 'indirect
speech acts's All the following can be indirect speech acts.

{9) Could you pass the salt?

(10) Do you think Mary is a spy?

(11) why don't you take a holiday?

(9) can be a question about the hearerts abilities, but it cam alse

be a so-called "whimperative', i.e. an indirect imperative. Similarly,
(10) can be a question about the hearer's thoughts or an indirect
question about Mary. Finally, (11) can be either a question or an
indirect suggestion. Intuitively, we have a unified phenomenon here.
I think, then, that we require a unified account,

Returning now to Nobel's account of hedged assertions, we can show
that it cannot be generalized to other indirect speech acts. To
generalize the accounty; we would have to claim that the comstituents
that signal the indivect chavacter of whimperatives, indirvect questions
and indirect suggestions originate in sentence-final position,
Initially, this might seem quite plausible in view of the existence
of sentences like the following.

(12) Pass the salt, could you?

(13) Is Maxy a spy, do you think?

(14) Teke a holiday, why don't you?
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There are problems, however. As Green (1975) points out, the derivae
tion of a sentence like (10) from a source like (13) requizes an other~
wise unmotivated rule that is the inverse of subject-verb inversion,
More importamtly, as Green also notes, there are indirect speech acts
for which no sources like (12) « (14) are available. Green gives
examples like the following.

(15) would you like to set the table now?

{16) Do you suppose you could let me finish?

(17) wWould you mind closing the window?

(18) How about setting the table?

It is fairly clear, then, that Nobel's account camnot be gemeralized.
1 think, therefore, that it must be rejected.

Howy then, should indirect speech acts be analyzed? Ome suggestion,
developed by Gordon and Lakoff (1971) and Searle (1975), is that they
are an example of conversational implicature in the sense of Grice
(1975)."' On this view, sentences like (1) and (9) - (11) are strictly
speaking unambiguous. In appropriate circumstances, however, they
can convey a second meaning as a result of certain principles of
conversation. (1), for example, is a statement about the speakert's
beliefs, but it can conversatiomally entail a hedged assertion. (9)
is a question, but it can conversationally entail an imperative. (10)
and (11) will be interpreted similarly, Since the notion of conversa-
tional implicature is needed quite independently, this is an attractive
3. 1 follow Cole (1975) in interpreting Govdom and Lakoff as claiming
that indirect speech acts are an example of conversational mxmm.
it is not certain that this is correct interpretation: For a different
hutpﬂu;m. gee Katz and Bever (1976).
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approach. There ave, however, a number of arguments against it. I
will review some of the main omes,

We can begin with the criticisms of Cole (1975). Cole focuses on
sentences that can only be indirect speech acts. He shows that the
interpretation of such sentences cannot be an instance of conversational
implicature. A typical example is (19), which Gordon and Lakoff discuss.

(19) Wwhy paint your house purple?

This can only be a suggestion that the speaker should not paint his
houge purple. It canmot be a questiony unlike (20), which presumably
has the same wuree.‘

(20) why do you paint your house purple?

To account for (19), Gorxdon and Lakoff propose a deletion rule that can
apply only if a suggestion igs conveyed. Discussing such cases, Cole
points out that for a ecertain interpretation of some sentence to be
regarded as an instance of conversational implicature it must be dif-
ferent from the literal meaning but related to it by a plausible chain
of infevence. This is clear from an example with which Cordon and
Lakoff begin their discussion. They note that (21), when said by a duke
to his butler, can be an oxder to close the window.

(21) 1t%s cold in here,

Clearly, the meaning conveyed ig different from the literal meaning.
Clearly, also, it is related to it by a plausible chain of inference.
4. James Thorne has pointed out to me that (19) can be a question for
some speakers. As longy however, as there are speskers for whom it can
only be a suggestion,; it will present a problem for the proposal undexr

congideration.
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(19), however, is quite different., Here, there is no meaning apart
from the meaning conveyed. Clearly, therefore, this is not derived
from some other meaning through a chain of inferemce. It seems clear,
then, that such gentences are not an example of conversational
implicature.

Problemg also erise with certain gentences that cannot be indirxect
speech acts. Consider the follewing sentences from Sadock (1975).

(22) will you close the door?

(23) will the door be closed by you?
(22) can be either a question or 2 whimperative, {23), however, can
only be a questien. On the approach we are comnsidering, (22) is a
question but can in cextain civecumstances convey an imperative. Givem
guch an account of (22), the fact that (23) cannot be a whimperative is
a serious problem, (23) aske the same question as (22). Thus, if
the vhimperative intexpretation of (22) is an instance of comversational
implicature, one would expect (23) to have the same interpretation.
The fact that it does not have this interpretation suggests that it
is not an instance of convevsational implicature in (22).

Broadly similar to (22) and (23) are (24) and (25), also from
Sadock.

{24) Can you clese the window?

{25) Are you able to close the window?
Like (22), (24) cen be either a question or & whimperative., (25),
however, like (23), can only be a question., Clearly this suggests
that the whimperative interpretation of (24) camnot be an instance of
eonversational implicature. Similar observations are made by Green
(1975) and Ross (1975). They provide further evidence against an
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approach like Gordon and Lakoff's.

Finally, we can gonsider certain cooccurrence phenomena. The
approach we are considering assumes that (26) conmversationally entails
(27) in just the same way as (21) conversationally emtails (28),

{26) Can you take out the garbage?

(27) Take out the garbage.

(238) shut the window.

Consider now the following data from Davisen (1975).

(29) Teke out the garbage, please; since my hands ave full,

(30) Can you take out the garbage, pleasey since my hands ave

full,

{31) shut the window, e@s it's my turn to move in the chess game.

(32) * itts cold in herey, as it's my turm to move in the chess

gane.
These show that whimperatives, like ordinary imperatives, can be
followed by & clause giving the reason for the requesty but that a
declarative sentence that conversationally entails an imperative
cannot be followed by such a c¢clause. Similar data is adduced by
Sadocks Such data suggests that indivect speech acte have the
cooccurrence properties of the corvesponding direct speech actsy not
those of related iastances of conversational implicature. Thus, it
provides further evidemce against the approach we are considering.

None of the examples of the preceding paragraphs involve hedged
assertiong. 1t is easy to show, however, that the view that hedged
asgertions are an instance of conversational implicature is no more
plausible than the view that other indirect speech acts are. We have
seen that a sentence like (33) can only be a hedged assertion.

(33) 1 believe so,
it isy therefore, just like (19), and, for the same reason, cannot
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be an instance of conversational implicature. Notice also the contrast
between (34) and (35).

(34) 1 believe that Eve has left.

(35) Wwhat I believe is that Eve has left.
{34) can be either a statement sbout the speaker's beliefs or a hedged
assertion. (35), however, can only be the forxmer. This contrast is
just like that between (22) and (23)., The latter shows that the
whimperative interpretation of (22) cannot be an ingtance of conversae
tional implicature. In the same way, the former shows that the hedged
assertion interpretation of (34) cannot be.

it seemg fairly clear, them, that indirect speech actsy including
hedged assertions, are not an example of conversational implicature.
This does not mean, however, that they have nothing te do with it. It
is quite possible that they have their orxigins in conversational impli-
cature., This is the central goatention of Cole's paper. It is alse the
view of Sadock, Greemy and Davison. 1t igy I think, a plausible ome.

1f indirect speech acts are not an example of conversational
implicature, what are they? An observation of Sadock's suggests a
plausible answer to this question. Sadock observes that indirect
speech acts have much the same properties as idioms. Notice, for
example; that (36) and (37) ave very much like (22) and (23).

{36) Tony kicked the bucket.

(37) The bucket was kicked by Tony. .
(36) has both a literal and an idiomatic reading. (37),; however, has
only a literal reading. HNotice also that (38) and (39) are like
(24) and (25).

(38) Marsha buried the hatchet.

(39) Marsha buried the axe.
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(38) has both a literal and an idiematic reading, but (39) has enly a
literal readings It seems, then, that indirect speech acts are quite
like idiomse. I want to suggest that they ave a kind of idiom and can
be analyzed ia much the same way.

Consider firstly the following sentences.

(40) Sam kicked the bucket.

(41) Sem died.
It is clear that these say the same thing. It ie clear also that they
are appropriste in different contexts. Roughly, (40) is appropriate
in informal comtexts. 1 would suggesty them, that (40) is a realization
in puch contexts of the structure underlying (41). Consider now the
following.

(42) Can you wash the dighes?

{43) Wash the dighes.
We can suggest that these also say the same thiang but differ in the
contexts in which they are appropriate, =Reughly, (42) is appropriate
in polite contexts., We can suggest, then, that (42) is a realization
in such contexts of the styucture underlying (43)., We can propose
a similar account ﬁn" the following.

(44) 1 believe that Jim is here.

(45) Jim is here.
Specifically, we can propose that (44) is a realization in tentative
contexts of the structure underlying (45)e The main features of these
analyses are represented schematically im the following. (8 stands for
surface structure, L for underlying (logical) structure, and C for
mmt.)s
5« 1 follow Ross (1910; :n; ;a;o;k‘(l.ws) in assuming that declarative
sentences originate as complements of a performative verb of saying.
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(46) 8. Sam kicked the bucket.
Ls 1 say to you (Sam past die)
Cs informal
(47) 8. Can you wash the disghes?
Le 1 request of you (you wash the disghes)
Ce polite
(43) 5. 1 believe that Jim is here.
Le I say to you (Jim be herxe)
€. tentative.
We can suggest similar analyses for other indirect speech acts.
It is clear that these analyses require some quite complex rules.
For (40), we will need something like (49)s (I place contextual
conditions in square brackets.)
(49) X die Y ===3 X kick the bucket Y / [informal]
For (42), we might suggest something like (50),
(50) I request of you (you VP) ===> 1 ask you {you can VP) /
[polite]
For (44), something like (51) might be appropriate,
(51) I say to you X ===3 I gay to you (I believe X) /
[centative]
(49) will be 2 completely idiosyncratic rule with no particular
gimilarities to amy other rules. In contrasty; both {50) and (51) will be
membere of guite large families of rules with various features in
conmmone These rules will probably be derivation-initial, As we have
seen, Newmeyer (1974) assumes, in effect, that idiome involve
derivation~initial yules. Finally, we should note that there will be
various glebal constraints associated with these rules to prevent

the derivation of sentences which cannot have idiomatic readings.
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We can return now to prosentential sos 1 suggested earlier that it

is the result of the following rule,

(52) s 8
A e I
P vr NP Ve
(B e a4 g5 S 2 U
v NP v P?
| P NP
it ,/’/\‘\
L as
m | |
that way

1 also suggested that it occurs with a vexdb that functions as a hedging
device. This suggests that (52) applies just in case the verb is a
hedging device. 1If the verb is a hedging device, it will itself be the
result of an idiom rule. It follows, theny that (52) cannot be
derivation-initial, Rather, it will follow rules like (51)., Thus, we
will have derivations like the following.
(53) I say to you it

1 say to you (I believe it)

1 say to you (I believe in that way)

I believe in that way

1 believe so
Herey; then, we have evidence that Newmeyer's conception of idioms is
not entirely adequate. A second point about (52) is that it involves a
global condition. Nothing in the imput structure shows that the verb
is a hedging device. It is enly the fact that it is the result of a
rule like (51) that shows this. Thusy to say that (52) applies just in
case the verb is a hedging device is to say that it applies just in
case the verb is the vesult of a rule like (51). Clearly, this is a
global condition. A final point about (52) is that it is a meaning
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changing rules The meaning of (54) will not be predictable from the
input to (52); because this structure will appear in the derivation
of (55).

{54) 1 believe so.

(55) 1 believe it,
{55)y of course, cannot be a hedged assertion.

Before we veturn to the other phenomena that I have associated d;ﬁ
hedging, I wamt to suggest an analysis for yese Ae (53) indicates, I
assume that a sentence like X belicve go is the form taken in & tentative |
econtext by (56).

(56) 1 say te you it,
it is natural to agk what heppens to (56) in a nommaly; non-tentative
contexts The obvious suggestiony I think, is that if is vealized as
Jyese 4As (53) indicatesy 1 assume that a sentence like I believe so
is the form taken in & tentative context by (56),

(56) 1 say to you it
It ig natural to ask what happens to (56) in a normal, non-tentative
context. The obvious guggestion, 1 thinky ls that it is realized as
yege I want to suggest, then, that yes is the realization in noxmal

contextes of g proneminal object of a declarative pu'ﬂr.:'ln«at:::l.m-.6

6+ It is interesting to mote in comnection with this proposal that, __
according to the 0.E.Dsy so could be used for yes in Middle English. |
Also of interest is the fact that the Fremch equivalent of 1 believe so

1s Je crols que oul.
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We can Waturm now to neg-raising. I suggested sarlisr that this
applies with verbs that have & hedging function but not with verbs
that ave used nommally, It would seemy then, that it is rather like
(52)s There is one diffexence, however, Whereas (52) is obligatory
with a verb that has 2 hedging funstion, negeraising is optional,
Notice that both (57) and (58) can be hedged denials,

(57) 1 believe Jim isa't happy.

(58) 1 don't believe Jim is happy.
(The former can also be a statement that the spesker holds a certain
negative belief. The latter can also be a demial that the speaker
holde a certain belief.) Apart from this, negeraising is vevy much like
(52)s Like (52), it invelves & global condition. It can apply just
in case the verb is the wesult of a rule like (51)s it is alse a
meaning changing rule. The meaning of (58) is not predictable fxom
the input to negeraising, because this structure appears in the
devivation of (57); which has a meaning not shared by (58).

Hext, we can retwxm to paventhetical constructions like the following.

(59) steve is a Pabloite, 1 believe.

{60) Steve isy I believe, a Pabloite.

{61) Steve, I believe, is a Pabloite,
One approach to such sentences would derive them from (62).

{62) I believe that Steve is a Pabloite.
This is the approach of Rardin (1975),; who suggests that (59) derives
from (62) through a rule of sentence raising, and that (60) and (61)
derive from (59) through a rule of semtence shift. It :Li also the
approach of Ross (1973)y who calls these rules slifting and niching.
in (59) - (61), I believe is & hedging device. Thus, if we adopted this
approach, we might suggest that semtence waising, like negwraising,
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applies with verbs that have a hedging function. There are; however,
a number of avguments against this approach, in particular against
gentence raising. Clearly, we must comsidexr these.
. One argument, advanced by Stillings (1975), focuses on sentences
like the following.
(63) I don't think John isn't going to the party.
(64) John isn't, I don't think, going to the party.
On the most obvious formulation of sentence vaising, (64) will dexive
from (63). The two sentences, however, have completely opposite
meanings. (64) is equivalent net to (63) but te (65).
(63) I think Johm ien't going to the party.
On the face of ity this is a serious problems There is a simple solution
to it; howevers Firstly, as Rardin notes; it is clear that sentence
raiging cannot apply with a negative verbs (66) illustrates.
(66) * Steve is a Pabloite, I don't think,
Thusy (64) will not derive fxom (63)s All we need, then, is some way
of deriving (64) from (63). For such derivations, Rardin suggests a
rule of pot distribution applying after sentence raising and sentence
shift. Civen such a rule, (64) will derive from (65) by way of (67).
(67) Johm fsntty; I think, going to the party.
it geemg, then, that this argument carries little wight.'
A seeond argument, also advanced by Stillings, centres on sentences
like the following.
(68) 1 think that Ceoxge is a fool, but Mawxy won't believe it.
S .
7+ Roas (1973) accounts for sentences like (64) wather diffevently.
He assumes thet meg-vaising is asccomplished by copying and deletion
and that deletion is blocked if slifting intexvenes.
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(69) Geoxge, 1 think, is & fool, but Mary won't believe it.

Ap Stillings points outy (68) is ambiguous. At can be understood as
_ ol or as that George is @ fools (69),

however, is unambiguous. Here, it cam only be understeod as the
lattexrs This looks like a problem. In facty however, it is mnot a
problem within the framework 1 have developeds Notice that the first
clause of (63) can be a statement about the speakerts thoughts. In
this use, it will derive from (70).

(70) s
/‘-._“_‘\‘\\
NP Ve
/‘ o ~—
I v i
I | |
S
think

Geoxge be a fool
It can also be a hedged assertion. iIn this use, it will derive through
a sule like (51) fxom (71).

(71) 8
/\
HP e
l A
George hyml

In contvast, the first clause of (69) cen only be a hedged assertiom,
and, therefore, can only derive from (71)s Thus, the proposition that
1 think that Geoxge is a foel cen figure in the underlying structure
of the first clause of (68) but not in the undexrlying structure of the
fivst clause of (69)s It is only natural, them, that it cen refer to
this proposition in (68) but not in {69).

A third srgument of Stillings® is less easy to counter. It
involves sentences like the following.
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(72) 1s Sam finished, do you think?
The obvious source for (72) is (73).

(73) Do you think Sam is finished?
Applying sentence raising to (73) gives the ungrammatical (74).

(74) * Sam ie finished, do you think?
To derive (72); we will have to apply subject-verdb inversiom in the
raised sentence, This is vather problematicy however. For subjecte
verb inversion te apply in the raised gentencey it must have an
interrogative status. think, however; camnot take an interrogative
complement, It is mot at all clear how a complement can acquire an
interrogative status when it is ralsed, I think, then, that sentences
like (72) pose a real problem for seatence raising.

it may be that sentence ralsing can be maintained, in spite of
sentences like {72). My inclination, however, is to reject it, In
the present framework, it is quite easy to suggest an altermative.
Instead of assuming that a sentence like (75) derives through (51) and
penteénce raising, we can suggest that it derives through something
like (76).

(75) Jim is 411, I believe.

(76) I say to you X === 1 pay to you X3 I say to you (I

believe) / [tentative]

We ean suggest a similar vrule for (72)., We can suggest that (73)
derives through something like (77), whem it is am indirect question.
(77) 1 ask you § === 1 ask you (you think 5) / [pelite]

For (72)y then, we can suggest semething like the following.
(78) 1 ask you S === I ask you 8, I ask you (you think) /

[polite]
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1 thinks then, that rules like (76) and (78) provide a quite plausible
alternative to sentence raising.

1t is appropriate et this point to return briefly to sentences like
(7’)9

(72) Open the windowy can you?
Sadock asgumes that such sentences derive from whimperatives through a
vule of 'fracturing's On this account, (79) will derive from (80).

{80) Can you open the window?
Fracturing is clearly vather like sentence relsing, and it faces a
similar problem, Juet as the intervogative status of sentences like
(72) pose a problem for sentemce rvaising, so the imperative status of
gentences like (79) poses & problem for fracturing, Their imperative
status i¢ showm by examples like the following.

(81) Do light 2 firey won't you?

(82) pen't light a fire, will you?
I think, then, that fracturing is rather dubious: I would like to
suggesty therefore, that (79) ip the result not of {51) and fracturing
but of gomething like the following,

(83) I vequest of you (you VP) === I wequest of you (you VP),

1 ask you {you can) / [polite]

This, of course, is very much like (77) amd (78).

Finally, we can return to tag questions. If tag questionsg are
2 hedging devicey; it is natural to essune that they are the result of
a rule like (51). It would seem; however, that they camnot be the
result of a derivation-initial rule. As has often been noted, the
shape of a tag question is dependent on the surfece shape of the
main clause. it would seemy, then, that they ave the result of a fairly

late rule,
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13.4. Some Problems

1 think that the analysis 1 have sketched has comsiderable attrace
tions, 1t also faces serious problems, howevers In this section,
I will take a look at these problemss I have no real solutions.
All I can do is indicate same lines of thought that might lead to
soluticns.

The most serious problem that the analysis faces is that the main
underlying assumption is appaveatly false. The starting peint for
the analysis is the assumption that progentential so, neg-raising,
and certain paventhetical constructions are symptomatic of hedging,
it seems fairly clear that a verb like believe can funetion as a
hedging device only if it 1s £ivst person and present temse. It seems
¢lear, in other wovds, that semtences like the following cannot be
hedged assertions. '

(1) Frode believes that Avagorn is mad,

(2) 1 chought that Eve had left,
This suggests that prosentential go, neg-vaising and parenthetical
constructions should be impossible with verbs that are not first person
and present temse. It is clear; however, that this is false. The
following illustrate,

(3) Gimli believes it will vain, and Legolas Believes so too.

(4) Sem thought there would be trouble, and I thought so too.

(5) Steve doesn't think he slept a winke

(6) I didn't think Sam had slept a winke

(7) sam is mady Jim believes.

{8) Sam was mady, I thought.
it looks, then, as if the assumption that these phenomena are symptomatic
of hedging is false.
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As we have seen;, a number of linguists have considered these
phenomena and suggested a comnection with hedgings In gemeral, they
have not noted the problem that sentences like (3) - (8) pose for
such suggestions. An interesting case is Hooper (1975)s Hooper suggests
that verbs like believe have a literal reading and a 'parenthetical?
reading, and that prosentential go, neg-raising, and paremthetical
constructions are symptomatic of the paremthetical readinge The
problem with this suggestion is that it is not at all clear what is
meant by a paremthetical readinge It is clear that to say that a
first person preseat temse verb has a paremthetical reading is to say
that it functions as a hedging device. Hooper makes this clear when
she remarks that I believe so is 'equivalent to a weakened ov qualified
Yyes', and that (9) is a 'qultéhd assextion®e

(9) I believe John is here
The problem is that it is not at all clear what it means to say that
verbs that are not first person and present temse have a parenthetical
readings QCertainly, Hooper offers mo clear account of thise I think,
then, that the term *pareathetical reading® serves to gloss over a
serious problem.

Inw. then, should we account for sentences like (3) - (8)7 As
far as (3) = (6) are conem-d. a natural suggestion is that we
should revise the prosentence rule and neg-raising. 1 have suggested
that both can only apply with verbs that have a hedging function.

An obvious way to accomodate (3) ~ (6) would be to say that they only
apply with first person present temse verbs if they have a hedging
function, but they apply more or less freely elsewhere. Reviged in
this way, the two rules will give us something like the right results.

An obvious objection to this approach is that, as things stand,

we cannot accomodate (7) and (8) in a similar way. I suggested in
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the last section that sentemces like (10) and (11) involve something
like (12), followed by the prosentence rule and neg-raising,
respectively.,

(10) I believe so.

(11) I don't believe I slept a wink,

(12) 1 say to you X ===) 1 gay to you (I believe X) / [temtative]
I rejected, however, the view that sentences like (13) have a similar
derivation.

(13) Mary is here, I believe.
I vejected, that is, the view that they invelve (12), followed by
sentence vaising, Instead, I suggested that they ave derived dirvectly
through something like (14).

(14) I say to you X s===> I gay to you X, I say to you (1

believe) / [tentative]

Thusy as I have analyszed sentences like (13), there is no rule that
we c¢an invoke in commection with (7) and (8) in the way that we camn
invoke the prosentence rule and nege-raising in comnection with (3) -
(6)s One might teke the existence of sentences like (7) and (8) as
evidence that sentences like (13) should be derived through (12) and
sentence raising after all, If we do derive them in thig way, we
could then guggest that sentence raisingy like the prosentence rule
and negeraising, only applies with a first person present temse verb
if it has e hedging function, but applies move or less freely
elsevhere,

it is posgible that an approach like this might prove viables
i1t hardly inspires confidence, however. The most ebvioms objection is
that it involves three rather strange rules. Quite apart from this,
a nunber of observations guggest that a rather different approach
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might be appropriate. Particularly important ere the obsexrvations of
Prince (1976).

Prince 1s concerned with neg-raising in Emglish and Freanch, She
focuses mainly on first person presgent temse sentences, but she also
congiders sentences that are mot firgt persem and presemt temse. She
suggests, as I have done, that the former are hedged assertions. BShe
suggests, in other words,; that (5) has much the same import as (15).

(15) steve says he doesn't think he slept a wink,

Support for this suggestion comes from an cbservation of Jackendoff
{1971)s He notes that a number of verbs that allow negeraising in
first person presemt temse uses do not allew it with ether persoms
and tenseg. He notesy for example, that the negative can only be
assceiated with the main verb in the following.

(16) pill dtdn't{m}m they had wone

guess
On Prince's suggestiony all this means ig that certain verbs can
appear im hedged assertiomsy but not in reports of hedged assertioms.
This seems a fairly natural situation.

Prinee's suggestion, then, is that sentences like (5) and (6)
are understood as reports of hedged assertions. It is natural to
agk whether we can say the same thing of sentences like (3) and (4)
and (7) and (8). In comnection with the latter, we can note Aljmerts
suggestion that (17) is understood as & report of John's saying (18).

{17) Peter is faty John Believes.

(18) Petexr i¢ fat, I believe.

We can aleo note Urmeson's suggestion that X is, Jomes believes, at home

is understeod as a report of Jones' statement X is, 1 believe, at home.
Urmeon goes on to suggest that sentences like (7) and (8) ave
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impossible when theve is mo question of a report being iavelved.
Specifically, he suggests thety on seeing Jones making his habitual
dash to the railway station during a wailway stoppage, one could say
(19), but not (20).

€19) Jomes believes that the trains sre working,

(20) The trains, Jones believes, are working.

It seems quite naturel, then, to iaterpret seatences like (7) and (3) as
reports of hedged assertiens.

Whats then, of sentences like (3) and (4)? Again; 1 think requests
are invelved. That they ave is suggested by the dublous character of
(21).

(21) ? sam says that Mary is a fool, but he doesn®t believe so.
1f tha second clause of (21) is understoed as a report, it will have
much the same impoxrt as (22).

(22) Sam says he doesn't believe that Maxry is a fools
€21), then, will attribute comtradictery statements to Sam. Notice
that (23) ie quite ascceptable,

(23) Sam s&ys that Maery is & fool, but he doesa't believe it.
Hexe, there iz no question of the second ¢lause being understood as a
report, It seems falrly plausible, them; to suggest that seantences
like (3) and (4) involve reports of hedged assertions,

Agowning thet they are sound, how should these obgervations be
accounted for? Thie ie not at &ll an easy question. One possibility
is that the sentemces we are concerned with dexive from explicit
repo¥ts. On this view, the gentences in (24) would derive frmn those
in (25)s

(24)a, Tony believes go.

be Jin doesn't think Mary slept a wink,
¢. Steve is arroganty Sam believes.
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{25)a. Tony says he believes so.
be Jim says he doesn't believe Mary slept a wink,
¢+ Sam says Steve is avrogant; he believes,
An obvious problem for this approach is that the sentences we are
concerned with do not have exactly the same significance as explicit
reports. lotice, for example, the comtrast between {(26) and (27),
€26) Jim esked if it would wain, and Sam said he thought so.
€27) ? Jim asked if it would rain, and Sam thought so.
Another problem ig that it is not at all clear how semtences like those
in (25) should be analyzed. In particulary it ig not at all clear how
the complements should be amalyzed. One might suggest, with Kune
(1972a), that they ewiginate as direct quotations. On this proposal,
the sentences in (25) would derive from the following.
{28)as Tony says 'I believe sof.
be Jim says *1I don't think gots
€+ Sam says "Steve is arregant, 1 believel,
it is clear, however, that direct quotations pose serious syntactic
and semantic problems (Parteey; 1973a)., Thus,; even if the sentences
we ave concerned with derive from explicit repowts, our problems will
not be overs I think, then, that it is quite natural to intewpret
sentences like (3) < (8) as weports of hedged assertions. How this
should be accounted for, however,; is mot at all clear to me. I muet,
therefore, leave the problem that such sentences pose unresolved.
am:muntmmaxuzmmwumat
ignorves differences between hedging devices. This weakness is pare
ticularly clear if we congider tag questionss Considery for example,
£29).
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{29) Bve ig here, isn't she?
This ig certainly & hedged assertiom, It is mewe thamn thig, however.
it is algo a vequest for confimmation. It is clear; themy, that (29)
is diffevent from a Ypure' hedged assertion like (30).

(30) I believe Eve is heve.
1 would suggest that there ave alpo differences between puve hedged
asgertions. I would suggest, for example; that there are diffevences
of conmnotation betweem (30) amd (31), and between (30) and (31) and (32).

(31) 1 suppose Eve is hewe.

(32) 1 imagine Bve is heve.
So fary, I have ignoved all such differemces. It is clear, however,
MMM:hemmmumm¢

Quite velevant at this point is Lakoff's (1974) discussion of
fayntactic amalgams®s By a syntactic amalgam he means 'a sentence
which has within it chumks of lexical material whieh do not correspoad
to anything in the logical structure of the sentemce; wather they
must be copied in fyem other dexivations under specifiable semantic
and pragnatic conditions's Lakoff suggests that sentences like the
following are amalgams.

€33) Jolm invited you'll never guess how many people to his

partys

{34) John is going tey I think it's Chicage on Saturday.
More importantly in' the present cmmtexty, he suggests that tag questions
and paveantheticals are amalgams, He comsiders hewe incidentally not
only parentheticals that function as hedging devices but sleo
paventheticals that make concessions like that in (35) and paven-
theticals giving the source of infowmation like that in (36).

(35) Jolmy I admit, cannot play the tubs well,
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(36) Rangaroos, The Times reported, are decreasing in numbers,
Lakoff's proposals are quite tentative, but they are of comnsiderxable
interest.

As I have snalyzed indirect speech actsy they are quite like
amalgams, They contain lexical material that does mot corxrespond to
anything in their logical structures. This material is introduced under
certain pragmatic conditions. It is not copied from some other
dexivation, however, The fact that this material is more than just a
signal of the context suggests that it perhaps should be. It suggests,
in other words, that indiveect speech acts could be re-analyzed as
amalgams, I have no explicit proposals to make. I think, however,
thatlmh a re-analysis could well be the right way to account for
the differences between hedging devices,

We should note parhaps that Lakoff himself does not regard simple
hedged assertions or whimperatives as amalgems. He continues to assume,
with Gordon and Lakeff (1971), that they are ingtances of conversational
implicature, This is related perhaps to the fact that his focus is
mainly syntactic. His concexm is with problematic surface structures,
not with problematic speech actss The surface fomm of simple hedged
asgertions and whimperatives like (37) and (38) poses no obvious
problems,

€37) I believe Sam is making his will,

(38) Could you put the cat out?

Semantically, however, they ave just as problematic as (39), which
Lakoff would regard as an amalgam.

(39) tam is meking his will, I believe.

1 think that Lakeff is migtakem in concentwating on sybtactic factors.
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1 think it is quite likely that 21l indirect speech acts will turm out
to be amalgams, not just those that have problematic surface
structures,

We should alge note that, if indirect speech acts are re-analyzed
as amalgems, they will be less like ordinary idioms tham I have
assumed, This is quite reasonable, 1 think, Structurally, indirect
speech acts econtain additional lexical material compared with the
corresponding direct speech actsy whereas ordinary idioms simply
contain different lexical material from the normal expresgion of the
game meaning. Semantically, I think, indirect speech acts have
additional content in a way that ordinary idioms do not, This is
obviously true of tag questions. It is also true, I think, of pure
hedged assertions and other indirect speech acts, Nome of this
means that there are not important similarities between indirect
speech acts and owdinary idioms, It does suggest, however, that my
wi;t.u.l analysis exaggerated these similarities somewhat.

These remarks are quite vague. I think, however; that it is
quite likely that they point in the right direction. I think, then,
that differences between hedging devices aere rather less of a problem
than sentences like (2) ~ (8).

13,5, Further Constructions

In the last two sections, I have been investigating the propseition
that prosententisl so is associated with hedging. There is much truth
to this propesition. It is cleary, however, that it is not the whole
truthy, even if the problematic sentences of the last gection are
veports of hedged assertionss There are at least three constructioms
involving what is apparently presentential so that I have mot yet
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congidered. Of these constructions, omly ome has anything to do with
hedging.

The first construction I want to consider is exemplified by
sentences like the followinge

(1) Steve is a Tribunite, or s¢ 1 believe.
We might regard this as a kind of hedged assertion. The second clause
is a kind of retrospective hedge. The speaker makes an assertion,
snd then hedges it. (1) i3 equivalent to (2), whexa the speaker
explicicly takes back part of what he has said,

(2) steve is a Tribunite, or at least I believe he is.
There are gentences like (1) where the gecond clause coatains a verb
that canuot appear in am ordinary hedged assertion, The following
illustrate.

(3) Tony is over the hill, or so I would claim,

{4) Mary is six foot, or so 1 would estimate.
{5) and (6) show that the verbs cannot appear in ordinary hedged
assertlons.

(3) * 1 claim so.

(6) * 1 estimate so.
There are also seatences liks (1) where the second clauge ig not
primarily a hedging device. Consider, for example, (7) and (8).

(7) Albert is en empiricist, or so Sam argues.

{8) Robexrta iz a Geordiey or so Brian says.
Here, although the second clauge relieves the speaker of part of the
vesponsibility for the first clause, its main function is to indicate
the source of the information contained im the first clauses A4ll these
gentences, incidentally, have equivalent parenthetical sentences. The
following illustrate.
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{10) Tony is over the hill, I would claim,

(11) Albert is an empivicist, Sam argues.
1 sssume that go is the wesult of the prosentence rule in this
constructions Apaxt from this, however, I have little idea as to how
the construction should be analyzed.

The second cmastruction I want to comgider is exemplified by
sentences like (12).

(12) so 1 believe.
One might think that thie is a hedged assertiom just like (13).

(13) I believe so.
It peem, however, that this is mot the case. Umlike (13); (12) is not
a natural angwer to a yes-no guestion. Rather, its natural use is to
confirm or endorse a statement. Thusy we have exchanges like the
followinge

(14) As Eve is emigrating.

By So I believe. _

Unlike hedged asgertions, this comstruction can contain what Karttunen
€1972) calls semi-factive verbss The follewing illustrate.

(13) so I{ma}.

see

realize
{16) * I | notice -
see
How this construction should be analysed is not at all clear, It seems
likely, however, that go is the result of the presentence rule.
Finally, we can comsider the do so comstruction. This is
illustrated in sentences like the following.
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{17) Roberta paints murals, and Sue does s0 too.
Here, the main elements of an analysis seem fairly clear. It is
fairly clear that we ave dealing with prosentential so. This go has
the same adverbial properties. It canmot appear in subject position,
as the following illustrate.

(18) * So is often done.

(19) * So is easy to do.
Nor can it appear as a raised object,

(20) * we thought so to be often done. |

(21) * We thought so to be easy to do.
We can suggest, then, that the second clause of (17) derives from (22).

(22) £
/ &,
NP Ve
/\\
vy e
itk
do it

The prosentence rule will convert this into (23).

(23) 8

ul /\

o

| v

Sue ' BB e
P NP
= Det N
g

Eventually, the way phrase will be vealized as go. Onme thing that is
not very clear is the exact distribution of do so and do it. Bolinger
(1970) suggests that do so is favoured in contexts which invelve un-
favourable comnotations. There is perhaps some truth to this,
although pome of Bolingerts judgements seem rather dubious. 1 will net
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pursue this matter, however.

it is clear that prosentential go haes nothing to do with hedging
in sentences like (12) or in the do so comstruction. It is clear,
then, that there is more to prosentential so than its association with
hedging. I think, however, that this association is of considerable
importance. It is for this veason that I have concentrated on it in
this chapter.
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CHAPTER 14
CONFIRMATION AND CONJUNCTION

In this chapter, I want to look at tweo further constructions which
might be thought to involve prosentential ge. These constructions are
illustrated in sentences like the following.

(1) They say the Prime Minister is mad; and so he is,

{2) Joanna is reading the Beanoy, and so is Alicja.

Anderson (1976) and Ross (1972) argue that go is a prosentemce in
confirmative sentences like (1), MeCawley (1970b) suggests that it is
a progentence in conjunctive sentences like (2)s This suggestion is
dropped, however, in the revised version of this paper (McCawley,
1974a)s I will argue that go is not a prosentence in either of these
constructions. Instead, I will suggest that it is a realization of

and.

14,1, Critical Preliminaries

Before we consider the problems involved in claiming that these
constructions invelve prosentential so, we must get a clear idea of their
charactexry It ig clear that they are quite similar. Both involve
59 @ subject NP, and an auxiliaxy verb, The main diffevence is that
the conjunctive comstruction {nvolves subject verb inversion, whereas
the confirmative construction does mots. A few examples will illustrate
these points.

(1) San said the king was eccentric, and so he was.

(2) They say the Mekon is living in Monte Carlo, and so he is.

(3) They say Mary may be a martian, and so she may.
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{4) They said Eve had eloped with Zenoy and so she had.

(5) The Huns were a nuisance, and so were the Visigoths,

(6) Roberta was arrested, snd so was Steve.

(7) Brian must go to Milam, and so mugh Dick.

{8) The Vandals sacked the city, and so did the Suevi,
The similarities between the two constructions suggest that it is quite
likely that they have similar analyses.

When Anderson and Ross claim that go is a prosentence in confirmae
tive semtences, they are claiming that it is the result of a rule
like (9).

(9) XS« Yns=~2

1 2 3 4 5 ==

2 s0
;{ M }s
s0 &
McCawley probably had a similar rule in mind when he claimed that go

is & prosentence in conjunctive sentemeces. I have argued, of course,
that prosentential so results not fxom (9) but from (10).

(10) s s
NP e NP w
/\ i /“m\\
v Np v PP
| /\
P Np
it ’ 7
Det N

g
that way
1 will argue that s¢ cannot be the result of this rule in confixmation
and conjunctive sentences. I will then veturn briefly to (9)y and whow
that it ie no more promising. '
We ean look firstly at (l). Here, we are concerned with adjectival
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bes Following in essence Ross (1969c), I think it is likely that this
is a transitive verb, taking a full NP and an open sentence as its
arsuuntnl i think, them, that it is quite likely that the complement

in the first clause of (1) will derive from something like (11).

(11) s
e !
NP, VP
x ’/"'-- .-\‘H"'-._‘_“‘“‘-
é l v NP
king | f
8
be

TR

% eccentric
Given such an analysisy it would be pessible to derive the second clause
of (1) through (10) from something like (12).

(12) s
NP VP
’ / RH““--..
| v NP
he
be ic

(1), then, dees not seem too preblematice
Cousider mow (2). Here, we are concerned with progressive be. Ome
might think that this teo is a tramsitive verb, Huddlestom (1974) | _
argues, however, that it is intwansitive. The equivalence of mmen
like the following points to this conclusion. i
(13) The inspector was cheecking the figuwes.
{14) The figures were being checked by the inspector.
Soy tooy does the existence of sentences like the following with

idiomatic subjects.

- - ow = W W

1. I will present some evidence for thig view in the next chapter,
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(15) Tabs are being kept on all Gorton sympathizers.
Such evidence is quite persuasive. It suggests, then, that the comple-
ment in the first clause of (2) will derive frow something like (16).

(16) gl
//A'“—‘-\_\_‘\
NP vP
12
be true of the
|
&3 |
be

x live in Monte Carle
1f progressive be is intrampitive, it will be imposgible to derive a
suitable input structure for (10)., It will be impossible, then, to
derive the second clause of (2) through (10).

As Huddleston notes, evidence like that just cited suggests that
a numbexr of auxiliaries are intransitive. One is epistemic may. Heve,
the evidence suggests that the complement in the firxst clause of (3)
should derive from something like (17).

(17) s

VB

% be a martian

Bf epistemic may is intransitive, it will be impossible to derive the
second clause of (3) through (10). Another auxiliary which appears to
be intransitive is perfective have. If it isy the complement in the
first clause of (4) will derive from a structure like (17), and it will
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again be impogsible to derive the second clause through (10),
it seems fairly clear, then, that se¢ cannot be introduced by (10)
in confimative sentences. Obviously, we can extend this conclusion
to conjunctive sentences. I will now argue that (9) works no better,
We can return firstly to (1). Herey; if the complement of the
first clauge derives from (11), it would be possible to derive the
second cleuge from a similax stmtuﬁe through (9). Consider now {2).
I have suggested that the complement in the first clause derives
from (16). The operation of raising on 82, and lowering and deletion
on 5> will convert this inte semething like (18),

(18) 8

Nﬁ’fﬂﬂ##ﬂh&mhvy
Lt L T
the .bc

live in Monte Carle
i1 assume here that raising triggers the pruning of s3 under Ross's
(1967) comvention that § nodes that do net bramnch are pruned. This
convention has been challenged by Postal (1974a): He argues that

raising (and equi) result not in pruning but in the demotion of the

affected 8 to the status of a Vquesi clause'. On this view; then,
{16) will become not (18) but (19).

(19) =3 8
SHEE ¢ VP
% /\Quasml
the be

-

live in Monte Carle
Which of these views is correct is not too important in the present

context, What is important is that it is fairly clear that waising
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vesults in the disappearance of the affected 8. Thusy, if progressive
be is intrvamsitive, the § modes that (9) requives will be lacking inm
(2)s 1t will be impossible, them, to dexive (2) through (9). iIn the
same way, if epistemic may and perfective have ave intramgitive, it
will be imposgible to derive (3) #ind (4) through (9)s It seems,
then, that (9) fails in just the same circumstances as (10), although
in a vather diffevent way.

it gseens fairly clear, then, that $0 is not a prosentemce in
confirmation and conjunctive sentemces. Obviously, them, we must look
for a diffevent secount. In the next sgectiony; I will develop ome.

14,2, Bmphatic Conjunction
Although he regavds go as & prosentence in confimmative sentences,
Anderson (1976) suggests that it is not a prosentence in comjumctive
sentences. Instead, he suggests (fn. 10) that it is wvelated to also.
This seems a quite plausible suggestion. 1 want, them, to investigate
its The first question that it prompts ist what sort of word is alse?
The obvious answer is that it is 8 signal of emphatic conjunction,
like too and as well and, in negative conjunctions, either. Sentences
like the follewing illustrate.
(1) Erieca vead "The 18th Brumaive', and she read 'The Class
Struggles in France' also.
(2) steve is an economist, and he's a historian too.
{3) Eve went to Spainy and she went to Portugal as well,
(4) Jim doesn't like the Stones, and he doesn't like the Who
either.
it is necessary, then, to take & look at emphatic comjunction.
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The most extensive discussion of emphatic eenjunction is that of
Green (1973)s She suggests that there are two types of emphatic
conjunction, one in which both comjuncts are of equal importamce, and
one in which the second conjunct is added almost as an afterthoughte
She suggests that the former invelves two falling intonations, one on
Loo or gither, and ome befove ity while the latter involves just one
falling intemation on tos or githexe I doubt whether many people cone
sistently make such a distinetion. Presumably, however, there are
some who doe

Ausuning predicatesfirst ovder, and utilising 100 as a predicate
of emphasis, Greem suggests (5) and (6) as underlying structures for
ordinary emphatic conjunction, and (7) and (8) as underlying struce
tures for Yafterthought' conjunction,

(5) s (6) s
TOO 4 T00 S
’/‘-.__5\ '.’.1/\
AND S AND s
s 5 s 3
Vil AR S
ROT 8 NOT 8
(7 5 (8) §
f’/ = ““w..._\_“
AND e AND 8
s s 8 s
T00 s NOT 8 T S
KOT s

Conjunction copying and predicate vaising apply to these structures teo
derive a wide range of surface formse

The derivational processes emvisaged by Greem can be illustrated
with the follewing semtencess
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{9) Jim ism't a Pableite, and he igm't a Schactmenite eithers

€10) Jim dsan't a Pabloite, nor a Schactmanite eithew.

(11) Jim 15 neither a Pabloite nor 2 Schactmanite,

(12) Jim is both not a Pabloite and not a Schactmenite.

(13) Jim isa't a Pabloite, and nor is he & Schactmauite.
Green suggests that (9) « (12) have both ordinary emphatic and aftere
thought veadings, but that (13) has enly an afterthought veading.

We can consider ordinary emphatic readings f£irst. Heve, afiter
conjunction copying, (6) becomes (14).

(14) g

00 s OO 8
NOT & NOT s’

The derivation of (%) is fairly simples It will invelve simply the
deletion of the initial 100 and AND, and the realisation of the second
200 as gither by a mechanigm outlined belowe (10) is slightly more
complexs 1t will invelve predicate raising on 87, giving the complex
predicate [AND[NOT]]e This will be realized as moxs 100 again will
be wealized as githexs (11) is again move complex. Hewe, predicats
raising spplies on 8% 5%, 8 and 5%, evesting two complex predicates
of the form [TOO[AND[NOT]]]e These are vealized as neithexr and nor.
(12) is rather different, invelving predicate raising en 8° and 5%
Two complex predicates of the form [T00[AND]] wesult, which ave
realized as both snd snd. e L.

We can turn now to afterthought veadings. Here, conjumction
copying will convert (8) into (15)e
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{15) f}‘
g® B«
AND 3‘ AND S
e T 6 32 o 7
NOT s 00 -

(9) is fairly straightforward, iavelving deletion of initial AND and
realigation of T00 as eithers (10) is more problematice Here the NOT
of §7 must somehow be vaised onte the AND of 5°s Clearly, this will
involve an extemgion of predicate raisings (11) will involve predicate
vaising on 8%, S° and §°s Two complex predicates [AND[NOT]] and [AND
[100[NOT]]] will be formeds The former will be realized as neither,
and the latter as nexe (12) will involve predicate raising om S°p
and the realization of AND as mmmu (stressed) ande
(13), which has only am afterthought reading, will involve predicate
raising on 57 ereating [TOO[NOT]], which is realized as nor
The devivational processes wt-lm.am involve the fellowing
lexical insertion ruless
(16) [amp[wOT]] === nor

[7oo[awn[WoT]]] === meither

[mo[mtmm s nor

(Too[ann]] == both ol |

[mo[aND]] === amid e

[AND[NOT]] === meither

[Ann[T00[NOT]]] ===3 nor

[am[700]] === and

[Too[noT]] == nox
One thing that is suggested quite strongly by these rules is that 100
and AND are in fact the same elements Notice that both [T0O[ANDINOTT]]
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and [ANDITOOINOTT can be realized as nors similarly, [AND[NOT]]
snd [700[N0T]] con both be realized as mor. In much the same way,
bothf_ml and [AND[T007] can be realized as ande 1f 100 and
AND are interchamgeable, as this suggests, it would seem roasonable
to identify themes As things standy however, thig is difficult,
because 100 is associated with & single sentence, whereas AND is
associated with a pet of seatencese I will veturm to thips mattew
shortly.

The least plausible aspect of Greem's analysis is her accoumt of
gighers She suggests that gither is the realization of T00 undex
*the ghadow of an immediately lower negative'. 5ha illustrates this
congeption with the following sentence.

(17) she doesn®t have a 1951 penny either, does shae
This, she suggests, will derive from semething like (18), in which
the £ in pquare brackets repregents & presupposition,

(18) 8
/ T
00 8
o R
AND s
/-. -5_"“-‘__
(sl s
e ,/ B
WT 8 NOT 8
P o i /\(HH
HAVE x 1951 HAVE she 1951
PENNY PENNY

After conjunction copying and predicate raising, this becomes (19)
{presupposition emitted)s

(19 s
”“</’\\
TO0 AND 8
LK e o<
NoT s
g
HAVE she 1951

PENNY
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To this & rule of NOT-copying applies, formulated as in (20).
€20) popp(T00 aND] [wOT X]
1 2 3 ==
241 3
This rule produces a complex prediecate of the form [NOT[T0O[AND]]]s
which is realized as gither. :
As independent evidence for this treatment, Green comsiders

sentences like (21).
(21) Such issues are either black or whites
This, she suggestss; can be derived from semething like (22),

(22) 8
g
NOT s
.//- Al
TOO s
AND s
s RO
s 8
A SEN

BLACK ®og WHITE Xpg
Clearly, conjunction copying and predicate raising can apply here
to derive two comstituents of the form [NOT[TOO[AND]]]e But {22)
will not do as the underlying structure of (21). The truth conditions
of {21) are not those of (22)s (21) asserts that one of two propes~
itions is true. (22) demies that both of twe propositions are trues
Unlike (21), it leaves open the possibility that they might both be
falsee Thus; sentences like (21) do not provide independent evidence
for Green's proposals :

Green's account of gither is subject to a number of other problems.
Consider firstly a sentence like (9) on the afterthought reading. As
we have seen, this will derive from a structure like (15)s 1In (9),
AND shows up on the surface. It is not inworporated into any other
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constituente It would seem, them, that both the rule of }Ji0T-copying
and the lexical insertion rule for gither will need modifying to
allow the complex [NOT[T00]] to be realized as gither. Next, consider
a pentence like (9) on the ordinary emphatic reading. As we have seen,
this will devive from & structwre like (14)e In (14), however, NOT

is not immediately below 700 The rule of NOT-copying will have to

be extended to deal with such casese Finally, there are problems
with sentences like (10)s The ordinary emphatic reading is reasenably
straightforwards NOT will be raised onto AND to produce mox, and them
copied onto TOO to produce githexe The afterthought reading is more
diffieults NOT will have to be copied onto 100 te produce either.
Then, the orviginal NOT will have to be raised oute ANDe Clearly, this
wﬁl invelve an extengion of predicate vaisinge 1t seems, then, that
Green's account of githex has meither indepemndent support mor the kind
of simplicity which she supposes it to have.

I have now outlined the main elements of Green's analysise The
analysis hag much to recommend its It also has its weaknesses, however,
I want, then, to propose a number of revisionse When I have outlined
these revisions, I will return to 30s Ome aspect of Greea's amalysis
that I will not qmtui is her agsumption that AND and NOT originate
in sentence~initial position. If they are predicates, consistency would
require that I dnp this agsumptione 1 doubt that they are predicatess
1f they are, though, my proposals will not require any great recastinge
in wvhat follows, I will ignove Green's distinction between ovdinary
emphatic and afterthought comnjunctions

We saw earlier that there is evidemce that emphatic conjunctions
involve two ANDs. It is difficult, however, to incorporate two AlDs
in underlying structures There is a simple golution to this problems
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This is to assume that the second AND is introduced by a copying rules
1 wanty then, to suggest that there is a rule of the following forme
(23)

8 8
/ "“‘"-.._\ /\ '“‘\K
AND 8 === AND

N Vi

Thie will apply to the final conjunct of 2 conjunction, and will be
triggered by certain preguppositionss Shortly,; I will propose a second

copying rules

Wow, we can return to githers We can suggest firstly that gither A

represents an underlying disjunction in sentences like (21)s 1In (9),
then,; we have a conjunction realized by the normal vealization of a
disjunctions To account for thisy; I want to propose the following
comstraint on lexical insertion.
(24) 1f a conjunction, Cy asymmetrically commands a negative,
Ny in underlying structure, and a descendant of C follows
a descendant of N and is commanded by it im shallow
structure, the descendant of C will have the same realize
ation as 2 disjunction.
We can illustrate the operation of this constraint fairly briefly.
We can assume that (9) derives from a structure of the following forme
(25) 8

\

\



Conjunction copying will convert this inte (26)z

(26) 5
B L
/\--—._\“ / ~— -
AND 5 AND 8
P i /H\\
NOT

BOZ-lowering will econvert this iante (27).

(21) 8
Er T e
/\\\ A
AND 8 AND s
TRoT - NOT

(23) can then apply to give us (28).

(28) s
L e
/\ /
AND AND

s \B

e

Here, the final AND follows a negative and is commsnded by ite Under

(24), then, it has the same realisation as 3 disjumction. The second
g A ;

2+ Actually,; I doubt whether a simple copying rule is the correct

mechanism for associating comjunctions with conjunctss The fact that

conjuncts can be spoken by different speakersy as in the following

example, argues against this approachs

(i) A3 Mavy is a fools
Bt And Jane ise
In the present context, however, this is net too importante
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AND follows 2 negative but i not commended by ite This, then, is
not realized as a disjunctions The first AND i3, of course delsteds
We should note that, for the constraint te work, NOT-lowering must
precede {23). 1f (23) applied f£lzst, we would have not (23) but (29)e

(29) 5
g, T
AND s AND

K st
- St L e

NOT
Here, the final AND follows a megative, but it is not commanded by its
it would not, then, be realized mg eithere It might be possible o
vevise pome aspect of the amalysis so as to aveid the noed for this
restrictions I will not purgue this mattery howevers

I want now to show that (24) accounts for certain other phenomena,

Consider firstly (10)s I want to suggest that this invelves a rule
which I will ¢all *negeattachment?s How exactly this rule should be
formulated is none too clear., 1 assume, however, that it attaches
@ negative to the left of certain constituentss In the derivation
of (10), it will convert a structure like (28) into ome like (30).

(30) 5
s Ry
/HM"\_ .//\
AND 8 NOT AND s
g ! AR e
NOT AND

T assume that nox is the nowmal wealization of NOT 4 OR. In (30),
we have NOT + AND., Givem (24), however, the AND will be treated like
ORs NOT 4+ AND. theny will be realized as pore
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We con note here that negeattachment plays similar role in this
system to that played by predicate raising in Green's systems Predice
ate veising, however, attaches HOT te the right of AlDs For Grees,
theny, nor is & vealization of [AND[NOT]] in sentences like (10).
mem-m&nﬁclmtﬂihmmna
nOTe

Consider mow (13)s I want to suggest that this involves a secend
copying rule of the following forms

{31) 5 8

B o ¥ e e
HiD 5 wmd  AND 8
i, m@

bike (23), this will apply to the final conjunct of a conjunstions
Applying to a structuwe like (27), it will give us the following.
(32) -

NOT AND NOT
Hegeattaclment can apply to this te give (33).
{33) 8

S s

f A e S
8 e 8
P IR
¥oT NOT AND

AND
Then, in accordance with (24), HOT + AMD will be realized as poxs®
PP
3+ We should perhaps mete the existence of sentances like (1)e
(1) Jim iga't a Pabloite, and mow, either, is he a Schactmanites
Presumably, such sentemces invelve both the copying rules I have
preposade
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Finally, we can consider {11)s We can derive this fyxom a struce
ture 1ike (34)«

{34) 8
S ommasalll

ROT s
T T,
oR 8
il
£ s
/_\ A
it seens reagomable, however, to devive it from a stvucture like (25)
as welle In this derivatien, conjunction copying ead megeattachmeat
will give us & structure like (35) i
(35) NP

NF NP

PN

ROT Al NP AND np
A copying rule will comvert this into (36).

(36) KP
/Aqﬁ"‘“—-—-.

. NP . Np
R
HOT AND NP NOT AND NP
Then, the twe NOT + AND complexes will be wealized as meither and ner,
in accordamce with (24)e
1 want sow to look briefly at some other phenomena which ave net
discusped by Greens lNotice firstly that (38), not (39) is equivalent
to (37)s ; '
(37) Brian doesa't like Audem, and he doesa't like Spemders
{38) Brisn doesn't like Auden or Spender, '
(39) Brian doesn't like Auden and Spendex.
To agcount for this, Horm (1972) proposes a rule of *factoriag'y which
converts an sad into an ox when it is woved inte the scope of a negate




404

ives Arguing against this approach, LeGrand (1974) suggests that
(38) derives not from (37) but from a structure like (34)s We can
suggest 2 somewhat diffewent accounts We can derive (38) from a
structure like (34)s Ve ecan also, however, derive it from (37).
Givem (24), such a derivation will xequire no gpecisl rules

Notice now that the following sentences are unacceptables

(40) * Every dog didn't have a bemee

{41) * Bach boy didn't leave.
1 would like to suggest that the structures underlying these sentences
ave vealized as (42) and (43), respectively.

(42) No dog had a bone

(43) No boy left.
We can allow for such derivations quite simply. We can aspume firstly
that negeattachment is obligatory in such styuctures, producing NOT +
EVERY and NOT 4 EACHe We can then suggest that there is a constraint
like (24) requiving & univerpal quantifier to be treated as am existe
ential quantifier in such complexess I think, then, that we can
account for sentences like (40) and (41) with & fairly simple extemsion
of the mechonigms vequirved for emphatic m.imuu.‘ _

We can veturn now to 80 Fivstly, we can consider conjunctive
sentences like (44)s

(4A) Jim is veading Negsl, and 80 ia Maxye
1t seenms gm'piuﬂbh to suggest that such sentemces invelve Ie!u

R R N |

As Broadly similar propesals are msde in Labov (1972) and Seuren
(1974a)s “Seisen assumes, however, that quantifiers snd negatives
are predicates and thu; the uﬁtfm is unbm& with thn_uimul
quantifier through negative raising.
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pecond copying rule, (31)s 1t seems plausible, in other words, to
relate such gentences to sentemces like (45)e
{45) Jim doesn't like Kierkegaard, and mor does Maxy.
it must be said, however, that there is an important difference between
the two sentence typess VPsdeletion must apply in the former, but it
need not apply in the lattere The following illustrates
{46) #* Jim is veading Hegel, and so is Maxy reading Hegels
(47) * Jim is reading Hegel, and so is he reading Feuwerbache
{48) Jim doesn't like Kierkegaard, and nor does Mary like
Riexkegaard.
(49) Jim doesn't like Kierkegaard, and nor does he like
Heideggers
1 have me explanation for this contraste I don't think, however, that

it detraeis to any great extent frem the plausibility of the presemt

ptopauhs

We can now consider confirmative sentences like (50)e

(50) Ali said he was the greatesty and so he wase
Here, there are no parallel sentences with noxe (51) illustratess

{51) * Tony said he wasn't & spy, and nox he wase
There are, however, semtences like (52).

{52) Tony said he wasn't a spy, and nor was hes
Such sentences are confirmative in just the same way as sentences
like (50)s Sentences like (52) will presumably iavelve (31). 1t
seems natural, then, to suggest that sentences like (50) do alsoe
5. Parallel to the sentences noted in fnes 3ey we have sentences like
(1)

(1) Jim is reading Hegel, and soy too, ig Mary,

Pregumably, both copying rules are again iavolved,
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It seems, however, that we have a further difference between 8o and
nore 50 does mot trigger subject verb inversion in comfirmative
contexts, whereas nor triggers it as usuales

Some pentences which might be thought to pose a problem for this
proposal are the followings

(53) Ali esaid he was the greatest, and indeed he wase

(54) # Jim is reading Hegel, and indeed iz Mary,
These appear to suggest that indeed is an altermative to go inm confimme
ative sentences but not in conjunctive sentences. Strictly speaking,
however, indead is not an alternative to go since both cam occur in
a pingle gentences (55) illustrates.

(55) Ali said he was the grestest, and so indeed he wase
I don't think, them, that the contrast between (53) and (54) poses
any real problemse

One further point is that teo also is possible in confimmative
gentencess (56) illustrates. ;

(56) Ali said he was the greatest, and he was toos
This suggests that (23) also applies in confimmative sentences. It
should be moted, however, that alse is impossible in confimmstive
contextse

(57) % Ali said he was the greatest, and he was alsoe
I have no explanations

1 think, then, that Anderson was rvight in relating conjunctive
80 to algo, and thus to emphatic conjumction. I think, however, that
he should also have velated confirmative go to emphatiz conjunctione
Both uses of so seem to fit nmaturally into an analysis of emphatic
conjunctions 1 think, them, that it is gquite plausible te regard
conjunctive and confirmative go as realization of AND, just like

also, Lo and gither
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1443, Morve ag Clsuses

1 want to conclude this chapter by taking & look at some more
as claugsess They are illustrated in sentences like the following.

(1) Sam is a poet, as his father was before hime

(2) Eve has gone to Ithaca, as Jim hase
Superficislly, they ave rather like adverbial as clausess Unlike
the latter, however, they are preceded by comma intonations They
also often allow subject verb inversiom, which adverbial as clauses
do note The following illustrates

(30 Sam is a poet, as was his father before hime

(4) * Jim play;d as did Steves
1 want, then, to look at these clauses.

How should these clauses be analysed? lLooking firstly at (1),
we might suggest uhn.u involves an adverbial as clauges (1) is
- equivalent to (3).

J(S) Sam is a poets He is ag his father was before him.
We might suggest, then, that (1) derives frem (5)s It seems, however,
thet we cannot propose a similar analysis for (2)s There is no sente
ence like (5) frem which (2) could derive. (6) is clearly unaccepte
ables

(6) * Bve has gone to Ithacas She ir as Jim hase
Nor is this kind of analysis very plausible for (3), given the
ungrammaticality of (7).

(7) * He is as wap his father before hime
Thus, while (1) might derive from (5); we require a different amalysis
for (2) and (2)s

1 think that the amalygis I have suggested for (1) is probably
corrects What, then, of (2) and (3)? I want to suggest that they
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derive from ovdimary conjunctions, and that 88 is an idiomatic
realisation of gnde The ag clauses in these sentences can be
regavded as an example of gyntactic analogy in the sense of Hankamer
(1972), Cole (1974) and Clements (1975)s They ave not & simple
example, howevere In part, they mimic adjectival as clauses. Thaey
begin with as. They algo involve the same kinds of deletion as
adjectival gs clausess Where they involve subject verb inmversiom,
however, they seem to mimic the second clause of sentences like (8).

(8) Jim is & positivist, and so is Mary.
n'nm.th-n.thtm,uclmmwtumlm 1 think,
however, that the analysis I have suggested is quite plausible.

We should perhaps note finally that the ag clauses of sentences
like (1) and (2) can be replaced by like phrasese The following
nminm

(9) 8am is a poet, like his father before hims

(10) Eve has gone to Ithaca, like Jime
These sentemces pose ne problemge. They ave equivalent to (11) and
(12), respectively.

(11) Sam is a poete (In this) he is like his father before hims

{12) Eve has gone to Ithacas (In this) she is like Jime
In both cases, them, we geem to have ovdinary adjectival like phrases.



CHAPTER 15
MISCELLANEOUS QUESTIONS

As the title guggests, the topics in this chapter arve quite
unrelateds There are three topiecs that I want to discusse Fivstly,
I want to comsider two classes of pseudo-pronounss Theny I will
lock at what I will term ambient gos Fimally, I will say something
about Sampgon's (1975) discussion of the single mother comdition.

15.1. Pseudo~pronouns

1 suggested in the last chapter that it is likely that adjecte
ival be is a tramsitive verb, taking a full NP and an open sentence
as its arguments. On this view, (1) will derive from gomething like
(2)s

(1) Dan Dare is courageous.

(2) g

.”/\
e

v NP
Dan Dare l |
8
i /\
X courageous
Anaphoric semtences like (3) provide support for this analysise
(3) Dan Dare is courageousy and Digby is that toos
S0y too, do pseudo cleft sentences like (4).
{4) What Dan Dave is is courageous.
I think, then, that it is quite plmiblu" I also noted that there

- owm e oW =
1s One preblem for this proposal is the fact that adjectives can
have complements as subjects as in (i)e
(1) That Mary is mad is obvious.
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is evidence that progressive be, epistemic may and perfective have
are intranpitive verbss On this viewy (5) will derive fvom semething
like (6)s '

(5) Frode is playing backgasmens

(6) | 8

Pt
z play backgammon
L L I B O

The obvious source for this is (ii).

{i4) 8
’A
N, w
'l /\

v WP

s
. x obvieus

1 have svgued, however, that complements camnot bind variables. Perhaps,

we should conclude that adjectival be is both a transitive and an

intrangitive verbe We could then devive (i) from scmething Like (iii)e

{i14)

VP

.

D,

Maxy be mad
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(7) and (8) will have similar sources.

(7) Beren may be smbidextrouss

(8) Hurin hap gome to bede
In addition to the evidence noted ecarliex, suppert for such amalyses
comes from the absence of sentences like (3) and (4) with these verbss
The following illustrate.

(9) * Frodo is playing backganmon, snd Sam iz that tooe

(10) * what Frode is is playing backgammone

€11) # Beren may be ambidextrous, snd Luthien may that tooe

(12) #* what Beren may is be ambidextvouss

(13) * Hurin has gome o bed, and Turin hag that too.

(14) # What Hurin has is gone to beds
it seems fairly clear, them, that these verbs ave not transitives It
is natural, then, to assume that they arve intransitive,

Two clapses of gentences appear to pose a problem for this
conclusions The feollowing illustrate.

(15) That Frodo is playing backgamomy which he isy is amusinge

{16) That Berenm may be ambidextxous, which he mayy is suxprisings

(17) That Hurin hag gone to bed, which he has, is fortunate.

(13) They say Frode is playiag backgammon, and that he ise

(19) They say Beven may be aubidextrous, and that he maye

{20) They say Hurin has gome to bed, and that he hass
We might take M sentences as evidence that these verbs ave transitive
after alls 1If we do, however, the ungrammaticslity of sentences like
(9) » (14) will be a problems 80, too, will the evidence considered
earliexrs The correct positiony I think, is that these verbs ave
intrangitive, and that it is sentences like (15) « (20) that ave the
problems How, then, should we account for such sentemces? I want
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to suggest that the pronouns are not real pronowmge Rather they are
idiomatic realizations of ANDe Notice that we have sentences like
the followinge |

(21) That Frodo is playing backgammon, and he is, is amusing.

(22) That Beren may be ambidextrous, and he may, is surprisinge

(23) Thac Hurin has gone to bed, and he hasy is fortumate.

(24) They say that Frodo is playing backgawmon, and so he ise

(25) They say Beven may be ambidextrous, aand $o he maye

{26) They say Hurin has gone te bedy and so he hase
In (21) « (23), we have ande In (24) « (26), we have go, whisch, I
have avgued, is & realization of ANDs (21) « (26) pese no veal
problemss Nox will (15) « (20), if we interpret the pronowuns as
idiomatic rvealizations of Alide I think, them, that this approach is
quite plausibles

Some independent guppert for this approach gomas from semtences
like the followinge

(27) Jim wes critieized by Mary, which he wasa't by Helens

€28) sam is kind to animals, which he ismn't to childrens

{29) Jim looked i1l to Mary, which he didn't to Same

{30) Helen was arvested in Framnce, which she wasn't in Gezmanys
Here, it is not at all plawsible to vegawd the promouns as real
pronounse In (27), the sppavent antecedent of which is not griticised
by Mexy bue gritieiscds But which is not adjacent to gxiticizeds
(28) » (30) ghow the same peculiarity, Notice mow that we have the
following sentemcese

(31) Jim was evitigized by Mary, but he wasa't by Helens

{32) Sam is kind to animalss bur he igu't to childvens

€33) Jim locked i1l to Mary, but he didn't to Same
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(34) Helen was arrested in France, but she wasn't in Germany.
We ean suggest that (27) « (30) are alternative realizations of the
structuves underiying (31) « (34)s We should note that sentences
like (27) - (30) are only possible when there are parallel sentences
with bats (35) and (36) are ungrammaticale

(35) * Joln played footbally, which he didmn't erickets

(36) * Mary sppears eager, which she doesn't competents
S0y too, ave (37) and (38)e

(37) * John played football, but he didn't crickets

(38) * Mary appesrs eager, but she doesn't competent.
1 think, them, that the view that gertain prenouns ave idiomatic
realizations of AND is quite well motivateds

The use of which and that as realisations of AND can be regarded
as an example of syntactic analogy comparable to the ag clauses
considered in the last chapters The basis for the analogy is provided
by sentences like the fcllowinge

(39) That Gil-Galad is angry, which he is, is surprising.

(40) They said Elendil was brave, and that he was.

(41) Galadriel is perceptive, which Celeborn isn't.
Here, we have adjectival bes Thus, the pronouns camn be veal pronouns.

I have argueds then, that there are two classes of pronouns that
are mot real pronounss Instead, they are idicmatic realizations of
AliDe This proposal allows us to maintain the assumption that progress-
ive be, epistemic may and perfective have are intransitive, in spite
of sentences like (15) « (20)s it also accounts fox sentences like
(27) « (30)s 1t appears that these pronouns can be regaxded as an
example of syntactic analogye ' '



414

15¢2¢ Ambient so

As 1 said at the end of Deley I want to orgue that there is an
embient go as well as an ambient it and an ambient therge The go
thet I em interested in is illustrated in sentences like the follow
ing.

(1) Angus is agitateds Is that so?

(2) If that is so, we'd better look outs
Perhaps the obvious suggestion is that this g0 is an adjective with
Mmmmm“m If it is an adjective, however, it is
" an unusual one, in that, as Anderson (1976, fne 11s) points out, it
has no mutn.u superlative forms This casts doubt on this
proposals In any event, I think there are good reasons for deviving
this go from a simple way phrase, like other gos that I have coagid-

1 want to suggest that tltugh;tm Im-q nﬁphmphrm

and that the definite deseripticn in the way phrvase is ambient in the = -

sense that it refers not te some specific manner or condition but
to the way 'things' ares In thip sease, it is an anbient go. Ome
greblen for this propesal is thet this ge esnst be veplaced by &
simple the waye The following illustratas

(3) * Angus is agitated, Is that the way?

(4) ® If that is the way, we'd better look oute
Notice, however, that it ean be weplaced by the way i is.

(5) Angus is agitated, Is that the way it 4s?

(6) 1f that is the way it isy we'd becter leck oute
Here, we have a complex definite deseription invelving a relative
clauge that contains ambient ite Clearly, this definite description
has much the same imporxt as the simple definite deseription underly-
ing so in (1) and (2)s Notice also sentemees like the followings

e
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{7) Angus ‘s agitateds Is that how it ia?
{8) If that ips how it is, we'd better look oute
1 agsume that a how clause, like an as clause, derives from a complex
yay phrases 1 assume, then, that (7) amd (8) have the same source as
(5) and (6)¢ (5) = (8) suggest that the unacceptability of (3) and
(4) is an idiogyneratic fact; and net something fundamentals I dontt
think, then, that it detracts too greatly from the plausibility of the
present proposals
The plaugibility of the proposal is enhanced somewhat by sentences
like the followings
(9) Angus is agitateds Is that the case?
(10) 1f that is the case, we'd better look outs
Here, the case is ambient in the sense that it refexs teo the gemeral
cage, not to some specific cases (9) and (10) comtrast with (11),
where the case refers to the case just described, and is thus non-
ambients
€11) Tony's wife has run off with the milkman and his son has
been axrested on a drugs charge. The case is a diffiecult
onee.
Rather like the ease is the gituation. Parvallel to (9) and (10), we
have the followings
(12) Angus is agitateds Is that the gituatiom?
(13) 1f that is the gpituation, we'd better look oute
Heve, the situation is ambients Parallel to (11), we have (14), where
khe pituation is non-ambients
(14) Tony's wife has run off with the milkman and his son has
been arrested onm a drugs charges The gituation ig a

difficult ones
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In the light of these sentences, it seems quite natural to guggest

m:mlmu)nd(nmo!numm
:mm:mmwmzmmu«m,w

ibles Itmm.m:umnabm:&uwnunhMt

4t and ambient theres

1543+ In Defence of Single Mothers

1 turn now to Sampson's (1975) discussion of the single mother
conditions®> The single mother condition is the requirement that ne
node should have more than one mother. It is central to the define
ition of a tree, as the term is normally understood in linguistic
theory. Sampson argues that the condition should be dropped, and
that trees should be replaced by 'semitrees’s He argues for this
change on the basis of certain anaphoric phenomena. It is natural,
~ then, that I should say something about his argument.

1 want to begin by stressing the radical character of the change
that Sampson is proposings Although he speaks simply of dropping
the gingle mother condition, his semitrees include structures that
are three steps removed from ordinary treeses HNotice firstly that
one could drop the single mother condition but continue to require
that if a2 node A is to the left of a node B then no daughter of A
can be to the vight of a daughter of Bs This would allow structures
like (1), but not structures like (2).

(1) 8 (2) s

A ] B
c/ \\‘/\\' L ST NG

2. This discussion owes much to conversstions with John Andersons
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Secondly, notice that one could allow structures like (1) and (2)
but requive that if a node A is te the left of a node B a daughter
of A that is also a daughter of B must be the leftmost daughter of

Be This would rule out stxuctures like (3).

(3) 8
A B
i
c DE

Sampson allows structures of all three kindss Clearly, them, he is
proposing a quite radical changes Obviously, good reagons must be
advanced for such a change.

1f I understand it correctly, Sampseon's claim is that this change
eliminatep certain kinds of arbitrariness inherent in accoumts of
anaphoric phenemena within a theory which only allows oxdinary treese
The €irst kind of arbitrariness he finds in accounts of amaphorie
pronounss He assumes that the classical theory is essentially correct
in taking anaphoric pronouns to derive from NP*s lexically and
refmtuuy identical to their antecedemntss. He takes the theory to
involve the agsumption that enly NP's that are lexically identical
can be marked as coreferemtial. He suggests, then, that this is quite
arbitrary in a theory that only allows ordinary treess iHe suggests
that this arbitrariness can be eliminated quite simply in a theory
allowing senitreess He proposes that an amaphoric pronoun and its
antecedent derive from a single node with two methers. (4), for
example, would derive from gomething like (5).

(4) Johm said he wag angry.
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Since John and he dexive from the same referring node, they must have
the same reference. There is no longer any need to allow NP's to be
marked as coreferential if and only if they are lexically idemtical,
Instead, one can require any referring nede to be distinet in reference
from any others

The obvious problem with this argument is that its starting point
« the classical theory = is untenable. More particularly, the
assumption that NP's can be marked as coreferential if and only if
they are lexically idemntical is untenables There are two reasons
for rejecting ite Firstly, it necessitates highly complex and other~
vise unnecessary transformational machinerys Not only pronouns like
At in (6) but also definite descriptions like the girl in (7) would
have to be derived transformatiomally.

(6) Jim read the article quickly. It didn't say anything newe

(7) 8am was talking to the girl from Athenss The girl was

shoutinge

Secondly, as 1 argued earlier, the assumption misrvepresents the
nature of references 1t suggests that NP's can have the same refer-
ence only if they have the same meaning, This is simply false. Since
the basic assumption 1is false, this argument establishes nothinge

Sampson finds a second, more gemeral kind of arbitrariness in the

fact that transformations can require identity but not noneidentitye
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In a theory which enly allows ordinaxy trees; this follows frem no
other facts In this semnse, them, it could be said to be arbitrazy.
In a theory allowing semitrees, the fact that a transformation can
require identity follows from the fact that nodes can have move
than one mother, A transformation requiring idemtity will have a
structural deseription containing a node with two motherss VPedelee
tion, for example, might have the following structural desecription.
(8) 8 8

RP Aux VP NP Aux
The fact that transformations camnot require noneidentity fellows
from the fact that theve is mo way to specify in a structuval
description that two constituents must not be idemticals It looks,
then, as if we have some motivation for allowing semitrees. A problem
arises, however, when we look at the propesal more closely.

An important consequence of Sampson's proposal is that idemntical
surface constituents can be exponents of two identical nodes or
exponents of a single node with two motherss Where the constituents
are referring expressions, we can give a simple interpretation to
this differences We can say that in the first case the expressions
have different referents while in the second they have the same.

In (9), then, the two Johmns could be derived from different nodes
when they have different referents, and from the same node when they
have the same referent.

(9) John said John was angry.

Where the mat.i.tuntl are not referring expressions, we can give mo
such interpretation to the difference. Consider (10).

(10) Jim saw a spider, and Sam saw a spider

Here, there is no ambiguity that cam be attributed to the twe sources
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of the identical VP*ss Thus, while Sampson's proposal eliminates
one kind of arbitrariness, it introduces another.

1 suggested earlier that good reasons are necessary for a change
a8 radical as that propesed by Sampsone I think it 4s fairly clear
that Sampson has mot provided good reasonse I think, them, that the
single mother condition should be retained,
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CHAPTER 16

CONCLUDING REMARKS

In this final chapter, I want to draw together the main conclusge
iong of the last five chapters and of the thesis as a whole. Apart
from yeciprocal pronouns and deletion processes. we have now considered
all the main anaphoric phenomena of Englishe It 1s possible, then,
to make some gemerzl points about snaphowa in Englishe I suspect
that the validity of these points will mot be limited to English.

In the last five chaptexs, ¥ have looked at gome of the ways in
which constituents other than NP's enter into anaphoric relatioms.
The simplest anaphors I have considered are ghen and theres I have
argued that they derive from at that time znd in that place, respect-
ively. Rather move complex are go and suche As anaphors in sentences
like the following, they appear to derive from in that waye

{1) Steve is anxiousy and he's been so for gome time.

(2) Joan is looking for a tall Italian, but she wom?t find

such an Italian here.
Bothy however, can also derive from simple or complex extent phrases,
and guch can derive from a complex way phrase as wells We have
examples like the following.

(3) sem is so foolighe

(4) Bam is such a foole

(5) Jim isn't so foolish as Sam.

(6) Jim isn't such a fool as Sams

{7) with such men as Bradman, the Australians were invincibles

Clearly, then, they are quite complexe
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A fuvther complexity of go is its proseantential use, illustrated
in exchanges like the following,

(8) Does Brian like Jomi Mitchell? I think soe
1 cawnot ¢laim to have solved all the problems associated with this
uses 1 think, however, that it is reagonably clear that this go is
an idiomatiec realization of a geatential pronoums Another idiomatiec
anaphor is like that in sentemces like the following.

(9) Diek is delivious, and he's been like that for days.
1 have argued that this is an idiematie realization of in that waye
it seema, then, that English has twe important idiomatic anaphorse

Perhaps the most important conclusion to emerge from these investe
igations is the cemntral position of definite descriptions im English
ansphoras In the fivst half of the thesis, I argued that proncuns
arve of two main kindsy bound variables and refereantial pronouns.
1 argued that the latter are a kind of definite descriptions In the
last five chopters, I have argued that certain elements that invelve
underlying definite deseriptions play a erucial role in nomencminal
anaphora, In this way, themn, definite descriptions are cemtral to
English anaphowa, Definite descriptions,; of course, are not limited
to an anaphoric use. It follows, then, that English anaphora depends
to a large extent on elaments that are not essentally anaphorice

Another important comelusion is that anaphors do not gemexally
derive from copies of their antecoedentss Probably emly intensienal
pronouns and the null anaphors in sentences like the following have
such a gources

(10) sem likes Buffy Sainte Marie, but Jim doesn'ts

(11) Jim plays temnis, and Sam erickets

(12) Semecne attacked the vector, but we don't kuow whoe
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1f anaphors did geaerally dexive from copies of their antecedents,
adjectives and adverbs would be on a par with NP's where anaphora
is concermeds A5 it is, however, they are not on & pare NP's enter
anaphoric relations directly as antecedents of bound variables or
pronouns of lazinesse Adjectives and adverbs only emter amaphorie
relations indivectly through inferencese In (13), for example,
Arxitable enters into an anaphoric relation through an inference
which establighes an antecedent for the definite deseription undere
lying goe

(13) Bve is irritable, and ghe's been so for weeks.
The same is tvue of garefully ia (14)s

(14) steve filled in the form carefully, and he'd do it so

- againe

Hexe, then, we have an important contrast between NP's and other
constituents, This is another important comclusions

1 want now to sketch a taxonomy of English anaphorse The main
contrast I want to draw is between those anaphors that are essentially
anaphoric and those which are note I will call the former ‘Yesseatial
anaphorst and the latter 'accidental anaphors'e Bound variables
obviously f£all into the former categorye S0y tooy do reciprocal
pronounss It also includes anaphors that arise transformationally,
such agz intensional pronouns and the null anaphors in sentemces like
(10) = (12)s 1n the latter category, we have anaphoric definite
descriptions and pronowns of lasinesss Here also, we have then and
there and go, such and like thate I have moted that presentential
80 seems not te haVe a noneanaphoric uses I have argued, however,
that it is 2 vealization of & pentential pronouny; i.es of a pronoun
of lazinesss It seems veasonable, then, to regard it too as an



accidental anaphor,
in & sense, English has a third class of anaphorse In the last
chapter, I argued that which and that in sentences like the following
are idiomatic realizations of ANDe
(15) That Frodo is playing backgamuon, which he is, is amusing.
(16) They say Frede is playing backgammon, and that he ise
As suchy they are pseudowpronounsge In chapter 14s, I argued that so
is a vealization of AND in sentences like the following.
(17) They say the Prime Minister is mady and so he ise
(18) Joanna is reading the Beano, and 80 is Alicjae
We can rvegard this so as another pseudo~anaphors It seems, then,
Mtbjlmm“mmsamuotm Of course,
pseudo-anaphors are not really amaphors at alle It is convenient,
howevery, to include them in this classification.
it seems, then, that we have something like the following taxe-
nomy of anaphors.
(19)as Essential Anaphorss
bound variables, reciprocal pronoums, intensional
pronouns, null anaphors in sentences like (10) « (12),
be Accidental anaphorss
0 anaphoric definite deseriptions, promouns of laziness,
Zhen, there, go, guchs like thag, prosemteantial go.
ce Pseudoeanaphorss
which in sentences like (15), that in sentences like
(16)y go in sentences like (17) and (18),
This, thems is the picture that emerges from our investigationss
The obvious mnmuﬂm:mm:-mxh;um
outlining iss how far do they apply to languages other tham English?
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1 think the main conclusions may well apply univergally, 1t is like~
lys I think, that defimize deseviptions will be centval to anaphora in
all languagess It also seems likely that most anaphors will not
derive fxom copies of their antecedents in all langaugese Finally,

% think it is likely that all languages will invelve a contrast
between NP's and other comstituents where anaphora is concerned. Of
course, these questions can only be decided by detailed investigationss
Heve, then, there is ample roem for further research.



426

BIBLIOGRAPHY

Adamsy Dey MeAs Campbell, V, Cohen, Jo Lovins, E, Maxwell, Cs Nygrean
and Jo Reighard (eds.) (1971), Pape:

Aijmer, Ke (1972), Some Aspe
Stockholm Studies in English 24, Stockholms Almqvist and Wiksell.
Akmajian, As (1970), *On deriving cleft sentences from pseudo cleft

sentences'y Linguistic Inquiry 1, 149 « 163,
Andersony J«Me (1971), The Grammar of Cages Toward

Londont Cambridge University Press.

Andersons JoMe (1973a), *Maximi Planudis in memorian®, in Kisfer and
Ruwet (eds.) (1973); 20 - 47,

Anderson, JeoMs (1973b), ?Some speculations concerning mestings, matri-
mony, family resemblances and related matters®, York Papers in
Linguistics 3y 7 = 2%

Andersony JeMe (1974a), 'Existential quantifiers', Acta Linguistica
Hafniensia 15, 1 = 27,

Andersong JeMe (1974b), 'Concerning quantifiers and coordination',
Linguistics Agency, University of Triexe

Anderson, JuMs (1975), *Noun phrases as adjectivess Serialisation in
seven parts'y Linguistics Agency, University of Trier.

Andersony JeMe (1977), On Cage Grammar, Londons Croom Helme

Andersony SeRe (1976), *Prosentential forms and their implicatioms
for English sentential structure', in MeCawley (eds) (1976),
165 « 200, |

Anderson, SeRe and Pe Kiparsky (edss) (1973), A Festschrife for Morris
 Halle, New Yorks Holt, Rhinehart and Winstons



427

Bach, Be (1968), 'Nouns and noun phrases's in Bach and Hawms (edse)
(1968), 90 = 122,

Bachy Ee (1970), 'Problominalization?, Linguistic Inquiry 1, 121 « 2.

Bachy ey JeWe Bresnan and Te Wasow (1974), ""Sloppy identity"s An
unnecessary and insufficient criterion for deletion zulest®,
Linguistie Inquiry 5, 609 « 14, £

Bach, Ee and ReTs Harms (edse) (1965), Univexsals in Lingusstic Theory,
New Yorks Holt, Rhinehart and Winston.

Bachy Eo and GeMs Horn (1976), 'Remarks on "Conditions on transforme
ations"'y Linguistic Inquiry 7, 265 - 9%

Bartschy Re (1973), "The semsntics and syntax of nunber and mumbers's
in Rimball (ede) (1973b), 51 - 93.

Bartschy Re and To Venneman (1972), Semantic Structures, Frankfurt sm
Maing Athensum.

Berman, Ae (1974), On the VSO hypothesis®s Linguistie
37

Bevery TeGey Jode Katz and DeTe Langendoen (edss) (1976), An Integrated

New Yorks Thomas Ye Crowelle

Bever, T«Ges and DeTe Langendoen (1971), A dynamic model of the evole
ution of language', Linguistic Inquiry 2, 433 « 63; also in
Bever, Katz and Langendoen (edse) (1976), 115 « 47.

Binnieky Reles Ae Davison, GeMe Green and Jele Movgan (edse) (1969)

QU AE S 5.

Bolingex, DeWe (1967)‘ tAdjectives in Eaglishs Attribution and predice
ation®, m ll. 1 « 34

Bolinger, DeWe (1970), 'The meaning of do so'y Linguistic Iaquiry 1,
140 « &



Bolinger, DeWe (1972), Degree Words, The Hagues Moutome
Bolinger, DeWie (1973), ‘smbient it is meaningful too', Journal of
Linguistics 9, 261 « 70,
Bonney, Welw (1976), Problem
Complementation, PheDs thesis, University of Oxford.
Bresnan, JeWe (1970), 'An argument against pronominalizationt,

Linguistic Inquiry 1, 122 = 3.
Bresnany JeWe (1971), 'A note on the notion "ldentity of semse anaphe

ora"', Linguistic Inquixy 2, 389 - 96.
Bresnan, JeWe (1972),

Lax, PheDe dissertationy MeleTe
Bresnan, JesWe (1973), 'Syntax of the comparative clause comstruction

in English!, Linguistic Inquiry 4 275 ~ 343,
Burty MeKe (1971), Fros

Lo Iransformational Syntax, New Yorks Harper and Rowe
Cardeny Ge and Te Dieterich (1976), 'Coreference evidemce for a

e A

transformationalist analysis of nominals'y Indiama University
Linguistics Clube '

Chomsky, Nede (1965), Aspects of the Theory of Syatax, Cambridge,
Masses lhia'l‘- Presse

Chomsky, Nede (1963), Language and Mind, New York: Harcourt, Brace
and Worlde

Chomskys Neds (1970), *Remarks on nominalization'y, in Jacobs and
Rosenbaum (edse) (1970), 184 - 221 alse in Chemsky (1972), 11 -
6le

Chomskys Nede (1971), 'Deep structure, surface structure and semantic
interpretation', in Steinberg amd Jakobovits (edse) (1971), 183
« 2165 also in Chomsky (1972), 62 « 119,



429

Chomsky, NeAe (1972), Studie
The Hagues Mouton.

Chomsky, NeAs (1973), *Conditions on transformations®y im Andersom
and Kiparsky (edse) (1973), 232 « 86; also in Chomsky (1977b),

81 - 160,

Chomsky, Nede (1975), I 3@ New Yorks Pantheone

Chomsky, NeAe (1976)y 'Conditions on rules of grammar', Linguistic
Analysis 23 slso in Chomsky (1977b), 163 = 210.

Chomsky, NeAs (1977a), 'On whemovement®'y in Ae Akmajian, Pe Cullicover
and Te Wasow (edse) (1977), Formal Syntax, New Yorks Acadenic
Press. . 7

Chomsky, NeAe (1977b), Egs:
Elsevier-Holland.

New Yorks

Clements, G.Ne. {1975); vAnalogical reanalysis in syntax: The case

of Ewe tres-grafting®, Linguistic Inquiry 6 3 « 51.

Cole, Pe (1974), *Backwards pronominalization and analogy's Linguiste
de Inguizy 5, 425 - 43.

Cole, Pe (1975a), 'The synchromic and diachronic status of conversate
ional implicature's in Cole and Morgan (edse) (1975), 257 - 288.

Cole, Pe (1975b), 'Referential opacity, atumdmu. and the
performative hypothesis', in Grossman ete ale (edse) (1975a),
672 = 89

Cole, Pe and Jeole Morgan (eds.) (1975), Syntax and Semantics, vole. 3,

 New Yorks Academic Presse i

Goley Pe snd JoMs Sadock (eds.) (1977), Syntax and Semantics, vole 8,

. New Yorks Academic Presse

Coopers Re and To Parsons (1976), ‘Montague grammar, gemerative
semantics and interpretive semantics'y in Partee (ed.) (1976)

311 - 62.



430

Corum, Cep TeCe SmitheStark and A Weiser (eds.) (1973), Papers from
Ninth 1 Meet £ Chicago Linguistic Societ

Chicago.

Cresswell, MoJs (1973), logics and Languages, Londons Methuens

Cresswell, M.J. (1976), *The semantics of degree®, in Partee (eds)
(1976), 261 « 92.

Cullicover, Pe (1971), Syntactic and Semantic Investigatioms, Ph.D.
dissertation, M.1.T.

Cushing, Se (1972), *The semantics of sentence pronominalization®,
Foundations of Language 9, 186 - 208,

Dahl, Oe (1973), 'On so=-called "sloppy identity''', Synthege 26,
81 = 112, |

Davidson, DeAe and GoHe Harman (eds.) (1972), Natural
Language, Dordrechts Reidele '

Davison, Ae (1975), 'Indirect speech acts amnd what to do with them®,
in Cole and Morgan (edss) (1975), 143 - 85,

Delacruzy, Ee«Be (1976), *Factives and proposition level constructions
in Montague grammar', in Partee (eds) (1976), 177 - 99,

Dik, SeCe (1972), *Crossing coreference again', Foundations of
Language 9, 306 - 26,

Diky SeCe (1974), 'The semantic representation of msnner adv.fbiall'.
unpublished paper. :

Donnellan, K.Se (1966), *Reference and definite descriptionst',
Philosophical Review 75, 281 - 304; also in Steinberg and
Jakobovits (edss) (1971), 100 - 114,

Dougherty, ReCe (1969), *An interpretive theory of pronominal refere

ence', Foundations of Language 5, 438 - 519,
Dowty, DeRe (1976), "Montague grammaxy and the lexical decomposition



431

of causative verbs', in Partee (eds) (1976), 201 - 435,

Blliot, DsBe (1969), *The syntax of the verb happem®, Ohic State

Morking Papers in Linguistics 3, 22 = 35.

Bmonds, JeBe (1969)y Root and Structure-Preserving Rransformations,
PheDs dissertationy MeleTe

Fauconniery GeRe (1971), Theoretical Implications of Some Global
Phenomena in Syntax, PheDe dissertation, University of California,
San Diegoe

Fauconniery GsRe (1975), *Pragmatic scales and logical structure',
Linguistic Inquiry 6, 353 = 75,

Fillmore, CuJe (1968), *The case for case',; in Bach and Harms (edse)
(1968), 1 - 88.

Fodory JeAs (1975), The Language of Thought, New Yorks Thomas Ys Crowe
ell.

Fodory JeAss TeGe Bever and Me Garrett (1975), The Psychology of
Language, New York: McGraw Hille

Fodory JeAe and Me Garrett (1967), 'Some reflections om competence
and performance’y im Js Lyons and R Wales (eds.) (1967),
Paycholinguistic Papers, Edinburgh: Edinburgh University Press.

Geachy PoTe (1962), Reference : ithaca and Londons
Cornell University Press.

Geachy PeTe (1972), Logic Matters, Berkeley and Los Angeless Universe
ity of Califormia Press.

senerality

Gordony De and Ge Lakoff (1971), 'Comversational postulates', in Adams
ete als (edse) (1971), 63 ~ 84; also in Cole and Morgan (edss)
{1975), 83 « 106.

 Greeny GeMs (1973), 'The lexical expression of emphstic comjunctions

Theoretical implications®, Foundations of Language 10, 197 « 243,



432

Green, GeMs (1975), "How to get people to do things with words: The
whimperative question'y in Cole and Morgan (eds.) (1975), 107 -
41,

Grice, HePe (1975), 'Logic and conversation'y in Cole and Morgam
(edss) (1975), 41 « 58,

Grinder, J. and P.Ms Postal (1971), "Missing antecedents', Linguistic

Inquiry 2, 269 « 312,
Grossman, ReBey Lede San and TeJs Vance (edse) (1975a), Papers from

Grossman, ReEss LeJe San and Teds Vance (edse) (1975b), Functionalism,
Chicagos Chicago Linguistic Societye

Grosuy; Ae (1973), 'On the status of the so-called right roof cons~
traint', Language 49, 29 - 311,

Hankamer, Je (1972), 'Analogical rules in syntax?, in P.M. Peranteau,

Jelle Levi and CeGe Phares (edss) (1972), Papers from the Eighth

11 « 23,

Hankamer, J« (1974), 'On the non-cyclic nature of whecleftingt, in
LaGaly ete ale (edss) (1974), 221 « 33,

Hankamex, Jo and leAs Sag (1976), 'Deep and surface anaphorat,
Linguistic Inquiry 7, 391 = 426s |

Harmany Gefls (1970), *Deep structure as logical form', Synthese 21,
275 - 973 also in Davidson and Hamman (edss) (1972), 25 = 47,

Hays, DeGe (1964), *Dependency theory:s A formalism and some observate
ions', Language #0, 511 = 25.

Helke, Me (1971), The Grammay
iomy MeleTe

PheDs dissertate




433

Helke, M¢ (1973), 'On veflexives in English®, Linguistics 106, 5 -
23,
Heringer, JeTe (1972), Some

Ations and Presuppositions, PheDe dummta. Ohio State Uni-

versity.

Hoggs ReMe (1975), D and Quan

English, PheDes thesis, University of Edinburghe

Hooper, JeBe (1975), 'On assertive predicates', in Kimball (eds)
(1975), 91 « 124,

Horn, GsMe (1974), The Noun Phrage Constraint, PheDs dissertation,
Univergity of Massachussets.

Horn, GeMe (1977), SUnbounded rules and island phenomena'y unpublished

paper, Adam Mickiewicz University, Poznan.

Horng LeRe (1972), On S ic ties of 1 a
in English, PheD. dissertation, University of Californias, lLos
Angeles.

Huddlestongy Re (1974), *Further remarks on the analysis of auxiliaries

as main mbl.. 11' 215 - 29,

lhdm. ReAe (1976)’
Chicago and London: Chicago University Press.

Hully, ReDe (1975), 'A semantics for superficial and embedded questions
in matural language®s in Keenan (eds) (1975b), 35 « 45,

Hurford, JeRe (1973), "Deriving S from $ + is', in Kimball (eds)
(1973b), 247 = 99

Joupy Ge (1975), 'Some universals for quantifier scope', in Kimball
(eds) (1975), 37 - 358

Jackendoff, ReSe (1968), *Quantifiers in English?, Foundations of

MM. 4. 422 « 42,



434

Jackendoff, ReSe (1971); 'On some questionable arguments about gquante
ifiers and negation', Language 47, 282 - 97,

Jackendoff, ReSe (1972), §
Cambridge Magsed MeleTe Presse

Jacobsy ReAe and PeSe Rosenbaum (edse) (1970), Readings in BEuglish
Waltham Masse: Ginne

Jacobson, Pe and P, Neubauer (1976), 'Rule cyclicity: evidence from
the interveation constraint'y, Linguistic laquiry 7, 429 - 62.

Johmgon, DeBEe (1974), Towaxd a
PheDs dissertation, University of Illinoise.

Johnson, DeBe (1977), *On relational constraints on grammars', in Cole
and Sadock (edss) (1977), 151 « 78,

Karttunen, Le (1971), *Definite descriptions with crossing coreferences
A study of the BachePeters paradox*, Foundation

157 = 824

Karttunen, Ls (1972), *The logic of Bnglish predicate complement
constructions®y Indiama University Linguistics Clube

Karttunen, Le (1976), *Discourse referents', in McCawley (eds) (1976),

363 = 85,

Katzy JeJde (1972), Semantic Theory, New York: Haxper and Rowe

Katz, JeJe 2nd TeGe Bever (1976), *The fall and rise of empiricism®,
in Bever, Katz and Langendoen (eds.) (1976), 11 « 64.

Keenan, EoLes (1970), *Names, quantifiers and the sloppy ideantity probe
len', Papers in Linguistics &, 211 - 32, |

Keenan, Eebe (1972), *On semanticslly based grammar'y Linmguistic Inquiry.
3, 413 .62,

Keenan, Bele (1975a), "Logical expressive power and symtactie variation
in natural language?, in Keenan (eds) (1975b), 406 « 21,

Keenan, Bele (ecd.) (1975b), Foxma
Londong Cambridge University Presse




Kempson, Re (1975), Rresuppe
londons Cambridge University Presse
Kiefery, Fs and Ne Ruwet (edse) (1973),

Dordrechts Reidel.

Kimball, JePe (1972), 'The modality of conditionals -« A discussion of
"Possible and must"?y in JePs Kimball (ede) (1972), Syntax and
Semantics, New York: Seminar Pressy 21 « 7.

Kimball, JePe (1973a), *The grammar of existence', in Corum ete ale
(edse) (1973), 262 - 270,

Kimbally JePe (ade) (1973b), Syntax and Semantics, vols 2, New Yorks
Seminar Presse

Kimbally JePe (eds) (1975), Syntax and Semantics, vols 4, New Yorks
Academic Press.

Kiparsky, Pe and Ce Kiparsky (1971), "Fact?; in M. Bierwisch and K.
Heidolph (edss) (1971), Progress is ticsy, The Hague:
Moutony 143 « 1733 alse in Steinberg and Jakobovits (edss)
(1971), 345 « 69,

Klima, EeSe (1964), *Negation in English'y in JeAs Fodor and JeJe Katz
(eds.) (1964), The pes Bnglewood Cliffs, Nedes
Preatice Hall, 246 - 323,

Rrochy AeSe (1974), The Semas
ation, MeleTe

Kunoy Se (1972a), 'Promcminalization, reflexivization, and direct
discourse', Linguistic Inguiry 3, 161 « 95.

Kunoy Se (1972b), *Functional seamtemce perspective', Linguistic Iaquiry
35 269 « 320

Kuroda, S-¥s (1970), 'Some remarks om English manmer adverbials?, in
Re Jakobson and S. Kawamoto (eds.) (1970), Studies in Gemeral




438

Qcgagion of his Sixtieth Birthday, Tokyos TEC Corp, 378 - 96
Labovy We (1972), tlNegative attraction and negative ¢concord in English

grammar®y Language 48, 773 ~ 818.
LaGaly, MeWep, Reds Fox and Ae Bruck (edss) (1974), Papers from the

Lakoff, Ge (1968), '*Deep and surface grammax', Indiana University
Linguistics Clube

Lakoff, Ce (1970a), 'Pronominalization, negation, and the asnalysis
of adverbs', in Jacobs and Rosenbaum (eds.) (1970), 145 - 65.

Lakoff, Gs (1970b), *Repaxtee, or a reply to "Negation, conjunction,
and quantifiers'?, Foundations of Language 6, 389 - 422,

Lakoff, Go (1970c), 'A note om ambiguity and vagueness', Linguistic

' Inguiry 1, 357 = 9

Lakoffy, Ge (1971), 'On generative semantics'y in Steinberg and
Jakobovits (edse) (1971), 232 « 96.

Lakoff, Ge (1973a), 'Puzszy grammar and the performance/competence
terminology game®, in Coxrum cte ale (edss) (1973), 271 - 291,

Lakoff, Ce (1973b),; tAdverbs and opacitys A reply to Stalnakert,
Indiane University Linguistics Clube

Lakoff, Gs (1974), 'Syntactic amalgams®, in LaGaly ete ale (edss)
(1974), 321 - 44,

Loakoff, Ce (1976), "Pronouns and reference'y in MeCawley (ed.) (1976),
275 « 335

Lakeoff, Ge and Se Peters (1969), *Phrasal conjunction and symmetric
predicates', in Reibel and Schane (edss) (1969), 113 « 42,

Lakoff, Ge and He Thompson (1975a), YIntroducing cognitive grammaxt,

Linguistics Society, University of Californmia, Berkeley,



437

Lakoff, G and He Thompeson (1975b), *Dative questions in cognitive
grammar®y, in Grossman ete ales (edss) (1975b), 337 « 50,

Lakoff, ReTe (1969), 'A syntactic argument for megative transportatiom?,
in Binnick et. ale. (edss) (1969), 140 - 7,

Lakoff, R.Te (1971), *Pagsive resistance'y in Adams ets al, (eds.)
(1971), 149 « 62.

Lakoff, ReTe (1972), 'Language in context', Language 48, 907 - 27.

Langacker, R.W. (1974), 'The question of Q's Foundations of Language
11, 1 « 37,

Langacker, ReWe (1975), *Functional Stratigraphy'; in Grossman et. al,
(edss) (1975b), 351 « 97. '

Langacker, R.We (1976), *Semantic representations and the linguistie

relativity hypothesis', Foundations of Language 14, 307 - 57.
Langacker, ReWs and Ps Munro (1975), 'Passives and their meaning',

Language 51, 789 - 830,

Lasnik, He (1976), 'Remarks ou coreference', Linguistic analysis 2,

1 - 22.

Leesy; R.Bs and E¢Se Klima (1963), 'Rules for English promominalizate
ion*, Language 39, 17 ~ 28; also in Reibel and Schame (eds.)
(1969), 113 - 142,

LeGrand, JeEe (1974), 'AND and OR, some SOMEs and all ANYs*, in
LaGaly ete ale (edse) (1974), 390 - 401,

Levi, JeNe (1975), The Syntax and Semantics of Nonpredicating Adject-
dves in Eaglish, PheDs dissertation, University of Chicago.

Lewisy De (1970), *General semantics®', Synthese 22, 18 . 673 also in
Davidson and Haxrman (eds.) (1972), 169 « 218, and Partee (eds)
(1976), 1 - 50, - |

Liddell, s. (1975), 'What about the fact that "On certain ambiguities®

says what it says?', Linguistic Inquiry 6, 568 - 78. ] X



438

Lindholmy; Re {1969), 'Negative raising and sentemce pronominalization',
in Binnick ate ale (edse) (1969), 148 - 158,

Lyonsy Je (1966), '"Towards & "notional” theoxry of the “parts of speech™?,
dournsl of Linguistics 2, 209 « 36

Lyonsy & (1967); 'A note on possessive, existential and locative
sentences’, Foundations of Language 3, 390 = 6

Lyons, Je (1968), Introduc
Cambridge University Presse.

Lyons, Jo (1975), *Deixis as the source of reference'y in Keenan (ed.)
1975b); 61 « 83

Lysvagy Pe (1975); 'Verbs of hedging', in Kimball (eds) (1975); 125 «
154¢

McCawley, JeDe (1967), "Meaning and the description of language',
Kotoba no uchu, 2(9), 10 = 18, 2(10), 38 = 48, 2(11), 51 = 57;
also in JoFe Rosenberg and Ce Travis (edse) (1971), Readings in
the Philogophy of Language, 514 = 33«

MeCawley, JeDs (1968), *The role of semantics in a grammar', in Bach
and Harms (edse.) (1968), 124 - 69,

MeGawley, JeDs (1970a), 'Where do Hloun phrases come from?', in Jacobs
and Rosenbaum (edse) (1970), 166 « 83; also in Steinberg and
Jakobovits (edse) (1971), 217 = 31.

McCawley, JeDe (1970b), "English as a VSO language®, Language 46, 286
- 99,

MeCawleyy JeDe (1973), 'Extermal NP's versus annotated deep structures’,
Linguistic Inquizy 4y 221 = 40

McCawley, JeDe (1974a), 'English as a VS0 language' (revised version),
in Seuren (eds) (1974b), 75 = 95.

McGawley, JeDe (1974b), Review of Chomsky (1972), Indiana University
Linguigtics Clube



439

McCawley, JeDe (1976), Syntax and Semantics, vole 7, New Yorks
Academic Press.

Montague, Re (1973), *The proper treatment of quantification in ordine
ary English', in J. Hintikka, Je Moravceik and P. Suppes (edse)

(1973), Approaches to Natural Language: Proceedings of the

1970 scanford Workshop ¢n Grammar and Semantics, Dordrecht:
Reidel, 221 ~ 42; also in Thomason (eds) (1974), 247 « 70.

Morgan, JeLe (1968), "Some strange aspects of it', in B.Jes Darden,
GeJsNe Bailey and A. Davison (edse) (1968), Papers from the

Ohiclso. 81 = 93,

Morgan, Jele (1975a), *Some interactions of syntax and pragmatics®,
in Cole and Morgan (eds.) (1975), 289 = 303,

Morgan, JeLe (1975b), *Some remarks on the nature of sentences?,
in Grossman ets ale (edss) (1975b), 433 - 49,

Newmeyer, FeJe (1974), *The regularity of idiom behaviour®, Lingua
34, 327 - 42.

Newmeyery, FeJe (1976), *The precyclic nature of predicate raising',
in Me Shibatani (eds) (1976), Syntax and Semantics, vole 6,

New York: Academic Press, 131 « 163,
Nobel, Be (1971), *Evidence®, Ol

dcs 8, 164 « 72,

Partee, BeHe (1970), 'Opacity, coreferemce and pronouns'y Synthese
21, 359 - 85; alse in Davidson and Harman (edss) (1972), 415 «
41

Partee, BeHs (1973a), 'The syntax and semantics of quotation®, in
Anderson and Kiparsky (eds.) (1973), 410 - 8,

Partee, BeHs (1973b), "Some transformatiomal extemsions of Montague

gramax'y Journal of Philosophical logic 2, 309 - 343 also in



Partee (eds) (1976)y 51 « 76.

Partee, Belle (1975a), *Deletion and variable binding?, in Keenan (eds)
(1975b), 16 « 34,

Partee, Bella (1975b), *Montague grammar and transformational grammart,
Linguistie Inquiry 6, 203 « 300,

Partee, Belle (ede) (1976), Montague s

Perlmutter, D.ie (1970), 'The two verbs begin', in Jacobs and Rosenbaum
(edss) (1970), 107 = 19, '

Pinkhamy, Jo and Jo Hankamer (1975), "Desp and shallow clefts', in
Grossman ete ale (edses) (1975a), 429 « 50,

Postal, PeMe (1966), *On so-called “pronouns” in English', Georgetewn

g 19, 177
« 2065 also in Reibel and Schane (edse) (1969), 201 - 24, and
Jacobs and Rosenbaum (edse) (1970), 56 « 82,

Postaly Pele (1969), "Anaphorie islands', in Bimmick ete ale (edse)
{1969), 205 - 39,

Postaly, Pude (1970), 'On coreferential complement subject deletiom?,
Linguistic Inquiry 1, 439 - 500,

Postal, PeMe (1972), 'Some further limitations of interpretive theories
of anaphora'y Linguistic Iaquiry 3, 349 « 71.

Postaly, Pels (1974a), On Raisin

mns, Cambridge Massed MelsTe Presse

Postaly, PeMe (1974b), *On certain ambiguities', Linguistie Inquiry S,
367 = 424, ‘

Prince, B.Fe (1976), *The syntax and semantics of negeraising’,
Language 52, 404 - 426,

Pullumy GeKe (1976), YThe Duke of York gambit?, Journa
12, 83 « 103,




441

Quine, WeVeOs (1960), Word and Object, Cambridge, Hasses MeleTs Presse

Rarding Re (1975), 'Sentence raising and sentemce shift', Indiana
University Linguistics Clubs

Reibely, DeAs and SeAs Schane (edse) (1969), Modexn Studie
Englewoody NeJss Prentice Halle

Reinhart, Te (1974); *On certain ambiguities and uncertain scope’, in
LaGaly ete ale (edse) (1974), 451 - 66.

Ritchie, WeCe (1971), *On the analysis of surface nouns', Papers in

Linguistics & 1 = 16
Robinsony Jede (1970), "Dependency structures and transformational

rules', Language 46, 259 - 285.

Rodman, Re (1975), *The nonediscrete nature of islands'y Indisna Unive
ersity Linguistics Clubs.

Rodman, Re (1976), 'Scope phenomena, "movement transformations", and
relative clausest, in Partee (eds) (1976), 165 = 176,

Rogers, As (1974), 'A transderivational comstraint on Richard?', in
LaGaly ete ale (edse) (1974), 551 - 8.

Rosenbaume PoSe (1967), The Gramma:

Constructions, Cambridge, Masse: MeleTe Presse
Ross; JeRe (1967), Constraints on Variables in Synt PheDe disserte

ation, &1;'!.

Rosss JeRe (1969a), *On the eyelic nature of English pronominalization',
in Reibel and Schane (edse) (1969), 187 « 200,

Rossy JeRe (1969b), A proposed rule of tree pruming?, in Reibel and
Schane (edss) (1969), 288 « 99,

Ross, JeRe (1969¢), 'Adjectives as noun phrases', in Reibel and Schane
(edse) (1969), 352 = 60,

Ross, JeRe (1970), '0On declarative semtences'y in Jacobs and Rosenbaum



(edse) (1970), 222 - 72.

Ross, JeRe (1972), *Act?, in Davidson and Hawman (edse) (1972), 70 -
126,

Ross, JeRe (1973), *Slifting?, in M Gross, Me Halle and M.Pe Schutzene
berger (edss) (1973), It
The Hagues Mouton, 133 = 694

Ross, JeRe (1975), ‘Where to do things with words?, in Cole and Morgan
(edse) (1975), 233 = 564

Sadock, JaMe (1975), Ic
Yorks Academic Presse

Sampson, Ge (1975), 'The single mother condition', Journal of Linmguiste
ics 11, 1- 11,

Schachter, Pe (1973a), 'Focus and relativization', Language 49, 19 -
464

Schachter, P. (1973b), 'On syntactic categories®, Indiana University
Linguistics Clubs

Schreiber, PeAe (1971), 'Some constraints on the formation of English

sentence adverbs'y Linguistic Inquiry 2, 83 - 101,
Schwartz, A. (1972), *Constraints on movement transformations®, Jourmal

of Linguisties 8, 35 - 85.

Searle, JsRe (1975), *Indirect speech acts'y in Cole and Morgan (edse)
(1975), 59 - 82.

Seuren, PesAcMe (1973), *The comparative'y in Kiefer and Ruwet (edse)
€1973), 528 = 64.

Seuren, PsAeMs (19742), *Negative's travels'y in Seuren (eds) (1974b),
183 « 208,

Seuren, PesAsMs (@ds) (1974b), Semantic Syntax, Lomdons Oxford Universe
ity Presse



443

Siegel, Ms (1976), *Capturing the Russian adjective', in Partee (eds)
(1976), 293 -« 309. |

Stalnaker, ReCs (1970), *Pragmatics®, Synthese 22, 272 - 89; also in
Davidson and Harman (eds.) (1972), 380 - 97,

Steinberg, DeDe and LeAs Jakobovits (edse) (1971), Semanticss An Intere
diseiplinary Readex, Lomdong Cambridge University Press.

Stillings, Je (1975), 'Sentence raiging'y indiana University Linguiste
ics Clube

Stockwell, RePsy Pe Schachter and Bels Partee (1973), The Major Syne

tactic Structures of English, New Yorks Holts Rhinehart and
Winstone

Strawsony PeFa (1950}, *On referring®, Mind 593 also in Strawsom (1971).

Strawson, PeFs (1952), Introduction to Logical Theory, Lomdons Methuene

Strawson, PoFe (1954), A reply to Sellers', Philosophical Review 63
Strawsony PoF., (1961), *singular terms and predication?, al o
Philosophy 58; also in Strawson (1971)e

Strawsony PeFe (1969), 'Meaning and truth', University of Oxford

Inaugural Lecture, in Strawson (1971).

Strawson, PeFe (1971), Logico-Linguistic Pspers, london: Methuen.

Thomasony ReHe (ede) (1974), F 1 Fhilo of
Richard Montague, New Haven, Connet Yale University Press.

Thotnes JePe (1973); '0n the grammar of existential sentences®, in Pe

Suppesy Le Henkin and Ae Joja (edse) (1973), Logic, Methodology
Amsterdamy 863 - 83

Wasow, Te (1972), Anaphc
iony MeleTe

Wasow, Te (1975); 'Anaphoric pronouns and bound variables', Language
75, 368 = 83




444

Witten, Es (1972), "Pronominalization and sloppy idemtity?, in Report
NSF = 28 of the Harvard Computation Laboratorye



