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ABSTRACT 
 
 
 
In this day and age, it is imperative for anyone who relies on a mobile device to 

track and navigate themselves using the Global Positioning System (GPS). Such 

satellite-based positioning works as intended when in the outdoors, or when the 

device is able to have unobstructed communication with GPS satellites. 

Nevertheless, at the same time, GPS signal fades away in indoor environments due 

to the effects of multi-path components and obstructed line-of-sight to the 

satellite. Therefore, numerous indoor localisation applications have emerged in 

the market, geared towards finding a practical solution to satisfy the need for 

accuracy and efficiency. 

The case of Indoor Positioning System (IPS) is promoted by recent smart devices, 

which have evolved into a multimedia device with various sensors and optimised 

connectivity. By sensing the device’s surroundings and inferring its context, 

current IPS technology has proven its ability to provide stable and reliable indoor 

localisation information. However, such a system is usually dependent on a high-

density of infrastructure that requires expensive installations (e.g. Wi-Fi-based 

IPS). To make a trade-off between accuracy and cost, considerable attention from 

many researchers has been paid to the range of infrastructure-free technologies, 

particularly exploiting the earth’s magnetic field (EMF). 

EMF is a promising signal type that features ubiquitous availability, location 

specificity and long-term stability. When considering the practicality of this 

typical signal in IPS, such a system only consists of mobile device and the EMF 

signal. To fully comprehend the conventional EMF-based IPS reported in the 

literature, a preliminary experimental study on indoor EMF characteristics was 

carried out at the beginning of this research. The results revealed that the 
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positioning performance decreased when the presence of magnetic disturbance 

sources was lowered to a minimum. In response to this finding, a new concept of 

spatial segmentation is devised in this research based on magnetic anomaly (MA). 

Therefore, this study focuses on developing innovative techniques based on spatial 

segmentation strategy and machine learning algorithms for effective indoor 

localisation using EMF.  

In this thesis, four closely correlated components in the proposed system are 

included: (i) Kriging interpolation-based fingerprinting map; (ii) magnetic 

intensity-based spatial segmentation; (iii) weighted Naïve Bayes classification 

(WNBC); (iv) fused features-based k-Nearest-Neighbours (kNN) algorithm. 

Kriging interpolation-based fingerprinting map reconstructs the original observed 

EMF positioning database in the calibration phase by interpolating predicted 

points. The magnetic intensity-based spatial segmentation component then 

investigates the variation tendency of ambient EMF signals in the new database to 

analyse the distribution of magnetic disturbance sources, and accordingly, 

segmenting the test site. Then, WNBC blends the exclusive characteristics of 

indoor EMF into original Naïve Bayes Classification (NBC) to enable a more 

accurate and efficient segmentation approach. It is well known that the best IPS 

implementation often exerts the use of multiple positing sources in order to 

maximise accuracy. The fused features-based kNN component used in the 

positioning phase finally learns the various parameters collected in the calibration 

phase, continuously improving the positioning accuracy of the system. 

The proposed system was evaluated on multiple indoor sites with diverse layouts. 

The results show that it outperforms state-of-the-art approaches and demonstrate 

an average accuracy between 1-2 meters achieved in typical sites by the best 

methods proposed in this thesis across most of the experimental environments. It 

can be believed that such an accurate approach will enable the future of 

infrastructure–free IPS technologies. 



 

IX 
 

CONTENTS 
 
 
DECLARATION ............................................................................................. IV  

ACKNOWLEDGEMENTS ................................................................................ V  

ABSTRACT .................................................................................................... VII  

CONTENTS ................................................................................................... IX  

LIST OF FIGURES .......................................................................................... XIII  

LIST OF TABLES ............................................................................................ XVII  

LIST OF ABBREVIATIONS .............................................................................. XVIII  

1 INTRODUCTION ................................................................................... 1  

 1.1 Motivation ........................................................................................ 1  

 1.2 Thesis Objectives .............................................................................. 3  

 1.3 Summary of Novelty and Contribution ............................................. 5  

 1.4 Thesis Structure ................................................................................ 6  

 1.5 Publications ...................................................................................... 10  

2 INTRODUCTION TO INDOOR POSITIONING TECHNOLOGY AND    

 NON-RADIO-BASED INDOOR POSITINING SYSTEM ......................... 11  

 2.1 Introduction...................................................................................... 11  

 2.2 Introduction to Indoor Positioning Technology ............................... 12  

  2.2.1 Radio-based IPS ....................................................................... 14  

  2.2.2 Non-Radio-based IPS ............................................................... 17  

 2.3 Calibration Phase in Non-Radio-based IPS ....................................... 20  

  2.3.1 Fingerprinting Technique ........................................................ 21  

  2.3.2 Limitation in Calibration Phase ............................................... 23  

  2.3.3 Data Interpolation ................................................................... 24  

  2.3.4 Kriging Interpolation ............................................................... 25  

 2.4 Positioning Phase in Non-Radio-based IPS ....................................... 29  

  2.4.1 k-Nearest-Neighbour Algorithm .............................................. 29  

  2.4.2 Limitation in Data Matching ................................................... 31  

  2.4.3 Naïve Bayes Classification ........................................................ 32  

 2.5 Conclusion ....................................................................................... 33  

3 MAGNETIC FIELD INDOOR POSITIONIG SYSTEM ............................ 34  

 3.1 Introduction ..................................................................................... 34  



 

X 
 

 3.2 Indoor Magnetic Field Characteristics .............................................. 35  

  3.2.1 Earth’s Magnetic Field ............................................................. 36  

  3.2.2 Indoor Magnetic Field Characteristics ..................................... 38  

 3.3 Feasible Analysis of Using Earth’s Magnetic Field in Indoor    
  Positioning System .......................................................................... 39  

  3.3.1 Experimental Setup ................................................................. 40  

  3.3.1.1 Experimental Equipment .......................................... 40  

  3.3.1.2 Experimental Environment ....................................... 41  

  3.3.2 Experimental Study on Indoor Magnetic Field Signal .............. 44  

   3.3.2.1 Uniqueness ................................................................ 44  

   3.3.2.2 Stability ...................................................................... 46  

   3.3.2.3 Sensor Sensitivity ....................................................... 47  

 3.4 Limitations of Magnetic Field Indoor Positioning System ................. 49  

 3.5 Conclusion ....................................................................................... 51  

4 KRIGING INTERPOLATION FOR MAGNETIC FINGERPRINT   

 DATABASE .............................................................................................. 52  

 4.1 Introduction ..................................................................................... 52  

 4.2 Data Analysis .................................................................................... 55  

  4.2.1 Stationarity Assumptions of Kriging ........................................ 55  

  4.2.2 Exploratory Spatial Data Analysis ............................................ 57  

 4.3 Ordinary Kriging .............................................................................. 59  

  4.3.1 Estimation of Suitable Semi-variogram Models ........................ 59  

  4.3.2 Weight in Ordinary Kriging ..................................................... 62  

 4.4 Cross Validation & Result Analysis ................................................... 66  

 4.5 Conclusion ........................................................................................ 70  

5 SPATIAL SEGMENTATION STRATEGY-BASED MAGNETIC FIELD    

 INDOOR POSITIONING SYSTEM DESIGN ............................................. 72  

 5.1 Introduction ..................................................................................... 72  

 5.2 Magnetic Anomaly ........................................................................... 75  

  5.2.1 Experimental Analysis on Indoor Magnetic Anomaly .............. 76  

   5.2.1.1 Existence of Magnetic Anomaly .................................. 77  

   5.2.1.2 Propagation Range of Magnetic Anomaly ................... 78  

   5.2.1.3 Statistical Study on Indoor Magnetic Anomaly ........... 79  

   5.2.1.4 Coefficient of Similarity .............................................. 82  

 5.3 Magnetic Field Indoor Positioning System based on Spatial-   

  Segmentation Strategy ...................................................................... 83  

  5.3.1 Offline Segmentation Strategy Design ..................................... 84  



 

XI 
 

  5.3.2 Automatic Spatial-Segmentation Strategy Design .................... 86  

   5.3.2.1 Raw Database ............................................................ 87  

   5.3.2.2 Similarity Database ................................................... 88  

   5.3.2.3 Sub-Region Databases ............................................... 90  

  5.3.3 Magnetic Field Indoor Positioning System based on Spatial   

   Segmentation Strategy ............................................................ 91  

 5.4 Experimental Setup .......................................................................... 94  

  5.4.1 Offline Segmentation Strategy ................................................ 94  

  5.4.2 Automatic Spatial-Segmentation Strategy .............................. 97  

 5.5 Result Analysis ................................................................................ 99  

  5.5.1 Offline Segmentation Strategy ............................................... 100  

   5.5.1.1 Results of Manual Spatial Segmentation ................... 100  

   5.5.1.2 Performance of Positioning ...................................... 101  

  5.5.2 Automatic Spatial-Segmentation Strategy .............................. 104  

   5.5.2.1 Performance of Spatial Segmentation ....................... 104  

   5.5.2.2 Performance of Positioning ...................................... 106  

 5.6 Weighted Naïve Bayes-based Spatial Segmentation Strategy Design   

  ......................................................................................................... 109  

  5.6.1 Naïve Bayes-based Spatial Segmentation Strategy ................... 109  

  5.6.2 Weights Naïve Bayes-based Spatial Segmentation Strategy ..... 113  

 5.7 Conclusion ....................................................................................... 117  

6 DYNAMIC FEATURE FUSION FOR MAGNETIC FIELD AND WI-FI    

 INDOOR POSITIONING ......................................................................... 118  

 6.1 Introduction ..................................................................................... 118  

 6.2 Experimental Analysis on Magnetic Signal in the Non-disturbance .. 121  

 6.3 Dynamic Feature Fusion for Magnetic Field and Wi-Fi Indoor    

  Positioning Area ............................................................................... 124  

  6.3.1 Feature Fusion ......................................................................... 125  

  6.3.1.1 Data Pre-processing ................................................... 125  

  6.3.1.2 New Regional Feature Database ................................. 126  

  6.3.1.3 Feature Fusion& Location Estimation ........................ 126  

  6.3.2 Discernibility Filter for Magnetic Field ..................................... 126  

  6.3.3 Feasibility of Using Integrated Wi-Fi/ Magnetic Field .............. 127  

  6.3.4 A Dynamic Feature Fusion Strategy-based kNN Algorithm ...... 128  

 6.4 Experimental Setup ........................................................................ 130  

 6.5 Result Analysis ................................................................................. 133  

 6.6 Conclusion ....................................................................................... 136  



 

XII 
 

7 A MAGNETIC FIELD AND WI-FI INTEGRATED INDOOR   

 POSITIONING SYSTEM .......................................................................... 138  

 7.1 Introduction ..................................................................................... 138  

 7.2 A Magnetic Field and Wi-Fi Integrated Indoor Positioning System … 141  

  7.2.1 Integration of Spatial Segmentation and Feature Fusion .......... 141  

  7.2.2 k Selection for Spatial Segmentation ........................................ 142  

  7.2.3 A Magnetic Field and Wi-Fi Integrated Indoor Positioning   
   System...................................................................................... 144  

 7.3 Experimental Setup & Result Analysis ............................................. 144  

 7.4 Conclusion ........................................................................................ 148  

8 CONCLUSION AND FUTURE WORK ................................................... 149  

 8.1 Introduction ..................................................................................... 149  

 8.2 Conclusion …………............................................................................. 150  

  8.2.1 Kriging Interpolation-based EMF Fingerprinting Map ............. 150  

  8.2.2 Spatial Segmentation ............................................................... 150  

  8.2.3 Dynamic Feature Fusion .......................................................... 151  

  8.2.4 Indoor Localisation ................................................................. 152  

 8.3 Discussion and Opportunities for Future Work ............................... 152  

REFERENCES …………................................................................................ 155  



 

XIII 
 

LIST OF FIGURES 
 
 
Figure 2.1 An example of Wi-Fi indoor location system with  

 trilateration algorithm....................................................... 15 

Figure 2.2 An illustration of Bluetooth trilateration ............................ 16 

Figure 2.3  Structure of using magnetic field intensity to track people  

 indoors ............................................................................ 18 

Figure 2.4 An example of using SLAM method for building point cloud 

 3D indoor model .............................................................. 20 

Figure 2.5 An illustration of fingerprinting-based indoor positioning  

 method ............................................................................ 22 

Figure 2.6 Example of interpolating a rainfall surface .......................... 24 

Figure 2.7  Example of building Semi-variogram model ........................ 26 

Figure 2.8 An illustration of range, sill and nugget components............ 27 

Figure 2.9 General shapes of five common semi-variogram models ...... 28 

Figure 2.10  An illustration of kNN algorithm and the k selection ........... 31 

Figure 3.1 EMF vector presented on earth’s horizontal plane with 
declination angle ............................................................. 37 

Figure 3.2 Example of Google Nexus 5 with the embedded sensors ....... 40 

Figure 3.3  Example of Google project tango with the embedded sensors  

 ........................................................................................ 41 

Figure 3.4  Layout of experimental flat ................................................ 42 

Figure 3.5  Layout of the ground floor of Noreen and Kenneth Murray  

 Library and the real scenarios ............................................ 43 

Figure 3.6 Layout of the second floor of Noreen and Kenneth Murray  

 Library and the real scenarios ............................................ 44 

Figure 3.7 A Uniqueness test conducted on the ground of KB library .... 45 

Figure 3.8  Result of magnetic intensity collected along three routes ..... 46 

Figure 3.9  A stability test conducted in a flat ...................................... 46 

Figure 3.10  Result of magnetic field collected on different days .............. 47 



 

XIV 
 

Figure 3.11 Result of magnetic field collected by different mobile phones 

 ........................................................................................ 48 
Figure 3.12 Result of how does the phone activities influence the .......... 

magnetic reading.............................................................. 49 

Figure 3.13 Example magnetic anomaly distribution ............................. 50 

Figure 4.1  An overall structure of Kriging interpolation used in the  

 magnetic fingerprinting map ............................................. 54 

Figure 4.2  Data distribution of collected magnetic intensity in two  

 different indoor environments ........................................... 58 

Figure 4.3  A semi-variogram plot of scattered EMF data collected on the 

 ground floor of the KB library ............................................ 60 

Figure 4.4 Four theoretical models fitting with the experimental EMF 

 Data ................................................................................ 61 

Figure 4.5 Process of predicting magnetic value based on the weights  

 provided by different semi-variogram models ..................... 65 

Figure 4.6  Cross-validation results of four semi-variogram models ....... 67 

Figure 4.7  Process of computing the standard error for semi-variogram 

 model ............................................................................ 68 

Figure 4.8  Result of using ordinary Kriging interpolation in magnetic 

 field intensity database ..................................................... 70 

Figure 5.1  Overall structure of spatial segmentation-based EMF indoor 

 positioning system ............................................................ 74 

Figure 5.2  Examples of magnetic field intensity around and away from 

  magnetic perturbation ..................................................... 75 

Figure 5.3  Experiment of detecting magnetic anomaly with different  

 magnetic perturbations ..................................................... 77 

Figure 5.4 Experiment of verifying the propagation range of magnetic  

 anomaly ........................................................................... 79 

Figure 5.5 Results of a statistical study on indoor magnetic anomaly 

 with eight common indoor furniture .................................. 81 



 

XV 
 

Figure 5.6  An example of offline region partition ................................ 85 

Figure 5.7  An illustration of raw database structure ........................... 87 

Figure 5.8  An example of filtered raw database with magnetic 

 fingerprints ..................................................................... 88 

Figure 5.9 An illustration of how to compute the similarity database .... 89 

Figure 5.10 An example of how the threshold value works for partition   

 the magnetic fingerprints .................................................. 90 

Figure 5.11 An example of Sub-region Database which takes the result   

 from similarity database .................................................... 91 

Figure 5.12  A schema of the process of spatial segmentation-based  

 magnetic field indoor positioning system ............................ 93 

Figure 5.13 An illustration of sample points distribution on different  

 indoor scenarios ............................................................... 95 

Figure 5.14 Distribution of sample points collected on the ground and 

 second floor.................................................................... 98 

Figure 5.15  Results of manual partition on two floors ...........................   101 

Figure 5.16 Test points estimation results of three methods on the   

 second floor ................................................................. 103 

Figure 5.17 Test points for evaluating the performance of segmentation  

 ........................................................................................ 105 

Figure 5.18 Test points estimation results of three methods on the  

 ground floor ..................................................................... 107 

Figure 5.19 CDF result of positioning error estimated by three method  

 on the ground and second floor ......................................... 108 

Figure 5.20 Classification result for 250 magnetic instances ...................  

Figure 5.21 Misclassified points on a layout of the test site with the  111 

 ground truth of segmentation outline ................................. 112 

Figure 5.22 Distribution of prediction result based on feature values ......   113 

Figure 5.23 Distribution of segmentation prediction achieved by   

 weighted naive Bayes ........................................................ 115 



 

XVI 
 

Figure 5.24 Misclassified points after applied the weight scheme on a 

 layout of the test site with the ground truth of segmentation  116 

 outline ............................................................................ 

Figure 6.1 Overall structure of dynamic feature fusion for magnetic field 

 and Wi-Fi indoor positioning ............................................ 120 

Figure 6.2 Magnetic intensity measurements in fewer perturbations’  

 scenarios .......................................................................... 122 

Figure 6.3 Example of after-segmentation environment with it local  

 magnetic intensity ............................................................ 127 

Figure 6.4 Two Experiment environments with training points ............   131 

Figure 6.5 Example of test points distribution on the ground 
floor................................................................................. 132 

Figure 6.6 Example of test points distribution in the flat ...................... 132 

Figure 6.7 CDF results of positioning error estimated by four method   

 on the ground floor ........................................................... 135 

Figure 6.8 CDF results of positioning error estimated by four method in 

 a flat ................................................................................ 136 

Figure 7.1 Overall structure of magnetic field and Wi-Fi integrated  

 indoor positioning system ................................................. 140 

Figure 7.2 Example of Sample Similarity VS k selection .......................   143 

Figure 7.3 Distribution of sample points including Kriging estimations  

 ........................................................................................ 145 

  

   
 
 
 
 
 
 

  

 



 

XVII 
 

LIST OF TABLES 
 
 
Table I Prediction performance of all semi-variogram models ............................. 69 

Table II Cs of Magnetic intensity Around Different Indoor Objects .................... 83 

Table III Number of test points for the three systems on each floor .................... 96 

Table IV Number of test points for the three systems on each floor .................... 99 

Table V the Localisation results of three methods on the second floor .............. 102 

Table VI the Localisation results of three methods on the ground floor ............ 104 

Table VII  Performance of  region segmentation on ground floor ....................... 105 

Table VIII Positioning performance of two compared methods .......................... 106 

Table IX Classification result of weighted naïve Bayes classifier .......................... 116 

Table X Coefficient of Similarity of Consecutive Magnetic Signals ..................... 123 

Table XI Results of The Experimental Validation ................................................. 134 

Table XII Number of test points for the three systems ........................................ 146 

Table XIII Summary of positioning performance of three proposed methods ... 147 

 

 

 
  



 

XVIII 
 

LIST OF ABBREVIATIONS 
 
 
 
AED 
AP 
 
BLE 
BLUP 
 

Average Error Distance 
Access Point (s) 
 
Bluetooth-Low-Energy 
Best Linear Unbiased Predictor 

CDF 
CoO 
Cs 
CSI  
Cv 
 
DFFMag 
 

Cumulative Distribution Function 
Cell of Origin  
Coefficient of Similarity 
Channel State Information 
Coefficient of Variation 
 
Dynamic Feature Fusion-Based Magnetic Field 

EDA 
EMF 
 

Exploratory Data Analysis 
Earth’s Magnetic Field 

GPS 
 

Global Positioning System 
 

IDW 
IMNS 
INS  
IPS 
 

Inverse Distance Weighting 
Integrated Micro and Nano System 
Inertial Navigation System  
Indoor Positioning System 
 

k-NN k-Nearest Neighbour 
 

MA 
MED 
MR 
MSE 
 

Magnetic Anomaly 
Maximum Error Distance 
Matching Rate 
Mean-Squared Error 

NBC 
NLoS 

Naïve Bayes Classification 
Non Line-of-Sight 



 

XIX 
 

PDR 
 
Q-Q 

Pedestrian Dead Reckoning 
 
Quantile-Quantile 
 

RFID  
RP 
RSS 
RSSI 
 

Radio Frequency Identification  
Reference Point 
Received Signal Strength  
Received Signal Strength Indication 
 

SLAM 
 
UWB 

Simultaneous Localization and Mapping 
 
Ultra Wideband 
 

VLC Visual Light Communication 
 

Wi-Fi 
WLAN 
WNBC 
WPANs 
 

Wireless Fidelity 
Wireless Local Area Network 
Weighted Naïve Bayes Classification 
Wireless Personal Area Networks 

3D Three Dimensional 
  
  
  
  
  



 
1. Introduction 

1 
 

1  
INTRODUCTION 

 
 

In this thesis, all the research works are undertaken in the institute of Integrated 

Micro and Nano System (IMNS). This work, which reflects a combination of 

electronic engineering, wireless communication, computer science and 

geoscience, focuses on designing a dynamic spatial segmentation model on indoor 

earth’s magnetic field (EMF) signal, and developing a self-adaptive hybrid indoor 

positioning system (IPS) by selectively integrated EMF and a fingerprinting-

enabled aiding positioning method. In this chapter, the motivation of this research 

work is detailed, followed by objectives of the research, a summary of novelty and 

contribution, an overview of the thesis structure and a publication list. 

1.1 MOTIVATION 

Position information is a commodity, especially indoors. It can be an enabler for 

providing value-added commercial services when combined with other types of 

information [1]. Examples of such services would be found in shopping malls (e.g. 

location-based advertisements) as well as public buildings (e.g. localisation service 

in airports and museum). To achieve those services, having a localisation-

performing algorithm is only a small component. How fast those services can be 
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provided and how accurately location information can be acquired, are usually the 

most serious concerns for consumers.   

Outdoor localisation has been maturely developed with the advent of global 

position systems. An accurate outdoor location can be easily and fleetly acquired 

by using a commercial mobile device. Nevertheless, Global Positioning System 

(GPS) technology has a noticeable shortcoming when used in some challenging 

environments without adequate sky visibility. In these environments, GPS 

positioning and navigation is inaccurate and even blocked, since the signals 

transmitted by satellites are usually attenuated and interrupted by multipath 

reflection and building obstructions [2].  Consequently, IPS design has been 

motivated by above inherent problem of GPS technology, leading to its significant 

reception of attention from researchers.  

Since then, a plethora of IPS has been developed that ranges from infrastructure-

based systems using Wi-Fi, Bluetooth-Low-Energy (BLE), radio frequency 

identification (RFID) and ultrasound, to sensors-based technologies, such as 

inertial sensors, EMF and imaging [3-4]. All these technologies differ in their costs, 

capabilities, accuracy and longevity. There has not been a universal indoor 

positioning solution as each indoor positioning technology has strengths and 

weaknesses according to their distinct characteristics. Notwithstanding, the 

former infrastructure-based IPS usually assumes a ubiquitous availability of 

wireless connectivity, which in turn requires expensive installations and could 

suffer from signal fluctuation by the multipath reflection of access points (APs) [5]. 

Therefore, the primary motivation for this thesis research is the absence of a 

simple and infrastructure-free IPS in the market which could satisfy the 

expectation of positioning accuracy. 

In order to develop such a context aware but infrastructure-free system, the 

mobile device is another variable with significant contributions to IPS 
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implementation. Since the mobile device has gradually evolved into an intelligent 

multimedia device in recent decades, most of the commercial mobile devices are 

equipped with lots of embedded sensors (e.g. accelerometers, gyroscope and 

magnetometer) and they also have multimodal connectivity options to choose 

from [6]. Such built-in sensors proliferate a great enthusiasm about research on 

infrastructure-free-based indoor localisation technology, especially in the domain 

of IP study, forming another motivation for this thesis.  

Considering the critical role location-uniqueness plays in choosing positioning 

data for most fingerprinting-driven applications, the demand for using EMF signal 

in an indoor localisation system has fuelled and inspired numerous research on 

this topic. Hence, this thesis research was encouraged to develop a simple, cost 

effective and accurate IPS that satisfies the requirements of commercial indoor 

positioning applications. However, seeing the current EMF-based indoor 

positioning techniques are not all positive, the absence of magnetic disturbance 

objects in an indoor environment forms a huge barrier on positioning accuracy. 

Therefore, suggested solutions on solving the limits in EMF technique are 

considered from either to design a customisation algorithm to make the location 

feature more recognisable or to make another positioning technology available in 

such low-accuracy areas.  

All the above has motivated this thesis research to focus on spatial segmentation 

based on magnetic anomaly (MA) and hybrid techniques integration as the 

optimum method for magnetic field IPS. 

1.2 THESIS OBJECTIVES 

The aim of this research is to develop a EMF-based IPS which is compatible with 

any fingerprinting-enabled indoor resources and to develop a spatial 
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segmentation model based on the local MA. A list of objectives was drawn up to 

provide a reference for the ongoing development. The development was stepwise, 

(i) Starting with those objectives which are related to the fundamental EMF-based 

IPS, such geomagnetic field, magnetic disturbances and fingerprinting algorithm. 

(ii) Then the development moved to reconstruct the observed EMF database by 

employing the Kriging interpolation method. (iii) The third movement went to 

develop several approaches to segment the indoor sites based on the characteristic 

of local EMF. (iv) The final development was making a dynamic feature fusion 

strategy to the k-Nearest Neighbour (kNN) matching algorithm for EMF and      

Wi-Fi-based indoor location recognition. The specific objectives of the research 

presented in this thesis are as follows: 

i. To design an experimental study on indoor magnetic field characteristics 
and local magnetic anomaly. 

ii. To implement efficient and robust data interpolation method to the 
magnetic fingerprinting database generated in the calibration phase. 

iii. To develop a reliable way to scale the variation on ambient EMF caused by 
local magnetic perturbations. 

iv. To develop novel techniques for segmenting indoor environments on the 
basis of the magnetic field variation.  

v. To implement machine learning approach on the spatial segmentation 
strategy to reduce the computation burden and improve the segmentation 
outcome.  

vi. To develop a fusion method to the features contributed to a positioning 
matching algorithm. 

vii. To design an accurate hybrid indoor positioning system by integrating all 
proposed methods from ii to vi. 
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1.3 SUMMARY OF NOVELTY AND CONTRIBUTION  

The first contribution of this thesis is the application of Kriging interpolation in 

the magnetic field fingerprinting map. This application aims to improve the cover 

density of fingerprints in an observed indoor positioning database. The acquisition 

of the interpolated data complements the coverage in the insufficient information 

area, by further regenerating the original pre-survey database. Moreover, with the 

increase in the number of EMF fingerprints, the technique also leads to a reduction 

in the incidence of mismatching locations in the positioning phase. 

The second contribution in this thesis is the presentation of a full study on indoor 

magnetic fields as well as MA caused by surrounded perturbations. This 

experimental study gives a comprehensive analysis on the indoor EMF 

characteristics and exposes the potential of using EMF for providing a reliable 

indoor positioning service. The empirical findings from the studies could also 

inspire all kinds of heuristic algorithms to explore the field of EMF-based IPS. 

The third contribution of this research, which is also the major contribution, is 

visibly over the prior art as it provides novel spatial segmentation strategies for 

circumventing the constraint caused by low discernibility of received local EMF 

signals. The segmentation schemes are based on a novel classification policy, 

which is associated with the local magnetic field characteristics discovered from 

the second contribution. The proposed optimisation techniques lead to greater 

reliability in positioning applications for the areas containing distinguishability 

fingerprints. Compared to state-of-art technology, where the magnetic field is 

required only as an aided positioning technique, this research proposes solutions 

that not only significantly improve the utilisation levels for EMF in a hybrid 

positioning system but also reduce the cost of locating users in a vast complex 

territory. 
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The fourth contribution in the thesis is the design of a weighted Naïve Bayes 

classifier technique suited to spatial segmentation strategy. The aim of this 

classification approach is to curtail the preliminary work in the calibration phase 

and yield accurate segmentation results in a more practical way. The technique 

applies a weighting scheme to the features used in the classifier, which makes it 

possible to compensate for the limitation caused by insufficient label information 

in fingerprints and to obtain a more accurate classification result. 

The fifth contribution of this thesis is the design of an efficient and reliable 

dynamic feature fusion technique to provide a new fingerprint tag in positioning 

algorithms. The technique is resource efficient as it makes the maximum usage of 

location tags by considering the characteristics of indoor EMF and the 

segmentation results. This is necessary to support the EMF compatible with any 

fingerprinting-enabled localisation technique in kNN matching algorithms, and 

enough to provide informative location attributes data in the IPS. 

Lastly, the techniques developed in the thesis are integrated into the 

implementation of a hybrid IPS to show their practicability. The results show that 

the proposed system beat the single conventional technique and lead to an 

improvement in both reliability and accuracy. Hence, it has potentials to 

contribute to the design of low-cost, high-performance, strong-robustness IPSs for 

large-scale and complex indoor environments. 

1.4 THESIS STRUCTURE 

The overall structure of this thesis takes the form of eight chapters, including this 

introductory chapter. The second chapter gives a theoretical background 

introduction of indoor EMF, while the third chapter deals with the fundamental 

components involved in an EMF-based IPS and positioning technologies used in 
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all the follow-up works. Chapter 4 explains how the Kriging interpolation is 

employed into the system to help with database reconstruction. In Chapter 5, 

three segmentation methods designed in this thesis research are introduced and 

explained, respectively. Each of the methods involves an originally designed 

segmentation concept. A feature weighting scheme is introduced in Chapter 6 

which aims to label the attributes in positioning algorithms a more location-

uniqueness tag. Chapter 7 implements all methods proposed in previous chapters 

to establish a comprehensive hybrid IPS. A summary of the content of each part 

and chapter is given below:  

Chapter 2: Introduction to Indoor Positioning Technology and Non-Radio-
based Indoor Positioning System 

This chapter presents the background knowledge relating to indoor positioning 

technology as well as a review of existing IPSs. The chapter also gives relevant 

background information on the methods used in the design of a non-radio-based 

IPS. In addition, it provides literature to justify the reliability issues in both 

calibration and positioning phases and introducing potential solutions. 

Chapter 3: Magnetic Field Indoor Positioning System 

The third chapter begins with a brief overview of the components used in an EMF-

based IPS. The next section in Chapter 3 analyses three properties of indoor EMF 

to demonstrate the feasibility of using EMF for the positioning purpose.  This 

section also includes information on the implementation equipment, as well as as 

the layout of the test environments to help readers understand the experiments 

conducted in the follow-up chapters. The final section of Chapter 3 introduces and 

explains the limitations occurred in an EMF-based IPS that were the starting point 

for this research. 
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Chapter 4: Kriging Interpolation for Database Restructure 

Kriging interpolation technique aimed at improving the performance of 

regenerating the fingerprinting database in the calibration phase is presented in this 

chapter. An analysis of indoor EMF data structure is covered, to explain how feasible 

the Kriging can work with the proposed data. The applicability analysis is followed 

by a brief description of Ordinary Kriging and the sources of experimental 

variograms that are used in this thesis research. Cross-validation is provided in the 

last section to evaluate the estimation performance of different semi-variogram 

models and conclude the best workable model to the given dataset. 

Chapter 5: Spatial Segmentation Strategy-Based Magnetic Field Indoor 
Positioning System Design 

The fifth chapter of this thesis covers a novel concept of spatial segmentation used 

in the design of the EMF indoor positioning algorithm. The chapter begins by 

detailing the properties of MA and state out the types of errors associated with 

implantation devices. Two novel spatial segmentation strategies are proposed in 

this section to make up the constraint caused by low discernibility of received local 

EMF signals. Once the segmentation has been conducted, the system model used 

in this research is defined and the aided position algorithm, as implemented, is 

explained. The final piece of Chapter 5 is a weighted Naïve Bayes-based spatial 

segmentation algorithm. This section introduces the Naïve Bayes classifier into 

one of the proposed segmentation strategies to provide a more intelligent solution 

to the system. In addition, the design of feature weighting scheme used in Naïve 

Bayes classification (NBC) for high performance and reliability is also introduced 

in this section. 
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Chapter 6: Dynamic Feature Fusion for Magnetic Field and Wi-Fi Indoor 
Positioning 

This chapter focuses on the design of a dynamic feature fusion strategy on the 

position matching algorithm. The aim of the proposed approach is to have full 

exploitation and utilisation of data obtained in the low interference area and 

provide more accurate and reliable location estimates in such areas. The first 

section characterises the performance of the received magnetic signal in the non-

disturbance area and concludes an idea of fusing the features exacted from the 

data for fingerprint-matching. The feature fusion scheme is based on a weighting 

policy which offers a rational distribution for matching elements. The assessment 

for the proposed algorithm used in a hybrid IPS is provided in the following 

sections. 

Chapter 7: Integration Magnetic Field Indoor Positioning System 

The techniques developed in Chapter 4, 5 and 6 are integrated into a case study 

implementation of a hybrid IPS. An experiment conducted on the ground floor of 

the Noreen and Kenneth Murray Library building is used as a case study to show 

the practicability of the proposed IPS. However, the idea and approach can be 

extended to any other domain of indoor position techniques. The chapter also 

presents an efficient application on kNN algorithm based on the results of space 

segmentation. The implementation of the entire system is characterised in terms 

of the segmentation outcome as well as the positioning accuracy. The results show 

that the proposed hybrid system has significant improvements compared to the 

single technique-based IPSs. 

Chapter 8: Conclusion and Future work 

This chapter gives the conclusion of the research work presented in the thesis. It 

also outlines the significance of the contributions, identifies the limitations of the 

work and suggests a wide range of future work.
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2  
INTRODUCTION TO INDOOR 
POSITIONING TECHNOLOGY AND NON-
RADIO-BASED INDOOR POSITINING 
SYSTEM 

 

2.1 INTRODUCTION 

Position of objects in a given space is one of the most important elements of 

contextual information. Such information, which is constituted by all relevant 

items surrounding it, has generated great attention because of its potential to 

leverage commercial applications such as advertisement and social networks [1]. 

After exploiting outdoor world positioning and navigation for many years, human 

attention has naturally started to drift to the indoor world, where they spend 

considerable amount of time each day. Historically, the very early concept of 

indoor positioning dates back to the year 1999 [7], when a cellular-based location 

estimation proposal was put forward by the Federal Communication Commission 

for upgrading the quality and reliability of indoor wireless 911 calls [8-9]. After so 

many years of continuous development, numerous technologies and algorithms 

have been proposed to construct IPS, ranging from Wireless Local Area Network 

(WLAN) coverage area modelling [10-11] to magnetic field fingerprint mapping [12-
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14], from ultra wideband (UWB) range [15] to RFID tags [16] and from using BLE 

trilateration [17-19] to visual-based simultaneous localisation and mapping (SLAM) 

solutions [1] [20-22]. Moreover, commercial solutions for small-scale for specific 

use cases exist, such as voice-based technologies [23], visual light communication 

(VLC)-based solutions [24] and channel state information (CSI)-based methods 

[25-26]. 

Despite the progress in IPS, a universal high-accuracy indoor positioning method 

still remains as an unconquered domain for both industry and academia in the 

today’s mass-market [1] [27]. There is no lack of technologies, though. IPS is 

constantly evolving and adapting as new technologies and approaches are 

discovered. However, most of these existing technologies have their own 

advantages and disadvantages which can be measured in terms of cost, accuracy, 

stability, range, reliability, flexibility and scale. These measurements are always 

the focused issues in IPS. 

For the remainder of this chapter, some technologies of both radio-based and non-

radio-based that are commonly used in the market to detect an object’s position 

indoors are given in the first section. Thereafter, a calibration method for training 

the indoor sit in non-radio-based IPS will be present. The limitations of such 

method and the potential solutions are also identified. Furthermore, the chapter 

gives an overview of the work flow in the positioning phase that enables place-

recognition scheme to continually get the required location estimations. Finally, 

a discussion of the issues found in positioning phase is given at the end of this 

chapter, with a focus on possible ways of addressing such challenge.  

2.2 INTRODUCTION TO INDOOR POSITIONING TECHNOLOGY 

Existing indoor positioning solutions in the market fall into two categories: radio-
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based and non-radio-based [27]. The former category usually relies on deploying 

additional infrastructures, such as RFID tags, BLE beacons, UWB transceivers, and 

Wi-Fi access point (AP). This type of indoor positioning solutions is often used as 

anchors to estimate the location of the mobile receivers. In contrast, non-radio-

based IPS，also known as infrastructure-free-based IPS, does not require any extra 

infrastructure to be installed prior to the positioning estimation. It only employs 

existing infrastructure widely available indoors like EMF and sunlight, and utilises 

the built-in sensors in mobile devices to sense the surrounding signals to get the 

estimations. 

Generally, radio-based solutions are more accurate and robust than non-radio-

based solutions due to the maturity of their development [27]. The external 

infrastructure is appropriately designed and continually renewed for localisation 

purposes. Nevertheless, there exist some obvious disadvantages in the course of 

radio-based IPS developments. The deployment of additional infrastructure adds 

extra cost to both implementation and maintenance of the scheme [5]. Along with 

experiment scale expansion, this extra cost can be considerable. In contrast, non-

radio-based IPS solutions are low-cost and ubiquitous.  

As introduced in Chapter 1, the primary purpose of this thesis research is to 

develop a magnetic field IPS which provides a reliable localisation accuracy and 

has a wide ambient adaptability. In order to back up the reader with sufficient 

background knowledge and give the reasons of choosing EMF for indoor 

positioning purposes, this section presents a review of some critical positioning 

technologies from both radio-based and non-radio-based IPS.  
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2.2.1 RADIO-BASED IPS 

Radio-based IPS utilises radio signals which van be emitted by a transmitter and 

measured indoor through a mobile receiver. Different installations are mandatory, 

depending on which type of radio signals is being applied [28]. Indeed, many radio 

signals being used by IPS are not designed to support indoor localisation, such as 

the signal from Wi-Fi, BLE and UWB [29]. The leading theory behinds radio-based 

IPS is the fact that such radio signals have the ability to travel through indoor 

objects and make a unique sign at each location [30]. However, Non Line-of-Sight 

(NLoS) is the major problem among this category of system, which makes all these 

radio signals subject to reflection, diffraction, absorption and multipath issues [31]. 

Outlined below are a few typical technologies in radio-based IPS: 

Wi-Fi 

WLAN infrastructure is densely deployed in many urban environments. For this 

reason, almost every Wi-Fi compatible device can make use of the received signal 

strength indicator (RSSI) to help with estimating its indoor position without an 

extra installation cost [11]. It also has the advantages of accessibility, large range, 

and a high data throughput rate comparing to other radio-based positioning 

techniques. Since Wi-Fi RSSI are easy to derive in IEEE 802.11 networks, a mobile 

node receives received signal strength (RSS) from multiple wireless AP can 

determine its location by two primary methods: trilateration and fingerprinting 

[2]. Figure 2.1 shows an example of Wi-Fi IPS with trilateration algorithm. 

Since RSSI can be inversely proportional to a distance, the former method utilises 

this property to approximate the user’s location. However, Wi-Fi signal can be 

easily attenuated dues to obstructions and reflections, leading to inaccurate RSSI 

measurements and, therefore, positioning accuracy. The latter is the technique 
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used in this thesis while considering Wi-Fi as a corrective localisation method to 

the EMF-based IPS. Fingerprinting uses pre-recorded Wi-Fi RSSI map to 

determine target locations. The accuracy of this method is purely dependent on 

the density of Wi-Fi AP installations. It makes difficult to deliver a high accurate 

estimation when AP coverage is limited to existing implemented environments 

[32]. Moreover, fingerprinting map is highly dependent on the environment; any 

object changes in the environment will lead the RSSI map less accurate. Although 

an extra charge would inflate the costs, a timely update would keep the effect from 

changes of AP installations away [28]. 

In addition to the above two methods, Angle of Arrival (AoA), Time of Flight (ToF) 

and Cell of Origin (CoO) can be also used with Wi-Fi technique to deliver accurate 

positioning results, however, additional expense is needed in AOA for directional 

antennas and condition of clock synchronization is also necessary in the other 

methods. 

 
Figure 2.1 An example of Wi-Fi indoor positioning system with trilateration algorithm. APs 
represent Wi-Fi APs. RSSI from different APs received on mobile station are convert to 
distance to compute the target location [33]. 
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Bluetooth 

Bluetooth is a wireless standard for Wireless Personal Area Networks (WPANs) 

[33]. Since BLE serves in the 2.4 GHz Industrial, Scientific and Medical band, it is 

designed to be a low power technology for peer-to-peer communications [2] [28] 

and is also efficient to construct the indoor localisation system. Using the 

Bluetooth technique in location sensing is based on each Bluetooth tag having a 

unique ID to provide a trace for the mobile device to locate the BLE beacon. 

Trilateration is the one of the most common methods used in radio-based INS for 

position calculations. It uses the known distance from at least three fixed beacons 

to calculate the position of the mobile receiver. When the device starts receiving 

RSSI values, those values can be converted to distances to the beacons. By finding 

the intersection of a series of circles, location of device can be calculated with 

relatively simple math. Figure 2.2 shows an example of how trilateration works 

with three beacons. 

However, one of the drawbacks of BLE-based IPS is that, almost every BLE device 

has latency and power consumption problems which are unsuitable for real-time 

localisation applications [28]. In addition, such a system also suffers the same 

NLoS problem as the RF-based IPS in complex and changing indoor situations but 

having more extended transmission range and higher price than RF tags [28].  

 
Figure 2.2 An illustration of Bluetooth trilateration [34]. Such method is used in positioning 
system to compute the real-time locations according to the received BLE RSSI.  
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Other Radio-based IPS 

There are several other radio-based technologies able to perform indoor 

localisation. Among these, it is worth mentioning UWB, RFID and Ultrasonic-

based IPS.  

These systems share the same positioning theory and adopt either CoO method 

or trilateration method as their estimation approach. However, most of these 

technologies are sensitive and vulnerable to external interference ubiquitous 

indoors [28] [35]. Furthermore, according to Gu [36] and Sana [37]’s survey, due to 

the NLoS problem, a large number of infrastructures need to be deployed to 

provide full coverage inside a building.  

2.2.2 NON-RADIO-BASED IPS 

Generally, most non-radio-based IPSs do not rely on external infrastructure but 

take the signals from nature. There are three typical types of non-radio-based IPS, 

namely RSS-based (e.g. EMF, VLC), pedestrian dead reckoning (PDR) and visual-

based IPS. In this section, a high-level overview of the techniques used in this 

thesis research is given.  

Earth’s Magnetic Field 

It is well known that an omnipresent magnetic landscape is produced by the EMF 

on the earth [38]. When the natural magnetic signals interact with steel and other 

materials discovered in structures of modern buildings, a unique magnetic tag is 

engendered at each location [39]. By utilising the built-in magnetometer within a 

smartphone, it is possible to use the EMF inside the building as a fingerprint map 

to accurately locate a person’s locations indoors. According to [29], EMF-based 

IPS can provide absolute location estimation to a reasonable accuracy without 
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long term drift problem. However, since the EMF-based technique does not 

require the use of external hardware, it usually takes a tremendous effort to 

investigate the RSS of the entire venue before the positioning actually takes place 

[40]. Intelligent calibration approach is suggested for further system optimisation. 

A procedure of using EMF-based IPS is briefly shown in Figure 2.3. 

 
Figure 2.3 Structure of using magnetic field intensity to track people indoors. Two phases are 
conducted in the EMF-based IPS: calibration phase and positionning phase [41]. 

Camera 

A camera-based INS brings the potential to locate people when the experiment 

area is independent from the building infrastructure and layout. This approach is 

based on the processing and evaluation of image data by bringing camera and 

computer vision technologies into play. The objective of this system is to estimate 

both the position and pose of the camera device. 

Localisation can be performed in three ways. In the first case, several landmarks 

are placed into the indoor venue at known positions. The mobile device can find 

out its position when the camera detects two or more landmarks. The second 

method is to extract object features from the captured image. The localisation 

process involves two phases, namely off-line and on-line. In the former stage, 
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images are continuously captured at predefined locations. Then each image is 

processed to draw out its unique features /tags to be stored in a database. In the 

on-line phase, the features in an image captured at a requested location, are 

extracted and compared to the stored features to get the prediction of its location 

[42]. The last well know method is SLAM, which is capable to provide a real-time 

positioning solution in an unknown indoor environment. In this system, mobile 

device takes camera imagery with the positional data from sensors to build a 

model of its surrounding. By moving positions of the device, the SLAM algorithm 

can utilise received sensor information to compute estimates of where the device 

is positioned within that environment [21]. Figure 2.4 shows an example of 

constructing a three dimensional (3D) point cloud model of indoor venue in a 

SLAM-based IPS. 

Objectively, the performance of visual-based IPS is solely affected by the amount 

of information extracted from the images [36]. To seek efficient solutions on 

enhancing positioning accuracy, the following methods are usually examined [43]:  

1. Increase data transmission rates and expand computational capabilities.  

2. advance the technology of the detectors. 

3. Develop high-performance algorithms in image processing   

The visual-based IPS discussed in this thesis is performed only with mobile camera. 

Notable drawbacks of this technology compared to other non-radio-based IPS are 

the increased costs and high power consumption [28].  
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Figure 2.4 An example of using SLAM method for building point cloud 3D indoor model. Point 
cloud models is construct based on the feature extracted from the images [44]. 

Other Non-Radio-based IPS 

To keep costs manageable, substantial works in the area of non-radio-based IPS 

have been proposed by using PDR, VLC and inertial sensor-based techniques. 

The classic PDR combines magnetometer, accelerometer and gyroscope readings 

to get the position prediction [27]. Instead of directly computing the current 

location, PDR-based IPS makes use of the previous position and the estimated 

displacements to derivate the result. However, these techniques inevitably suffer 

from error accumulation over time [28]. In addition to above mentioned 

technologies, the smart ambient indoor environment, facilitated by VLC, is also 

captivating many attentions. However, most of the implantations of these 

techniques in the literature were tested in a small venue which are not 

generalizable enough. 

2.3 CALIBRATION PHASE IN NON-RADIO-BASED IPS 

Having an elementary grasp of the target scene is a critically important process in 
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non-radio-based IPS. Scene analysis, also called scene calibration, is a process of 

estimating the location surroundings. This process is a very first step in IPS, which 

is necessary for describing a target location with respect to some location features. 

These location features are selected and subjected to different indoor positioning 

techniques. 

Scene calibration refers to the type of algorithms that first collect location features 

inside the target building and generate a location information database [2]. Then 

the location of the aiming object could be estimated by matching its 

measurements with the closest a priori location data in the previous database. 

Therefore, Non-radio-based location fingerprinting is commonly used in venue 

analysis [2].  In this section, the fingerprinting technology used in the calibration 

phase is explained in detail. It also mentions some existing limitations in the 

calibration phase. A feasible solution to those limitations is introduced in the later 

part of this section. 

2.3.1 FINGERPRINTING TECHNIQUE 

Fingerprinting technology is the most viable solution for non-radio-based IPS that 

generally uses the principle of statistical approach [28]. Rather than directly 

computing distance to the transmitters and functioning trilateration to measure 

mobile receiver’s position, fingerprinting technology elicits the fingerprint from 

some non-geometric characteristic of a signal that is location dependent [2]. Then 

the method works by mapping these observed fingerprints at several fixed 

locations placed in the indoor environment into a database.  

To estimate the requested location (from the users), pattern recognition 

algorithms are used here to recognise correlation between requested fingerprints 

and the preformed database to search for the closest match; denoted as user’s 
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location. Generally, the deployment of fingerprinting methods can be divided into 

two phases, namely training and positioning phases [28]. Figure 2.5 demonstrates 

a brief process of fingerprinting methods used in IPS.  

In the training phase, the ultimate purpose is to build a fingerprint database. To 

generate this database in a conventional way, some reference points (RP) in the 

points of interest are pre-selected [2] [45]. Then the very first step in this training 

phrase goes to measure signal information of all the RPs by performing a site-

survey in the test environment. From such measurements, the characteristic 

features of those RPs could be determined. Meanwhile, the corresponding 

geographic position (physical coordinates) of RPs should also be recorded. This 

procedure is repeated until all RPs have enough statistics to create a fingerprint 

database. It is worth noting that the distance between two closest RP positions is 

usually reported in meters or feet [45]. 

 

Figure 2.5 An illustration of fingerprinting-based indoor positioning method. Offline phase: 
collection positioning data to construct a fingerprinting map. Online Phase: Estimate target 
location by computing the nearest match(es) in the database [7]. 
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In the positioning phase, the instantaneous measured signal information at test 

location is continuously sent to the server. This measurement is then compared 

with the features recorded in the database using a matching algorithm. 

Theoretically, the smallest distance between the measurement and stored data 

indicates the best match and the likeliest location requested can be determined. 

The last step of the whole process is to report the estimate back to the mobile-end 

[45-46].  

The most prevalent algorithm used to compute the smallest Euclidean distance 

between the sample measured value and fingerprint in the database is the k-NN 

algorithm. The k nearest fingerprints that provide the shortest Euclidean distance 

to the measurements are returned as components to calculate the estimated 

position. Other progressive algorithms such as Naïve Bayesian classification [47] 

are also introduced in many works [48] to determine the prediction in IPS. A 

detailed description of such a positioning algorithm is discussed in section 2.3. 

In practice, the accuracy of position estimation is heavily dependent on the density 

and the distribution of RPs. Loading more RPs increases positioning accuracy [45]. 

However, this inevitably not only requires more efforts at the training phase, but 

also increases the processing time at the positioning phase. An analysis of the 

drawback in this method is given in the next section. 

2.3.2 LIMITATION IN CALIBRATION PHASE 

Previous works have focused on tracking a user’s location by using pre-calibrated 

EMF fingerprint maps [38-40]. However, the accurate EMF survey of a large 

building represents another potential barrier to adoption. Fingerprinting 

approach relies heavily on an accurate likelihood model, meaning that a dense 

measurement collection is needed to obtain sufficient data constructing the 



 
2. Introduction to IPT and Non-Radio based IPS 

24 
 

fingerprint database. However, this tedious manual measurement is not only 

laborious and time-consuming but also impractical in many cases [28]. For 

example, some of the test areas are too large to be thoroughly investigated within 

the allotted time, or there are locations that are restricted or inaccessible for pre-

survey. Moreover, existing database sometimes may need maintenance and 

update to keep its completeness and integrity. Intuitively, it is not very practical 

to repeat the tedious training work in the short run. 

2.3.3 DATA INTERPOLATION 

In this thesis, spatial interpolation can be introduced to estimate the values for the 

points where measurements are not made, and hence address the limitation 

mentioned above. This approach was initially employed for geospatial analysis to 

predict unknown values for any geographic data [49]. An example is shown in 

Figure 2.6. It has been widely adopted for use in various fields of studies in recent 

years. 

 
Figure 2.6: Example of interpolating a rainfall surface. (a) The input is a point dataset of 
observed magnitudes of rainfall level. (b) A raster interpolated from nearby known points [50]. 

There are a variety of interpolation tools to derive predictions from a limited 

number of sample data points. They are generally divided into deterministic and 

geostatistical methods [49]. The deterministic interpolation methods, such as 

(a) Input rainfall 
  

(b) Interpolated rainfall 
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inverse distance weighting (IDW) and Natural Neighbour, assign values to 

predicted points based on the surrounding ground true values.  While, in this 

thesis, the Kriging from the geostatistical methods for data interpolation is 

adopted. Different from the deterministic interpolation methods, these 

geostatistical methods are on the basis of statistical models, which not only have 

the capability of producing a prediction surface but also could measure its 

certainty and accuracy [51]. 

2.3.4 KRIGING INTERPOLATION 

The Kriging approach to spatial interpolation has been described in a large body 

of literature [52-55]. It was first developed in a small domain of geo-statistics by a 

South African mining engineer, D.G. Krige, but later has been primarily accredited 

to Matheron, who formalised the approach to be the part of the regionalised 

variable theory in 1962 [56]. Now it is commonly known as Kriging interpolation, 

which is frequently encountered in many fields of science and engineering.  

Kriging is built on the assumption that distances between paired sample points 

reflect a spatial correlation, which can be used to demonstrate variation in the 

surface [57]. This variation can be further expressed as a mathematical function of 

the weights and observations within a specified radius [57]. Correspondingly, the 

application of this method can be concentrated to estimate the optimal weights. 

Thus, the general formula of Kriging interpolation is substantially formed as a 

weighted sum of the local observations: 

 𝒁𝒁�(𝒔𝒔𝟎𝟎) = �𝝀𝝀𝒊𝒊𝒁𝒁(𝒔𝒔𝒊𝒊)
𝑵𝑵

𝒊𝒊=𝟏𝟏

 （2.1） 

Where 𝑍𝑍(𝑠𝑠𝑖𝑖)is the measured value at the i th location, and its unknown weight 𝜆𝜆𝑖𝑖 

is chosen to minimise the prediction error at location s0 [57]. However, in Kriging, 
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those weights are not dependent solely on the distance to s0. They turn out on a 

fitted model to 𝑍𝑍(𝑠𝑠𝑖𝑖), the distance to s0 and the spatial relationships among 

neighbours. Thus, the spatial dependency rules, also called spatial 

autocorrelations, are necessary to be uncovered before finally produced a 

prediction surface with the Kriging interpolation.  

 

Figure 2.7 Example of building Semi-variogram model. Right: how the unobserved point gets 
connected with all other locations. Left: how semiraviogram get related to the pairs distance 
[58]. 

As shown in Figure 2.7(a), spatial autocorrelation imputes that paired observations 

are not statistically independent when they are located within a certain distance 

apart. For quantifying the ranges as well as the degrees of dissimilarity between 

paired observations, a semi-variogram is defined as a function of the separating 

distance [58]. Formally, 

𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺(𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒉𝒉) = 𝟎𝟎.𝟓𝟓 ∗ 𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨((𝑽𝑽𝑽𝑽𝑽𝑽𝑽𝑽𝑽𝑽𝒊𝒊 − 𝑽𝑽𝑽𝑽𝑽𝑽𝑽𝑽𝑽𝑽𝒋𝒋)𝟐𝟐) （2.2） 

According to the “first rule of geography”, pairs of observations that are closer 

should be a lower semi-variogram value than the couples farther apart [58]. An 

example of an empirical semi-variogram graph is shown in Figure 2.7(b). It can be 

easily seen from the figure that semi-variance value increases as the distance 

between the locations grow until reaching some specific points where the paired 

observations are considered independent of each other. 
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Forming the semi-variogram to a fitted model is the last step before making the 

Kriging prediction at unsampled locations. Some conventional models are known 

as Spherical, Circular, Exponential, Gaussian and Linear [58]. The selected model 

influences the results of the prediction significantly. Thus, each model is designed 

to fit the different type of data under different circumstances. The general shapes 

and the equations of above-mentioned mathematical models are shown in Figure 

2.9. 

To select the best continues function for modelling the pre-computed semi-

variogram values, three critical parameters need to be considered in advance: 

nugget, sill, and range [59]. As shown in Figure 2.8, the distance in the x-axis, 

where the tendency of the model becomes to flatten is denoted as the range. Paired 

observations closer than this distance are regarded as spatially autocorrelated. 

Correspondently, the semi-variogram value of the range (the value on the y-axis) 

is called the sill. It is worth noticing that there is a vertical jump from value 0 at 

the origin, which is also called the semi-variogram exhibits a nugget effect, even 

at an infinitely small separation distance. In practical application, the nugget effect 

is usually attributed to measurement errors that occur notoriously [59]. Once the 

semi-variogram model has been decided, the prediction surface can be generated 

by Kriging operation in (2.1).  

 

Figure 2.8 An illustration of Range, Sill and Nugget component [59].  
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Figure 2.9 General shapes of five common semi-variogram models. By fitting the curve with 
discrete points, the best suitable semi-variogram models estimates the value based on it fitting 
function [58]. 
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2.4 POSITIONING PHASE IN NON-RADIO-BASED IPS 

In the positioning phase, several different types of measurement algorithms have 

been studied extensively for IPS [28] [60-61]. These algorithms are proposed for 

providing an efficient and intelligent way to derive the predicted location of 

mobile devices. The major categories in the market are based on the measurement 

of fingerprints, location pattern recognition, and any machine-learning-based 

algorithms [62]. These algorithms can be categorised into two groups [63]: (a) 

probabilistic algorithms and (b) deterministic algorithms. Probabilistic 

techniques calculate the feature distributions and utilize probabilistic models to 

compute the prediction. These kinds of techniques are widely reported for their 

robustness, but suffer from a relatively excessive computational complexity [63]. 

Deterministic techniques are more reliant on the measured database to construct 

classification or regression [29]. Since this thesis uses fingerprinting technology in 

the calibration phase, only fingerprinting-related techniques among these 

positioning algorithms will be discussed in this section.  

There are at least four location fingerprinting-based positioning algorithms which 

have been discussed a fair bit in the literature: neural networks, support vector 

machine, kNN and NBC [2] [62]. The first two techniques are more suitable for 

dealing with multi-dimensions’ systems with complex computation. However, 

considering the structure of the data proposed in this thesis, only kNN and NBC 

are adopted due to their simplicity compared to the first two algorithms. The 

descriptions of these measurement techniques are presented below.  

2.4.1 k-NEAREST-NEIGHBOUR ALGORITHM 

kNN is one of the most famous but simplest machine learning algorithms for 

fingerprinting-based location determination. It is a supervised classification-
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learning algorithm that has been widely used in statistical estimation and pattern 

recognition for both classification and regression [62]. The purpose of this 

algorithm used in fingerprinting methods is to classify a new measured fingerprint 

(from the user) based on its features and label it to the closest group in the training 

database. The algorithm is learning and memory-based and does not require a 

comprehensive model to be fit [63-65]. 

Given a query measurement, a set of K closest training neighbours in the 

fingerprinting database is chosen by calculating their distance 𝑑𝑑𝑖𝑖  to the 

measurement [63]. There are different distance functions used in kNN algorithm, 

such as Euclidean, Manhattan and Jaccard [66-67]. Among all these, Euclidean is 

the most well-known choice for this computation: 

 

𝒅𝒅𝒊𝒊 = ���𝒙𝒙𝒊𝒊𝒊𝒊 − 𝒙𝒙𝒋𝒋�
𝟐𝟐

𝒏𝒏

𝒋𝒋=𝟏𝟏

 (2.3) 

Based on the majority occurrence of amongst all the closest neighbours found, the 

new query measurement is assigned to its class label. A discriminant function of 

kNN can be described as: 

 
𝒇𝒇𝒊𝒊(𝜠𝜠) = 𝒋𝒋,𝒘𝒘𝒘𝒘𝒘𝒘𝒘𝒘𝒘𝒘

𝒍𝒍𝒋𝒋
𝑲𝑲 = 𝐚𝐚𝐚𝐚𝐚𝐚𝐦𝐦𝐦𝐦𝐦𝐦

𝒊𝒊

𝒍𝒍𝒊𝒊
𝑲𝑲 (2.4) 

The whole process of kNN can be illustrated by the following simple example [62]: 

Figure 2.10 shows a training dataset with two classes of data: red triangles and blue 

squares. The green circle is a new input measurement that needs to figure out 

which class it belongs to. It is obviously shown in the figure that different k results 

to a different output. If k = 3 the green circle is classified to the red triangle class 

as there are more red triangles within the considered circle (the smaller inner ring). 

However, the new sample is assigned as a blue square when k = 5 (bigger outer 
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ring) [62]. Therefore, choosing an ideal number for k is the key to the prediction 

result. How to choose a proper k to the proposed magnetic field IPS is described 

in Chapter 7. 

 
Figure 2.10 An illustration of kNN algorithm and the k selection. Left: when k=3, 3 nearest sample 
to the green target are circled, then its class will be assigned to the major vote which is the red 
class. Right: when k=5, 2 more blue samples are selected into the circle, which makes the major 
vote shifting to the blue class [62]. 

2.4.2 LIMITATION IN DATA MATCHING 

Normally, positioning measurement algorithm design involves compromises 

among parameters of accuracy, feature selection, computing time, and complexity. 

High positioning accuracy in a short processing time needs well-trained data and 

comprehensive algorithm structure. A comprehensive algorithm structure, in turn, 

means increased computational complexity and power consumption, and cost. 

Since kNN algorithm stands on the theory of matching the query points with every 

single data in the training database, the above issues are significant concerns in 

kNN. Additionally, an imbalanced number of training data for every class can 

profoundly influence the result of kNN, since the majority would likely consist of 

the highest occurring class. To avoid this problem, a weighing system is proposed 

in this thesis and is introduced in Chapter 6. 
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2.4.3 NAÏVE BAYES CLASSIFICATION 

Naive Bayes Classifier is a probabilistic classifier that on the basis of Bayes’ 

theorem [28] [68]. The fundamental theory used NBC in the fingerprinting 

method is to assign a class C to a query point X where the posterior probability 

P(C|X) is maximum. The discriminant function is formed as: 

 𝒇𝒇𝒊𝒊(𝑿𝑿) = 𝑷𝑷(𝑪𝑪𝒊𝒊|𝑿𝑿) (2.5) 

Since NBC follows a conditional probability distribution which assumes the 

independence of the random variables, the probability of the hypothesis given a 

class C to a fingerprint vector X = (X1, X2, …, Xn) can be computed using 

 
𝑷𝑷(𝑪𝑪𝒊𝒊|𝑿𝑿) =

𝑷𝑷(𝑿𝑿|𝑪𝑪𝒊𝒊)𝑷𝑷(𝑪𝑪𝒊𝒊)
𝑷𝑷(𝑿𝑿)  (2.6) 

Where P(C) denotes the prior class probability and the prior predictor probability 

is denoted as P(X). 

Theoretically, P(X) is the component that can be ignored at this stage as it is 

identical for all classes. Thus, the posterior probability function in (2.6) can be 

simplified as 

 𝑷𝑷(𝑪𝑪𝒊𝒊|𝑿𝑿) = 𝑷𝑷(𝑿𝑿|𝑪𝑪𝒊𝒊)𝑷𝑷(𝑪𝑪𝒊𝒊) (2.7) 

Similar to kNN, NBC is relatively simple but effective, especially to a low 

dimension data structure. Through the independence assumption, the probability 

distribution in NBC can easily be computed based on Gaussian distribution. 

Therefore, the overall likelihood of class C to vector X can be calculated by directly 

multiplying each of likelihood of all features 𝑥𝑥𝑗𝑗 in X:  
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 𝑷𝑷(𝑿𝑿|𝑪𝑪) = 𝑷𝑷(𝒙𝒙𝟏𝟏|𝑪𝑪) × 𝑷𝑷(𝒙𝒙𝟐𝟐|𝑪𝑪) × … × 𝑷𝑷(𝒙𝒙𝒏𝒏|𝑪𝑪) (2.8) 

After this, the final predicted location is assigned to the maximum posterior 

probability, which works out from the following function: 

 
𝒇𝒇𝒊𝒊(𝑿𝑿) = 𝑷𝑷(𝑪𝑪𝒊𝒊)�𝑷𝑷�𝒙𝒙𝒋𝒋�𝑪𝑪𝒊𝒊�

𝒏𝒏

𝒋𝒋=𝟏𝟏

 (2.9) 

To limit the risk of uneven feature distribution in vector X, a weighting scheme 

based on the feature characteristic is added to the proposed NBC in this thesis and 

will be discussed in Chapter 5. 

2.5 CONCLUSION 

The continuous demand for accurate and efficient indoor location-based service 

has encouraged both academia and industry to step into the field. It massively 

boosts new ideas and innovations for researching and developing creative 

programs in the domain of IPS area. Moreover, the rapid advancement in smart 

devices and the context-aware applications also capture researchers’ imagination 

on IPS. 

During the past few years, radio-based IPS, such as Wi-Fi and Bluetooth have been 

deployed commercially while most non-radio-based IPS are still under 

development and subject to field trials. This chapter gives an overview of currently 

IPS technology and introduces the components of a non-radio-based IPS 

application which will be further discussed in later chapters of this thesis.
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3  
MAGNETIC FIELD INDOOR POSITIONING 
SYSTEM 

 

3.1 INTRODUCTION 

Technologies for indoor location in the market differ substantially in their costs, 

capabilities, accuracy and longevity. Many researches already have delved into 

technologies such as Wi-Fi and Bluetooth. Such technologies could achieve 

consistent accuracy only when a dense and careful placement of additional 

infrastructures is given to cover the indoor space appropriately. Thus, EMF has 

recently been given tremendous attention and emerged as another way to offer 

LBS as it only uses the geomagnetic signal to enable the phone sensor to accurately 

identify people’s location indoors. Moreover, the local magnetic anomaly (MA) 

has been proven in the works of literature as capable of being used in accurate 

global self-localisation with fingerprinting technology. 

Such positioning systems take advantage of the universal magnetic field signal of 

the earth as a source of localisation landmarks [38]. Generally, magnetic field IPS 

is a process of recording the magnetic field values throughout the space of interest 

inside buildings and matching the measured data with the magnetic-field 

distribution database to detect the locations of target objects. From a theoretical 

standpoint, in the field of magnetic field IPS, it is actually the MA that helps to 
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find an estimated location [39]. Because the indoor EMF could be easily perturbed 

by both natural and fabricated sources, such as steel and reinforced concrete 

structures, electric current, and electronic appliances. These perturbations inside 

buildings form a unique “indoor map” composed by MA fingerprints, which can 

be used to perform a high-accurate IPS [40] [69].  

In this chapter, an introduction of EMF and its measurement is presented. 

Regarding MA, this includes an analysis of indoor EMF characteristics and of how 

this signal benefits IPS. A preliminary experimental study on indoor EMF 

characteristics is also presented in this chapter. Nevertheless, since this promising 

technique still faces some open issues, an overview of the limitations existing in 

magnetic field IPS is discussed in the last section of the chapter. 

3.2 INDOOR MAGNETIC FIELD CHARACTERISTICS 

As mentioned in Chapter 2, numerous indoor positioning technologies proposed 

in GPS-interruptive environments are suffering a high installation cost, and are 

also affected by NLoS issues.  Thus, the use of EMF in an infrastructure-free IPS 

successfully addresses some of these fundamental operation issues in obstructed 

line-of-sight conditions. Specifically, most of these EMF-based IPS utilise the 

excellent penetration property of geomagnetic signal to traverse non-metallic 

materials indoors [69]. In addition, the use of magnetic fields typically results in a 

lower architectural complexity but is not prone to multipath deterioration. In this 

section, the background of EMF and its characteristics indoors are fully introduced 

and explained. 
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3.2.1 EARTH’S MAGNETIC FIELD 

The EMF has been used to navigate humans for centuries. It is often viewed similar 

to a large dipole magnet that encompasses the Earth with two opposing north and 

south poles at each end [70]. From a scientific standpoint, it has been confirmed 

in the literature that the magnetic field surrounding the Earth comes from 

currents that are induced by the core region of the Earth. Thus, the EMF signal is 

fairly constant and can be observed from any position on the Earth. 

A magnetometer embedded in a mobile device is commonly used to sense and 

observe this invisible signal [71]. This magnetic sensor measures the EMF signal as 

a reading of a three-dimensional vector,  

 𝑩𝑩��⃗ 𝑬𝑬𝑬𝑬𝑬𝑬𝑬𝑬𝑬𝑬 = (𝑩𝑩��⃗ 𝒙𝒙𝒃𝒃,  𝑩𝑩��⃗ 𝒚𝒚𝒃𝒃,  𝑩𝑩��⃗ 𝒛𝒛𝒃𝒃)  (3.1) 

where the 𝑏𝑏 superscript represents the body frame of magnetometer sensor, and 

subscripts x, y and z denote the axes.  

However, the measuring magnetometer is not always horizontal to the earth’s 

local plane, which makes it difficult to compute the magnetic heading. In order to 

find the true heading, the first step is to transform the three field components to 

a local level. Thus, once the readings are measured on the body frame, they are 

converted into a Cartesian coordinates system (i, j, k) and then the EMF intensity 

B received from magnetometer can be derived by 

 
       𝑩𝑩��⃗ = 𝑩𝑩��⃗ 𝒙𝒙𝒃𝒃𝒊𝒊 +  𝑩𝑩��⃗ 𝒚𝒚𝒃𝒃𝒋𝒋 +  𝑩𝑩��⃗ 𝒛𝒛𝒃𝒃𝒌𝒌 

= 𝑩𝑩��⃗ 𝒙𝒙 + 𝑩𝑩��⃗ 𝒚𝒚 + 𝑩𝑩��⃗ 𝒛𝒛 
(3.2) 
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Figure 3.1 EMF vector presented on earth’s horizontal plane with declination angle [71-73]. 

As show in the figure 3.1, the 𝑩𝑩𝒙𝒙 component is in the direction of motion of the 

sensor (converted into the earth’s horizontal plane) and 𝑩𝑩𝒚𝒚 is perpendicular to it 

in the right-hand direction. With the help of these two components, the EMF 

component on the horizontal plane can be calculated as  𝑯𝑯 =  �𝑩𝑩𝒙𝒙
𝟐𝟐  + 𝑩𝑩𝒚𝒚

𝟐𝟐. This 

horizontal component is always parallel to the earth’s surface and points to the 

magnetic north direction, which differs from true north. There is an offset called 

magnetic declination angle D that exists between the magnetic north and the true 

north. For estimating the heading with respect to true north instead of the 

magnetic north, this offset should be corrected. Thus, the true heading can be 

obtained by  

 𝝍𝝍𝒕𝒕𝒕𝒕𝒕𝒕𝒕𝒕 = 𝝍𝝍𝒎𝒎𝒎𝒎𝒎𝒎 ± 𝑫𝑫 (𝜹𝜹) (3.3) 

Where ψmag denotes the magnetic heading without declination, the D (δ) is angle 

of magnetic declination. 



 
3. Magnetic Field Indoor Positioning System 

38 
 

3.2.2 INDOOR MAGNETIC FIELD CHARACTERISTICS 

Unlike the outdoor EMF that is naturally produced by the Earth, the magnetic 

fields in an indoor environment are more varied and complex because they can be 

significantly contaminated by surrounding electromagnetic noise or large ferrous 

structures at any given time and place [74]. This undesired phenomenon results in 

a considerable variation of the local magnetic field throughout an indoor space.  

In general, the indoor EMF is composed of two different types of magnetic fields: 

dynamic and static [75]: 

 𝑩𝑩��⃗ 𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 ≈ 𝑩𝑩��⃗ 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 + 𝑩𝑩��⃗ 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 (3.4) 

Where𝑩𝑩��⃗ 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑  denotes the dynamic magnetic fields while 𝑩𝑩��⃗ 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜  denotes the 

constant static magnetic fields. 

Dynamic magnetic fields are those fields that fluctuate dynamically from some 

man-made sources, which are also called magnetic disturbance sources, such as 

steel and reinforced concrete structures, electric current, and electronic appliances. 

While the static fields are indicated as a generally larger field which does not vary 

with time. It is important to note that at a close distance from the centroid of 

disturbance sources, the stable static field term becomes negligible and the 

dynamic field term dominates.  

From the practical applications, the magnetic field around a ferrous object can be 

approximated by a dynamic model. The EMF vector equation of this field can be 

derived as [76]: 
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 𝑩𝑩��⃗ 𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅 =
𝛍𝛍𝟎𝟎
𝟒𝟒𝟒𝟒

𝟏𝟏
𝐫𝐫𝟑𝟑

{𝟑𝟑(𝒎𝒎����⃗ ∙ 𝒓𝒓�)𝒓𝒓� −𝒎𝒎����⃗ } =
𝛍𝛍𝟎𝟎
𝟒𝟒𝟒𝟒 �

𝟑𝟑(𝐦𝐦���⃗ ∙ 𝐫𝐫�)𝐫𝐫�

𝐫𝐫�⃗ 𝟓𝟓
−
𝐦𝐦���⃗

𝐫𝐫�⃗ 𝟑𝟑
� (3.5) 

Where 𝒎𝒎���⃗  is magnetic moment, 𝝁𝝁𝟎𝟎 is permeability of free space. 𝟒𝟒𝟒𝟒𝒓𝒓𝟐𝟐 represents 

the surface of a sphere of radius r and 𝒓𝒓�  denotes the unit vector in the direction 

of r. 

By considering (3.4) and (3.5), the magnetic field at any indoor position can be 

computed as a sum of dynamic and static fields: 

 𝑩𝑩��⃗ 𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 =
𝝁𝝁𝟎𝟎
𝟒𝟒𝟒𝟒 �

𝟑𝟑(𝒎𝒎����⃗ ∙ 𝒓𝒓�)𝒓𝒓�

𝒓𝒓�⃗ 𝟓𝟓
−
𝒎𝒎����⃗

𝒓𝒓�⃗ 𝟑𝟑
� + 𝑩𝑩��⃗ 𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐 (3.6) 

Despite this, it has been indicated by many researchers that such indoor materials 

that exert characteristic influences on the local magnetic field could make it 

sufficiently unique as to be identified as landmarks for indoor navigation [77]. 

3.3 FEASIBLE ANALYSIS OF USING EARTH’S MAGNETIC 
FIELD IN INDOOR POSITIONING SYSTEM 

It is a well-known fact that the landmarks in fingerprinting-based IPS should have 

sufficient informative and spatial variability, which makes them more identifiable 

from other points [78]. Since the occurrences of magnetic-field distortion (dynamic 

field) caused by indoor magnetic perturbations could be landmarked and mapped, 

these distortions should qualify as being landmarks in a fingerprinting map. 

However, it is necessary to verify their characteristics before utilising the EMF 

information inside buildings for localisation purposes. In this section, three 

characteristics of the indoor EMF, which are the significant factors to be considered 

in designing a proper IPS, has been qualified. 

https://en.wikipedia.org/wiki/Unit_vector
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3.3.1 EXPERIMENTAL SETUP 

One of the first steps before an experimental study is to be certain that 

experimental installation is fully available and that it will fulfil the requirements 

of the design. For the research conducted for this thesis, the only required 

equipment is a mobile phone containing an embedded magnetometer that can 

collect all EMF data pertaining to the magnetic field intensity map. 

3.3.1.1 Experimental equipment 

The mobile device used for this research was the Google Nexus 5. It was a smart 

mobile phone released by Google in 2013. As shown in Figure 3.2, the Nexus 5 

incorporates the full set of essential device sensors such as accelerometer, 

gyroscope, magnetometer and barometer. The device allows for low-level 

operating system modification, which is a critical characteristic for authenticated 

self-research and developments [79]. 

 
Figure 3.2 Example of Google Nexus 5 with the embedded sensors. The Nexus series produces 
commercial smart phone embedded with full set of essential device sensors such as 
accelerometer, gyroscope, magnetometer and barometer. Sensors are expressed in axes which 
are defined with respect to the body frame of mobile phone.  [79]. 

Another device used for specific camera-based IPS research was the Google Project 

Tango. This smart tablet was released by Google in 2014 but has only been fully 

available in Europe since August 2015 [80]. As shown in Figure 3.3, Google Tango 

Development Kit combines several cameras with motion tracking and 3D depth 

sensing. It is ideal for developing 3D indoor mapping applications with fast and 
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economical acquisition of an image and 3D spatial information to complete high-

level 3D pint cloud indoor models.  

 
Figure 3.3 Example of Google project tango with the embedded sensors. A depth sensor 
embedded in RGB-IR camera is used to detect the distance to the target object and helped with 
building the 3D point cloud model of scanning environments [81]. 

3.3.1.2 Experimental environment 

There were three indoor environments chosen to demonstrate all the proposed 

techniques in this thesis. The indoor areas were stepwise increased from a flat-size 

to a floor-size in order to obtain comprehensive results.  

1. Two-bedroom Flat 

Some of the early-stage analysis experiments were conducted in a flat in 

Edinburgh. It was a typical 2-bedroom flat with an indoor area of approximately 

90 m2. The floor plan is illustrated in Figure 3.4. 
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Figure 3.4 Layout of experimental flat. A 2-bedroom flat in Edinburgh with an indoor area of 
approximately 90 m2. 

2. Ground floor in the library 

All the experiments for evaluating techniques proposed in this theses research 

were carried out on the ground floor of the Noreen and Kenneth Murray Library 

Building (part of the King’s Buildings within the University of Edinburgh). It is a 

modern building which is made from reinforced concrete and steel. The reason for 

choosing this site as the principal testing place is that it has an enormous indoor 

area of more than 335 m2 and contains abundant magnetic perturbations. The 

floor plan and real scenario are illustrated in Figure 3.5.  
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Figure 3.5 Layout of the ground floor of Noreen and Kenneth Murray Library and the real 
scenarios. An enormous indoor area of more than 335 m2 and contains abundant magnetic 
perturbations. 

3. Second floor in the library 

Another test site which is also located at Noreen and Kenneth Murray Library 

Building but on its second floor. This floor has a similar floor size but has an 

entirely different interior layout. Fewer magnetic disturbance sources can be seen 

here, which is an ideal site for conducting a comparison experiment. The floor 

plan and real scenario are shown in Figure 3.6. 
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Figure 3.6 Layout of the second floor of Noreen and Kenneth Murray Library and the real 
scenarios. An enormous indoor area of more than 250 m2 and contains relatively fewer 
magnetic perturbations. 

3.3.2 EXPERIMENTAL STUDY ON INDOOR MAGNETIC FIELD 
SIGNAL 

To use EMF indoors in a fingerprinting-based indoor positioning, the measured 

magnetic field intensity should be (1) unique at the locations (2) and stable over a 

relatively long period, and (3) adaptive to any mobile devices. The following 

experiments were conducted to investigate the indoor EMF characteristic from the 

above three aspects. 

3.3.2.1  Uniqueness 

The first investigation was into indoor geomagnetic field uniqueness. To test 

whether the EMF is unique in its location, three routes on the ground floor of the 

Noreen and Kenneth Murray Library were chosen. The three experiments were 

performed along the selected path with the phone’s z-axis vertical to the ground 
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(preventing the heading interference). The EMF data were collected by standing 

near and around each predetermined location for a duration of 15 s. The magnetic 

field intensities of each site along the three routes are visually illustrated in Figure 

3.7 and the result is shown is Figure 3.8. Since the variation of magnetic field 

intensity between locations is relatively apparent, it is not a problem in most cases 

to distinguish the locations from their neighbours. However, it is noted that some 

continuing points suffer a vague outline among them, which will be discussed in 

section 3.4. 

 
Figure 3.7 A uniqueness test conducted on the ground of KB library. Magnetic data were 
collected at selected locations along the three routes within different scenarios. 

(a) 

(b) 

(c) 
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Figure 3.8 Result of magnetic intensity collected along three routes. The fluctuation on magnetic 
intensity indicates the EMF is a location-aware signal. 

3.3.2.2 Stability 

To verify that the magnetic field intensity is stable over time, two datasets of magnetic 

field intensity were collected under the same experimental conditions but on different 

days, as shown in Figure 3.9.  

Figure 3.9 A stability test conducted in a flat. Tests were conducted on two different days at the 
same place with similar furniture. 
 

(a) (b) 
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In order to prevent the effect of human activity, this survey was conducted in a flat in 

Edinburgh. The later repetition was done 25 days after the first one so that different 

kind of factor, such as occupancy distribution, were considered. The results shown in 

Figure 3.10 confirms that the EMF is stable over time and adequately meets the desired 

positioning performance characteristics. 

 
Figure 3.10 Result of magnetic field collected on different days. Few outliers can be seen from the 
result. The overall magnetic intensities stay stable. 

3.3.2.3 Sensor Sensitivity 

The last survey on indoor EMF characteristic was to test whether it is sensitive to 

mobile sensors. The survey was taken from two aspects: different mobile phones 

and different network settings. A NEXUS 5 and a Sony Xperia were selected as the 

comparative devices to measure the intensity of the magnetic field in this survey. 

The first test was trying to verify whether different experimental equipment could 

obtain the same EMF reading at the same location. The experiment was conducted 

alone the same route in the corridor (as shown in Figure 3.9) to collect the EMF 

data but repeated by different phones.  
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Figure 3.11 Result of magnetic field collected by different mobile phones. Two brand mobile phone 
were tested to collect 20 EMF data at the sample locations. Only slightly difference between 
the intensity can be seen from the result. 

It can be seen from the result shown in Figure 3.11, the EMF intensity collected by 

different devices shows a durable consistency at their locations with some small 

fluctuations. Given the shape of magnetic anomaly occurred around the magnetic 

disturbances, these are some acceptable fluctuations.  

The second measurement survey tested whether the received EMF is influence by 

switching between network connections. Measurements were taken at the same 

location but switching on and off the Wi-Fi and data every 30 seconds.  
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Figure 3.12. Result of how does the phone activities influence the magnetic reading. 

The result shown in Figure 3.12 provides an overview of how does the phone 

activities influence the magnetic reading. As seen in the figure, outliers happen at 

the moments while mobile phone are switching between network connections. 

Since the distortion only appears in a very short time, a repeated collection 

procedure at the same location may help to reduce error of device activity.  

3.4 LIMITATIONS OF MAGNETIC FIELD INDOOR 
POSITIONING SYSTEM 

Previous investigations have confirmed the feasibility of using EMF signal in IPS. 

However, some studies [39-40] has proven that in a large indoor space, the EMF 

fingerprints are not always unique enough to deliver accurate location estimations. 

This is because the MA is only active on limited regions.  
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Figure 3.13 Example of magnetic anomaly distribution. Magnetic intensity received in the same 
room but with different perturbation distributions. 

As shown in Figure 3.13, different with the EMF pattern shown in the perturbation 

area, the fingerprints collected in the area contains fewer perturbations only show 

little fluctuation with location changes. Moreover, due to the sensitivity 

limitations of the magnetic sensor embedded in mobile phones, the low 

discernibility of received local EMF signals could cause many consecutive 

locations in this low perturbation area are tagged with a similar fingerprinting 

value. These ambiguous fingerprints make it rather difficult to distinguish their 

positions when conducting magnetic matching and further decrease the overall 

positioning accuracy [40].  

 

13.3 
Nm/A 

51.1 
Nm/A Perturbation Area 
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3.5 CONCLUSION 

In this chapter, the background of EMF as well as its usage in an IPS was reviewed. 

In order to verify the feasibility of using EMF for positioning purpose, three 

characteristics of indoor EMF have been thoroughly investigated and analysed. 

From the results, it can be confirmed that the EMF is a location-awareness, time-

invariant and propagation-finiteness system. It is a desirable element, which has 

the potential of providing reliable location information in IPS. The chapter also 

identified the limitations of the current magnetic field IPS, especially as it relates 

to efficient use of experimental equipment. A low discernibility is found in the 

magnetic fingerprints collected in a low density of magnetic perturbation area. 

Solutions to these limitations will be introduced in the following chapters.
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4  
KRIGING INTERPOLATION FOR 
MAGNETIC FINGERPRINT DATABASE 

 

4.1 INTRODUCTION 

The apt formulation what interpolation means is nicely expressed by Waldo R. 

Tobler [82] 

" Everything is related to everything else, but near things are 
more related than distant things. " 

This is not only the principle of The First Law of Geography but also the basic 

premise behind interpolation. The interpolation methods, notably Kriging, were 

initially employed for geospatial analysis. However, nowadays these methods are 

successfully adopted in very different domains of scientific research and 

applications. 

Applications for indoor location estimation that utilise EMF typically rely on the 

pre-survey fingerprint database. It is also known that the density of data collection 

plays a crucial role in the fingerprinting method, which may influence the 

positioning accuracy significantly. However, surveying every location in an indoor 

environment to measure the magnitude of EMF is laborious and impractical while 

generating the fingerprint database. Thus, in this thesis research, interpolation 
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method is applied to estimate value at unsurveyed locations.  

Interpolation is the process of using known data to estimate values at unknown 

locations. Various interpolation techniques are often used in the WLAN-based IPS, 

from the simplest linear interpolation to more sophisticated IDW. However, quite 

a few papers have been published regarding to the interpolation study on EMF-

based IPS. In this thesis research, Kriging interpolation has been proposed to yield 

the best linear unbiased prediction (BLUP) at unknown locations based on the 

available observations [56]. Note that in contrast to proposed Kriging 

interpolation, the techniques used in the WLAN based IPS get the estimations 

based on distance models without considering spatial relationship [54-55].  

In this chapter, the process of applying a weighted ordinary Kriging interpolation 

to the EMF fingerprinting database is demonstrated.  It starts with an analysis on 

data structure of indoor magnetic field. Regarding the data analysis, the usability 

of Kriging interpolation to the original dataset is explained. The detailed steps on 

how to use the Kriging with real EMF data as well as the simulation process in 

ArcGIS are also presented. This process includes observed data calibration, 

experimental semi-variogram model selection, weight allocation and data 

estimation. The results of cross-validation are provided in the last section to 

evaluate the estimation performance of different semi-variogram models. An 

overall structure of the designed system is provided in Figure 4.1 on the next page. 
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Figure 4.1 An overall structure of Kriging interpolation used in the magnetic fingerprinting map 
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4.2 DATA ANALYSIS 

Most of the spatial interpolation methods in the geostatistical analysis do not have 

a rigid requirement on the data distribution. For example, follow a normal 

distribution. However, Kriging interpolation stands on the application of Theory 

of Regionalised Variables, assuming that the variation of spatial data is statistically 

homogeneous throughout the whole surface [83-84]. This intrinsic assumption 

especially requires the data to be approximately normally distributed or 

additionally include a normal score transformation scheme as part of the model. 

In this section, a description of the stationarity hypothesis in Kriging is also given 

while examining the data distribution of target dataset. All the statistical analysis 

proposed in this section is to evaluate whether the structure of EMF data can stand 

true with the model of Kriging interpolation. 

4.2.1 STATIONARITY ASSUMPTIONS OF KRIGING  

Let 𝒁𝒁(𝒔𝒔) denote a random function, which is a suite of random variables 

corresponding to the points 𝑠𝑠  of a spatial region of interest. Then 𝒁𝒁(𝒔𝒔𝒊𝒊) is one 

realisation of 𝒁𝒁(𝒔𝒔) at a point 𝒔𝒔𝒊𝒊. In this thesis application, 𝒁𝒁(𝒔𝒔𝒊𝒊) is an observation 

of fingerprint training samples [57] [85]. In general, the geostatistical analysis 

introduces the following properties to the spatial variables: 

Expectation 

1) The expectation also called the mean or expected value, is defined to be its 

first-order moment. For any locations: 

 𝝁𝝁(𝒔𝒔) ≡ 𝚬𝚬[𝒁𝒁(𝒔𝒔)] （4.1） 

Where the constant mean 𝝁𝝁 of the random function 𝒁𝒁(𝒔𝒔) is unknown. 
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Variance, Covariance and Variogram 

2) The variance of  𝒁𝒁(𝒔𝒔) is defined as the second-order moment and its 

variant, the covariance, is also defined as follow. For any locations 𝒔𝒔𝒊𝒊, 𝒔𝒔𝒋𝒋: 

 𝑽𝑽𝑽𝑽𝑽𝑽[𝒁𝒁(𝒔𝒔)] ≡ 𝚬𝚬[𝒁𝒁(𝒔𝒔) − 𝝁𝝁(𝒔𝒔)]𝟐𝟐 （4.2） 

 𝑪𝑪�𝒔𝒔𝒊𝒊, 𝒔𝒔𝒋𝒋� ≡ 𝚬𝚬 �� 𝒁𝒁(𝒔𝒔𝒊𝒊) − 𝝁𝝁(𝒔𝒔)� �𝒁𝒁�𝒔𝒔𝒋𝒋� − 𝝁𝝁(𝒔𝒔)�� （4.3） 

Note that when 𝒔𝒔𝒊𝒊 = 𝒔𝒔𝒋𝒋, 𝑪𝑪�𝒔𝒔𝒊𝒊, 𝒔𝒔𝒋𝒋� ≡ 𝑽𝑽𝑽𝑽𝑽𝑽[𝒁𝒁(𝒔𝒔)], which means the 

covariance becomes the variance. 

3) The variogram between any locations 𝒔𝒔𝒊𝒊, 𝒔𝒔𝒋𝒋, is defined as the variance of 

the difference between 𝒁𝒁(𝒔𝒔𝒊𝒊) and 𝒁𝒁�𝒔𝒔𝒋𝒋�, 

 𝟐𝟐𝟐𝟐�𝒔𝒔𝒊𝒊, 𝒔𝒔𝒋𝒋� ≡ 𝑽𝑽𝑽𝑽𝑽𝑽�𝒁𝒁(𝒔𝒔𝒊𝒊) − 𝒁𝒁�𝒔𝒔𝒋𝒋�� （4.4） 

Where the function 𝜸𝜸�𝒔𝒔𝒊𝒊, 𝒔𝒔𝒋𝒋� is also known as semi-variogram. 

Stationarity 

In Kriging, the random field 𝒁𝒁(𝒔𝒔) is said be intrinsically stationary.  It requires the 

field distribution depends only on the configuration of the points 𝒔𝒔, but not on 

their locations. This condition can be formed as follows: (1). The expectation in 

(4.1) exists and is not a function of the location and time. In another word, the 

mean 𝝁𝝁 is constant. (2). The variogram 𝟐𝟐𝟐𝟐 of the difference for any two locations 

𝒔𝒔𝒊𝒊, 𝒔𝒔𝒋𝒋 in (4.4), separated by a distance 𝒉𝒉 = 𝒔𝒔𝒊𝒊 − 𝒔𝒔𝒋𝒋  exists and it is a function only 

depending only on 𝒉𝒉,  

 

         𝟐𝟐𝟐𝟐�𝒔𝒔𝒊𝒊, 𝒔𝒔𝒋𝒋� 
= 𝑽𝑽𝑽𝑽𝑽𝑽[𝒁𝒁(𝒔𝒔𝒊𝒊)] + 𝑽𝑽𝑽𝑽𝑽𝑽[𝒁𝒁(𝒔𝒔𝒊𝒊 − 𝒉𝒉)] − 𝟐𝟐𝑪𝑪[𝒁𝒁(𝒔𝒔𝒊𝒊),𝒁𝒁(𝒔𝒔𝒊𝒊 − 𝒉𝒉)] 
= 𝑪𝑪(𝒉𝒉 = 𝟎𝟎) + 𝑪𝑪(𝒉𝒉 = 𝟎𝟎) − 𝟐𝟐𝟐𝟐(𝒉𝒉) 
= 𝟐𝟐[𝑪𝑪(𝟎𝟎)− 𝑪𝑪(𝒉𝒉)] 

（4.5） 
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That is, the expectation and variance possessed by the 𝒁𝒁(𝒔𝒔) in (4.1) and (4.5) 

ultimately determine the distribution to be a Gaussian distribution to make sure 

𝒁𝒁(𝒔𝒔) is intrinsic stationary. 

4.2.2 EXPLORATORY SPATIAL DATA ANALYSIS 

Exploratory Data Analysis (EDA) refers to a pre-process of performing initial 

analysis on data so as to detect outliers, non-Gaussian and skew distributions to 

obtain a better data structure. Specifically, in this research, it is indispensable to 

carry out this step before sending data to do further Kriging process as EDA is 

capable of testing stationarity hypothesis and checking the spatial continuity of 

the local observations.  

As described in section 4.2.1, Kriging interpolation stands on the assumption that 

the observed dataset is reasonably approximated by a normal distribution. Thus, 

the first step toward applying Kriging is to verify the distribution of test dataset.  

The Figure 4.2 shows this very first step in ArcGIS of exploring the data 

distribution of EMF training set. Two datasets generated in different indoor 

environments were tested to prove whether the EMF data can be exploited in a 

Kriging spatial model.  

There are two ways commonly used in statistical procedures to tell if a dataset is 

normally distributed: Histogram and quantile-quantile (Q-Q) plot. A histogram is 

a bar chart that gives a visual impression of data distribution. It displays the 

frequencies on the vertical axis indicating how often the data values occur in the 

data set. The Q-Q Plot is a scatterplot that examines how the data lines up with 

the expected normal distribution The closer the values to the line, the closer the 

distribution is to normal. These two data exploration tools are available with the 

Geostatistical Analys in ArcGIS. 
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Figure 4.2 Data distribution of collected magnetic intensity in two different indoor environments (a). Ground floor in KB library (b) Second 
floor in KB library. (Left): Column chart of Histogram. (Right): Q-Q plot is used to fit the scatters against with a 45° straight line to verify the 
model distribution. Simulation is done with the Geostatistical Analyst in ArcGIS. 

(a) 

(b) 
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In Figure 4.2, It can be seen from the left two bar charts that both two EMF datasets 

show a reasonably good normal distribution and depict an underlying bell-curve. 

They all have lots of data concentrated in the middle of the range, with the 

remaining data trailing off symmetrically on both sides. The right two Q-Q plots 

illustrate that all the data follow and fall on a 45° straight line, which means the 

data are perfectly normal distributed on its range.  

From the simulation results, it can be concluded that the EMF data, which is 

featured in the proposed positioning system, satisfies a Gaussian distribution. The 

data structure exhibits no systematic pattern and appears to be compatible with 

the hypothesis of intrinsic stationarity in Kriging. 

4.3 ORDINARY KRIGING 

4.3.1 ESTIMATION OF SUITABLE SEMI-VARIOGRAM MODELS 

As noted in Chapter 2, the semi-variogram model plays a crucial role in Kriging of 

predicting values at unsampled locations. It is defined as a function of a separating 

distance 𝒉𝒉, to quantify the distances and the degrees of dissimilarity between 

paired observations. As is know from last section, the function 𝟐𝟐𝟐𝟐�𝒔𝒔𝒊𝒊, 𝒔𝒔𝒋𝒋�derived 

from (4.4) is called variogram, and 𝜸𝜸�𝒔𝒔𝒊𝒊, 𝒔𝒔𝒋𝒋� denotes the semi-variogram function. 

It can also be expressed as a function of 𝒉𝒉 

 𝜸𝜸(𝒔𝒔) =
𝟏𝟏
𝟐𝟐𝒏𝒏𝒉𝒉

�[𝒁𝒁(𝒔𝒔𝒊𝒊) − 𝒁𝒁(𝒔𝒔𝒊𝒊 − 𝒉𝒉)]𝟐𝟐
𝒏𝒏𝒉𝒉

𝒊𝒊=𝟏𝟏

 （4.6） 

where: 𝒁𝒁(𝒔𝒔𝒊𝒊) and 𝒁𝒁(𝒔𝒔𝒊𝒊 − 𝒉𝒉) denotes values of observations at location 𝒔𝒔𝒊𝒊  and 

𝒔𝒔𝒋𝒋and 𝒏𝒏𝒉𝒉 is number of pairs sample points. However, as is seen from the semi-

variogram model’s definition, this model only works on spatially dependent data 
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as there is little sense to have a geostatistical analysis on the independent data. 

Figure 4.3 demonstrates a semi-variogram of EMF data collected on the ground 

floor of the KB library with strong spatial dependence.  It can be seen from the 

picture that scattered data is clustered within the lag distance. 

 
Figure 4.3 A semi-variogram of scattered EMF data collected on the ground floor of the KB library 
with strong spatial dependence. Simulation is done with the Geostatistical Analyst in ArcGIS. 

To predict the value at the unsampled locations, it requires a traverse visit to all 

the values of the scattered locations within the lag distance. Hence, a spatial model 

is due to fit in the semi-variogram and reveal the spatial relationship. The model 

is frequently chosen from the spherical model, exponential model, Gaussian 

model, circular model and simple linear model as described in Chapter 2. 

Figure 4.4 (a-d) shows how these theoretical models fit our experimental EMF data. 

In practical, to extract the most appropriate estimation to the experimental semi-

variogram from these models, a very speedy way is to visually see whose plot is the 

most similar to the experimental one [85]. As is seen from the figures that the 

exponential model fit the data with a smallest nugget effect. However, this method 

is too subjective. Hence, a statistical method, Cross-validation method, is being 

widely introduced to evaluate the fitting results. It will be discussed later in this 

chapter.
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Figure 4.4 Four theoretical models fitting with the experimental EMF data. A nugget effect can be seen on the Gaussian model.

(c) Spherical 

(b) Exponential (a) Circular 

(d) Gaussian 
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4.3.2 WEIGHT IN ORDINARY KRIGING  

As noted in Chapter 2, Kriging is a local interpolation method of the weighted 

average of levels in the ambient area. Therefore, to get an appropriate prediction 

result at location 𝑠𝑠0, 𝒁𝒁�(𝒔𝒔𝟎𝟎),  the main problem in Kriging is how to find the BLUP 

from its spatial-correlative observed locations 𝑠𝑠𝑖𝑖 [56]: 

 𝒁𝒁�(𝒔𝒔𝟎𝟎) = �𝜶𝜶𝒊𝒊𝒁𝒁(𝒔𝒔𝒊𝒊)
𝒏𝒏

𝒊𝒊=𝟏𝟏

 （4.7） 

where the weights 𝜶𝜶𝒊𝒊  are chosen dynamically according to the location 𝑠𝑠0, to 

make the predictor 𝒁𝒁�(𝒔𝒔𝟎𝟎) unbiased and with minimal prediction error.  

To make the prediction unbiased, the following condition of the expectation of 

the prediction 𝒁𝒁� in the unsampled point 𝒔𝒔𝟎𝟎 has to be fulfilled: 

 𝜠𝜠�𝒁𝒁�(𝒔𝒔𝟎𝟎)� = 𝜠𝜠[𝒁𝒁(𝒔𝒔𝟎𝟎)] （4.8） 

Consider the (4.1) and (4.7), 

 

𝜠𝜠�𝒁𝒁�(𝒔𝒔𝟎𝟎)� = 𝜠𝜠 ��𝜶𝜶𝒊𝒊𝒁𝒁(𝒔𝒔𝒊𝒊)
𝒏𝒏

𝒊𝒊=𝟏𝟏

� 

= �𝜶𝜶𝒊𝒊𝜠𝜠[𝒁𝒁(𝒔𝒔𝒊𝒊)]
𝒏𝒏

𝒊𝒊=𝟏𝟏

 

= �𝜶𝜶𝒊𝒊𝝁𝝁
𝒏𝒏

𝒊𝒊=𝟏𝟏

 

（4.9） 

Where 𝜇𝜇  denotes a constant mean. Hence, the 𝛦𝛦�𝒁𝒁�(𝒔𝒔𝟎𝟎)�  is identical to the 

expectation of the random field  𝒁𝒁  at location 𝒔𝒔𝟎𝟎  if and only if the weights 𝛼𝛼𝑖𝑖 

follows 
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 �𝜶𝜶𝒊𝒊 = 𝟏𝟏
𝒏𝒏

𝒊𝒊=𝟏𝟏

 （4.10） 

To evaluate the prediction result more intuitionistic, the Mean-Squared Error 

(MSE) is used here to quantify the prediction error: 

 𝐌𝐌𝐌𝐌𝐌𝐌(𝒔𝒔𝟎𝟎) = 𝜠𝜠 ��𝒁𝒁�(𝒔𝒔𝟎𝟎) − 𝒁𝒁(𝒔𝒔𝟎𝟎)�
𝟐𝟐
� = 𝜠𝜠 ��𝒁𝒁(𝒔𝒔𝟎𝟎) −�𝜶𝜶𝒊𝒊𝒁𝒁(𝒔𝒔𝒊𝒊)

𝒏𝒏

𝒊𝒊=𝟏𝟏

�
𝟐𝟐

� （4.11） 

Considering the condition of (4.7) and (4.10), this is equivalent to: 

 

𝜠𝜠 ��𝒁𝒁�(𝒔𝒔𝟎𝟎) − 𝒁𝒁(𝒔𝒔𝟎𝟎)�
𝟐𝟐
� 

= 𝜠𝜠 ��𝜶𝜶𝒊𝒊�𝒁𝒁(𝒔𝒔𝒊𝒊) − 𝒁𝒁(𝒔𝒔𝟎𝟎)�
𝒏𝒏

𝒊𝒊=𝟏𝟏

�
𝟐𝟐

 

= 𝜠𝜠 ���𝜶𝜶𝒊𝒊𝜶𝜶𝒋𝒋 �𝒁𝒁(𝒔𝒔𝒊𝒊) − 𝒁𝒁�𝒔𝒔𝒋𝒋��
𝟐𝟐
𝟐𝟐� −

𝒏𝒏

𝒋𝒋=𝟏𝟏

𝒏𝒏

𝒊𝒊=𝟏𝟏

�𝜶𝜶𝒊𝒊�𝒁𝒁(𝒔𝒔𝒊𝒊) − 𝒁𝒁(𝒔𝒔𝟎𝟎)�𝟐𝟐
𝒏𝒏

𝒊𝒊=𝟏𝟏

� 

= ��𝜶𝜶𝒊𝒊𝜶𝜶𝒋𝒋𝜠𝜠�𝒁𝒁(𝒔𝒔𝒊𝒊) − 𝒁𝒁�𝒔𝒔𝒋𝒋��
𝟐𝟐
𝟐𝟐�

𝒏𝒏

𝒋𝒋=𝟏𝟏

𝒏𝒏

𝒊𝒊=𝟏𝟏

−�𝜶𝜶𝒊𝒊𝜠𝜠[𝒁𝒁(𝒔𝒔𝒊𝒊) − 𝒁𝒁(𝒔𝒔𝟎𝟎)]𝟐𝟐
𝒏𝒏

𝒊𝒊=𝟏𝟏

 

= ��𝜶𝜶𝒊𝒊𝜶𝜶𝒋𝒋𝜸𝜸��𝒉𝒉𝒊𝒊𝒊𝒊��
𝒏𝒏

𝒋𝒋=𝟏𝟏

𝒏𝒏

𝒊𝒊=𝟏𝟏

−�𝜶𝜶𝒊𝒊𝜸𝜸(|𝒉𝒉𝒊𝒊𝒊𝒊|)
𝒏𝒏

𝒊𝒊=𝟏𝟏

 

（4.12） 

Where 𝒉𝒉  denotes a separating distance between observations 𝒔𝒔𝒊𝒊 and 𝒔𝒔𝒋𝒋 and 𝜸𝜸 

denotes the semi-variogram function. To choose the appropriate values for the 

weight 𝜶𝜶𝒊𝒊 (𝜶𝜶𝟏𝟏,𝜶𝜶𝟐𝟐 … ,𝜶𝜶𝒏𝒏), the method of Lagrange multipliers 𝝀𝝀 has to be employed 

to the equation: 
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 𝒇𝒇(𝜶𝜶𝟏𝟏, … ,𝜶𝜶𝒏𝒏,𝝀𝝀) = 𝐌𝐌𝐌𝐌𝐌𝐌(𝒔𝒔𝟎𝟎) + 𝟐𝟐𝟐𝟐��𝜶𝜶𝒊𝒊 − 𝟏𝟏
𝒏𝒏

𝒊𝒊=𝟏𝟏

� （4.13） 

By taking derivatives of the function 𝒇𝒇 with respect to the Lagrange multiplier 𝝀𝝀  

and the weights 𝜶𝜶𝒊𝒊: 

 
𝝏𝝏
𝝏𝝏𝜶𝜶𝒊𝒊

𝒇𝒇(𝜶𝜶, 𝝀𝝀) = −𝟐𝟐�𝜶𝜶𝒊𝒊𝜸𝜸�𝒔𝒔𝒊𝒊 − 𝒔𝒔𝒋𝒋�
𝒏𝒏

𝒊𝒊=𝟏𝟏

+ 𝟐𝟐𝟐𝟐(𝒔𝒔𝒊𝒊 − 𝒔𝒔𝟎𝟎) − 𝟐𝟐𝟐𝟐 （4.14） 

 𝝏𝝏
𝝏𝝏𝝏𝝏

𝒇𝒇(𝜶𝜶,𝝀𝝀) = 𝟐𝟐�𝟏𝟏 −�𝜶𝜶𝒊𝒊

𝒏𝒏

𝒊𝒊=𝟏𝟏

� 
（4.15） 

Where Therefore, the ordinary Kriging equations can be obtained by setting above 

linear equations to zero. It can be rewritten as: 

 

⎩
⎪
⎨

⎪
⎧� 𝜶𝜶𝒋𝒋𝜸𝜸��𝒉𝒉𝒊𝒊𝒊𝒊�� + 𝝀𝝀 =

𝒏𝒏

𝒋𝒋=𝟏𝟏
𝜸𝜸(|𝒉𝒉𝒊𝒊𝒊𝒊|) 𝒊𝒊 = 𝟏𝟏, … ,𝒏𝒏

� 𝜶𝜶𝒋𝒋 = 𝟏𝟏
𝒏𝒏

𝒋𝒋=𝟏𝟏

 （4.16） 

Where 𝜸𝜸 denotes the semi-variogram function between observations 𝒔𝒔𝒊𝒊and 𝒔𝒔𝒋𝒋 . 

Hence, given the appropriate weights 𝜶𝜶, (𝜶𝜶𝟏𝟏,𝜶𝜶𝟐𝟐 … ,𝜶𝜶𝒏𝒏) to (4.7) and (4.12), now the 

Kriging is able to provide a BLUP at the predict location. 

Figure 4.5 shows how Kriging predicts based on the weights provided by different 

semi-variogram models. It is also typical to see that bordered points get lower 

weights than centred ones if the further observations are available in the heated 

map. However, in practice, it is hard to recognise from figures of which model 

provides the best results. A cross-validation method is introduced in the following 

to help with making an informed decision as to which the semi-variogram model 

provides the best predictions.
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(a) Circular (b) Exponential 

(d) Gaussian (c) Spherical 
Figure4.5 Process of predicting magnetic value based on the weights provided by different semi-variogram models. The neighbouring conditions 
are set as: maximum=8, minimum=4 to limit the searching range. Simulation is done with the Geostatistical Wizard in ArcGIS. 
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4.4 CROSS VALIDATION & RESULT ANALYSIS  

To perform cross-validation with the target datasets (observed EMF datasets), the 

following steps are repeated [86]: 

• Remove each data location one at a time randomly from the entire 

dataset to play the role of the ungauged point. 

• Predict its associated value by exploring all the data at the rest of the 

locations. 

• Repeat the above steps for every single data in the dataset 

In this way, the credibility of prediction given by the semi-variogram model can 

be qualified by comparing the predicted values to the ground truth. In this 

research, the cross-validation procedure is wholly run by the Geostatistical Wizard 

in ArcGIS. Figure 4.6 demonstrates the cross-validation results of each semi-

variogram model.
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Figure 4.6 Cross-validation results of four semi-variogram models. Simulation is done with the Geostatistical Wizard in ArcGIS.

(d) Gaussian 

(b) Exponential (a) Circular 

(c) Spherical 



 
4. Kriging Interpolation for Magnetic Fingerprint Database 

68 
 

Kriging predicts the accuracy of its prediction by calculating a level of confidence 

of all the location shown on the map.  As shown in Figure 4.7, the dark red colours 

on the map indicates areas where the computed predictions have a high level of 

confidence. The bright yellow symbolised areas with high standard errors. The 

detailed performance of all the spatial models are concluded in the Table I in terms 

of mean, root mean square, mean standardized, root mean square standardized 

and average standardized error. 

 
Figure 4.7 Process of computing the standard error for semi-variogram model. The heat maps of 
standard error show the uncertainty related to the predicted. Most of the spatial models fit 
well with the given magnetic data. Only significant error can be seen from Gaussian model.  

(a) Circular (b) Exponential 

(c) Gaussian (d) Spherical 
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Table I Prediction performance of all semi-variogram models 

 Circular Exponential Gaussian Spherical 

Mean 0.0152 0.0163 -0.0150 0.0206 

Root Mean Square 2.926 2.886 3.164 2.915 

Mean Standardized 0.00359 0.00334 -0.00470 0.00367 

Root Mean Square 
Standardized 1.005 1.021 0.990 1.023 

Average 
Standardized Error 2.956 2.764 3.144 2.791 

Since the standard error is variation of prediction, a small error corresponds with 

a small variation of the predicted value, which means the smaller the variation 

gets, the better the prediction. 

In Table I, the standard error can be quantified by both root mean squared 

prediction error and average standardized error. Model with the smallest root 

mean square and average standardized error makes the most optimum kriging 

estimation to the given EMF data. Overall, it is clear from the table that the both 

spherical and exponential models run satisfactory prediction results to observed 

EMF datasets compare to other semi-variogram models. After careful study of 

results, it can be concluded that the exponential model fits the best to the target 

EMF data, with no nugget and a range a = 4223.  

After importing the target dataset to the exponential model based kriging 

interpolation, a regular grids of ungauged locations in the experimental area were 

selected with a lag of half a meter. As a result, 75 values of EMF data were predicted 

by Kriging. The heat map of EMF shown in Figure 4.8 is a result of predictions 

using ordinary Kriging interpolation. 
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Figure 4.8 Result of using ordinary Kriging interpolation in magnetic field intensity database. 
The simulated magnetic intensity map was estimated on the basis of 207 sample points which 
are marked on the figure. Simulation is done with the Geostatistical Wizard in ArcGIS. 

4.5 CONCLUSION 

Fingerprinting approach relies heavily on the coverage of sample points measured 

in the test site. However, surveying every location in an indoor area to measure 

the magnitude of EMF is usually difficult and expensive. This chapter introduces 

the ordinary Kriging interpolation technique to the fingerprinting method in 
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EMF-based IPS for simulating more informative sample points and reconstructing 

the original fingerprint database.  

Since the ordinary Kriging interpolation starts with the assumption of stationarity, 

the observed data is required to be approximately normal distributed. Before 

modelling the fingerprint database with the Kriging interpolation, this chapter has 

proven the feasibility of using Kriging to the indoor EMF fingerprints by examining 

its data distribution.  

An assessment of fitting different experimental semi-variogram models to EMF 

data was provided in this chapter to show the capability of using ordinary Kriging 

for fingerprint prediction. From the simulation results, it also revealed the 

dependence of the interpolation quality on the semi-variogram selection.  The 

results of cross-validation evaluation concluded that the exponential model runs 

the most suitable representation for the EMF data, with a lowest prediction error 

compared to other spatial models. The regenerated database will be later used in 

both the spatial segmentation method and final positioning stage. 
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5  
SPATIAL SEGMENTATION STRATEGY 
BASED MAGNETIC FIELD INDOOR 
POSITIONING SYSTEM DESIGN 
 

5.1 INTRODUCTION 

When the indoor EMF comes into contact with ferromagnetic materials, MA will 

be introduced into the natural geomagnetic field environment [69]. This anomaly 

can cause magnetic strength within the domain of the ferromagnetic objects to 

either grow or shrink, thus creating a magnetic field of its own.  As a consequence, 

the local MA is mainly considered as an undesired property to the environment 

when it is concerned with non-radio-based positioning/navigation systems. 

Typically, in an inertial navigation system (INS), magnetic distortions affect 

electronic compass readings, thus introducing errors into the final position 

estimates. However, it has been proven in many studies [38-40] [87-88] that the 

ambient magnetic field is distinct among different locations due to the existence 

of local magnetic perturbations. This phenomenon indicates the MA could 

produce distinctive location signatures for the purpose of place recognition in a 

fingerprinting-based localisation system [89]. 

Unfortunately, consistent with the theory of magnetic field propagation, local MA 
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follows a specified propagation pattern that it only sweeps within a limited 

distance to its disturbance source. This circumstance has been thoroughly 

investigated in [87]. The authors verified how the MA decreased rapidly while the 

distance to the perturbation source increased. Consequently, magnetic field 

collected in the context of natural geomagnetic field alone may suffer from the 

problems of both accuracy and discernibility degradation due to the sensitivity 

limitations of embedded sensors in mobile devices, as mentioned in Chapter 3. 

Such issues would lead the magnetic field observed at consecutive positions in this 

area having the same measured value. This ambiguous information will further 

make it rather difficult to distinguish its place in the fingerprinting localisation 

system [89].  

Each indoor positioning technique has strengths and weaknesses according to its 

distinct characteristics [2]. For each solution, it is reasonable to maximise its 

merits and overcome its defects. After characterising the disturbances with their 

unique MA and identifying its location awareness, it is clear that improving the 

localisation accuracy in the area with fewer disturbance sources is the key to this 

research.  

This chapter will step through the design process that was used for proposed the 

spatial segmentation strategies in an EMF-based IPS. The design process begins 

with having a characteristic analysis of MA because the first piece of a practical 

solution is to determine the source of the problem. Without this analysis, the 

feasibility of the proposed strategies could not be verified. Therefore, this chapter 

will describe how the EMF was disturbed by local magnetic perturbations. Once 

the line between MA and non-MA is found, three spatial segmentation strategies 

are defined, from a statistical-based to a machine learning-based. Following the 

development of proposed approaches, the performance of each strategy on the 

implementation of EMF-based IPS is then outlined. An overall structure of the 

designed system is provided in Figure 5.1 on the next page. 
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Figure 5.1 Overall structure of spatial segmentation based EMF indoor positioning system 
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5.2 MAGNETIC ANOMALY 

In some domains of geography research, the presence of a magnetic object can be 

detected by using a scalar magnetometer to measure the ambient magnetic field 

anomalies [90-94]. However, such a professional device is not very practical to be 

used in this research as an IPS is mainly on a mobile device scale. In addition, 

scanty existing information in the literature provide eligibility solutions to 

measure the intensity of indoor MA directly. There is also little particular method 

available for finding out the interference distance of magnetic disturbances caused 

by building materials [40]. For such reasons, it is challenging to identify a 

magnetic disturbance object directly from the measurement. 

 

Figure 5.2 Examples of magnetic field intensity around and away from magnetic perturbation. 
Sample points were collected on the ground floor of KB library. 
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From the equation (3.2), MA is acting a predominant role in indoor EMF. 

Nevertheless, as mentioned in section 3.4 and also can be seen from Figure 5.2, the 

sensitivity limitation on the mobile phone makes the recorded local EMF signals 

suffering a low discernibility. Such low accurate records will confuse the location 

match as many positions have the same EMF values in areas far away from 

disturbances [95]. Thus, the extent of actual propagation of MA must be figured 

out to distinguish between the fields induced by local perturbations and natural 

Earth’s dipole. Additionally, in order to later quantify the effects of these 

perturbations on the measurement of the EMF, knowledge about the local EMF at 

and around the vicinity of the disturbance site is necessary. A preliminary analysis 

of indoor MA in different indoor circumstances, which is focused on ranging 

measurements, is described in this section. 

5.2.1 EXPERIMENTAL ANALYSIS ON INDOOR MAGNETIC 
ANOMALY 

In this section, experimental analysis emphasises on three directions to study the 

influence MA to the indoor environment, that is: 

1) Confirming the existence of MA 

2) Verifying MA propagation range  

3) Demonstrating a statistical study on common indoor magnetic disturbance 

objects.  

All the magnetic measurement collection in this section was performed with a 

Nexus 5. Subjects walked routes within a flat test environment. Each route was 

traversed multiple times to gain a comprehensive result. 
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5.2.1.1  EXISTENCE OF MAGNETIC ANOMALY 

The experiment was started by analysing the magnetic field profile with and 

without the occurrence of some common objects in the test environment. The aim 

of this initial experiment is to try to prove the existence of MA that is caused by 

external disturbances. The calibration was considering the intensity value alone. 

Samples were collected multiple times along the same 5 - meter corridor but with 

different furnishing conditions. One was in an unfurnished status, and the 

competitors were equipped with different magnetic objects (see Fgure.5.3).  

 
Figure 5.3 Experiment of detecting magnetic anomaly around different magnetic perturbations. (a) 
Three typical home appliances were tested to compare with a non-perturbation environment: 
Vacuum cleaner, laptop and airier. Samples were collected around the object. (b)Obvious different 
can be seen between non-perturbation environment (blue line) and perturbation environment (red, 
orange, grey lines). 

(a) 

(b) 



 
5. Spatial Segmentation Strategy-based Magnetic Field IPS 

78 
 

By comparing the collected values for the magnetic field intensity with the above 

conditions, the results in Figure 5.3 show the significant variations when magnetic 

objects come into the environment. Therefore, it can be confirmed that the MA 

occurs in a disturbed magnetic environment.  

5.2.1 .2  PROPAGATION RANGE OF MAGNETIC ANOMALY 

In an indoor environment, the impact of objects containing ferromagnetic 

materials and electronic devices to EMF has been proven in the previous 

experiment. Therefore, the subsequent investigation was conducted to have a 

close look at the propagation distance of MA. In other words, it set for verifying 

how far the magnetic perturbations can interfere with its surroundings.  

To test this interference distance, subject collected the sample starting from a 5-

meter distance away to the local perturbations but gradually move nearer it until 

subject stays within 1-meter distance to the objects (see Figure 5.4). Three typical 

magnetic perturbations were tested here.  From the results in Figure 5.5, the 

variation of the signal is gradually increased with the distance to perturbations 

decreased. However, it is difficult to draw a conclusion on how far the magnetic 

disturbances can interfere to local EMF from just looking at the data. The only 

consequence that can be made from these experiments is the MA has a specific 

propagation range to the centre of its source. 

 

 

 

 



 
5. Spatial Segmentation Strategy-based Magnetic Field IPS 

79 
 

 
Figure 5.4 Experiment of verifying the propagation range of magnetic anomaly. (a) Three typical 
home appliances were tested: laptop printer and lamps. Samples were collected at 4 locations 
(four points were collected at each location) along the corridor. (b)Obvious different can be 
seen with the increase in the distance to appliances.  

5.2.1.3  STATISTICAL STUDY ON INDOOR MAGNETIC ANOMALY 

After characterising the indoor MA with its location-awareness, time-invariant 

and propagation-finiteness, how to identify where these disturbances exist inside 

buildings will be discussed in the following statistical study.  

(a) 

(b) 
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To estimate the disturbance distribution, the calculation of the actual extent of 

the anomaly must be carried out before locating the disturbance objects. However, 

as mentioned in 5.2, it is complicated to identify a magnetic-field disturbance by 

using current approaches. For this reason, a statistical study on common indoor 

magnetic disturbance objects was investigated to try to find a proper way of scaling 

the MA.  

The experiments started by analysing the ambient magnetic-field profile around 

some typical objects present indoors, considering the intensity value alone. As our 

technique should be flexible enough to work for most kinds of buildings, a well-

thought-out analysis of indoor materials is required. The idea was to determine 

the field variation level among the indoor disturbance objects. Hence, an initial 

experiment was performed to study this variation by statistically analysing a series 

of observations. Seven objects have been investigated, including disturbance and 

non-disturbance objects, which are commonly present in buildings. Samples are 

collected by standing near and around the articles at five measurement points 

(colourful markers shown in the figures). The distance between each 

measurement point is set to 50 cm. In order to obtain reliable data, the 

experiments were repeated for three times at different days. The experimental 

environments and average results of different cases are shown in Figure 5.6. Before 

drawing an outline of the above experiments, a proposed concept of measuring 

the ambient magnetic variation will be introduced first in the following section.
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Figure 5.5 Results of a statistical study on indoor magnetic anomaly with eight common indoor furniture. Samples were collected 
at 5 locations around the objects.  
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5.2.1.4  COEFFICIENT OF SIMILARITY 

To make the signal variation scalable, degree of dispersion is most often used to 

measure the dispersion of probability distribution [94]. Based on this theory, a 

concept of coefficient of similarity (𝐶𝐶𝐶𝐶)is proposed in this thesis to rate the degree 

of the MA. It can be calculated using the following equations:  

 

𝑪𝑪𝑪𝑪 =
𝝈𝝈
𝝁𝝁

=
�∑ (𝒙𝒙𝒊𝒊 − 𝝁𝝁)𝟐𝟐𝒏𝒏

𝒊𝒊=𝟏𝟏
𝒏𝒏 − 𝟏𝟏

∑ 𝒙𝒙𝒊𝒊𝒏𝒏
𝒊𝒊=𝟏𝟏
𝒏𝒏

 (5.1) 

 

𝑪𝑪𝑪𝑪 = 𝟏𝟏 − 𝑪𝑪𝑪𝑪 = 𝟏𝟏 −
𝝈𝝈
𝝁𝝁 = 𝟏𝟏 −

�∑ (𝒙𝒙𝒊𝒊 − 𝝁𝝁)𝟐𝟐𝒏𝒏
𝒊𝒊=𝟏𝟏
𝒏𝒏 − 𝟏𝟏

∑ 𝒙𝒙𝒊𝒊𝒏𝒏
𝒊𝒊=𝟏𝟏
𝒏𝒏

 (5.2) 

Where 𝐶𝐶𝐶𝐶 is the coefficient of variation (𝐶𝐶𝐶𝐶), 𝜎𝜎 is the standard deviation of input 

points, and 𝜇𝜇 is their mean value. Table II lists the 𝐶𝐶𝐶𝐶 measurements in different 

scenarios and the results are applied in section 5.3. 

Since the above experimental analysis on indoor MA confirms the existence and 

limited propagation range of magnetic distortion, some of its characteristics can 

be concluded as follows: 

（1） It is certain that the local EMF in steel-frame buildings is influenced by 

both natural and man-made sources. Still distortion caused by such 

disturbance sources endues the local EMF with a uniqueness of its 

location. 

（2） Magnetic distortion decays in strength with the distance to the 

disturbance articles increases. 

To meet the requirement of taking maximum advantage of MA on a 

fingerprinting-based location solution and improving the overall accuracy of 
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localisation, the principal aiming of this thesis is to sort out the ambiguous 

fingerprints in the database, where the magnetic field is not sufficient as a 

positioning tag. Thus, the user’s location in these areas could be estimated by 

adding other proper tags. More details of the proposed spatial-segmentation 

methods will be introduced in the next section. 

Table II Cs of Magnetic intensity Around Different Indoor Objects 

Object 
Distance 

0-2m (%) 2-3.5m (%) 3.5-5m (%) 

Free Space 0.94 0.93 0.94 

Wooden Chair 0.92 0.93 0.95 

Operated Laptop 0.56 0.69 0.84 

Operated Mobile Phone 0.69 0.79 0.86 

Operated Printer 0.67 0.74 0.85 

Operated Heater 0.62 0.76 0.86 

Lamp 0.58 0.85 0.88 

Steel Ladder 0.68 0.79 0.87 

5.3 MAGNETIC FIELD INDOOR POSITIONING SYSTEM BASED 
ON SPATIAL-SEGMENTATION STRATEGY 

As mentioned in Chapter 3, each point location inside a steel-frame building could 

theoretically possess a unique local magnetic field value due to the building 

structure. Moreover, such locations within a distance of the magnetic disturbance 

source would provoke hyperactive MA on their natural geomagnetic field. When 

taking indoor EMF signal into the fingerprinting-based IPS, it is commonly known 

that the more unique features construct in a fingerprinting map, the better location 

recognition results could be obtained [97].  
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All this sounds good in theory but put it into practice is another story. 

Unfortunately, when position estimation comes into the area away from all types 

of indoor magnetic disturbance objects, the low sensitive magnetometer which is 

embedded in a mobile device would restrict the range the received EMF signals. 

That means the users may receive the same signal value at many consecutive 

positions in this area. This result would obviously confuse the later positioning 

recognise in a room-size database. It is not hard to see the above places would be 

the key to improve the positing accuracy of magnetic field-based IPS. 

Since it is unlikely that EMF fingerprint-based indoor positioning would be optimal 

for the whole training space spanned by the sample set [64]. In order to improve 

the accuracy of the positioning system, different regions of the feature points would 

require different fingerprinting techniques due to the different distributions of 

disturbances. The aim of this design is to find a more sensible method using the 

magnetic field in conjunction with the alternative positioning technique. To make 

it more detailed, this research is focus on designing an appropriate segmentation 

strategy to the target space, aiming to partition the original fingerprinting database 

into several cells, then an alternative positioning technology will be used here to 

assist position estimations in areas where away from magnetic disturbance sources 

in order to improve the overall accuracy of the position estimation. Two designed 

segmentation strategies are introduced and explained in this section. 

5.3.1 OFFLINE SEGMENTATION STRATEGY DESIGN 

Offline segmentation strategy, in another word, is to manually mark out two 

different disturbances distributions based on the knowledge of a pre-survey 

magnetic intensity map. 
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Figure 5.6 An example of offline region partition.2 sub-regions are defined-based the intensity 
variation. 

Figure 5.6 shows an example of how to partition an indoor place based on the 

magnetic value. This is a contour map of the magnetic intensity that collected on 

the ground floor in KB library. Considering the characteristics of the indoor EMF 

signal and also consulting the mathematical model of intensity variance around the 

adjacent EMF values, it is promising to divide the testing site into two sub-regions 

(namely Stable Region and Fluctuating Region) based on the EMF performance. An 

actual indoor layout is also marked on the map to clearly verify that a region with 

some of the perturbing aspects (i.e., computers, reinforced concrete walls, and 

electronic devices) may experience an evident fluctuation on such magnetic values. 

In this case, EMF fingerprinting could perform well in position matching. Inversely, 

an alternative positioning technology should be considered for those Stable 

Regions. 
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Following steps are conducted before predicting the targets’ location: 

1) Collect both the EMF information and the aided location information at pre-
set locations. 

2) Generate the EMF intensity map of the test site. 

3) Determine the partition boundary by consulting both EMF intensity map and 
pre-survey indoor floor plan. 

4) Set the EMF-location database as the reference database for that user 
information received at Functioning Region.  

5) Assign the rest Stable Region an alternative indoor positioning technology for 
later location estimation. 

5.3.2 AUTOMATIC SPATIAL-SEGMENTATION STRATEGY DESIGN 

In the previous stage, the few-disturbance regions are manually mapped on a EMF 

intensity map before estimating the users’ location. However, this manual partition 

approach is too subjective to cause some non-negligible drawbacks. It not only will 

increase the workload and cost of prior offline work but also will be hardly applied 

to arbitrary buildings. To resolve such problems in the segmentation stage, an 

efficient segmentation method was proposed by generating a new partitioned 

database. This method takes full advantage of characteristic changes in the 

geomagnetic field after fully evaluated the existence of disturbance objects inside 

buildings. Moreover, it reduces the processing time, as the new databases 

contribute only to the region segmentation, and no further location calculation is 

involved. 

The novel segmentation method is performed in three phases based on the 

knowledge of the level of similarity in neighbouring magnetic field points. 

Three notable databases, namely, Raw Database, Similarity Database, and Sub 
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Regional Database, are explained in this section before introducing the 

proposed segmentation model.  

5.3.2.1  RAW DATABASE 

 

Figure 5.7 An illustration of raw database structure. 20 readings would be taken every time at the 
same reference locations 

Raw Magnetic Value Database. Figure 5.7 shows an example of raw magnetic 

value database, which is generated by using a conventional fingerprinting method. 

Magnetic values are collected at m pre-defined locations with an interval of one 

meter and then stored as the reference fingerprint into a Raw Database with their 

corresponding geolocation information. However, during the measure course, the 

collected data might be affected by all kinds of random measurement error. In order 

to ensure the veracity of measure data and contribute to the positioning accuracy, 

a 20-times repeated measurement was proposed at every single sample location. 
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Filtered Raw Database. Since the stability of local EMF standing on the same 

position has been proven in Chapter 3, a mean-filter is employed to the above raw 

database. A more accurate magnetic value at each sample location is computed and 

represented as an EMF fingerprint of this position. After that all of these filtered 

fingerprints will be saved into a new database, Filtered Raw Database. As shown in 

Figure 5.8, it is a database consisting of m averaged sample points and it will be used 

later in the segmentation step. 

 
Figure 5.8 An example of filtered raw database with magnetic fingerprint. A mean-filter 
algorithm was applied to compute a more accurate magnetic value at each point. 

5.3.2.2  SIMILARITY DATABASE 

N grids of Filtered Raw Database.  As shown in Figure 5.9 (a), the next step is 

to simply divide the raw database into N grids, where N should be less than ½ 

number of fingerprints m. 
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Figure 5.9 An illustration of how to compute the similarity database. (a) Divide filtered database 
into N grids based on the geolocations. (b) Compute the coefficient of similarity in each grid. 

Coefficient of Similarity. As mentioned in the previous experimental study, the 

level of similarity of consecutive sample points can be featured as the 

representation of the disturbance’s distribution. Accordingly, as shown in Figure 

5.9(b), the similarity of sample points in each grid is computed in this step. To find 

a reasonable threshold of recognising the existence of MA, it is necessary to have 

a look at Table I in section 5.2.1.4, which calculates the 𝐶𝐶𝐶𝐶 for all listed objects. In 

view of all results, a value of 0.7 could be reckoned to work smoothly in MA 

recognition.  

Then the results of the similarity level for each gird will be then compared with 

the threshold value 0.7. Figure 5.10 shows how the new similarity database works. 

The grids which have a similarity value greater than 0.7 will be marked as ‘0’, 

whereas those in which the similarity level is less than 0.7 will be assigned to a 

value ‘1’. 
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Figure 5.10 An example of how the threshold value works for partition the magnetic fingerprints. 
The threshold value was computed in Chapter 3. The grids which have a similarity value greater 
than 0.7 will be marked as ‘0’, whereas those in which the similarity level is less than 0.7 will 
be assigned to a value ‘1’. 

5.3.2.3  SUB-REGION DATABASES 

Sub-region Database. The final step is shown in Figure 5.11. Two sub-regional 

databases are generated based on the information provided by from the previous 

result. Grids that have the same markers (1 or 0) will be gathered together to create 

a new database. Then, the optimum indoor positioning techniques will be selected 

for each sub-region database for improving the positioning accuracy. It is 

important to note that these sub-region databases only help in spatial 

segmentation, but not in position estimation. It will not increase but reduce the 

processing time.  
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Figure 5.11 An example of Sub-region. Database which takes the result from similarity database. 
(a) Green grids indicate the locations where aided positioning technique will be placed. (b) 
Red grids indicate the locations where EMF will be remaining as the positioning method. 

5.3.3 MAGNETIC FIELD INDOOR POSITIONING SYSTEM BASED 
ON AUTOMATIC SPATIAL SEGMENTATION STRATEGY  

Analogous to conventional magnetic-field indoor localisation approaches, the 

proposed magnetic-field IPS consists of two stages: the offline stage and the online 

stage. The former is used to generate the fingerprint database, while the online 

stage is to compare the magnetic information received from users with the pre-

collected database to estimate the proper location. However, as mentioned before, 

it is evidenced that the positioning accuracy in a place that has a low level of 

disturbance will drastically decrease the overall positioning accuracy. As a 

consequence, it becomes necessary to sort such areas out from the entire 

environment and assist the location estimation with other models, instead of the 

magnetic field. It is believed that it will be very interesting and challenging to 

design a self- adaptive spatial-segmentation method for indoor localisation, which 

could automatically partition the target building and select the best solution for 

each sub-region. To the best of the knowledge, such a strategy would be the first 
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to address this issue of low level magnetic anomalies in the magnetic-field IPS. 

The key challenge in this novel system would be to partition the target building 

without any manually pre-operation. Figure 5.12 presents a schema of the 

sequence of all the above-mentioned steps. This represents the offline training 

phase, segmentation phase and online phase corresponding to real-time 

predictions made by our system. From the results, it can be confirmed that this is 

a more flexible proposal than when only the magnetic field is used.  
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Figure 5.12 A schema of the process of spatial segmentation-based magnetic field indoor positioning system: Three phases are included in the 
system: offline training phase: generate the fingerprint database segmentation phase: partition the test site into two subregions; online phase: 
compare the magnetic information received from users with the pre-collected database to estimate the location.
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5.4 EXPERIMENTAL SETUP 

In this section, the experiments on two aforementioned segmentation strategies 

based IPS was conducted. It's worth noting that in order to reduce the risk of error 

caused by the orientation of the mobile phone, all the calibrations and positioning 

in these experiments were assumed to hold the device in one direction. The 

detailed experimental procedure is presented and explained as follows. 

5.4.1 OFFLINE SEGMENTATION STRATEGY 

To validate the performance of the proposed strategy, a monocular camera-based 

positioning technique, which is from a joint work with Arief and Zengkun [98], 

was implemented to deliver the location estimation on the EMF inaccurate areas. 

In [98], the measurement was taken by the author while application was coded 

and installed by Arief and Zengkun. 

Environment 

Two sets of experiments were conducted on both ground floor and the second floor 

of the Noreen and Kenneth Murray Library to evaluate the performance of the 

offline segmentation strategy.  

Device 

Indoor magnetic field data was collected by Google Nexus 5X and storied in files 

for later use in location matching. While the Google Project Tango is helping the 

position estimation within the stable region. However, due to frame constraints 

and orientation problems with this new device, the built-in accelerometer of the 



 
5. Spatial Segmentation Strategy-based Magnetic Field IPS 

95 
 

Tango did not work correctly. As a consequence, these two devices were used 

separately in the calibration phase.  

Fingerprinting map 

For constructing the EMF fingerprinting map, the surveyor used a developed 

application to record the EMF readings at every pre-set position. The training 

database of the ground floor ranged from the zero position and ended at the 251st 

position with a spacing of 1 m, and 157 sample points were recorded on the second 

floor as shown in the following figures.  

 
Figure 5.13 An illustration of sample points distribution on different indoor scenarios. 251 and 157 
sample points were uniformly collected on the ground floor (left) and second floor (right) of 
KB library respectively. 

As shown in Figure 5.13, sample points are marked by coloured pins (according to 

the partition result, which will be discussed in the next section) on the floor plans. 

At each position, 20 readings of the magnetic field are taken to ensure high data 

accuracy. Average value will be computed later to represent as fingerprint on 

locations. Eventually, 251*20 = 5020 and 157*20 = 3140 sample points were collected 
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on ground and second floor to construct an informative fingerprinting database.  

Camera calibration 

For the camera calibration, An RGB-D (depth sensor) SLAM algorithm in [98] is 

used to create the model and database for this implementation. 2D images are 

continuously captured and sent with their depth information to compute a 3D 

model of objects and indoor scene. SURF or SIFT are used to extract features on 

the images to match pairs of acquired images.  

Test points 

To verify the performance of all three systems, the fingerprints and images were 

collected and captured at 17 and 15 arbitrary locations on the ground and second 

floors respectively. For the proposed method, k selection for kNN localisation 

matching algorithm was attempted after the region partition. Then position 

estimations were given by using both real-time EMF readings and images acquired 

at selected user positions. Table III indicates the number of test points for the 

three systems on each floor.  

Table III Number of test points for the three systems on each floor 

System Ground Floor Second Floor 

Conventional 
system 

Magnetic Field 17 15 

Camera 17 15 

Proposed 
System 

Fluctuating Region (EMF) 8 9 

Stable Region (Camera) 9 6 
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5.4.2 AUTOMATIC SPATIAL-SEGMENTATION STRATEGY  

To validate the performance of the proposed strategy, Wi-Fi was selected to 

perform the position estimation on the ambiguous EMF areas. The pervasive 

deployment of Wi-Fi APs in modern buildings as well as its similar adoption of 

fingerprinting approach makes Wi-Fi a suitable measure to integrate with 

geomagnetic signal for indoor positioning. In accordance with the evaluation of 

offline segmentation strategy, two conventional methods were implemented to 

compare with the proposed system, which were single EMF-based IPS as well as 

conventional Wi-Fi-based IPS. 

Environment 

Experiments were conducted on the ground floor of the Noreen and Kenneth 

Murray Library to evaluate the performance of the automatic spatial segmentation 

strategy.  

Device 

Both EMF data and Wi-Fi RSSI were collected by Google Nexus 5X and storied in 

files for later use in location matching.  

Fingerprinting map 

Since Wi-Fi and EMF share the same procedure of generating fingerprinting map, 

these two signal data were collected at the same time but saved into two different 

databases. In the calibration phase, the surveyor used a developed application to 

collect data at every 1 m distance for both floors with 207 and 162 positions in totals. 

The arrangements of sample collection are shown on Figure 5.14.
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Figure 5.14 Distribution of sample points collected on the ground floor (left) and second floor (right). 207 and 162 magnetic sample points were collected 
and stored into floor fingerprint database.
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Wi-Fi and EMF calibration 

Since Wi-Fi is the aided technique in this system, both EMF and Wi-Fi information 

should be collected to form the referencing database before the target building 

has been segmented. After that, an optimum positioning technique selection 

would be applied for each sub-area according to the analysis results of the 

segmentation. 

Test points 

To verify the performance of the proposed system, a conventional magnetic field 

IPS was conducted as the comparing experiments. 15 and 13 arbitrary test points 

were respectively selected on each floor to evaluate the estimated position of three 

comparison experiments. Table IV indicates the number of test points for the three 

systems. 

Table IV Number of test points for the three systems on each floor 

5.5 RESULT ANALYSIS 

This section discusses the results of indoor localisation systems with two proposed 

segmentation strategies. Performance of the designed system should be appraised 

 Ground Floor Second Floor 

Conventional 
system  Magnetic Field 15 13 

Proposed 
System 

Fluctuating Region (EMF) 8 6 

Stable Region (Wi-Fi) 7 7 
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from two aspects: spatial segmentation and localisation performance. Since all the 

proposed IPSs are based on modifying the original magnetic field-based 

localisation system, their positioning behaviours are analysed and evaluated by 

comparing with the conventional method.  

5.5.1 OFFLINE SEGMENTATION STRATEGY 

5.5.1.1  RESULTS OF MANUAL SPATIAL SEGMENTATION 

The segmentation step in this strategy was manually operated. As mentioned in 

Section 5.2, the local magnetic field signals close to the disturbances (i.e., 

computers, reinforced concrete walls, and electronic devices) may vary wildly and 

be very different from areas further away from such perturbations.  

Based on the magnetic field intensity maps for each floor, Figure 5.15 shows the 

manual partition results. By comparing the indoor layout provided in Figure 3.5 

with the top figure in Figure 5.15, the café and computer areas on back area of the 

Ground floor were stitched together and assigned to a Fluctuating Region as the 

EMF values here changed very significantly. The front area with only a cloth sofa 

and glass wall was named a Stable Region because the EMF values here showed an 

approximately stable trend. Similarly, study area found in Figure 3.6 was assigned 

as Stable Region while the back iron shelves produced a fluctuating magnetic field 

was marked as Fluctuating Region as well in Figure 5.15 (bottom figure). 
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Figure 5.15 Results of manual partition on two floors. Top: Ground floor. Bottom: Second floor. 
The sub-regions were selected based on the degree of magnetic variations. 

5.5.1 .2  PERFORMANCE OF POSITIONING 

Table V indicates the localisation performance for magnetic field-only, camera-

only and offline segmentation strategy-based IPS on the second floor. Three factors 
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in terms of the Matching Rate (MR), Average Error Distance (AED) and Maximum 

Error Distance (MED) are used to assess the systems’ performance. 

Table V the Localisation results of three methods on the second floor 

 Matching 
Rate (%) 

Average 
Error 

Distance (m) 

Maximum 
Error 

Distance (m) 

Conventional 
system  

Magnetic Field 56.13 3.1 13.1 

Camera 77.78 2.1 8.7 

Proposed 
System 

Fluctuating Region (EMF) 92.27 1.1 2.6 

Stable Region (Camera) 83.33 2.2 6.1 

Overall Space 88.67 1.6 6.1 

 

It is clear from the table that the proposed system achieves the best overall 

performance in terms of MR and AED. When compared with the magnetic field 

only system, the MED of the proposed system falls from more than 13 m to less than 

7 m. The MR of the sample points also improves from approximately 56 % to more 

than 88 %. In localisation mechanisms, AED is a crucial parameter to assess the 

results. The magnetic field-only system has an almost 3 m error distance. While a 

more than 50 % improvement is achieved after applying the segmentation method 

into the system. The same experiment using the camera-only is also investigated, 

but the results are no better.   

Figure. 5.16 clearly shows the resulting test points of the three methods on the 

second floor. The numbered yellow landmarks represent the locations of the 

ground truth test points, and the red, blue and green markers represent the 

estimated locations where the magnetic field-only, camera-only and Offline 

Segmentation Strategy based on IPS were adopted respectively. It is clearly shown 

that the results of the proposed systems are closest to the actual test points.  
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Figure 5.16 Test points estimation results of three methods on second floor. The yellow 
landmarks represent the locations of the ground truth, and the red, blue and green markers 
represent the estimated locations where the magnetic field-only, camera-only and offline 
segmentation strategy-based IPS were adopted respectively. 

In order to reveal the universal applicability of the proposed system, tests with a 

variety of levels of interference should be considered. The static result of the 

experiments conducted on the ground floor is shown in Table VI. In summary, the 

utilisation of offline segmentation strategy approach shows significant 

improvements and gives the most accurate positioning results compared to other 

stand-alone methods. 
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Table VI the Localisation results of three methods on the ground floor 

 Matching 
Rate (%) 

Average 
Error 

Distance (m) 

Maximum 
Error 

Distance (m) 

Conventional 
system  

Magnetic Field 61.92 3.4 14.8 

Camera 80.26 2.0 7.6 

Proposed 
System 

Fluctuating Region (EMF) 89.53 1.0 2.1 

Stable Region (Camera) 82.26 1.9 7.3 

Overall Space 84.32 1.5 7.3 

5.5.2 AUTOMATIC SPATIAL-SEGMENTATION STRATEGY  

5.5.2.1  PERFORMANCE OF SPATIAL SEGMENTATION 

The performance of the auto-segmentation method is assessing by comparing the 

results of positioning technique selection between the proposed system and 

manual mechanism. An example of areas on the ground floor with a low level of 

disturbance objects are highlighted (blue areas) in Figure 5.17.  
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Figure 5.17 Test points for evaluating the performance of segmentation. Areas on the ground 
floor with a low level of disturbance objects are highlighted in blue. 

Ideally, these are where the assisted technique is supposed to be used. The test 

points are dotted as well. Table VII indicates that the proposed auto spatial 

segmentation strategy derived a satisfying result with a more than 75 % region 

matching rate. 

Table VII  Performance of  region segmentation on ground floor 

Test  Regions Number Of 
Test Points 

Number Of 
Error Points 

Region 
Matching 

Rate 

1 

Low Disturbances Area 4 0 100 % 

High Disturbances Area 6 1 83.3 % 

Whole Area 10 1 90 % 

2 

Low Disturbances Area 5 1 80 % 

High Disturbances Area 7 2 71.4 % 

Whole Area 12 3 75 % 
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5.5.2.2  PERFORMANCE OF POSITIONING 

The behaviour of the designed the auto-segmentation method in the positioning 

phase is compared against conventional EMF indoor positioning technique to see 

the difference in conventional and proposed performance. Results of experiments 

conducted on two floors are given in Table VIII, and the production of these two 

methods acting on the ground is shown visually in Figure 5.22. Three factors in 

terms of the Matching Rate (MR), Average Error Distance (AED) and Maximum 

Error Distance (MED) are used to assess the systems’ performance. 

Table VIII Positioning performance of two compared methods 

 System Matching 
Rate (%) 

Average 
Error 

Distance (m) 

Maximum 
Error 

Distance (m) 

GF conventional EMF 62.73 3.3 14.8 

GF 
Hybrid 
(After 

Segmentation) 

Magnetic Field 
(High Disturbance) 88.46 1.3 2.8 

Wi-Fi 
(Low disturbance) 76.34 2.4 6.7 

Overall Space 82.36 1.9 6.7 

2F conventional EMF 54.78 3.94 13.6 

2F 
Hybrid 
(After 

Segmentation) 

Magnetic Field 
(High Disturbance) 87.53 1.4 2.9 

Wi-Fi 
(Low disturbance) 76.83 1.9 3.6 

Overall Space 79.98 1.6 3.6 

 

It can be seen from the table that the utilisation of automatic spatial-segmentation 

strategy in the hybrid IPS applying in any indoor scenarios shows significant 

improvements compared to the conventional implementation. In addition, 

compared to the single technique method, what stands out in the table is the 
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maximum error distance of the proposed system, the results fall from more than 14 

m and 13 m to less than 7 m and 4 m, respectively. Moreover, adding the Wi-Fi to 

the stable region increased the average accuracy indicating to more robust 

fingerprints throughout the entire environments. Thus, the proposed hybrid 

system achieves a more than 1 meters’ improvement than conventional magnetic-

field localisation system. Finally, Figure 5.18 also proves that using the proposed 

strategy improves the performance of positioning matching in a less magnetic 

distortion area venue where labelled EMF can’t reference the location 

identification. 

 

Figure 5.18 Test points estimation results of three methods on the ground floor. Red markers 
indicate the ground truth; yellow pins indicate magnetic field alone IPS; green and blue pins 
indicate Wi-Fi aided and camera aided segmentation strategy. 

The numbered red markers in the figure indicate the ground truth test points’ 

location. The yellow pins use of magnetic field alone, while green and blue pins 

indicate the proposed segmentation strategy. It is apparent from the figure that 
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conventional results scattered furthest away from the actual test point. To sum up, 

using hybrid techniques for indoor positioning, which based on proposed spatial 

segmentation, shows significant improvements compared to use a single magnetic 

field. 

Generally, the AED does not contain enough information to measure the practical 

performance of a positioning system. Cumulative Distribution Function (CDF) is 

a desirable alternative to measure the positioning errors due to fact the CDF can 

directly provide statistical analysis of positioning error. 

 
Figure 5.19 CDF result of positioning error estimated by three methods on the ground and second 
floor. Yellow and orange lines represent proposed system. Blue and grey lines represent the 
EMF-only system. 

Figure 5.19 present the CDF of the positioning errors of the proposed method in 

two different indoor environments. Each value in CDF can correspond to a 

positioning error, which means that the positioning system can perform with an 

error tolerance of a threshold value in the corresponding proportion of cases. At 

the 50th percentile, it means that the proposed system can process 50 % positioning 

cases with an error distance less than 2 m on both floors.  Similarly, at the 80th 

percentile, the positioning error distance of the proposed system processing 80 % 

cases is less than 4 m on the ground floor and about 2.5 m on the second floor. 
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5.6 WEIGHTED NAÏVE BAYES-BASED SPATIAL 
SEGMENTATION STRATEGY DESIGN 

Classification is a process of identifying the class labels for instances by thoroughly 

learning a set of instance features [99]. This theory happened to coincide with the 

proposal of segmenting fingerprints in this thesis. That is, a classification method 

could be implemented in spatial segmentation strategy as a function that assigns 

a partition label to the fingerprints described by a set of their features.  

A lot of accurate classifiers has been used in the research topic related to machine 

learning and data mining [100-102]. One of the most effective classifiers is Naïve 

Bayes.  Unlike many other classifiers, naïve Bayes is extraordinarily outstanding in 

practice as it is simple enough to be implemented. Although the independence 

assumption is obviously unrealistic, this classifier has surprisingly outperformed 

many complicated machine learning algorithms, especially when it deals with low 

dimensional features [101-102]. Moreover, in this thesis research, a re-training 

process is required in the segmentation application as the users’ information will 

be continuously sent to the server. A simple computation structure like naïve 

Bayes will decrease the processing time but improve operation efficiency. 

5.6.1 NAÏVE BAYES-BASED SPATIAL SEGMENTATION 
STRATEGY 

In this section, the usability of naïve Bayes classification in the magnetic field- 

based spatial segmentation strategy is investigated. In addition, evidence shows 

that a feature weighting scheme brings more positive effects on processing a small-

dimensional dataset rather than the feature selection strategy [103]. Thus, a feature 

weighting scheme for naive Bayes classification is also explored in this section for 

improving the segmentation outcome. 
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When considering using naïve Bayes for the fingerprint segmentation, feature 

selection should appeal first and foremost. As mentioned in previous chapters, all 

the information that can be squeezed from a collected EMF signal is a 3-axis value 

and its magnetic field intensity. A new concept of 𝐶𝐶𝐶𝐶 was proposed in Chapter 5, 

which is also considerable to be featured as a classified node in naïve Bayes. 

Besides, stand deviation is another element that can provide valuable information 

for measuring the magnetic fluctuation. Unfortunately, since limited dimensional 

information can be exacted from EMF signal, the feature selection is kind of 

inefficient in the proposed application. Instead, a weighting scheme to features is 

promising to be applied in the segmentation strategy as it goes along with the any 

dimensional data structure, only the contribution of each feature should be 

contemplated. In fact, equally assign each feature to all instances in a statistical 

classifier would be neither reasonable nor possible. Because each instance feature 

does not evenly contribute to in predicting the likelihoods. Before performing a 

design of feature weighting scheme, a classic naïve Bayes classifier was evaluated 

with EMF data to see if any configured instance is suitable to weigh the features. 

For building a naive Bayes classification model, a set of training examples with the 

class labels should be assessed. In the context of EMF indoor positioning 

application, it assumes that 𝐴𝐴1,𝐴𝐴2,𝐴𝐴3, … ,𝐴𝐴𝑛𝑛 are n observed magnetic instances, 

which are featured by vectors of (𝑎𝑎1,𝑎𝑎2,𝑎𝑎3, … ,𝑎𝑎𝑛𝑛). Since all instances are assumed 

independent given the value of the class variable (conditional independence 

assumption) in the Bayesian classifier, the probability of segmentation class 𝑐𝑐 

given an EMF instance is calculated Bayes’ theorem as follows: 

 
𝒑𝒑(𝒂𝒂𝟏𝟏,𝒂𝒂𝟐𝟐, … ,𝒂𝒂𝒏𝒏|𝒄𝒄) = 𝒑𝒑(𝒂𝒂𝟏𝟏|𝒄𝒄) × … × 𝒑𝒑(𝒂𝒂𝒏𝒏|𝒄𝒄) = �𝒑𝒑(𝒂𝒂𝒊𝒊|𝒄𝒄)

𝒏𝒏

𝒊𝒊=𝟏𝟏

 (5.3) 

and then the magnetic instance will be classified to the class with the maximum 

posterior probability. 
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𝑽𝑽𝒏𝒏𝒏𝒏(𝑨𝑨) = 𝒂𝒂𝒂𝒂𝒂𝒂𝐦𝐦𝐦𝐦𝐦𝐦
𝒄𝒄

𝒑𝒑(𝒄𝒄) × 𝒑𝒑(𝒂𝒂𝟏𝟏,𝒂𝒂𝟐𝟐, … ,𝒂𝒂𝒏𝒏|𝒄𝒄)

= 𝒂𝒂𝒂𝒂𝒂𝒂𝐦𝐦𝐦𝐦𝐦𝐦
𝒄𝒄

𝒑𝒑(𝒄𝒄)�𝒑𝒑(𝒂𝒂𝒊𝒊|𝒄𝒄)
𝒏𝒏

𝒊𝒊=𝟏𝟏

 
(5.4) 

After the observed EMF dataset collected on the group floor of the Noreen and 

Kenneth Murray Library was trained by the classic naïve Bayes model, the 

performance is evaluated by adopting the cross-validation methods. The 

classification result of 250 magnetic instances is shown in Figure 5.20.  

 
Figure 5.20 Classification result for 250 magnetic instances. 27 fingerprints located on 
fluctuating region were misclassified to the stable region, while 29 fingerprints located on 
stable region were misclassified to the fluctuating region. 

In general, an overall accuracy of 77.6 % in segmentation was achieved by simply 

applying the classic naïve Bayes model to the data. 56 out of 250 instances were 

misclassified to an opposed region class. It is worth noting that nearly 30 % of the 

instances from the fluctuating area are misclassified to the wrong class. However, 

as described in Chapter 5, aided positioning information will be added to the 

fingerprint, which is labelled with a stable class. Thus, the positioning accuracy 

will not be significantly interfered by the misclassification on such fluctuating 

areas. More focus should be paid to the misclassified data located in a stable region. 

To take a close look at the misclassified data, Figure 5.21 illustrates the 
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misclassified points on a layout of the test site with the ground truth of 

segmentation outline. 

 

Figure 5.21 misclassified points on a layout of the test site with the ground truth of segmentation 
outline. Red markers represent the instances located on stable region; Blue markers represent 
the instances located on fluctuating region; Yellow markers are the point estimated by Kriging 
interpolation. Green circles indicate the misclassified points. 

It can be seen from the point distribution, points at and around the segmentation 

boundaries are on a risk of prone to misclassification. For obtaining a more 

comprehensive understanding of the result as well as feature contributions, Figure 

5.22 is provided below. 
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Figure 5.22 Distribution of prediction result based on feature values. Three features are used in 
this classifier: Cs, mean, magnetic intensity.  

No doubt the value of the 𝐶𝐶𝐶𝐶 won the biggest player in predicting the class of the 

instance, which encouraged that a weighting scheme is imperative to be exploited 

in order to improve the classification accuracy. 

5.6.2 WEIGHTED NAÏVE BAYES-BASED SPATIAL 
SEGMENTATION STRATEGY 

As described above, every feature is having disparate predicting capability [103]. 

Features those who make more contributions should be given more value or 
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weights as compared to less responsible features when conducting the region 

segmentation. Since weights given should be on the basis of knowledge of data 

structure, in this section, a weights selection method is proposed based on the 

characteristic of indoor magnetic fingerprints. 

The literature shows that existing methods give the weights to instance feature in 

the naive Bayes classifier are using the following decision function [103-105]: 

 𝒗𝒗𝒘𝒘𝒘𝒘𝒘𝒘(𝒂𝒂𝒊𝒊,𝒘𝒘) = 𝒂𝒂𝒂𝒂𝒂𝒂𝐦𝐦𝐦𝐦𝐦𝐦
𝒄𝒄

�𝒑𝒑𝒋𝒋(𝒂𝒂𝒊𝒊, 𝒄𝒄)𝒘𝒘𝒋𝒋;𝐰𝐰𝐰𝐰𝐰𝐰𝐰𝐰 𝒘𝒘 ∈ ℝ|𝑺𝑺|

𝒋𝒋∈𝑺𝑺

 (5.5) 

 Similar to the application of classic naïve Bayes, let A be the training set of 

magnetic fingerprints and are given the associated segmentation labels. Each 

magnetic fingerprint is represented by n features such that fingerprints will 

contain a vector of n values (𝑎𝑎1,𝑎𝑎2,𝑎𝑎3, … ,𝑎𝑎𝑛𝑛) . Fixed class labels of the fluctuating 

region and stable region will be assigned to any new fingerprint 𝐴𝐴𝑖𝑖 when 𝑋𝑋 ∈ 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐  

has the highest probability condition. As mentioned in the previous section, the 

context of the 𝐶𝐶𝐶𝐶 of magnetic field intensity is used as one feature a1 in this model. 

In order to get the distribution of the weights, a dynamic threshold value based 

on a1 will be continuously calculated before the prediction, 

 Threshold 𝛉𝛉 = 𝒑𝒑(𝑮𝑮)
𝒑𝒑(𝑳𝑳) = 𝒑𝒑(𝒂𝒂𝒌𝒌>𝒂𝒂𝒊𝒊)

𝒑𝒑(𝒂𝒂𝒌𝒌<𝒂𝒂𝒊𝒊)
𝒌𝒌 ∈ 𝒏𝒏 (5.6) 

Where 𝑎𝑎𝑘𝑘denotes the 𝐶𝐶𝑠𝑠 value of all the fingerprints in A. After getting threshold 
value, a judging formula is made for finding the distribution of the weights, 

 

𝒘𝒘𝑫𝑫𝑫𝑫 =

⎩
⎪
⎨

⎪
⎧
𝒑𝒑(𝒂𝒂𝒌𝒌 > 𝒂𝒂𝒊𝒊|𝒄𝒄)
𝒑𝒑(𝒂𝒂𝒌𝒌 > 𝒂𝒂𝒊𝒊|𝒄𝒄�) 𝜽𝜽 < 𝟏𝟏

𝟏𝟏                      𝜽𝜽 = 𝟏𝟏
𝒑𝒑(𝒂𝒂𝒌𝒌 < 𝒂𝒂𝒊𝒊|𝒄𝒄)
𝒑𝒑(𝒂𝒂𝒌𝒌 < 𝒂𝒂𝒊𝒊|𝒄𝒄�) 𝜽𝜽 > 𝟏𝟏

 (5.7) 

Then the weight is determined by, 
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𝒘𝒘𝒊𝒊 = �

𝟏𝟏
𝒘𝒘𝑫𝑫𝑫𝑫

                𝒘𝒘𝑫𝑫𝑫𝑫 > 𝟏𝟏

𝟏𝟏                      𝒘𝒘𝑫𝑫𝑫𝑫 = 𝟏𝟏
𝒘𝒘𝑫𝑫𝑫𝑫                        𝒘𝒘𝑫𝑫𝑫𝑫 < 𝟏𝟏

 (5.8) 

Finally, the conditional probability of 𝐴𝐴𝑖𝑖 is given by 

 𝒗𝒗𝒘𝒘𝒘𝒘𝒘𝒘(𝑨𝑨) = 𝒂𝒂𝒂𝒂𝒂𝒂𝐦𝐦𝐦𝐦𝐦𝐦
𝒄𝒄

𝒑𝒑(𝒄𝒄)�𝒑𝒑(𝒂𝒂𝒊𝒊, 𝒄𝒄)𝒘𝒘𝒋𝒋;
𝒊𝒊=𝟏𝟏

 (5.9) 

The proposed weighted naïve Bayes were assessed with the same data used in the 

classic model. A result of 88 % in overall accuracy can be seen in Table IX. 

Compare to the result predicted by the traditional model, the segmentation 

outcome in the stable region is becoming better with an improvement of nearly 

70 %. The distribution of segmentation predictions is shown in Figure 5.23 and the 

misclassified points are indicated in Figure 5.24. 

 
Figure 5.23 Distribution of segmentation prediction achieved by weighted naive Bayes 
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Table IX Classification result of weighted naïve Bayes classifier 

 Sensitivity 
 (Fluctuating Region=1) 

Specificity 
(Stable Region=0) Accuracy 

Classic NBC 68.24 % 82.42 % 77.6 % 

Weighted NBC 75.29 % 94.55 % 88 % 

 

 
Figure 5.24 Misclassified points after applied the weight scheme on a layout of the test 
site with the ground truth of segmentation outline. Red markers represent the instances 
located on stable region; Blue markers represent the instances located on fluctuating region; 
Yellow markers are the point estimated by Kriging interpolation. Green circles indicate the 
misclassified points. 
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5.7 CONCLUSION 

In this chapter, a novel concept of spatial segmentation is proposed for 

compensating low positioning accuracy caused by low discernibility of received 

local magnetic field signals. An empirical study on the characteristic analysis of 

MA was attempted before figuring out the solution to region partition. Besides, a 

stepwise design processing of spatial segmentation was also included in this 

section, from an experimental segmentation approach to an automatic partition 

model. The results show that the proposed two strategies are capable of making 

an excellent performance not only the segmentation outcome but also the overall 

positioning accuracy. In addition, a weighted naïve Bayes-based segmentation 

method is also introduced in this section for providing for high performance and 

reliability in finding the weak positioning areas.
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6  
DYNAMIC FEATURE FUSION FOR 
MAGNETIC FIELD AND WI-FI INDOOR 
POSITIONING 
 

6.1 INTRODUCTION 

In Chapter 3, an in-depth investigation of the characteristics of the indoor EMF 

was introduced. From the investigation result, it was found that the magnetic 

distortion induced by ambient steel structures has a certain propagation distance. 

And it was also confirmed that positioning error increased when the magnetic 

anomaly (MA) was barely found nearby. Moreover, most of the inbuilt 

magnetometers in mobile devices suffer from a well-known sensitivity issue and 

resolution limitation arising from hardware characteristics. This circumstance 

may potentially degrade the discrimination in the received geomagnetic 

fingerprints, which eventually causes the confusion of estimating the target 

location in the area where many consecutive positions contain similar magnetic 

field information. 

In order to improve the positioning accuracy, a spatial segmentation approach was 

introduced in Chapter 5. This approach employs the similarity between adjacent 

local magnetic field signals and accordingly partitions the target environment into 



 
6. Dynamic Feature Fusion for Magnetic Field and Wi-Fi IPS 

119 
 

two sub-areas. To compensate for the mismatching error in the positioning phase, 

an alternative method was introduced into the system to replace the magnetic 

field technique in the area where the magnetic signals are weakly discernible.  

However, low power consumption is a non-trivial advantage of EMF-based IPS, 

compared to other radio-based positioning technologies. Moreover, it is 

commonly known that the more features construct in a fingerprinting map, the 

better recognition results could be obtained [106].  Instead of fully replacing the 

magnetic field technique in the area where the magnetic signals are not disturbed 

greatly, this chapter explores further in the characteristics of local EMF with a 

particular emphasis on its obscure feature. In order to turn those indistinctive 

magnetic signals more informatively and take the maximum merits from it, a 

specific investigation on few and none perturbation indoor scenarios is conducted. 

According to the investigation results, a dynamic feature fusion strategy is 

designed in this chapter to help the ambiguous magnetic field in conjunction with 

Wi-Fi in an indoor localisation system. This strategy utilises a fusion scheme to 

yield a weighted feature as a new positioning tag for each fingerprint, which is 

used in position recognition. An overall structure of the designed system is shown 

in Figure 6.1 on the next page. 
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Figure 6.1 Overall structure of dynamic feature fusion for magnetic field and Wi-Fi indoor 
positioning.  
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6.2 EXPERIMENTAL ANALYSIS ON MAGNETIC SIGNAL IN THE 
NON-DISTURBANCE AREA 

From the previous findings [89] [96], the magnetic distortion decreases with 

increasing distance to the steel objects. Meanwhile, the positioning error 

drastically increases in a place that has less magnetic disturbance. As this error has 

a tremendous undesired impact on the positioning accuracy, it is urged to have an 

in-depth look into this issue. Unlike the algorithm proposed in Chapter 5 to 

entirely displace the EMF in lower perturbation area, it is more practical to find a 

more sensible way of using the magnetic field in conjunction with the alternative 

positioning technique. In order to achieve this, a preliminary experimental study 

on the properties of the indistinct indoor magnetic field signal is investigated at 

first. 

Even though the EMF theoretically remains similar in a less disturbance area, the 

pattern of its intensity still can show some levels of fluctuation. To explore those 

uniform signals, scenarios that contain fewer magnetic perturbations were 

assessed. The experiments observed the magnetic strength alone to simplify the 

calibration process, but evaluated various indoor sites in the different buildings to 

make the research more comprehensive. Moreover, all the experiments were 

repeated three times on different days to obtain the most reliable data. Figure 6.2 

reveals the assessing scenarios and demonstrates how has the magnetic intensity 

been perturbed in fewer disturbance environments. 
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Figure 6.2 Magnetic intensity measurements in fewer perturbations’ scenarios. (a) dining hall with the wood furniture (b) fabric sofa area 
(c) empty room with fabric carpet (d) corridor (e) study room with wood table and fabric chair (d) routes with different intervals.  
Magnetic field data was collected along the indicated routes. 



 
6. Dynamic Feature Fusion for Magnetic Field and Wi-Fi IPS 

123 
 

The results are scaled to plot in the same coordinate units. It comes as no surprise 

that few noticeable fluctuations can be found from the results. Even so, it is worth 

noting that the intensity still fluctuates within different ranges. For example, the 

fluctuation on magnetic measurements around the sofa area in Figure 6.2(b) is 

much obvious than walking through a corridor, which is shown in Figure 6.2(d). 

Compared with other situation, less visible fluctuation can be seen in Figure 6.2(c) 

when walking in an empty room.   

When it comes to solving the weak discernibility of magnetic signals, one common 

method is to increase the spatial density of measurements [38]. Another 

noteworthy experiment is shown in Figure 6.2(f), where two sets of the 

measurements were collected in the same room but with two different collection 

intervals. To quantify these fluctuations, a new parameter named Coefficient of 

similarity (𝐶𝐶𝐶𝐶) was proposed in the previous work in Chapter 5, which provides an 

efficient way to measure the MA. Note that the mobile phone was carried in the 

same direction to reduce the risk of error caused by its orientation in the all above 

experiments. 𝐶𝐶𝐶𝐶 of collected consecutive magnetic fingerprints in six scenarios are 

calculated and presented in the Table X.   

Table X Coefficient of Similarity of Consecutive Magnetic Signals 

 DAY 1 DAY 2 DAY 3 

Scene (A): Dining hall the wood furniture 0.67 0.66 0.65 
Scene (B): fabric sofa area with glass 
windows 0.78 0.76 0.76 

Scene (C): Empty room with fabric carpet 0.89 0.91 0.90 

Scene (D): Corridor 0.80 0.78 0.80 
Scene (E): Small office with wood table 
and fabric chair 0.84 0.83 0.84 

0.5-meter interval 0.80 X X 

1-meter interval 0.91 X X 
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Table X calculates the 𝐶𝐶𝐶𝐶 of consecutive magnetic signals collected in five indoor 

environments with less magnetic disturbance on three different days. Overall, it 

can be seen that the similarity of EMF values collected in the dining hall was far 

higher than the other scenarios. The sofa area also had a much higher 𝐶𝐶𝐶𝐶 at 77% 

as average during three days. The other scenes had 𝐶𝐶𝐶𝐶 that were significantly lower.  

The range for empty room, corridor and study room were similar, with corridor 

having the highest rate amongst the three.  Moreover, it can be confirmed from 

test (F) that it is effective to improve the discernibility of magnetic signals by 

increasing the spatial density of measurements. 

To summarise, in the absence of disturbances, the magnetic measurements 

contain indeed less efficient information to discriminate adjacent locations when 

compared within abundant disturbances. However, empirical observations 

convinced that if such indistinct measurements are only matched within a weak 

discernibility magnetic database in fingerprinting approach, it is possible to find a 

proper plan of acquiring useful location information from it. Encouraged by this 

idea, a dynamic feature selection strategy was proposed and will be discussed in 

the next section. 

6.3 DYNAMIC FEATURE FUSION FOR MAGNETIC FIELD AND 
WI-FI INDOOR POSITIONING 

Regarding the design of using the indistinctive magnetic field signal to help with 

the existing location solution, since the feasibility of using such insufficient 

location information has been tentatively evaluated in section 6.2, this problem 

could be substantially reduced to a feature-searching problem: How can such 

features be more effectively used in the system? How to make the right choices of 

choosing elements that are fitted in a kNN matching algorithm? In addition, 

creating a new feature for position matching is also a valid solution. 
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As the feature selection/creation plays a vital role in getting an efficient location 

solution, the aims of this piece of research can be summarised as follows:  

1) Set the threshold to discard the outlier of magnetic signals  

2) Design a filter of scoring the distinguishability of magnetic field signals  

3) Develop a proper model for the feature-selection/creation to serve the 

location matching more accurately. 

6.3.1 FEATURE FUSION 

To make the aims mentioned above a reality, several different approaches are 

available. A dynamic feature fusion strategy is designed here for providing real-

time updates on the features used in the kNN algorithm. The proposed IPS 

framework comprises of three critical components:  

1) Indistinct magnetic field fingerprinting map  

2) Wi-Fi fingerprinting map  

3) Dynamic feature fusion strategy-based kNN positioning algorithm  

And the fusion procedure can be divided into three steps: 

6.3.1 .1  DATA PRE-PROCESSING 

Location estimation is conducted through two phases: an offline training phase 

and an online serving phase. As the application designed in this chapter only 

attempts to solve the problem in the area with weak discernibility of the magnetic 

signal, processes related to data-collection, region-segmentation and database-

partition will not be discussed here. These steps are all seen as the pre-processing 

and has been introduced in Chapter 5. 
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6.3.1.2  NEW REGIONAL FEATURE DATABASE 

After sending all the collected signal information to pre-processing module, a 

regional database containing indistinct magnetic fingerprints is newly generated. 

Meanwhile, a Wi-Fi database is also scaled down to fit the size of the magnetic 

database. The individual data from the above two databases are logically inserted 

into a standard fingerprinting map regarding their location information. Thus far, 

a two-dimensional indoor fingerprinting map is generated. When a new query 

point inputs, all the magnetic information contained in these three points (itself 

and two consecutive points ahead of it) will be passed to find its fusion weights in 

the next step, and this process is continued for every testing point. 

6.3.1 .3  FEATURE FUSION& LOCATION ESTIMATION 

A feature fusion scheme is proposed to extend the kNN algorithm with computing 

dynamic weights on matching features. This step is done by recalibrating the 

matching-distance function before acquiring the final predicted location. The user 

location is then estimated by finding the closest match between the query point 

and sensor information from the fingerprinting database. 

6.3.2 DISCERNIBILITY FILTER FOR MAGNETIC FIELD 

After applying the pre-processing to the original database, the remaining magnetic 

database which will be used in the proposed location system only contains 

indistinctive magnetic field signal. An example is illustrated in Figure 6.3. 
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Figure 6.3. Example of after-segmentation environment with its local magnetic intensity. 
Only few disturbances can be seen in the environment. 

Preliminary experiments suggest local magnetic signals in the area with only few 

disturbances are still capable of showing some level of relative uniqueness. 

However, not all of such signals could deliver reliable locational information but 

adding a simple filter to discard the outlier looks very promising. Considering both 

computational complexity and energy saving, a filter 𝐶𝐶𝐶𝐶 in (5.2) is the most likely 

model to fit the data as it has already been used in the pre-processing step to help 

the regional segmentation. To find a reasonable threshold, it is necessary to have 

a look back at Table X in section 6.2, which calculates the for all listed situations. 

In view of all results, a value of 0.9 is suggested to work as the threshold. Any value 

above the threshold will be discarded as meaningless locational information. 

6.3.3 FEASIBILITY OF USING INTEGRATED WI-FI/ MAGNETIC 
FIELD 

Wi-Fi is one of the most comprehensive techniques for indoor positioning because 

it replies pre-existing Wi-Fi infrastructures only. There are a number of researches 

to back up the point that Wi-Fi positioning is a potential source to aid any of the 
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stand-alone positioning solution based on mobile sensors [19]. In this work, the 

pervasive deployment of Wi-Fi access points (APs) and the similar adoption of 

fingerprinting approach makes Wi-Fi a suitable measure to integrate with 

geomagnetic signal for indoor positioning. 

6.3.4 A DYNAMIC FEATURE FUSION STRATEGY-BASED KNN 
ALGORITHM 

Most of the deterministic fingerprinting methods derive the query position by 

employ a proper distance function in the locational measurements. The distance 

function can be any function which can deliver a ‘relationship’ between the query 

signal and the data inside the fingerprinting map. For example, Euclidean distance, 

Manhattan distance, Jaccard distance, etc.   

The query location is usually assigned to the data, which has the closest 

‘relationship’ to the query. Similarly, the ‘relationship’ can also be represented by 

any typical parameter, like distance, similarity, and so on. In our work, the kNN 

algorithm is employed on the basis of its simple procedure, which could deliver our 

rationale in a transparent way. The matching algorithm can be further applied to 

any traditional matching procedure used in fingerprinting localisation methods. 

To acquire a characteristic feature in the fingerprinting map, the feature should be 

selected based on their contributions and correlations to the outcome variable. In 

this case, the Wi-Fi and magnetic signal should be fused to obtain a new location-

aware element by exploiting the 𝐶𝐶𝐶𝐶 of magnetic intensity around the query point. 

Let 𝐈𝐈 = ���
𝒙𝒙𝒊𝒊
𝒚𝒚𝒊𝒊� , 𝒛𝒛𝒊𝒊��

𝒊𝒊=𝟏𝟏

𝑵𝑵
denote a 2-dimensional feature set which consists of 

magnetic intensity and Wi-Fi RSSI, where 𝒙𝒙𝒊𝒊,𝒚𝒚𝒊𝒊 ∈ 𝕽𝕽𝒎𝒎 are feature vectors, and 𝒛𝒛𝒊𝒊 is  
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the corresponding location label. Given a query 𝐐 𝒙#
𝒚# , its unknown location 𝑧# will 

be assigned by the following steps: 

First, the 𝑪𝒗  and 𝑪𝒔  in (5.1) and (5.2) are calculated for the query point. It is 

hypothesised that the positioning function is activated when three consecutive 

points are observed.  

As long as the coefficients are computed, all information in query Q will be sent to 

compare with the data in 𝐈.  

 𝐝 𝒙#, 𝒙𝒊𝑵𝑵 = 𝒙# − 𝒙𝒊𝑵𝑵 𝑻 𝒙# − 𝒙𝒊𝑵𝑵  (6.1) 

 𝐝 𝒚#, 𝒚𝒊𝑵𝑵 = 𝒚# − 𝒚𝒊𝑵𝑵 𝑻 𝒚# − 𝒚𝒊𝑵𝑵  (6.2) 

After the distances between two features are calculated separately, the proposed 

Dynamic Feature Fusion Strategy will be applied to get the new feature s and its set 

𝐒 = 𝐝 𝐬𝐢 , 𝐳𝐢 𝐢6𝟏
𝐍 , 

	 𝐒 = 𝐝 𝒔𝒊 = 𝜶𝐝 𝒙#, 𝒙𝒊𝑵𝑵 + 𝜷𝐝 𝒚#, 𝒚𝒊𝑵𝑵 	 (6.3) 

	 𝛂 = 	𝑪𝒗	, 𝑪𝒗 > 𝟎. 𝟏
𝟎, 𝑪𝒗 ≤ 𝟎. 𝟏 	 (6.4) 

	 𝛃 = 		𝑪𝒔, 𝑪𝒔 < 𝟎. 𝟗
𝟏, 𝑪𝒔 ≥ 𝟎. 𝟗 	 (6.5) 

Where 𝛂 is the fusion weights for the magnetic field, 𝛃 is the fusion weight for Wi-

Fi, 𝑪𝒔  denotes the coefficient of similarity and 𝑪𝒗  denotes the coefficient of 

variation. The results of ranked k nearest neighbour will be shortly saved into 𝑸# =

𝒔𝒊𝑵𝑵, 𝒛𝒊𝑵𝑵 𝒊6𝟏
𝒌 . 

Finally, the query’s location will be assigned to the majority voting of its nearest 

neighbours:  
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 𝒛# = 𝐚𝐫𝐠𝐦𝐚𝐱
𝒛

𝜹 𝒛 = 𝒛𝒊𝑵𝑵

𝒔𝒊𝑵𝑵,	𝒛𝒊𝑵𝑵 ∈𝑸′
 (6.6) 

Where 𝛿 𝑧 = 𝑧QRR  is the Dirac delta function. 𝑧QRRis the location label for the 𝑖TU 

nearest neighbour among its k nearest neighbours. 

1.1 EXPERIMENT SETUP 

Environment & Fingerprinting map 

Two different indoor sites were visited to evaluate the performance of the 

proposed system. The first experiment was conducted on the ground floor of the 

Noreen and Kenneth Murray library building. During the training phase, both 

magnetic field and Wi-Fi measurements were collected at 240 training locations 

at 1m apart throughout the whole area. The distribution of training points is 

indicated with blue pins in Figure 6.4 (a). The second scenario is a second floor 

flat connected the external stairs. In this environment, 55 training points have 

been collected as illustrated in Figure 6.4(b). 

Wi-Fi & EMF Calibration 

Note that only the area with weak discernibility of magnetic field signals is 

discussed in this chapter. During all the experiments, it assumes that the 

segmentation strategy has been done as a calibrated pre-process step.  Moreover, 

for the purpose of evaluating the positioning accuracy of the designed system, 15 

readings of the EMF were taken at each location and their mean value will be 

calculated and represented as the one of the fingerprints. Additionally, 26 and 18 

different Wi-Fi APs were observed in each scenario respectively, only the 15 

strongest RSSI of Wi-Fi will be recorded into database for further positioning 

calculation.  
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Figure 6.4 Two experiment environments with training points. (a)240 sample points were 
collected at 1m apart from each other on the ground floor. (b)55 training points were uniformly 
collected in a flat in Edinburgh. 

(a) 

(b) 
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Figure 6.5 Example of test points distribution on the ground floor. Only stable region highlighted 
with magnetic intensity map were tested in this chapter research. 

 
Figure 6.6 Example of test points distribution in the flat. Only stable region highlighted with 
magnetic intensity map were tested in this chapter research. 
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Test points 

As shown in Figure 6.5 and Figure 6.6, 15 and 8 arbitrary test points (red pins) were 

selected respectively in these two scenarios to evaluate the performance of the 

proposed system and compare it with other existing indoor positioning 

technologies. Localisation errors were then retrieved by computing the Euclidian 

distance between each estimated position with its ground truth. 

K Selection 

For the kNN fingerprinting algorithm, the only parameter that needs to be pre-set 

is the k value. In these environments, settings of k=8 for the library and k=4 for the 

flat are employed since such settings deliver the best results according to a previous 

investigation [20].  

6.4 RESULT ANALYSIS 

During the experimental validation, three different methods are evaluated to 

compare with the proposed dynamic feature fusion-based magnetic field 

(DFFMag) IPS: 

1) Magnetic field alone IPS  

2) Wi-Fi alone IPS  

3) Conventional magnetic-field/Wi-Fi IPS 

Table XI shows the results of the experimental validations among four methods in 

terms of the Matching Rate (MR), Average Error Distance (AED) and Maximum 

Error Distance (MED) in two scenarios. The former two measures are the critical 

criteria in judging the performance of IPS. 
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Table XI Results of The Experimental Validation 

Scenario Method Matching 
Rate (%) 

Average Error 
Distance (m) 

Maximum 
Error Distance 

(m) 

Ground 
floor 
in the 
library 

Low Discernibility 
Magnetic Field 62.73 3.3 14.8 

Wi-Fi 76.34 2.3 6.7 

Conventional Wi-Fi 
+ 

Magnetic Field 
76.54 2.4 5.9 

DFFMag 79.84 1.8 5.1 

Two- 
bedroom 

flat 

Low Discernibility 
Magnetic Field 68.4 2.1 5.2 

Wi-Fi 78.2 1.4 3.4 

Conventional Wi-Fi 
+ 

Magnetic Field 
79.4 1.4 3.1 

DFFMag 84.5 1.1 3 

As is expected, compared to the single magnetic field method, the experimental 

validation shows that the proposed dynamic features fusion-based method 

obviously outperforms it, with a 45 % improvement in positioning accuracy on the 

ground floor in the KB library and a 48 % improvement at the 2-bedroom flat. It 

can be seen that the combination could bring a significantly better performance 

than using the individual method. However, according to the comparison between 

the single Wi-Fi and the conventional magnetic field/ Wi-Fi indoor position 

system, it is interesting to mention that the single Wi-Fi method is capable of 

achieving comparable performance to the conventional system. This is because the 

magnetic field signal in this weak discernibility area could not consistently deliver 

a reliable positioning estimation on its own. It is not reasonable to allocate a large 

proportion of test points to magnetic measures when computing the distance 
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function. The performance of kNN algorithm becomes worse even though the 

matching rate is increased. 

Thanks to the dynamic feature fusion strategy, this could efficiently compensate 

for the above negative effect and also strengthen the positive result. From the 

comparison with the conventional magnetic field/ Wi-Fi IPS (no filter), it can be 

seen that the proposed system achieves more than 0.5 meter’s improvement in the 

average error distance inside the library and it also works well in a small space, like 

flat. 

 

Figure 6.7 CDF result of positioning error estimated by four methods on the ground floor. Yellow 
represent proposed system; Blue and orange lines represent the EMF-only and Wi-Fi-only 
system; grey line represents the conventional magnetic field/Wi-Fi IPS (no filter). 
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Figure 6.8 CDF result of positioning error estimated by four methods in a flat. Yellow represent 
proposed system; Blue and orange lines represent the EMF-only and Wi-Fi-only system; grey 
line represents the conventional magnetic field/Wi-Fi IPS (no filter). 

Figure 6.7 and Figure 6.8 present the CDF of the positioning errors of the proposed 

method in two different indoor environments. At the 50th percentile, it means that 

the proposed system can process 50 % positioning cases with an error distance no 

more than 2 m in scenario 1 and less than 1.5 m in scenario 2. Similarly, at the 80th 

percentile, the positioning error distance of the proposed system processing 80 % 

cases is below 2.5 m in both scenarios. 

6.5 CONCLUSION 

In this chapter, a dynamic feature fusion strategy that was designed to help in a 

positioning system with the indistinctive magnetic signal is presented. Rather 

than avoiding the magnetic field to help with localisation in the less perturbation 

area. The proposed system reused the ambiguous EMF signal received in 

conjunction with Wi-Fi to provide a more reliable location prediction service in 

such areas. Since the weak discernibility of indoor magnetic signal degrades the 
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performance of the location matching algorithm, the area where the magnetic 

signals are not significantly disturbed was noticed as this is related to the bounds 

on accuracy for indoor localisation. Preliminary experiments suggest that local 

magnetic signals in such areas are capable of showing some level of relative 

uniqueness. In order to use this signal more efficiently, a 𝐶𝐶𝐶𝐶 filter was introduced 

to give a score on its distinguishability, which could easily help with filtering out 

the outlier. Experimental results show the ability of the proposed system in 

delivering accurate and reliable position results in areas of weak discernibility 

signals. A hybrid system that integrates spatial segmentation and feature fusion 

strategies is introduced in the next chapter.
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7  
A MAGNETIC FIELD AND WI-FI 
INTEGRATED INDOOR POSITIONING 
SYSTEM 
 

7.1 INTRODUCTION 

In Chapter 5 and 6, designs of spatial segmentation and positioning feature fusion 

strategies were introduced respectively. To go one step further – develop a hybrid 

IPS, studies on how to integrate all these proposed components into one system 

with two fingerprinting-enabled positioning techniques are introduced in this 

chapter. 

Unlike outdoor environments where the GPS dominates as the backbone 

technology of choice for both positioning and navigation, indoor environments do 

not have a preferred positioning solution which is applicable for all kinds of 

complicated indoor structures. Current IPS faces an interesting technical 

challenge due to the great variety of possible positioning technologies that can be 

applied, each one with different strengths and weaknesses according to their 

distinct characteristics. Thus, the concept of hybrid positioning system has been 

mentioned a lot in the literature. Such a system exploits the capabilities of 

different positioning technologies and combines them to achieves a better 

positioning accuracy. Baniukevic [107] proposed a hybrid IPS to compensate for 
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the poor positioning performance caused by existing Wi-Fi infrastructure. 

Bluetooth reference nodes were added to their system to limit Wi-Fi workspaces 

by detecting cross-border movements. An integration positioning based on 

inertial sensors and Wi-Fi was introduced in [108]. The authors stated single 

inertial sensor technique suffers cumulative errors which are induced by the 

temperature drift and manufacturing errors. Thus, Wi-Fi was then added to the 

system to provide primary positioning information but within a range limited by 

INS. A similar integration concept to this thesis research was proposed in [109], 

the author presented a magnetic field-assisted Wi-Fi IPS using multi-sensor fusion 

scheme to reduce the signal interference. In their work, a rough location is 

estimated by Wi-Fi-RSSI fingerprints, and then by using geomagnetic information, 

the accurate location of the user could be figured out.  

In this chapter, an integrated magnetic field IPS was introduced with the help of 

WI-FI positioning technique to verify the practicality of techniques proposed in 

previous chapters. The workflow of a hybrid system will be presented at first. In 

order to connect all designed elements together into one positioning system, an 

optimisation on the kNN algorithm will be explained. Finally, an evaluation of 

system performance will be discussed. An overall structure of the designed system 

is provided in Figure 7.1 on the next page.  
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Figure 7.1 Overall structure of magnetic field and Wi-Fi integrated IPS. 
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Note: Calibration Phase 

Data interpolation 
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k Selection 
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7.2 A MAGNETIC FIELD AND WI-FI INTEGRATED INDOOR 
POSITIONING SYSTEM  

The hybrid IPS proposed in this chapter should be consistent with the theory of 

magnetic field-based system. That means, only fingerprinting-enabled positioning 

information is considered to create location symbol with EMF in a fingerprinting 

map. As mentioned in Chapter 2, typical fingerprinting-based IPS consists of two 

phases, which are calibration phase and positioning. The working flow of a hybrid 

system will be introduced in this section following these two phases. 

7.2.1 INTEGRATION OF SPATIAL SEGMENTATION AND FEATURE 
FUSION  

During the calibration phase, the selected signal strength is collected at predefined 

reference positions within the area of interest and tabulated into a fingerprinting 

database together with its physical geo-coordinates. In chater4, ordinary Kriging 

interpolation was studied and applied at this stage to reconstructs the observed 

positioning database by inserting predicted points at unobserved locations. After 

that, the magnetic intensity-based spatial segmentation component proposed in 

Chapter 5 investigates the variation tendency of ambient EMF fingerprints to 

make a judgment on the distribution of magnetic disturbance sources. And then 

accordingly, a weighted naïve Bayes classifier blends the knowledge of the 

magnetic disturbance distribution into fingerprint feature selected for 

classification to enable an accurate and efficient segmentation approach to 

partition the fingerprinting database (map). Based on the partitioned database 

(map), different positioning techniques are assigned to use either separately or as 

a combination for the sub-databases. 
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Once the sub-databases are generated, works in the calibration phase are finished 

until the query data collected by mobile station reaches that enabled the next 

positioning phase. 

In the positioning phase, as mentioned in Chapter 2, kNN matching algorithm is 

used for detecting the maximum likelihood of query data in the fingerprinting 

database. Therefore, the feature fusion-based kNN algorithm designed in chapter 

6 learns and characterises the various parameters in the positioning data, to 

output the physical geo-coordinates of the nearest data to the mobile station. 

However, a breakpoint can be seen from the positioning workflow while 

integrating all the above components to structure a comprehensive IPS. When the 

data from the mobile station reaches the server, the connection between the kNN 

algorithm and each sub-database has not been adequately defined. In order to take 

the maximum benefit from segmentation results and make the connection 

smoothly, a location-aware k selection will be introduced in the next section. 

7.2.2 K SELECTION FOR SPATIAL SEGMENTATION 

In a standard kNN algorithm, the classifier names k closest matches in a database 

to the target object after calculating the Euclidean distance of all the matches. The 

estimated location of the target will be given to the majority vote of those k closest 

samples [110]. Using the standard kNN in magnetic field IPS is based on a number 

of hypotheses. Firstly, it assumes that all the fingerprints collected during the 

calibration phase can be described as n-dimensional numeric parameters, such as 

three- axis vector components of the EMF or magnitudes [110]. Secondly, it 

assumes that the unclassified test points generated through observation are also 

distributed in the same way as the training points. In practice, the performance of 
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the kNN algorithm is affected by several factors, such as the weighting of the 

measuring distance and the similarity between each training point. 

To overcome such problems and process an accurate estimation, the core of this 

algorithm is to obtain an optimal k value in accordance with the characteristic of 

data [111]. Although a good value of k might be acquired after using the cross 

validation, it is unlikely that the same value could be optimal for the whole space 

spanned by the training set. It is evident that different regions of the feature space 

would require different values of k owing to the different distributions of the 

prototypes [64]. There is a close affinity between sample similarity and the chosen 

value of k, which is also shown in Figure 7.2. When the degree of similarity 

between samples in a particular area is high, more samples included in to the 

considering can have a better result. In contrast, a smaller k value is more suitable 

when there is a lower degree of similarity, which means the value of sample points 

fluctuates significantly [112].  

 
Figure 7.2 Example of Sample Similarity VS k selection. k resperented by blue circles. A 
bigger k value gives to high similarity group, while a smaller k value yields better 
results with a low similarity group. 

According to the concept of spatial segmentation, changes in magnetic fields can 

vary wildly when disturbed. Therefore, location-aware k selection scheme stands 

Target 
Sample Points 

Bigger k Smaller k 
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consistent with the theory that the k determined on the basis of the distribution 

of MA. That is, a small k value assigns to a region installed with a lot of perturbed 

stuff (fluctuating region) that causes the EMF value varied enormously. Inversely, 

a big k is more suitable for regions with few disturbances.  

7.2.3 A MAGNETIC FIELD AND WI-FI INTEGRATED INDOOR 
POSITIONING SYSTEM  

When evaluating an aid positioning technique to the magnetic field IPS, besides 

the fingerprinting-enabled, few decisive factors should also be considered 

including consuming time, installation cost and computational complexity. After 

examining all these elements, Wi-Fi gets on board. 

 As introduced in Chapter 2, Wi-Fi is widely used and deployed in many indoor 

buildings, which is also free of infrastructure cost. However, this technique has 

been reported in [1] that an IPS using only existing Wi-Fi infrastructure often 

performs poorly estimations compare to those extended with other techniques. 

Thus in this chapter, an alternative solution by extending existing magnetic field 

fingerprints with Wi-Fi RSSI tags are offered to the areas containing 

undistinguished magnetic signals.  As all the components contributing to building 

the hybrid system have been defined, the system works followed the structure 

shown in Figure 7.1. 

7.3 EXPERIMENTAL SETUP & RESULT ANALYSIS 

The evaluation was conducted using the same fingerprinting database with the 

one used in Chapter 5 for a comparison.  
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Environment & Fingerprinting map 

The sample points after interpolation are shown in Figure 7.3. From the sample 

distribution, s = 250 (observed) + 75 (estimated) = 325 sample points are seen to 

be uniformly collected on the ground floor of the Noreen and Kenneth Murray 

Library and simulated for constructing the database. 

 

Figure 7.3 Distribution of sample points including Kriging estimations. 250+75=325 sample 
points were uniformly collected and simulated by Kriging on the ground floor. 

Wi-Fi & EMF Calibration 

Since Wi-Fi is the aided technique in this system, both EMF and Wi-Fi information 

should be collected to form the referencing database before the target building 

has been segmented. After that, an optimum positioning technique selection 
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would be applied for each sub-area according to the analysis results of the 

segmentation. 

K Selection 

After getting the segmentation result from weight naïve Bayes, the k is conditional 

selected based on the region data located on. The overall results are compared 

with the result in Chapter 5 and Chapter 6. Table XII summarises results of each 

method in the form of the MR, AED and MED. 

Test points 

To verify the performance of the proposed system, automatic spatial 

segmentation-based IPS and dynamic feature fusion-based IPS were set as the 

comparing experiments. Test points of each system were respectively selected in 

the test site to evaluate the estimated position of three comparison systems. Table 

XII indicates the number of test points for the three systems. 

Table XII Number of test points for the three systems 

Indoor Positioning 
Methods Region/ Technique Ground Floor 

Automatic Spatial 
Segmentation 

Fluctuating Region (EMF) 8 

Stable Region (Wi-Fi) 7 

Dynamic Feature 
Fusion (Stable Region 

Only) 
Stable Region (Wi-Fi) 15 

Integration Method 
(Weighted NBC + 

Feature Fusion Knn) 

Fluctuating Region (EMF) 8 

Stable Region (Wi-Fi) 7 
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Table XIII Summary of positioning performance of three proposed methods 

Indoor 
Positioning 

Methods 
Region/Technique K 

Selection 
Sample 
Number 

Matching 
Rate (%) 

Average 
Error 

Distance 
(m) 

Maximum 
Error 

Distance 
(m) 

Automatic 
Spatial 

Segmentation 

Magnetic Field 

K = 3 207 

88.64 1.3 2.8 

Wi-Fi 76.34 2.4 6.7 

Whole Space 82.36 1.9 6.7 

Dynamic 
Feature Fusion 
(Stable Region 

Only) 

Magnetic Field 

K = 8 240 

N/A N/A N/A 

Wi-Fi N/A N/A N/A 

DFFMag 79.84 1.8 5.9 

Integration 
Method 

(Weighted NBC 
+ Feature 

Fusion kNN) 

Magnetic Field K = 2 

250+75 (Kriging) 

82.73 1.2 2.6 

EMF + Wi-Fi K = 7 83.68 1.6 5.4 

Whole Space N/A 82.97 1.5 5.4 
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It can be seen from the table that the utilisation of conditional k selection in kNN 

approach shows significant improvements compared to automatic spatial 

segmentation implementation which applies the same k factor to whole space. In 

addition, using the segmentation results yielded from to redefine the data 

distribution in dynamic feature fusion-based IPS reduced positioning error in the 

stable regions. Although the impact of using Weighted NBC in the fluctuating 

regions seems insignificant, it is expected to reduce the computational cost as 

demonstrated in Chapter 5. Finally, Table XII also proves that using the magnetic 

field and Wi-Fi integrated IPS improves the overall performance of magnetic field 

positioning, especially in where magnetic data can’t reference the location 

information. 

7.4 CONCLUSION 

It is well known that the best IPS implementation often exerts the use of multiple 

positing sources in order to maximise positioning accuracy. In this chapter, the 

implementation of a hybrid IPS consisting of a magnetic field and Wi-Fi was 

presented. The aim of the chapter is to verify the practicability of the techniques 

proposed in the thesis on an integrated IPS.  To achieve a self-adaptive hybrid IPS, 

this chapter focused on designing a connection node of a location-aware k 

selection scheme that can integrate the spatial segmentation and feature fusion 

parts.  A summary of the architecture of the proposed IPS was presented and 

discussed the implementation steps adopted in the system. A comparison of 

positioning performance was made with the result achieved in Chapter 5 and 6. 

The results show that the proposed IPS is capable of providing a high-reliability 

and strong-robustness location information.
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8  
CONCLUSION AND FUTURE WORK 

 

8.1 INTRODUCTION 

This thesis has presented the Ph. D research towards the development of an 

infrastructure-independent and disturbance-tolerant EMF-based indoor 

positioning system. This research has demonstrated the feasibility of using EMF 

in the less disturbances indoor environment. In this work two different 

approaches have been taken to satisfy the complexity of context detection tasks: 

designing an interpolation-based dynamic spatial segmentation model based on 

the notion of similarity of EMF signal, and developing a self-adaptive hybrid IPS 

by selectively integrating EMF with another fingerprinting-enabled technique. 

These approaches were designed for enabling magnetic field indoor positioning to 

be better reliable and robust to either spatial heterogeneity of magnetic signal or 

environmental complexity of indoor space. Important attention was given to 

accuracy of estimations and energy-efficiency since these are designed for 

operation on mobile devices with no extra cost on the positioning infrastructure. 

This chapter concludes the thesis research by highlighting the best opportunities 

and analysing the greatest weaknesses in the systems presented. Suggestions to 
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the future works are also included to exploit opportunities further, and address 

existing limitations.  

8.2  CONCLUSION 

8.2.1 KRIGING INTERPOLATION-BASED EMF FINGERPRINTING 
MAP 

The first development reported in this thesis is employing the ordinary Kriging for 

reconstructing magnetic fingerprint database. The technique is based on a fitting 

spatial model to represent the local relationship between all paired observations. 

The main advantage of this solution is that it can provide good predictions for 

those locations where could not be able to investigated. This method is not only 

increasing the sample cover density in a fingerprinting map but also improving 

the training efficiency and reducing the computational cost. Evaluations show that 

the interpolation leads to an improvement in later data matching and location 

estimation, with the increased number of EMF fingerprints in the database. 

8.2.2 SPATIAL SEGMENTATION 

The major problem explored in this thesis is determining whether a magnetic 

disturbance is in/ near the indoor environment by using magnetometer readily 

available on modern smartphones. In this research, low discernibility of received 

local magnetic signals has been proven to be the main culprit of causing a low 

accuracy in magnetic field IPS. Thus, the proposed strategies of spatial 

segmentation aimed to circumvent the positioning limitations caused by the 

ambiguous local magnetic signals. Observations that improvements can be 

achieved by viewing the MA detection as a classification problem with two classes 
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(MA, non-MA) guided this research to adapt classifier models to the fingerprinting 

map environments. Three crucial techniques relating to the spatial classification 

were stepwise introduced in this thesis. These techniques were developed from a 

simple manual partition method to a statistical-based auto-selection strategy and 

eventually leading to a machine learning-based classification model. A 

comparison of the proposed IPS with others other alternative methods showed the 

capacity of spatial segmentation strategy not only in solving the indistinguishable 

positioning tags issues but also for it led greater reliability in the magnetic field-

based positioning applications. An expansion segmentation strategy, which is 

supervised by a weighted naïve Bayes classifier was presented in the thesis. This 

strategy utilised the characteristics of MA derived from an empirical study to 

supervise the magnetic attributes leading to improvement in classification 

accuracy. The method aimed to provide a simply implemented classifier which 

was able to reduce the computation burden and improve the segmentation 

outcome. Along with this modified classification algorithm, large-scale data were 

available to be employed in magnetic field positioning solutions with a reasonable 

computation complexity and processing time. 

8.2.3 DYNAMIC FEATURE FUSION 

To further improve the EMF performance in the less disturbances environment, 

investigations on the characteristic of the indistinctive and insufficient EMF 

information formed an idea of dynamically assigning the weights to the integrated 

positioning data. Since the feature selection in a positioning function play a 

decisive role in determining the prediction. In this work, a dynamic fusion 

technique was adopted as the ultimate solution approach before computing the 

final estimations. This approach is designed to support the EMF to be compatible 

with any fingerprinting-enabled localisation technique in a kNN matching 
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algorithm, and enough to provide informative location attributes data in the IPS. 

This approach is data-efficient and facilitated by reusing the segmentation 

database derived in previous step and makes the maximum usage of the magnetic 

information by considering the characteristics of indoor EMF and the 

segmentation results. Experiments only conducted in the less disturbance show 

the potential of using EMF to deliver estimations with a reasonable accuracy. 

8.2.4 INDOOR LOCALISATION 

The final solutions presented in this work shows the practicality of the designed 

strategies in the real world by integrating all the proposed approaches into one 

system. An integration issue in implementation was presented. To explore a 

possible solution, a connection node of a location-aware k selection scheme was 

discussed in this work. By regulating the numbers of nearest neighbours based on 

the segmentation results, this method showed its ability to provide more accurate 

location predictions on any sub-regions. After applying kriging interpolation, 

weighted NBC and adaptive kNN, the system showed the great potential to 

contribute to the design of effortless, low-cost, high-performance, strong-

robustness IPS for large-scale and complex indoor environments. The results 

indicated that the proposed system achieved a comparable capacity in region 

segmentation, attained average location error below 2 meters in most cases and 

led to an improvement in position estimation in both reliability and accuracy.  

8.3 DISCUSSION AND OPPORTUNITIES FOR FUTURE WORK   

Although this thesis work advances the understanding of what is possible to 

achieve in EMF based IPS by sensing with mobile devices. It is still important to 

be mindful of limitations related to these findings.  
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The work presented in this thesis has an emphasis on experimentation throughout, 

with various of preliminary experimental studies, proposed systems architecture 

design and implementation but comes with certain limitations. The maintenance 

of the fingerprinting database is a major issue with this approach. Unlike Wi-Fi-

based IPS, the EMF-based system does not require the external infrastructure, 

hence there is no need to consider the the maintenance of the external devices 

(movement or changes of APs). However, since the method is modelled by the 

strength of EMF signal received at certain locations, the only factor that could 

significant influence the EMF database is the environment. Theoretically, once the 

fingerprinting map has been built, any changes in the environment including the 

human activity can cause the database inaccurate and has to be updated or even 

re-modelled. Given to tackle such problems in the future study, an interesting 

topic of crowdsourcing could be considered. As identified above, the 

fingerprinting technique involves a laborious training phase resulting in increased 

costs and poor efficiency. One solution to this issue is data interpolation which 

was included in this thesis. An additional possibility is Crowdsourcing. Instead of 

building the databased by a single trained surveyor, this method gains information 

from a group of people. By constantly received data from different people on the 

server, crowdsourcing refers to the ability of a huge amount of required data 

without laborious works [113]. 

Another potential bias in this thesis work is accuracy of the Ground-truth 

definition. This is a common problem which has been reflected in most of mobile 

device-based IPS. Since the indoor positioning ground truth reference point is an 

important basis for evaluating the positioning accuracy of smartphone based 

indoor positioning technologies. A high-precision measurement of ground–truth 

could only be obtained by specific instrument. In this works, the ground-truth are 

derived by overlaying known floor plan with marked sample locations onto the 

Google Earth. Ideally, there should be an automated process to collect these 
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ground truth information, potential options for the future study could be to 

deploy visual infrastructure to collect ground truth information by using 

Simultaneous Localization and Mapping. Beside the ground truth location, SLAM 

could also be used to scale the test environment without explicit indoor 

fingerprinting. Large amounts of experimental data can be easily collected to build 

maps when there’s no or little pre-existing knowledge of a place. 

Apart from above mentioned the potential researches, there are many research 

directions that call for attention to further enhance the performance of indoor 

location service. Some of the possible recommendations are summarised as follow: 

Mobile heading:  Mobile heading is a central problem for most of the sensor-

based IPS. Two significant issues challenged in the mobile heading are converting 

the device coordinate system and disturbing by indoor magnetic perturbation. 

Future work could explore the possibility of using principal component analysis-

based approach together with an accelerometer to extract the walking direction. 

Filter-based algorithm makes another possibility to this issue which is also worth 

to investigate [114]. 

Floor detection: Previous indoor positioning interests were more focusing on the 

plane locations but without providing any floor information. To detect the floor 

level, the barometer embedded in the pervasive mobile phone could help to solve 

this problem. Such barometer-based floor localisation systems stand on the basis 

of a barometric formula which could be used to covert the altitude to a height of 

the floors inside a building. However, these methods require prior knowledge of 

the floor lever which is not very practical. Future research could focus on fusing 

the barometric pressure with multiple sensors which can provide location-aware 

information. 
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