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Abstract

The primary task for any system that aims to automatically generate human-readable output
is choice: the input to the system is usually well-specified, but there can be a wide range of
options for creating a presentation based on that input. When designing such a system, an
important decision is to select which aspects of the output are hard-wired and which allow
for dynamic variation. Supporting dynamic choice requires additional representation and
processing effort in the system, so it is important to ensure that incorporating variation has a

positive effect on the generated output.

In this thesis, we concentrate on two types of output generated by a multimodal dialogue
system: linguistic descriptions of objects drawn from a database, and conversational facial
displays of an embodied talking head. In a series of experiments, we add different types of
variation to one of these types of output. The impact of each implementation is then assessed
through a user evaluation in which human judges compare outputs generated by the basic
version of the system to those generated by the modified version; in some cases, we also use

automated metrics to compare the versions of the generated output.

This series of implementations and evaluations allows us to address three related issues. First,
we explore the circumstances under which users perceive and appreciate variation in gener-
ated output. Second, we compare two methods of including variation into the output of a
corpus-based generation system. Third, we compare human judgements of output quality to

the predictions of a range of automated metrics.

The results of the thesis are as follows. The judges generally preferred output that incorpo-
rated variation, except for a small number of cases where other aspects of the output obscured
it or the variation was not marked. In general, the output of systems that chose the major-
ity option was judged worse than that of systems that chose from a wider range of outputs.
However, the results for non-verbal displays were mixed: users mildly preferred agent outputs
where the facial displays were generated using stochastic techniques to those where a simple
rule was used, but the stochastic facial displays decreased users’ ability to identify contextual
tailoring in speech while the rule-based displays did not. Finally, automated metrics based on
simple corpus similarity favour generation strategies that do not diverge far from the average
corpus examples, which are exactly the strategies that human judges tend to dislike. Auto-
mated metrics that measure other properties of the generated output correspond more closely

to users’ preferences.
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It doesn’t matter how beautiful your theory is, it doesn’t
matter how smart you are. If it doesn’t agree with
experiment, it’s wrong.

Richard P Feynman



Chapter 1

Introduction

Everything starts somewhere, though many
physicists disagree.

Terry Pratchett, Hogfather

GENERATION SYSTEM is a computer system that transforms its inputs into an output pre-
A sentation that includes linguistic content. The core task in this area is natural language
generation: using techniques from artificial intelligence and linguistics to automatically create
text in a human language based on some non-text specification. A growing class of multimodal
generation systems employ the same basic techniques to automatically generate presentations
combining information on several output channels. A related set of applications use similar
output-producing components, but apply them to textual input: this set includes machine

translation, summarisation, and paraphrasing systems.

The primary task for any such generation system is choice: the input tends to be unambigu-
ous, well-specified, and well-formed, but there is often a range of options for creating output
based on that input. This contrasts with tasks such as natural-language understanding, where
the main consideration is determining the most probable interpretation of input that is often
ambiguous, under-specified, and ill-formed. When automatically generating output, choices
must be made at all levels, from the initial, high-level selection of the content to be included
to the low-level selection of the words, facial expressions, or graphical techniques to use. In
many cases, the correct action can be selected by a default rule; that is, successful output (for
a particular definition of success) can be produced when the system makes the same choice
under all circumstances. However, there are also situations in which making context-sensitive
choices—or even randomly varying the output—can produce output that increases user satis-

faction, task performance, or some other measure of quality.
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In the design of any generation system, there is a trade-off between these two implementation
techniques. Making default choices is generally a strategy that is easier to implement and
requires less processing at run-time; in contrast, supporting variation requires both that the
extra contextual information be represented and that additional rules be created to make use
of the context. Choosing which parts of the output are to be hard-wired and which allow
for dynamic variation is therefore a vital aspect of the design of any generation system. It is
important to ensure that any dynamic choice actually has an impact on the generated out-
put. This can only be assessed by comparing the quality of presentations generated with and

without the additional variation.

In this thesis, we explore the nature of this trade-off between representation and processing
effort on one hand, and the quality of the resulting output on the other hand. We concentrate
on the generation of content in two of the output modalities of an embodied spoken-language
dialogue system: the linguistic content of object descriptions, and the conversational facial
displays of the animated talking head. We implement a number of techniques for adding
variation to both of these output channels. For each implementation, we ask human judges
to compare the output generated by the enhanced system to that created by a baseline (no-
variation) version of the same system. In several cases, we also evaluate the output using

automated metrics and compare the results with those of the human evaluation.

This series of implementations and evaluations allows us to address three related questions
about the impact of different types of variation on both human and automated evaluations of
generated output; Section 1.1 summarises these questions and discusses how the thesis deals
with each. The remainder of this chapter then introduces the tools that we use to address
these questions. In Section 1.2, we give an overview of the COMIC multimodal dialogue sys-
tem, which is the context for all of the implementations and experiments in the thesis. We then
present the techniques that we use for the two main tasks of this thesis: incorporating varia-
tion into a generation system (Section 1.3) and evaluating the resulting output (Section 1.4).

Finally, in Section 1.5, we give an overview of the remaining chapters of the thesis.

Research questions

As described above, the overall goal of this thesis is to explore the trade-off between the addi-
tional representation and processing effort involved in making dynamic choices in a generation
system on the one hand, and the quality of the resulting output on the other hand. Concretely,
this goal can be broken down into three related research questions: whether users can detect
generated output that has been tailored to the current discourse context, and whether they

prefer such output; whether users prefer output generated by making a rule-based choice or a
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weighted random choice; and whether the results of automated metrics agree with the prefer-
ences of human judges when evaluating generated output including variation. The remainder

of this section discusses each of these questions in detail.

Evaluating the impact of variation

It is often claimed (e.g., Reiter, 1995) that one of the advantages of generating output dynam-
ically is that a system is able to produce more natural and varied output; however, few studies
have directly measured the impact of such variability on the perceived quality of the output,
or even whether users notice the tailoring at all. All of the human evaluations in this thesis ad-
dress this question in some way. In each study, we introduce a particular type of variation into
an output-generation system, and then test the impact of the implementation via a compara-
tive user evaluation. The experiments fall into two high-level categories. In some cases, we
measure whether users are able to determine the intended tailoring based on the generated
output; in the others, we ask users to select their preferred version among minimal pairs of
output generated with and without the modification. We investigate this question using two
presentation modalities: natural-language descriptions of objects and non-verbal behaviour of

an embodied agent.

Comparing implementation strategies

At a high level, there are two methods that can be used to make choices when automatically
generating output. On the one hand, the system can make use of rules; these rules may be
written by hand, or may be derived from a corpus of target outputs. On the other hand—
particularly if such a corpus of target outputs is available—the system may instead make a
random choice, possibly weighted by the frequency of different options in the corpus. Sec-
tion 1.3 discusses both of these techniques in more detail. Each of these techniques has been
widely used, both in text generation and—in particular—for choosing behaviour for embodied
agents. In this thesis, we explore both implementation techniques, both for generating text
and—more extensively—for selecting the behaviour of an embodied agent; in each case, we

gather human judges’ opinions of the generated output.

Comparing evaluation techniques

Recent proposals for shared tasks and common evaluation metrics for generation have made
the issue of evaluation a topic of lively debate in the generation community. A range of au-

tomated metrics have been used to evaluate generation systems, some of which have been
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Figure 1.1: COMIC tile-design description

“Here is another design. There are geometric shapes on the decorative tiles, but the tiles are from the
Armonie series. Once again the tiles are by Steuler, but here it is in the classic style.”

shown to correlate with human judgements on particular aspects of the output; however, it
is still not known to what extent automated measures can be used to supplement or replace
human judgements of output quality. The experiments in this thesis provide us with directly
comparable results from human-based evaluations and a range of automated metrics on sev-
eral types of output. Comparing these results gives an indication of the circumstances under
which different types of automated evaluation metrics do and do not agree with human judge-

ments of output quality.

The COMIC multimodal dialogue system

The implementations in this thesis all consist of modifications to the output-generation compo-
nents of the COMIC multimodal dialogue system. This system adds a multimodal talking-head
interface to an existing CAD-style application used in bathroom sales situations to help clients
redesign their rooms. The output combines synthesised speech, non-verbal behaviour of an
animated talking head, deictic gestures using an on-screen pointer, and direct control of the
underlying application. Section 3.1 gives an overview of the components and architecture of
the full COMIC system.

We concentrate on those output turns in which the embodied agent describes and compares
tile-design options to the user, as those are the turns in which the output-planning process
is the most dynamic and the most open to adding variation; Figure 1.1 shows a sample de-
scription of this type. At a high level, the output planner uses the classic generation “pipeline”

architecture described in Section 2.1.2 to translate tile-design facts stored in a database into
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the textual and multimodal content of turns like that shown in Figure 1.1. The facial displays
of the embodied agent are used to reinforce the messages communicated in the speech, for
example by nodding on emphasised words. Section 3.2 gives a detailed description of the

process of creating output of this type.

The style of output generated by COMIC is similar to that of many previous and current
systems that dynamically generate descriptions and comparisons of objects drawn from a
database; in fact, this style of generation goes back to the pioneering TEXT system (McKe-
own, 1985). Similar recent systems include M-PIRO (Androtsopoulous et al., 2007), which
generates textual descriptions of museum objects, and FLIGHTS (Moore et al., 2004), which
creates user-tailored descriptions of airline flights. In Section 2.3, we discuss a number of

systems of this type in more detail.

Using the non-verbal behaviour of an embodied agent to enhance human-computer interaction
is also a technique that is used in a number of systems. The non-verbal channel can be used
both to convey information and to help regulate the flow of a conversation by providing social
signals, and has been used in systems including REA (Cassell et al., 2001a), Greta (de Carolis
et al., 2002), and the virtual snowboarding instructor implemented by Stone et al. (2004);

Section 2.4.2 summarises research in this area.

COMIC is based on a well-known architecture, uses standard components, and produces out-
put that is similar to that produced by many other systems both in its linguistic content and
in its use of the embodied agent. This means that, while the results of the experiments in this
thesis are based on modifications to the COMIC output-generation process, they also apply to
a wide range of other systems. The issue of generalisability is discussed in Section 3.3 and

again in Chapter 10.

Adding variation to automatically generated output

In this thesis, we use the COMIC output-generation system as the basis for implementing and
testing a range of methods for adding variation to generated output. In its basic form, the
COMIC generator implements a one-to-one mapping between its inputs and its outputs. This
is illustrated in Figure 1.2: given a specific input, a basic generation system will always select
the same presentation content. In this section, we present the two basic implementation tech-
niques that we used to add variation to this basic generation process: rule-based variation and
stochastic variation. A range of variation types and implementation techniques are discussed

in more detail in Section 2.5.

A basic generation system, as illustrated in Figure 1.2, takes into account only the high-level

communicative goal (e.g., describe design #15) when choosing how to create its output, and
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Figure 1.2: The basic generation process

Generation
system

Presentation

Figure 1.3: Rule-based variation

Generation
system

Generation

Presentation
system 1

always chooses the same presentation for any given goal. When rule-based variation is in-
troduced, the system also considers the circumstances under which that information is to be
presented, as is illustrated in Figure 1.3. The context may include the history of the discourse,
a model of the user’s preferences or capabilities, or rhetorical, interpersonal, or stylistic goals
of the system. Choosing to make use of the additional contextual information is a decision with
impact on the overall design of the system: the contextual information must be represented

and updated, and extra rules are required to integrate it into the generation process.

In COMIC, two main sources of contextual information are used: the history of the dialogue
and a model of the user’s likes and dislikes. Rule-based variation is implemented within

COMIC and evaluated in the experiments described in Chapters 4, 7,8, and 9.

With rule-based variation, the notion of system input is generalised to include the context in
which it is to be presented. If a system is implemented using only rule-based variation, it
is still possible to predict the exact output it will give in any given situation, as long as the
full context is known. In contrast, stochastic variation adds an element of nondeterminism to
the generation process: as illustrated in Figure 1.4,' when this technique is used, the system
makes a stochastic choice among a range of possibilities in a given situation. Section 2.5.4

describes several systems that have used this implementation technique.

n the figure, p;, py, p3 represent the probabilities of choosing each option.
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Figure 1.4: Stochastic variation

Generation
system

In this thesis, stochastic variation is used when we have a corpus describing a wide range of
possible alternatives. Writing deterministic rules to cover these cases would either discard a
large percentage of the options from the corpus, or else require a prohibitively large number
of rules, so stochastic variation is useful. Two implementations make use of this technique:
in Chapter 5, we choose randomly from among the top n paraphrases in order to introduce
variation into a sequence of textual descriptions; in Chapters 8 and 9, we use this technique

to select the set of facial displays to use in a range of user-model and syntactic contexts.

Stochastic variation is generally used in conjunction with rule-based variation. In the experi-
ment described in Chapter 5, for example, the dialogue history is used both to constrain the
syntactic structures that are available and to modify the probabilities of those that remain, and
the system then selects from among that revised set. Various aspects of the context are used

in a similar way for the weighted face-display selection evaluations in Chapters 8 and 9.

Evaluating generated output

When experimenting with generation techniques, it is vital to determine whether any imple-
mented modifications make a difference to the generated output. Section 2.6 surveys the
techniques that have been used to evaluate the output of a range of generation systems and
summarises the current debate regarding the role of shared-task evaluations. In this section,

we discuss the specific evaluation methods employed in this thesis.

Two main techniques have been used to evaluate the output of generation systems: auto-
mated metrics based on a corpus of target outputs, and techniques involving human judges.
If a corpus is available, automated evaluations are simpler to carry out than human evalua-
tions, and do not involve the overhead of recruiting participants and analysing the resulting
data. Section 2.6.2 describes a number of generation systems that have been evaluated using

automated techniques.

However, as generation is an open-ended task, often alternatives other than those that actually
occur in the corpus can also be equally valid options but will tend to be scored lower by

automated metrics that assess corpus similarity. In particular, when the system being evaluated
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is one that aims to produce variation, automated metrics based on corpus similarity will tend
to score its outputs lower than one that uses no variation, while several recent studies of text-
generation systems (e.g., Stent et al., 2005; Belz and Reiter, 2006) have found that human
participants actually prefer outputs that diverge from the “average” corpus outputs. Other
metrics can also be computed automatically—for example, Mellish et al. (1998) compared the
number of facts conveyed in the output of different text-structuring strategies—but again it
is not clear how such automated metrics relate to user preferences in a given context. For
this reason, although we perform several automated evaluations in this thesis, they are always

accompanied by a human evaluation.

Most generation systems are designed to achieve particular communicative or task-based goals
or are embedded in larger systems that have such goals. The most complete demonstration
of the success of a generation technique is a task-based, comparative evaluation: showing
that the system achieves its goals significantly better with the technique enabled than it does
with it disabled. Previous task-based evaluations of generation systems include Cox et al.
(1999), Carenini and Moore (2006), Karasimos and Isard (2004), Elhadad et al. (2005), and
Di Eugenio et al. (2005); the details are given in Section 2.6.1.

However, running this sort of task-based evaluation presents a number of practical problems
when evaluating the output components of a multimodal dialogue system such as COMIC.
First, to run the full COMIC dialogue system requires a number of computers working together,
some with very specific hardware or software. Also, even with state-of-the-art components,
the input-processing subsystem of an end-to-end dialogue system—especially when speech
recognition is included—can introduce many errors and misunderstandings. If the goal is to
study specific adaptations to the system output, there is a danger that the modifications of
interest can often be missed in the larger process of attempting to interact with the system;
this was largely the case in the one full task-based evaluation of COMIC that was undertaken
(White et al., 2005), for example. Finally, for a true task-based evaluation, it is necessary
to find participants who can realistically be expected to perform the task at hand; for COMIC
specifically, recruiting large numbers of participants who have direct experience with designing

and buying bathrooms is non-trivial.

In this thesis, we examine the individual impact of a number of sometimes subtle modifications
to a multimodal output-generation process. For the reasons outlined above, we chose not to do
task-based evaluations, but instead to ask our participants for direct judgements of the output
quality. The judgements include selecting the version of the output that is most appropriate to
a given conversational situation, determining the affective content of an utterance, or simply
choosing which version they like better. The materials for all of the studies were generated
in advance by the full COMIC output system and were then played back or presented as text

to the participants, which allowed studies to be run both over the world-wide web and using
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an output-only version of the COMIC system. This sort of direct-evaluation paradigm has
been successfully used in previous studies including Hartley et al. (2000) Walker et al. (2002),
Walker et al. (2004), and Belz and Reiter (2006); again, see Section 2.6.1 for the details.

Overview of the thesis

The body of this thesis is divided into three parts. First, Chapters 2 and 3 together describe
the context of this research. Chapters 4-9 then describe a series of implementations and eval-
uations designed to address the research questions outlined in Section 1.1. Finally, Chapter 10
combines the findings from all of the experimental studies to propose answers to the research
questions, and also describes possible extensions to the work described here. The rest of this

section gives a more detailed summary of the content of each individual chapter.

Chapter 2 surveys past and current work in a range of relevant fields: the high-level process
of generating output, the roles of corpora in generation, the automated generation of de-
scriptions of database objects, the features of embodied language, several methods of adding
variation to the generation process, and the main techniques for evaluating the output of gen-
eration systems. At the end of this chapter, we describe how the research of this thesis fits in

with and contributes to each of these fields.

Chapter 3 then describes in detail the COMIC multimodal dialogue system introduced in Sec-
tion 1.2, first giving an overview of the architecture and components of the entire system and
then concentrating specifically on how dynamic multimodal object descriptions are specified

and generated.

The generation subsystem of COMIC is then used as the experimental platform for the main
body of the thesis in Chapters 4-9. These chapters describe a series of enhancements to
the basic multimodal output-production process outlined in the second half of Chapter 3,
each designed to introduce a different type of variation to the generated output. For each
implementation, we describe the results of an evaluation in which human judges were asked
to compare output generated with and without the implemented variation; in some cases, we
also present the findings of an automated evaluation and compare them with the results of
the human studies. The first two studies concentrate on the linguistic content of the object

descriptions, while the rest focus on the non-verbal behaviour of the embodied agent.

In Chapter 4, we describe how the COMIC text-generation process was extended to use infor-
mation from two different sources: the history of the dialogue and a model of the user’s likes
and dislikes. We then present two “overhearer”-style evaluations in which participants were
asked to select the system output that was more appropriate for a hypothetical user and con-

versational situation: one study concentrated on the dialogue-history modifications, while the
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other dealt with the user-preference adaptation. Participants in both studies generally found
the versions that were generated with contextual tailoring to be more appropriate for the hy-
pothetical user. However, they sometimes missed adaptations presented in speech that they
perceived in the written text, and were not able to distinguish between descriptions intended

to be neutral and those intended to be positive.

Next, in Chapter 5, we explore the impact of two different techniques of avoiding syntactic
repetition in generated text by selecting different paraphrases in the surface realiser: choosing
options with n-gram scores below the top option, and penalising words from the immediately
preceding discourse. We performed evaluated these techniques in two ways. First, we carried
out a forced-choice evaluation comparing texts generated with and without these techniques.
The results of this study indicate that participants found descriptions generated using these
techniques better written and less repetitive than those generated without them, and did not
report any difference in understandability. Second, we used automated metrics to assess the
impact of both of these techniques on several features of the generated text. These metrics
show that both techniques tended to increase variability of the texts as measured by edit dis-
tance and to decrease the corpus-based n-gram scores, and that increasing the threshold score

below which options could be selected also tended to introduce more dispreferred substrings.

In Chapters 6-9, we turn our attention to the other major modality of the output generated by
COMIC: the conversational facial displays of the animated talking head. Chapter 6 describes
the process of collecting and annotating a corpus of facial displays based on the non-verbal
behaviours of a single speaker reading a range of sentences in the COMIC domain. At the
end of the chapter, we analyse the influence of a number of contextual factors on the facial

displays used by the speaker.

The single factor with the most influence on the recorded speaker’s facial displays was the
user-preference evaluation, which affected the distribution of all of the facial displays. In
Chapter 7, we describe a simple rule-based method of selecting facial displays based on the
user-model evaluation. We then describe two studies designed to gathered user responses to
videos generated using this rule: the first assessed the recognisability of the displays, while the
second measured whether consistency between the verbal message and the facial displays was
preferred. The participants in the first experiment were generally able to identify the intended
user-model polarity of a sentence based on the accompanying displays, although again—as
in Chapter 4—they tended to confuse outputs intended to be neutral with those intended to
be positive. In the second experiment, the participants generally preferred outputs with facial

displays consistent with the linguistic message over those with inconsistent displays.

The generation system described in Chapter 7 used a simple corpus-derived rule to select the

facial displays to accompany speech. In Chapter 8, we present two implementation techniques
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that make direct use of the corpus data to choose the facial displays depending on the context:
always choosing the majority corpus option, or making a weighted choice among all of the
possibilities. The facial-display schedules generated by these two strategies were compared to
each other and to those generated by the rule-based strategy from Chapter 7 using a range
of automated metrics and through human evaluation. The results of the automated measures
vary. On metrics based on corpus similarity, the majority-choice strategy scored the highest
and the rule-based strategy the lowest. On the other hand, on metrics that count the number
and range of facial displays generated, the output of the weighted-choice strategy was most
similar to the corpus, while the rule-based strategy was the least similar. Finally, when the
distribution of facial displays was measured via standard deviation, the output of the majority-
choice strategy was most different from the corpus. In a human evaluation, the judges strongly
preferred the output of the weighted-choice strategy to that of the majority-choice strategy,
while the judges in a second study showed no significant preference between the weighted-
choice and rule-based strategies; on both studies, there was a weakly significant preference

for resynthesised versions of the original corpus displays over any of the generated versions.

The final experimental study in Chapter 9 brings together materials and techniques from sev-
eral of the previous chapters. In this study, we reused the materials from the evaluation of
the user-preference-based textual tailoring from Chapter 4, but added the animated talking
head to the presentation. Just as in Chapter 4, judges were asked to identify output that was
correctly tailored to the preferences of a hypothetical user. We compared the influence on this
task of face-display schedules generated by both the rule-based and the weighted-choice strate-
gies. The results demonstrate that participants who used the rule-based schedules performed
as well on this task as those from Chapter 4 who used the speech-only presentation, while the

performance of participants who used the weighted-choice schedules was significantly worse.

In Chapter 10, we consider the results of all of the studies described in this thesis and draw
conclusions regarding the questions set out in Section 1.1. We also discuss the implications of
these results for other generation systems, and propose possible extensions to this research. In
brief, the responses to the research questions are as follows. (1) The human judges were able
to perceive contextual tailoring in generated output except in cases where other aspects of the
output obscured it or the variation was not marked, and also preferred output that exhibited
a wider range of output possibilities to output that was drawn from a narrower selection. (2)
For textual output, a system that selected options other than the top one from a corpus was
preferred over one that selected the top option. For embodied-agent output, the results were
mixed. As with text, users clearly disliked output generated by taking the highest-probability
option based on a corpus. When the choice was between simple corpus-derived rules and
corpus-based weighted choice, they had a mild subjective preference for the weighted out-

puts; however, the weighted outputs decreased their ability to identify contextual tailoring in



12 Chapter 1. Introduction

the speech, while the rule-driven displays did not. (3) Automated metrics based on simple
corpus similarity favour generation strategies that do not diverge far from the average corpus
examples, which are exactly the strategies that human judges tend to dislike. Automated met-
rics that measure other properties of the generated output correspond more closely to users’

preferences.



Chapter 2

Background

“But ye gotta know where ye're just gonna rush in.
Ye cannae just rush in anywhere. It looks bad,

9

havin’ to rush oout again straight awa’.

Terry Pratchett, The Wee Free Men

0 ADDRESS the research questions of this thesis, we modify the generation process of a mul-
T timodal dialogue system to incorporate variation into two of the output channels (textual
descriptions and embodied-agent behaviours), using a range of implementation strategies, and
measure the impact of each modification both by gathering the judgements of human users
and by computing automated evaluation metrics. This set of tasks draws from on results and
techniques from a number of relevant research areas; in this chapter, we discuss the existing

work and open issues in each of these areas.

We begin in Section 2.1 with an overview of the process of automatically generating dynamic
output: we describe the input resources that are normally used by such a system, present
common architectures that have been used, and end with a discussion of the issues specific
to the generation of coordinated content across multiple output channels. In Section 2.2, we
turn our attention to the increasingly important role of annotated corpora in generation. We
first describe the different ways that data from a corpus has been used to help make decisions
in generation systems, and then summarise the state of the art in the currently active field of

multimodal corpora.

In the next two sections, we concentrate specifically on the types of output that are produced
by the multimodal dialogue system that is the focus of the experiments in this thesis. In
Section 2.3, we survey the task of describing and comparing objects drawn from a database,

which is a style of generation that dates back to some of the earliest text-generation systems.

13
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In Section 2.4 we discuss the use of non-verbal behaviours in human-human communication

and describe how those behaviours have been reproduced in embodied artificial agents.

After that, we present the approaches that have been taken to the two primary tasks of this
thesis. In Section 2.5, we describe the main sources and techniques that have been used
to incorporate variation into the output of a generation system. Section 2.6 then surveys
current approaches to evaluating the output of generation systems, both human evaluations
and automated metrics, and summarises the current debate regarding the role of shared-task

evaluations.

At the end of this chapter, in Section 2.7, we summarise the research described in this section
and describe how the experiments in this thesis both fit in with and extend the existing work

in these areas.

The generation process

Recall that a generation system is a computer system that transforms its inputs into an output
presentation that includes linguistic content. Generation—particularly of text, but also of vari-
ous forms of multimodal output—is a field that has been well-studied for several decades, and
enough systems have been built to address this task that it can be discussed in fairly abstract
terms. In Section 2.1.1, we first describe the types of goals and knowledge resources that can
be used to specify the input to a generation system. We then discuss common architectures
for generation systems in Section 2.1.2. Finally, in Section 2.1.3, we give an overview of the

specific issues that arise when generating coordinated output across multiple output channels.

Input specification

In theory, generation is the inverse of understanding, and it is tempting to use the same rep-
resentations for the output of an understanding system and the input to a generation system.
However, in practice the needs of the two system types are very different: a comprehension
system often extracts less information from a presentation than a generation system would
require to create it. In a much-quoted analogy, Wilks (1990) compares comprehension to the
task of counting from zero to infinity, while generation is compared to counting from infinity

to zero.

The exact nature of the input to a generation system therefore tends to be tailored to the spe-
cific needs of this task, and is often application-specific. The following is one characterisation

of the distinct components of the input to a generation system (Reiter and Dale, 2000):
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Communicative goal The purpose of the output to be generated. Note that this is distinct
from—and more specific than—the overall purpose of the generation system; it de-

scribes the goal for a specific piece of output.

Knowledge source The information about the domain that is available to the system, typi-

cally encoded in one or more databases and knowledge bases.
User model A characterisation of the audience for whom the output is to be generated.
Discourse history A record of what has previously been communicated to the user.

The communicative goal is the primary input to the system, while the other information
sources provide information that can be used to help make choices while creating output
to satisfy the goal. Not every system makes use of all of these information types: for exam-
ple, not all systems incorporate a model of the user, and if a system is designed to generate

stand-alone outputs it has no need to keep track of the discourse history.

As Dale (1993) points out, there is an additional factor that has a significant influence on the
output produced by a generation system: the implicit assumptions hard-wired into the system’s
processing. It is these assumptions that determine what levels of variation are possible in a
particular system. For example, if a text-generation system never considers any tense other
than the present, or an information-graphics system always produces bar charts, then there is
a priori no opportunity for any dynamic choice on those dimensions. The process of designing
a generation system is largely one of choosing which of the decisions are hard-coded and

which allow for dynamic choice, and how.

Generation architectures

In their survey of natural language generation (NLG), Reiter and Dale (2000) outlined a high-
level “pipeline” architecture that is common to many systems that generate natural-language
texts. As shown in Figure 2.1, the pipeline architecture casts a generation system as a trans-
ducer that converts machine-readable information into human-readable presentations through
a series of three steps, where the output of each step is the input to the next. The steps are as

follows:

Content planning Selecting the domain-specific information to be presented and giving it a

high-level rhetorical structure.
Microplanning Mapping the content plan into specifications for the output components.

Surface realisation Making specific decisions in each output component and producing the

actual output.
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Figure 2.1: The generation pipeline (Reiter and Dale, 2000)
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As a concrete example of these steps, consider a system designed to generate textual sum-
maries of time-series data. The input to the system would be the numerical data, and possibly
a particular communicative goal such as describe the recent trend; the content-planning com-
ponent would analyse the data and choose the relevant features to include; the microplanning
component would structure the selected content into sentences and select the lexical items to
be used; while the surface-realisation component would create grammatical sentences with

fully-inflected words