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Summary

In this thesis we test two, retrieval/analysis schemes for inferring
stratospheric temperature from satellite observations . of radiance. The first
scheme is similar to that used by the UK Meteorological Office. The retrievals
are made by using a multiple linear regression model which regresses
radiances against Planck function, whilst the analyses are made using a linear
time/space interpolation method. The retrievat. part of the second
retrieval/analysis scheme is the same as above, but the analysis part
sequentially estimates Fourier coefficients at fixed latitudes using a version of

the Kalman Filter. Analyses made using both methods are compared.
A

Because of the lack of ‘ground truth’ observations in the stratosphere, the
schemes are tested in simulation experiments. Preliminary tests of the
time/space interpolation and sequential estirﬁation analysis schemes are made
using idealised radiance fields which resemble observations made by a satellite
radiometer in the northern hemisphere winter stratosphere. The regression
retrieval scheme and the two analysis schemes are also tested in a more
sophisticated experiment in vs;rhich the ‘true’ atmosphere is represented by an
atmosphere simulated by a numerical model. Simulated observations are
caiculated by computing the radiance that would be observed from the ‘true’
atmosphere by a satellite instrument. The radiances are then retrieved and
analysed and the resultant analyses compared with the corresponding 'true’
fields. Tests are made using output from a day when a sudden warming was

present.

The retrieval scheme is seen to perform less well within the area of the
sudden warming than outside it. However, this may be expected as the vertical

structure within the sudden warming is generally t0o small to be resolved by a



'satei!ite instrument. The analysis scheme analyses the stratospheric field well,
eﬁen in the area of a sudden warming. These results, and results from
preliminary tests made using idealised radiance fields, suggest that the analysis
is generally of better quality when the distance radius used to select
observations for‘the scheme is small. Results of tests of the sequential
estimation scheme reveal that this method also produces satisfactory analyses
of idealised radiance and model fields. Constraints of time prevented more

rigorous testing of the scheme, but suggestions for further research are given.
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CHAPTER 1

INTROOUCTION

 Electromagnetic radiation leaving the top of the atmosphere carries
information about the distribution of temperature and of the emitting gases. |f
measurements are made at wavelengths at which the emission is by a gas of
known mixing ratio such as carbon dioxide, then some details of the
temperature distribution may be deduced (Kaplan, 1959); this principle is
exploited in several remote sensing satellites. Until remotely sounded
measurements of the stratosphere and mesosphere became available in the late
1960s the only routine measurements of the region we;'e made by radiosondes-
(in the lower stratosphere) and by rocketsondes {in both the stratosphere and
mesosphere). Badiosonde observations are made chiefly over continents, whilst
rocketsonde ascents are ﬁade infrequently from only é small number of
stations. Accordingly, it is difficult to form a complete picture of middle
atmosphere structure and dynamics from sonde measurements alone. On the
other hand, observations from a polar orbiting satellite make it bossible to map
the temperature structu.re in three dimensions, and to follow its changes day by
day. Consequently, numerous studies of the structure and dynamics of the
middie atmosphere have been made using satellite data. Ex'amples include: the
construction of a new draft reference middle atmosphere (eg Barnett and
Corney, 1985); comparisons between the middle atmosphere dynamics of the
southern and northern hemispheres (eg Andrews, 1989); the study of
stratospheric sudden warmings using daily maps of isentropic potential vorticity
(eg Fairlie and O'Neill, 1988; Clough et al, 198%); tr;e identification of
extratro'pical transient waves {eg Rodgers, 1976a; Hirota an.d Hirooka, 1984,
Hirooka and Hirota, 1985) and of equatorial waves (eg Hirota, 1979; Salby et al
1984); the stu.dv of séasonal, inter-seasonal and inter-annuail variability in the

middle atmosphere (e.g Mechoso et al, 1985 Hirota, 1978; Hirota, 1980}. Since



satellite data are widely used in stratospheric studies, it is important to realise
that the process of deducing the temperature structure from measurements is
not necessarily straightforward. Usually there are two aspects to the problem,
although it is possible to devise procedures in which they are combined. The
two aspects are: 'retrieval’, in which a single temperature pfofile is deduced
from a more-or—iess instantaneous set of measurements; and ‘analysis’ in
which the state of the atmosphere at a given instant is deduced on a regularly
spaced grid of points from the retrieved profiles which a.r.e asynoptic and
distributed acco;ding to the shifting satellite orbit. Without further information
the retrieval prohlem is under-constrained because in general an infinite
number of atmospheric profiles can yield the same finite set of measurements.
Moreover, the analysis problem can suffer from aliasing difficulties. Aliasing
occurs |n all Fouriei;, Enalyses of‘discr‘ete data; ,the'time period of the data
imposes a limit on the highest resolvable frequencv, and hence any hfgher
fre'que-ncv present will be analysed falsely within the range of the lower,

resolvable, frequencies.

The widespread use of satellite observations in stratospheric studies means
it is important to estimate how well we can infer stratospheric temperature
structure from such observations. Thus the aim of ihis thesis is to evaluate'the
performance of retrieval/analysis schemes for obtaining stratospheric
.temperatures from the TIROS Operattonal Vertical Sounder (TOVS) instrument
(Schwalb, 1978 ; Smith et al, 1979) on the TIRQOS-N series of polar- orbiting

satellites.

The retrieval scheme tested here is based on a regression model simiiar to
that used by the UK Meteorologlcal Office (Pick and Brownscombe 1981), the
main dafference belng that thelr scheme uses the measured radiances to give

thicknesses of fairly thick layers Of atmosphere, whereas the present scheme



gives the temperature profile at 31 pressure levels from 0.2 to 570 mb. Many
previous tests of retrievai rschemes have compared retrievals with coincident
rocketsonde measurements. Nash and Brownscombe (1983) and Pick “and
Brownscombe (1981) tested the Stratospheric Sounding Unit (SSU) on TOVS;
Barnett et al (1975) tested the Selective Chdpper Radiometer {SCR) on the
Nimbus 5 satellite. Whilst the chief purpose of those tests was to assess the
performance of the satellite instrument, our tests are different in that we pay
particular attention to the regression/retrieval scheme itself. We examine the
representativeness of the datasets used to calculate the regression coefficients,

and test the ability to retrieve temperature in various atmospheric conditions.

Two analysis schemes are tested: 1) ‘time/space interpolation’; 2) 'sequential
estimation’. The time/space interpolation method is that used operationally by
the UK Meteorological Office (Pick and Brownscombe, 1979, 1981), so this thesis
will help users of such analyses to evaluate the confidence which can be
placed in them. The scheme gives each observation a time and distance weight
which decreases the further the observation is from the gridpoint or analysis
time. Only observations lying within a specified time and distance (called
'search radii’) of the gridpoint and analysis time are used in the scheme. Tests
of the scheme are initially made using idealised fields, and then on a field
simulated by a numerical model. We concentrate chiefly on the way the quality
of the analysis changes _wheh the searc.‘h radii are changed. The other analysis
scheme sequentially estimates Fourier field components at fixed latitudes using
a version ‘of the Kalman Filter (Kalman, 1960; Kalman and Bucy, 1961). The
Kalman Filter is a set of equations which provide an optimal estimate that is
changed and updated as fresh observations arrive. This scheme is tested using
idealised aﬁd model fields similar to those used to test the time/space
interpolation method, and thus the two analysis methods can be campared. The

" sequential estimation technique has previously only heen used to analyse



measurements from limb sounding satellites (eg the Limb Infrared Monitor of
the Stratosphere (LIMS)), and sequentially estimated analyses of LIMS
measuremehts have been compared with time/space interpolated analyses of
TOVS measurements (eg Grose and O'Neill, 1989). However, since these
analyses are made using observations from different satellite instrumenté,
differences between them are due both to differences .in the methods of
observation, and to differences in the analysis methods. Here, since both
analysis techniques are tested using the same set o-f observations, comparisons

highlight only differences in the analysis methods.

A difficulty in testing any retrieval/analysis scheme using real observations
is the absence of adequate 'ground-truth’ observations. Rocketsondes observe
temperature in the upper stratosphere but rocket flights are infrequent and
badly spaced. Radiosondes observe in the lower stratosphere and give better
global coverage, but even so there are few observations made over the oceans
or in the southern hemisphere. Moreover, there are a multiplicity of sonde
types, leading to calibration problems. Most tests which have been done‘ with
_ real data compare retrieved profiles with- coincident rocketsonde measurements
{eg Nash and Brownscombe, 1983; Pick and Brownscombe, 1981; Barnett et al,
1975). Furthermore it is generally even more difficuit to _make comparisons
with ground truth for fie/ds analysed from satellite measurements than it is for
retrieved profiles. Possible dif.fic-ultié.s with analyses '.have béen- 'reported by
Al-Ajmi et al (1985) and by Clough et al {1985). The former paper gives
evidence that there may be temporal variations too rapid for proper resolution,
and the latter provides evidence that the vertical temperature structure is not
always adequately resolved. Accordingly we have chosen to test the schemes
in simulation - experiments. Preliminary tests of the time/space interpolation
scheme are made using idealised radiance fields which resemble the

stratosphere during a northern hemisphere winter. A model of a TIROS-N series



satellite orbit is used to compute therradiance that would be observed from
these idealised fields by a satellite radiometer. These radiances are then
analysed and the resultant analyses compared with the corresponding idealised
fields. The sequential estimation method is similarly tested, and results from
both methods are compared. More sophisticated tests of the retrieval and
analysis schemes are made using an atmosphere calculated in a numerical
model. Simulated observations are calculated by computing the radiances which
would be observed from this model atmosphere by a TOVS-like instrument,
including the effects of instrumental noise, and temperatures are retrieved from
these observations using the regression retrieval scheme. Then the retrieved
temperatures are analysed using both the time/space interpolation and
sequential estimation techniques,'and these analyses are compared with each

other and with the corresponding model fields.

The layout of the thesis is as follows. Chépter 2 describas the climatology
and time/space variability of the stratosphere, and the abilitv of satellite
observations to detect such variations. Chapter 3 describes the“thécl)'fv-of.
remote temperature sounding, and gives details of the TOVS instruments. A
review of methods to retrieve and analyse satellite observatic;ns also appears in
this chapter, and includes descriptions of the methods to be tested in
subsequent chapters. Details of the idealised radiance fieldsAused in tests of
the time/space .interpolafcion and éequential estimation methods appear in
Chapter 4, fogether with results of preliminary tests of the time/space
interpolation scheme. Chapter 5 contains details of the Met. Office model field
used.in tests of the regression retrieval scheme and the two analysis schemaes,
together with the.method used to simulate observations from this field. Chapter
6 describes the retrieval scheme and the method of obtaining the regression
coefficients, together with resuits of tests of the retrieval scheme, whilst results

of tests of the time/space analysis scheme appear in Chapter 7. Chapter 8



contains results of tests of the sequential estimation analysis scheme, and

conclusions appear in Chapter 9.



CHAPTER 2

CLIMATOLOGY OF THE STRATOSPHERE

The aim of this thesis is to test methods of retrieving and analysing :
stratospheric temperature from satellite measurements. it is therefore important
to ade_quateiy describe the stratospheric climatology, and in particular to relate
;che tempo‘rai and'spatiat,variab'ility of stratospheric dynamical processes to the
ability to retrieve and analyse them from satellite data. Hence, in Section 2.1
the observed zonal mean temperature structure is described‘. However, there
can be large day-to-day departures from this observed zonal .mean state
caused by- quasi-stationary planetary waves, transient waves, stratospheric
sudden warmings and other dynamical features. The size and variability of these
features is described in Section 2.2, and the ability of satellite measurements 1o

resolve their spatial and temporal scales is discussed in Section 2.3

2.1. Zonal Mean Temperature Structure

The vertical temperatdre structure in the stratosphere is mainly determined
by differences in the absorption of solar radiation. Wé shall consid-er
absorption of solar radiation from the top of the stratosphere downwards. In
the stratosphere the main contribution to the temperature structure comés 'from
absorption of radiation by ozone. The very strong absorption by O3 in the
Harttey and Huggins bands (0.18 um to 0.35 um) gives heating which is most
intense at 50 km (the maximum heating is 18 K da\;r'1 at the summer poie
(London, 1980)). Below 25 km the ozone is protected from these wavelengths
and hence the temperature is lower, as evidenced by Figure 2.1, which
schematically represents the atmospheric vertical temperature structure. In the
lower stratosphere weak absorption by CO, and HZO in the near infrared and by

05 in the visible occurs.rThese absorptions give heating rates of only a few
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Figure 2.1 A schematic representation of the vertical temperature structure
of the atmosphere with the nomenclature used to describe the different layers

and their boundaries (from Crane, 197.8).



tenths of a degree per day, hence there is a temperature minimum between 10
and 17 km (the tropopause). In the troposphere direct heating by absorption of
solar radiation is of little importance and the temperature profile is determined
mainly by energy exchange with the Earth’s surface. Energy loss due to
thermal emission is due mainly to CO, at 15 um and O3 at 8.6 um in the

stratosphere, and by clouds and H,0 in the troposphere.

A description of the zonal mean climatology of the middie atmosphere
appears iﬁ a number of publications {(see eg W.M.O, 1985). Observed zonal
mean temperatures and zonal geostrophic winds of the stratesphere and
mesosphere for January and July are shown in Figures 2.2 and 2.3 respectively.
The lowest stratospheric temperatures occur in the polar night and the highest
occur over the summer pole at 1T mb. Except at high latitudes in the winter
lower stratosphere, the temperature increases with height in the stratosbhere,
whilst in the middle and upper stratosphere the temperature decreases
monotonically fro-rn the summer to the winter pole. In éddition, differences exist
between thle hemispheres in winter: the winter polar temperature in most of the
stratosphere is higher in the northern hemisphere than in the southern, but the
northern winter temperature is lower near the stratopause. In the summer there
is a close resemblance between the two hemispheres with a cold equatorial
tropopause (with temperatures less than 200 K) and a warm near-horizontal
stratopause (peaking at over 280 K at the pole}. The temperature is slightly
higher at the southern hemisphere summer stratopause, probably because the
Earth is closer to the sun in January than it is in July. Zonal winds in winter
and summer are westerly and easterly, respectively, with maxima in the lower
mesosphere. Easterlies occupy equatorial fatitudes in the stratosphere at the
solstices, except in the lower stratosphere during the westerly phase of an
inter-seasonal phenomenon known as the Quasi-Biennial Oscillation. Dramatic
changes to this zonal mean structure can occur during stratospheric sudden

warmings, which are discussed in Section 2.2.2,
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2.2. Dynamical Processes in the Stratosphere

The zonal mean structure of the stratosphere is an incomplete description
of the three—dimensional state. The winter stratosphere field may depart
substantially from zonally uniform flow because of the presence of
large-amplitude \quasi-stationarv waves. In addition, transient waves cause
substantial day-td—day variations. Both transient and quasi-stationary waves are
discussed in greater detail in Section 2.2.1, whilst stratospheric sudden
: vs-/armings, which produce the most drastic departures from the regular seasonal
cycle, are described in Section 2.2.2. Recent work suggests that planetary
waves can ‘break’, leading to a cascade of energy to smaller scales, and this is
also discussed in Section 2.2.2. The waves observed in the tropics are distinct

from extra-tropical waves. Details of these equatorial waves appear in Section

223, whilst Section 2.2.4 contains details of tides and gravity waves.

2.2.1. Stationary and Transient Waves

The extra—tropical planetary wa.\..re field may be charaéterised in terms of
two basic contributions to frequency spectra of individuallwavenumbers. One
contribution is due to baroclinic ‘quasi-stationary’ waves, which result from the
interaction of the mean flow with topographical features and associated thermal
effects. They are ‘quasi-stationary’ in the sense that they fluctuate in amplitude
and phase about climatologically preferred values. A, satellite in a
sun-synchronous orbit will typically make 14 observations around a latitude
circle in 24 .hrs. If such observations are Fourier analysed, then quasi-stationary
waves with zonal wavenumbers of 1, 2, 3 etc will give rise to components in a’
tii'ne—power spectrum ‘with peaks at frequencies of 1, 2, 3 etc cycles perrday
(c/d). This is demonstrated by Figure 2.4, which shows the power spectra of
waves for channels 1 to 5 of the Nimbus 4 Selective Chopper Radiometer {SCR).
The dotted .Iines show the contributions of the quasi-stationary waves. A clear
characteristic of..these waves is the decrease.in the power with increasing -
zonal wavenumber. Since other waves present in the stratosphere have periods

of less than a month, monthly mean fields will chiefly contain information about



13

channel 1

I
b=}
=
o
=g
[
K
g
£
2
=
=
'5 in
c. H |la 4
= o | i
2 B e
N e
plal o .
‘ .
5=
OLM\_ Y SR o, N- N
: i :
-] ",
? H th
s} E
1 '
'
1 I ,/\,_
oL . 2 P
[ SRR S N TN SN TS NN NNV R TN SN AN NN VS SN U SN S N NS S B
L 02 s 10 1.2 18 a0 22 LR 1) B B

frequencyfed =t

Figure 2.4 Power spectra of travelling waves for Nimbus 4 SCR channels 1
to 5, latitude 60°S, September to Qctober 1970. The broken lines show the

spectra without the subtraction of the stationary waves {fram Chapman et al,
1978).



14

_quasi—stationarv waves. Hence the climatologica! structure of quasi-stationary
waves are presented as monthly mean values in Section 2.2.1.1, although it
must be stressed that the departures of the actual wave field from these means

can be large.

The second contribution to the frequency spectra of individual wavenumbers
is from travelling waves. These waves are of global extent (at least at the lower
levels), and their vertical structure is mainly barotropic. These waves give rise
to Fourier components with non-integral .frelaquencies, and appear in the
spectrum displaced from the position of the quasi-stationary waves. Waves
travelling eastward will be displaced to higher and those travelling westward to
jower frequencies. A typical spectrum of travelling waves is represented by the
solid lines in Figure 2.4. “In this - example, both eastward and westward
propagating waves are observed, with eastward travelling waves being more
common at wavenumbers 2 and 3. A further discussion of the gravest observed

travelling waves appears in Section 2212

2.2.1.1. Quasi-Stationary Waves

Most of the wave activity in the stratosphere is thought to ariginate in the
troposphere. Middle and high Iat%tude Rosshy waves forced in this way play an '
important role in the atmosphere in transferring heat and momentum from low
__t'q-‘higlh-latitudes. The predominant waves in the troposphere are typically of
zonal wavénumber 5 to 10. However, an examination of the mean temperature
field in summer and winter (for both hemispheres) at a variety of stratospheric
pressure levels shows that in winter the predominant zonal wavenumbers of
these quasi-stationary waves are 1, 2 and 3 and that in summer these waves
are absent. Figure 2.5 shows the monthly mean temperature field at 1 mb in
January and July for both hemispheres. In éummer‘(JuIy for the northern

hemisphere, January for the southern hemisphere) there is little or no wave
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Figure 2.5 Monthly mean temperatures at 1 mb for January and July (from

Barnett and Corney, 1985).



activity, whilst in winter targe longitudinal variations are evident. These
variations are chiefly of low wavenumlber. This behaviour is broadly consistent
with the Charney-Drazin theory of Iinear. vertical wave propagation {Charney
and Drazin, 1961). This states.that a quasi-stationary wave can propagate‘ from
the tropospheré to the stratosphere only if its phase speed is westward relative
to the mean zonal flow and less .than a critical speed. Since this critical speed
decreases with increasing wavenumber, only long waves will propagate in
winter, whilst in summer, because the mean flow is easterly, there is no
propagation. However, recent work on ‘wave breaking’, (Mclntyre and Palmer,

1983, 1984) however, cautions against an over-reliance on linear, theory.

2.2.1,2. Transient Wave Analysis

Ijay—to—day departures of the actual stratospheric circulation from ‘monthlv
means can be substantial. Some of the variance of the transient components
may bé associated with atmospheric normal modes. Uniike quasi-stationarvr
waves, normal modes are predicted to be somewhat independent of forcing
detailé."This property has permitted the identification of a number of these

features.

Madden (1978) presented an extensive study of obs'ervatior;al reports of
travelling planetary—séal'e waves. This involved a variety of data sources, mainly
tropospheric analyses, ranging in length from one month to 73  years.
Wavenumber 1 waves are shown to migrate almost exclusively westward, with
reported periods clustering about 5 and 16 days. Wavenumber 2 waves
propagate prédominantlv westward, with most frequently reported periods being
3-7 days and 10-18 days, while wavenumber 3 waves are equally divided

between eastward and westward propagating waves.

_Th_e ‘first - normal mode to be convincingly identified was the wastward

travelling 5-day wave. It has a wavenumber 1 structure and is symmetric about



the equator. Rodgers (1976a) used global temperature retrievals to identif§ the
6-day wave in.the upper stratosphere. A power—spectrum analysis reveals a
peak carresponding to a westward travelling wavenumber 1 wave with a period
of about 5 days. The wave's typical amplitude is 0.5 K at about 50°N and 50°S,
and somewhat smaller in equatorial and polar regions. Figure 2.6 shows the
wave amplitude in November. With the increased availability of global satellite
mea“surements, other stratospheric norma! modes have been identified. The
wavenumber 2 analogue of the 5-day wave is the 4-day wave at the
stratopause. Figure 2.7 shows the amplitude (in geopotential heiig'ht) of this
wave as derived from TIROS-N SSU data by Hirota and Hirooka (1884). (At 1 mb
a 200m mcrement of geopotential height is roughly equal to a 1 K increment of
the mean temperature of a layer 40 km in depth). These workers have also
used SSU data to identify higher-degree modes, such as the 10-day
wavenumber 1 wave {Hirooka and Hirota, 1985). Figure 2.8 shows the amplitude
of this wave at 1 mb. The amplitude is larger than for the 4-day wave, and
there is a marked asymfnetry about the equator. Other observed transient
features in the stratosphere are attributable to locatl instability, for exam'ple the
polar eastward-moving 4 day wave (Venne and Stanford, 1982), and the
eastward-travelling wavenumber 2 anomaly in thet southern hemisphere

(Harwbod, 1875).

'2.2.2. Stratospheric Sudden Warmings

Stratospheric sudden warmings are the most spectacular large-scale
dynamical events to occur in the middle atmosphere. They occur in winter and
involve rapid rises of temperature (up —to 80 K in a week locally), and wave
amphtudes can double. An example is Figure 2.9, which shows the change in
radiance observed bv ‘channel B12 on the Nimbus 5 sate!hte during a southern
hemisphere‘ warming: a maximum radiance increase of 40 ru in 5 days is

observed in southern hemisphere latitudes near 0° (1 ru in increment is
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Figure 2.6 Amplitude (K} of the 5-day wave as a function of latitude for

November 1973 {from Rodgers, 1976Ga).
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Figure 2.7 Three-dimensional plot of the 4-day wavenumber 2 wave
amplitude (in geopotential height) versus latitude and time at 1 mb for May

1981 {from Hirota and Hirooka, 1984)
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Figure 2.8 Like Figure 2.7, except the -amplitude of the 10-day wavenumber 1

wave is shown (from Hirooka and Hirota, 1985).



20

26-21.7.74

LATITUDE

'
~
o
L

LONGITUDE

Figure 2.9 Change in radiance observed by channel B12 on Nimbus 9
between 21 and 26 July 1974, This approximately indicates the change in

temperature of a 10 to 15 km thick layer of atmosphere situated about the
peak of the c‘hannel B12 weighting function (1.5 mb). Contours are plotted at
values of 0 (bold), + 1, + 2, + 3, £ 4, + 5 and then at multiples of 5 r.u. Positive

values are solid, negative values dashed. (from Al-Ajmi et al, 1985).
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approximately equal to 1 K). Sudden warmings in the northern Hemisphere are

usually even stronger than those in the southern hemisphere.

The temperature changes result in a reversal of the latitudinal gradient of
zonal mean temperature, and also in a deceleration of the zonal mean westerly
sonal wind. According to W.M.O definitions, the warming is ‘major’ if the winds
reverse to become easterly (below 10 mb and pclewards of 60°N) and ‘'minor’ if
not. Major warmings occur on average about once evérv two years in the
northern hemisphere, but have never been observed in the southern
hemisphere, whilst strong minor warmings occur frequently in both

hemispheres.

Prior to a warming, the stratospheric circulation fs a stroﬁg westerly flow
around a cold pble, a_nd highest temperatures exist in mid-latitudes. This is then
perturbed, leading to a 'wave-i' warming {where the vortex is displaced off the
~ pole}, or é "wave-2' warming (where the vortex is split, resulting typically in two
cyclonic vortices separated by a warm anticyclone on or near the pole). Usually,
the maximum 'warming occurs significantly earlier in the upper stratosphere at
high latitudes, and is followed by downward propagation of the perturbation‘
into the lower layers. After some sudden warmings the temperature falls again
and the zonal winds accelerate, with the zonal mean structure reverting to
roughly its‘ previous form. Towards the end of winter, however, some warmings
lead directly into the changeover to summer co.ndiltions of warmer polar
temperatures and climatological easterlies: such warmings are called ‘final

warmings’.

During warmings there is a large exchange of material between high and
low létiiudes, and such poleward advection of air from low latitudes is indicated
by maps of Ertel’s potential vorticity on isentropic surfaces. Provided that the

flow is adequately resolved by measurements, contours of potential vorticity on



such surfaces éan be taken as material lines for about a week or so in the
" middle stratosphere. An example is Figure 2.10: the area of low potential
vorticity is drawn around the westerly vortex into'the polar cap from low
|atitudes. These maps are a useful tool for studying sudden warmings, but the
ability of satellite observations to resolve small-scale features of the
temperature field imposes a constraint on their use. This is discussed further in
Section 2.3. Maps of isentropic potential vorticity also demonstrate ‘wave
breaking’ (Mcintyre and Palmer, 1983, 1984 and 198%). This name is applied to
large-scale large-amplitude disturbances in which non-linear advection causes
material lines to be irreversibly deformed, rather than simply undulating back
and forth as is assumed in linear wave theory. This deform'ation and buckling of
the material lines leads to a cascade of er.werg‘y to smaller scales. The long

tongue of potential vorticity in Figure 2.10 is an example of wave breaking.

2.2.3. Equatorial Waves

A distinct category of wave is observed in the tropics. These ‘equatorial
waves’ are of large zonal scale, but are confined in'latitude about the equator.
They have large horizontal phase speeds and "short vertical wavelengths
{typically 10 to 20 km). Because of their small vertical wavelength these waves
are easier to observe by satellite using the limb scanning technique, which has

a better vertical resolution than nadir-viewing instruments.

The first equatorial waves to be identified, using radiosonde data, were
eastward propagating Kelvin waves and the westward propagating Rossby
gravity wave. It is presumed that both these wavés are excited by convective
heating in the tropical convergence zone. Both of these waves are confined to
the tropics and propagate vertically with wavelengths of about 10 km. They

_have periods of 10 to 20 days, corresponding to a phase speed of 23 to 46
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——— REFALICMEY 100 A/S

Figure 2.10 Ertel’s potential vorticity and geostrophic winds evaluated on the
7‘850 K isentropic surface on 4 December 1981 using data from the NOAA-§

satellite. Units : Km2kg~'s' x 10% (from Clough et al, 1985).
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_ms“_. In addition to these waves faster eastward propagating waves have been

(e_g:orded at upper s_tratospheric levels. These were first identified from
rocketsonde data by Hirota (1978). These waves correspond to Kelvin waves
with periods of 5 to 10 days, a wavenumber 1 phase speed of 46 to 92 ms™,
and vertical wavelengths of about 20 km. Hirota (1979), using Nimbus-5 SCR

data, showed the period of the fast Kelvin waves to have a maximum in January

and July and a minimum in March and September.

“The fast Kelvin waves observed by Hirota, and other even faster waves, have
been recorded by Salby et al (1984) using satellite limb soundings from the
Nimbus 5 LIMS instrument. Figure 2.11 shows temperature power for
wavenumber 1 at 3 pressure levels. An eastward moving wave with a period
betweean 6.7 and 86 days {corresponding to phase speeds between 54 and 69
ms 1) exists in the tropics at all 3 pressure levels, while a faster eastward
disturbance with a period of 3.5 to 4.0 days (corresponding to phase speeds
between 115 and 135 ms™') is observed at 0.2 mb. Salby et al also used plots
of temperature power (not shown) to identify wavenumber 2 disturbances Wlth
periods of 6.0 to 7.5 days (corresponding to a phase speed of 31 to 39 ms )

and 3.8 to 4.3 days (corresponding to a phase speed of 55 to 62 ms"1).

2.2 4. Gravity Waves and Tides

Tides,.and gravity waves in particular, are believed to play an important role
in determining the large-scale circulation and temperature structure in the
middle atmosphere. The sources of gravity waves are not completely
understood. However, they are thought to be forced in the lower atmosphere by
frontal disturbances, orographic forcing, convective activity, erstrophic
adjustment and shear instabilities (fdr a review of middle atmosphere gravity

wave observations and theory see Fritts, 1984). Gravity waves typically have

e

-
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Figure 2.12- Latitude-time cross-sections of r.m.s fluctuations in ‘wave
intensity’. a) wind (units: ms1km—2): b) temberature {units: Kkm'z) (from Hirota,
1984). The wvalues are obtained by first applying a high pass filter to
rocketsonde measurements; after filtering, only fluctuations with characteristic
scales-of about 10 km remain. A measure of ‘wave intensity’ is then obtained by
integrating the second derivative of the filtered values over the height range of

the observations.
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horizonta! wavelengths of 10 to 1000 km and vertical wavelengths of about 1.6
‘'km- near 60 km, rising to 3 km at 100 km. There are only a few indirect
estimates of gravity wave phase velocities in the middle atmosphere,; but what

v tor

measurements there are give values in the rangé 20 to 100 ms’~
mesospheric waves (Vincent and Reid, 1983). Periods are believed to be of‘a
few hours or less. The waves have a comparatively small amplitude in the
lower stratosphere, but because of their high frequency and rapid vertical
propagation they are attenuated relatively little as they propégate upwards and
thus have large amplitudes in the mesosphere, since the temperature amplitude
of uﬁattenuated waves is inversely proportion-al to the square root of density.
Observations show the gravity wave spectrum in the middie atmosphere to
have prono'unced latitudinal, seasonal and temporal variability. For example, an
indication of a semi;annual cycle in low latitudes (béth in- 'wind and in
temperature) is shown in Figure 2.12 frqm Hirota {1984), Who.u'sed data from

Meteorological Rocket Network stations in the northern h'emisphere.

Solar tides are thermally forced in the troposphere through infrared
absorption by water vapour and in the stratosphere by ultraviolet absorption by
ozone (for a review of tidal theory and observations see eg Lindzen, 1973
Forbes, 1984). Typically excitation will take place over local scales {about 1000
km), whilst the vertical scale of the tides is betw;een 10 and 20 km. In the
height range 25 - 45 km- ampl'itﬁdgs are.small and diurnal tides do not seem to
play a significant role iﬁ the dynamics of the region. On the otﬁer hand, tides
have larger amplitudes in the mesosphere, and have a more important role in

the dynamics of that region.



2.3. Ability to Retrieve and Analyse Stratospheric Wave Motions Using Satellite

Measurements

In this thesis methods of retrieving and analysing stratospheric
temperatures fror;\ satellite spectral radiances are tested. The radiance
measurements are made by radiometers which are mounted on the TIRQS-N
series of polar-orbiting satellites and which view the Earth at angles close to
the local vertical. The vertical resolution of radiometer measurements is Iimited
by the half-width of the channel weighting functions. For example, the
Stratospheric Sounding Unit (SSU), which sounds exclusively in the
stratosphere, has a vertical resolution of aﬁout 10 km according to statistical
e—stimates {Clough et al, 1985). This resolution is usually sufficient to retrieve
trahsient and stationary planetary waves. However, radiosdnde' and rocketsonde
_ measurements suggest that dramatic changes in temperature can occur within
quite a thin layer of atmosphere during sudden warhings. in addition, when
waves are ‘breaking’, differential advection can cause, for exa‘mple, warm layers
to overlay cold layers, leading to large temperature shears which cannot be
resolved by the SSU. Both wave breaking and sudden warming phenomena are
frequently studied using isentropic maps of Ertel's potential vorticity, which is
calculated using the vertical gradient of temperature. Hence the inability of
sateilite measurements to resolve large shears imposes a limit on the
usefulness of isentropic potential vorticity maps. The vertical wavelengths of
gravity waves and most equatorial waves are too smal! to be resolved by nadir
sounding radiometers. However, limb sounding instruments, with their narrower
weighting functions, have provided an opportunity to observe equatorial

disturbances.

Since satellite observations are made asynoptically, their analysis presumes

some form of time/space interpolation. The TIROS-N series satellite orbits the
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Earth 14 times in a day, and thus the smallest scale wave that éan be analysed
in the zonal direction is of wavenurhber B. In genefal, quasi'—stationarv pla_netar\/
waves are satisfactorily analysed, since by Charne\;f—Drazin’s linear theory, the
smallest waves will be wavenumber 3. Transient waves with frequencies of up
to 0.5 cpd can, in principle, be resoived. if one attempts to identify 'these waves
by cqlculating power spectra, faster, unresolvable, waves can distort the
spectra. Such distcirtions are caused by: 1) aliasing, where frequencies too high
to be resolved appear falsely as low frequency components; and 2) leakage, in
which frequencies present which do not exactly match with Fourier frequencies
cause the energy associated with them to spill over into neighbouring bands. If
the power spectra of the resolvable waves are weak then they will be masked
by the distortions caused by the unresolvable waves. However, as hés been
described above, satellite measurements have been successfully used to
identify a number of extratropical transient waves. In sudden warmings, where
the flow is highly non-linear, the hori;ont'al scales of motion often become too
small to be adequately resolved. Moreover, the use of isentropic maps of Ertel’s
potential vorticity implies not only a high degree of spatial variance, but also a
high degree of temporal variability through the advection of parcels by the flow
field. It has been noted that these maps only offer a coarse grain view of
reality', as thersatellite measur.ements are unable to resolve the smallest scale

features in either time, the horizontal or the vertical.

Observations frbm a singie sun-synchronous orbiting satellite (such as
TIROS-N)} can be used to determine day/night differences in stratospheric
temperature (eg Pick an.d Brownscombe, 1981). However, it is important to note
that diurnal tides are not resolved by observations from a. single satellite in
such an orbit. This is because the orbit .d_rifts westward at the same rate as
the feature and thus views the same relative point with each latitude crossing

{global observations of such phenomena require the use of measurements from
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two or more satellites (eg Brownscombe et al, 1985)). Since the satellite views
T

the same relative point of the ‘ tide ’,’this may lead to a bias in the

measurement of zonal mean temperature. However, since stratospheric tides

are small, this effect is probably also small in the stratosphere.

To summarise, nadir sounding instruments mounted on a polar-arbiting
_satellite are able to observe quasi-stationary planetary waves and transient
-extratropical w'ave-s. I':lowever, they are unable -to resolve equatorial waves,
_'gravity waves and tides, which ali have a small vertical scale. For our r-.aurposes
the inability to observe gravity waves and tides is not critical, as we are
interested in the stratosphere; these phenomena are of more importance in the
mesosphere. Vertical shears associated with sudden warmings are often too
small to be resolved by radiometers, and in addition the temporal and
horizontal variability present in sudden warmings is sometimes too small to be
resolved by the satellite observational pattern. Hence in this thesis methods of
retrieving and analysing satellite measurements are chiefly tested using fields

which are affected by a sudden warming, as this phenomenon provides a

stringent test of such methods.

—————

—

* As an illustration of this point consider observations made at the equator,
where the local time difference between ascending and descending node
observations is 12 hrs. Since i2 hrs is equal to half the period of the diurnal
tide, successive ascending and descending node observations view parts of the
tide that are 180° out of phase, and hence the biasing effects of the tide cancel
out. On the other hand, successive ascending and descending node
observations of the semi-diurnal tide {which has a period of 12 hrs) view the
same relative point of the tide, and this gives rise to a bias in the observed

zonal mean temperature.
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CHAPTER 3

PRINCIPLES OF THE REMOTE SOUNDING OF TEMPERATURE

Before performing tests of retrieval and analysis schemes it is important 10
describe the theory of radiative transfer on which temperature remote sounding
is based. This theory appears in Sectic.)nr 3.1, together with a list of criteria used
to determine which absorption bands are useful for temperature sounding,
whilst Section 3.2 describes the satellite instruments used to observe radiation
from these bands. In order to accurately retrieve temperature from satellite
measurements it is important to accurately calculate the transmission profile
(and hence weighting function) of each instrument. Details of such calculations
appear in Section 3.3, Section 3.4 contains a description of current retrieval and
analysis methods: the subsection on retrieval describes a number of cdmfnonlv
used methods (including multiple- linear regression, a technique Which is tested
in Chapter B6), and discusses the error characteristics of retrievals. Such 4
discussion is important when evaluating results of tests of retrieval methods;
the subsection on analysis contains an overview of a variety of analysis
methodsl followed by a description of the two techniques to be tested in this
thesis - time/space interpolation ‘and sequential estimation of Fourier

components.

3.1. Radiative Transfer Theory

At any freguency in the infrared or microwave regions where an
atmospheric constituent absorbs radiation, it also emits radiation according to
Kirchhoff's law. The electromagnetic radiation leaving the top of the atmosphere
is a function of the distribution of the emitting gas and the distribution of
temperature throughout the atmosphere. |If we chooée to examine radiation
from gases such as carbon dioxide or oxygen, which are nearly uniformly

mixed, then some details of the temperature structure may be deduced; this is
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a principle exploited in several remote sounding satellites. The discussion in
this chapter assumes that we observe radiation leaving the atmosphere in
directions near to the local vertical (althoﬁgh other satellite instruments, ‘limb
sounders’, observe the radiation leaving the atmosphere nearly tangentially).
Thermal emission comes from (and thus has the characteristic temperature of)
a region of the atmosphere about 10 - 15 km thick whose aftitude depends on
the z;bsorption coefficient, and the higher the absorption coefficient the higher

this emitting layer is in the atmosphere. By making measurements in several

spectral regions a range of altitudes can be sounded.

Several criteria have to be satisfied for a particular absorption band to be

employed usefully for temperature sounding.

1. As indicated above, the emitting constituent should be
uniformly mixed in the atmosphere so that the radiance
measurement gives information about the atmospheric
temperature structure only.

2. The absorption should not be overlapped by absorption
bands of other constituents.

3. Local thermodynamic equilibrium should apply, so that
emission from the band is proportional to the Planck
function. As aititude increases, local thermodynamic
equilibrium becomes less of a good assumption: the
assumption becomes poor at > 100 km for the 5 mm O,
band, and at > 80 km for the 15 um CO, band.

4. The wavelength should be longer than about 4 to 5 um to

ensure that scattered solar radiation s insignificant
compared to thermal emission.

We now consider the radiative transfer theory on which the idea of
temperature sounding is based (Kaplan, 1359; Houghton and Smith, 1970). One
considers first a slice of an infinitely deep horizontally stratified atmosphere.
The slice has.z.i temperature T and path length du of absorber in the vertical

direction. At frequency Vv, with an absorption coefficient Ky, Kirchhoff's law
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states that the emitted radiance from this slice in the vertical direction will be
ky du By (T), where By (T) is the Planck function at frequency Vv and

temperature T and is given by
By (T)=cqy v/ {exp(cav/T)-1} (3.1)

where c; = 1.19096 x 107° mw m™? cm? ster ' and c, = 1.43879 cm
K. Lambert’'s law states that a proportion, Ty, will reach the top of the

atmosphere, and this is expressed as
T\,=exp(—fk\,du). (3.2)

This integral is over the region between the slice and the top of the
atmosphere. Integrating over all such ‘slices’ leads to the total radiance Ry at
the top of the atmosphere. Thus, assuming negligible transmission from the

Earth's surface,
Ry = [ By (T) ky du exp (= [ ky du) . (3.3)
Alternatively, (3.3) can be written as

1 (3.4)
Ry = J;)B\,(T)dw\,.

It is convenient to use an altitude-dependent coordinate. We use

n = - In (p/p,). where p is pressure and p, is a reference pressure. Thus

@ (3.5)
Rw{)ev(ﬂ(dr\,/dn)dn.

or, setting K (n) = dt,, / dn.
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(3.6)

Ry =] By (MK (n)dn

o 3g

where K (n) is the weighting function. Equations (3.4), (3.5) and (3.6) are

versions of the Radiative Transfer Equation.

3.2. Instruments used for Stratospheric Temperature Retrievals

In this thesis we use satellite radiances measured by the TIROS Operational
Vertical Sounder {TOVS) which flies on the TIROS-N series of polar—-orbiting
satellites. TOVS consists of three instruments - the High Resolution Infrared
Radiation Sounder (HIRS), the Microwave Sounding Unit (MSU) and the
Stratospheric Sounding Unit (SSU). The HIRS and SSU .channels used for’
stratospheric temperature retrievals measure infrared radiation from the.15 um
_emission band of CO, whilst the MSU channels measure microwave radiation
from the 5 mm band of O, These emission bands satisfy the four criteria

required for temperature retrieval listed above.

Both HIRS and SSU instruments measure radiation from the 15 Hm emission
band of CO,. Many emission lines on this band have widths of less than 0.1
cm” Y. The conventional spectroscopic technigues Qsed in the HIRS instrument,
for example, are unable to resolve details of the structure near the line centres
and are therefore unable to select radiation from spectral ‘regions where the
absorption coefficient is very high. Thus HIRS channe! weighting functions have
peaks in the lower stratosphere. To perform temperature sounding of higher
levels {(eg the mid and upper stratosphere) it is necessary 10 resoive details of
these individua! lines and to use an instrument which is sensitive to emission
only from a narrow range of frequencies close to the centre of one such
shectral line. The SSU achieves this using the technique of pressure

modulation.
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The SSU is a version of the Pressure Modulator Radiometer {PMR) (Taylor et
al, 1972; Miller et al, 1980; Pick and Brownscombe, 1981). Its obtical system is
shown in Figurel 3.1. Filters ensure that the 15 um band of CO; radiation is
'passed but that all other incoming radiation is excluded. The PMR admits
radiation through a single cell of CO, whose pressure is increased and reduced
by a piston. In effect the CO, acts as the spectrally selective element: as the
pressure in the cell varies, the transmission of the cell and hence the radiation
falling on the detector is modulated only at wavenumbers which lie within the
absorption lines of the gas. Hence the pressure modulator is sensitive to
energy at the required wavenumbers, but rejects the rest By using the
pressure moduiator technique, the SSU provides weighting functions peaking at

heights of up to 1.5 mb {about 45 km).

The MSU, which sounds in the microwave region of the electromagnetic
spectrum is the third instrument mounted on TOVS. An advantage of
microwave sounders over radiometers which observe infrared emission in the:
CO, bands is that clouds are substantially transparent in the microwave region
(although this is of little importance in the stratosphere). In addition the MSU
has a very high spectral resalution, so its weighting functibns_ are essentially
monochromatic. On the other hand the field of view of any rr_licrowave
instrument cannot be as narrow as that of an infrared radiometer (unless
antenna size is mcreased) because of the diffraction limit at the longer
wavelength. In addition, for the same accuracy of temperature measurement the
accuracy of the radiance measurement has to be higher (for example a 1 K-
temperature difference leads to a change of about 0.33 % in radiance at 5 mm

(microwave region) but a change of about 1 % at 15 um (infrared region)).
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3.3. Calculation of Instrument Weighting Functions

In order to retrieve Planck function (and hence tempe.rature) from satellite
radiance measurements, it is necessary to know the weighting functions from
each channel. It is important that these weighting functions are calculated
accurately; the calculation should not introduce errors which contribute
3ppreqiably to the errors in the retrieval process. Calculations of transmission
.profiles, and hence "weighting functions, require knowledge of the optical
characteristics of the radiometer and detailed spectral information regarding

absorption line positions, intensities, widths and shapes.

.

Th first step is to calculate transmission profiles for each channel using
dgtailed spectral line data. For example, transmission profiles in the 15um COy_
reéion are calculated using the Iine—byrl{ne method (Drayson, 1966), which
sums the absorption coefficients in very narrow spectral intervals over each
contributihg line and then integrates over the atmospheric path.. Because of
possible uncertainties in Iine; strengths, shapes and positions, the nurﬁerical
method, and in instrumental response, it is essential to verify these calculated
transmittances against measurements. This is especially important in the case
of the SSU, since the filling pressure of the pressure modulator cell changes
while the SSU is on the ground awaiting Iaunch'. These changes are caused by
CO, outgassing from the cell, and by air leaking into the celi. Before the
satellite launch, therefore, line-by-line calculations were compared with
laboratory measurements made by the SSU of the transmission of a path
through CO, at constant pressure (Pick et al, 1976).‘ The result of this
comparison is the specification of an reffective mean pressure’, which is the
value of mean cell pressure needed for the line-by-line calculations to agree
with experimental measurements at a. transmission value of 0.5. The
experimental measurements also show a small systematic shape bias in the

transmission against pressure profile, compared to the line-by-line calculations.



Hence, before being used in the retrieval scheme, the transmission profile must
he calculated at the effective mean pressure using the line~by-line methods,
and then the systematic bias revealed by the experimental measurements must

be removed.

Laboratory measurements are a very useful way of verifying instrument
weighting functions. However, they h_ayg the disadvantage ‘that the variable
pressure path in the atmosphere cannot l:;e sir'nula‘te-d..' In principle,-a closer
correspondence betwe;en measurement and atmospheric weighting functions
can be obtained by making measurements of the transmission of solar radiation
through the atmosphere from a balloon platform. This method was used by
Batey and Abel (see Houghton, 1972) to test the Nimhus 4 .Selective Chopper
Radiometer and by Pick and BarWell (1978) to test the SSU. The latter tests
demonstrated that the calculation of atmospheric transmission profiles for the

SSU is within the experimental accuracy of the measurement.

Since transmission profiles vary with temperature and pressure we need to
calculate a separate transmision profile for each retrieval. However, accurate
line-by-line spectroscopic techniques‘ are computationally tco expensive for
such an application. Instead, specjtral line data are used to calculate
transmission profiles for a small number of representative and extreme
* atmospheres, and these pre-calculated profiles are then interpolated to any
arbitrary temperaturé profile using a fast numerical model. The fast mode! used
in this thesis was devetoped by McMillin and Fleming (1976). This model is
appropriate to observations made at the local vertical and to gases with a
constant mixing ratio. However, the approach has been extended to account for
slant path observations (Fleming and McMillin, 1977), and gases with variable
mixing ratios (McMillin et al, 1979). Comparison bhetween transmission profiles

calculated by the line-by-line method and by McMillin and Fleming’s fast model



(McMitiin and Fleming, 1976) show the maximum absolute error to be 0.0031,
and the maximum r.m.-s error {over all pressure levels) to be 0.0011. Such errors
are smaller than probable errors in the line-by-line technigue caused by
uncertainty iﬁ basic spectroscopic parameters, and it is concluded that the
accuracy of the fast mo-del is adequate for most operational soundingr

applications.

3.4. Current Retrieval and Analysis Methods

The inference of temperature from satellite measurements can be thought
of as having two parts, though it is possible to devise procedures in which they
are combined. They are 1) 'retrieval’ in ‘which a single temperature profile is
calculated from a more—or-less instantaneous set of observations and 2)
‘analysis’ in which the state of the’atmosphere at a given instant is deduced on
a regularly spaced grid of points from the retrieved profiles which are asynoptic
and distributed according to the shifting satellite orbit. Below we present a

review of several well-used methods.
3.4.1. Retrieval Methads

3.4.1.1. Introduction

In this section we discuss rgtrieval theory {for a more comprehensive
discussion see, for example Rodgers (1976b)). The inferral of Planck function
(and hence temperature) from radiance is a mathematically underconstrained
problem since we are trying to determine a continuous variabte from a finite
number of measurements. The first step of the solution is to represent the
continuous variables (Planck function and welghtmg function) in the radiative
transfer equatlon {3. 6) discretely at a !arge number of Ievels (typically 30 to 50).
The problem .is now to calculate the unknown profile at these tevels from a

smaller number of radiance measurements (typically 4 to 8). The radiative
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transfer equation is rewritten in vector form as
y=Kx : (3.7

where y is a vector of channel spectral radiances, K is a discretised form of the
weighting function, and x is a vector representing Planck function at a number
of pressure levels. In our discussion of retrieval methods below, we also
assume t_hat the retrieval of Planck function from radiance is a linear problem
{ie K does not depend on x). Since the number of radiaﬁce measurements is
smaller than the number of levels at which we wish to calculate the unknown
profile, the problem is still underconstrained, and it is possible to calculate an
infinite numbel; of solutions from one set of radiance measﬁrements. The
radiance measurements must therefore be supﬁlemented by enough constraints
to make the problem well posed. One way of doing this is by specifying a 'first
guess’ estimate of the annown profile, and its error covariance. This estim'ate

is usually based on climatolagical or forecast profiles.

The forecast or climatological estimate of the unknown profile can be
regarded as another measurement of the profile - a 'virtual measurement’ - and
its error covariance as the uncertainty of this measurement. If there are two
measurements of any vector X, namely x; and x they can be combined by
weighting each with the inverse of their respective measurement error

covariances S; and S,. The combined estimate X is thus

~ - - " _ (3.8)
x=(S; T+8 )N (s T x5 T %)

and the error covariance of this estimate is
p (3.9}

S=(8; '+ ).

The full derivation of equations (3.8) and (3.9) appears in Appendix . In the
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case of the retrieval probiem, the radiance measurement, y = K X is combined
with the virtual measurement which is denoted by X and has a error
covariance S,. We wish to re—ekﬁress equatiohs (3.8) and (3.9) in terms of these
measurements. We assume that D y.is an estimate of x, and that D is any exact
solution such that X D = 1, where | is the unit matrix. Equation (3.8) thus

becomes

~ - 1 .- - _ 3.10
x=(sx1+SDy1)1(Sx1xo+SDy1DV) (3.10}

where Sp, is the covariance of D y and is
Sp, = D S¢ D'

where Sg¢ is the error covariance matrix of the radiance measurement, often
referred to as ‘instrumental noise’. Instrumental noise from one channel will

often be uncorrelated with noise from other channels. The inverse of Sp, is

SD -1 = DT -1 SE-1 D"1

Y

Substituting into equation (3.10) gives

Tt a1 ] e 3 - 3.1
; = ( Sx 1 + DT 1 SE 1 D ! ) 1 ( S,( L X, +'DT g SE i Y ) ( )
Since K D =1, equation (3.11) can be rewritten as

~ - - - - - 3.12

X=(5x1+KT5'e1K)1(SKIK0+KTSE1Y) (3.12)
and equation {3.9) is rewritten as

n (3.13)

s=(S, '+K s Tk}

Equations (3.12) and (3.13) are not useful for practical computation because

v
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they require the inversion of large matrices. By making use of a matrix identity,
however, they can be written in a more convenient form, viz

- . (3.14)
X=x, + S K (KS, K + S¢ ) (y~-Kx) .

and

Y (3.15)

§=5.,-S. K (KS K + S ) KS,

Full details of the algebraic steps required to rearrange equations (3.12) and
(3.13) into the form of equations (3.14) and (3.15) appear in Appendix l.

Temperature retrieval may be carried out in two ways: the minimum
inforéation method and regression. Minimum information methods retrieve
temperature by inverting the radiative transfer equation, with x, explicitly bein'g
the optimal ‘first guess’ estimate of the unknown profile. In Section 3.4.1.2 we
derive equations (3.14) and (3.15) using two ‘methods: 1} Maximum’Likelihood
chooses from the infinite number of possible solutions which are consistent
with the observations the aone which is most probable; 2) Minimum Variance
finds some linear combination dof the observations such that the expected value
of the error variance of the estimate is minimis.ed. This more general approach
of inve;rting the radiative transfer equation thgréfore gives more insight into the
nature of the solution. Regression relétes Planck functicn (and hence
temperature) to radiance using a set of regreésion coefficients which are
calculated from a statistically representative sample of co-located sonde and
satellite measurements. Here x, is the mean of this statistical sample.
Regression is described in Section 3.4.1.3, and an analysis of the errors qf both

minimum information and regression methods is presented in Section 3.4.1.4.
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3.4.1.2. Minimum Information Methods
The optimum sclution for %X is obtained by a variety of seemingly different

methods, and two commonly used methods are described below.

a) Maximum Likelihood Solution

The maximum likelihgod solution is found by choosing from the infinite
number of possible solutions which are consistent with the observations the
one which is most probable. This is done by maximising the conditional
probability density function P (‘ xly ) of the solution x given the observation y.

Bayes theorem states
P(xy)=P(ylx)P{x)/P(y)

where P ( x ) and P ( y } are the probability density functions of x and v,
respéctivelv, and P { y|x } is the conditional probability density function; of y
given x. If there were no instrumental noise P ( yik } would be a delta function
centred at y-= K x, the theoretical value of the observation. However, the
presence of noise turns it into a Gaussian distribution centred at the same
piace. P ( x ) can be estimated from rocketsonde and radiosonde observations,
whilst P ( y ) is not required, as it is constant when we maximise with respect
to x We must now assume some algebraic form for P { x ), and the most
convenient is a Gaussian distribution. Examination of the available data reveals-
that if all latitudes and all seasons are considered together the statistics are by
no means Gaussian. However, smaller regions of space and time give

distributions which are closer to Gaussian.
Assuming, therefore, that P ( x ) has a Gaussian distribution, then we write
P(x)aexp{-1/2(x-%) 8 " (x-%x)} (3.16)

where S, is the error covariance of the mean profile x,. Similarly, P ( ylx } is
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written as
Plyix)aexp{-1/2(y-Kx)TS (y-Kx)} {3.17)

where Sg is the instrumental noise error covariance. Equations {3.16) and {(3.17)

can be rewritten as

2 {P(x)}=(x-%) 8§  (x~x)
and

2 {P(yix)I=(y-Kx)TSg ' (y-Kx)

To find X , the most likely value of x, we maximise P { xjy ) with respect to x

or we minimise minus its logarithm, viz

A

drdx {(R-x )T S, (R-x)+(y-KR)Sg T (y-KX)}=0
This leads to
(AT =%, T)S, - (y -3 K )Sg'K=0
" Rearranging, using the matrix identity (AB )T =BT AT gives
(ST + K s KPR =87 Txo) T+ (K s Ty)T
leading to
( Sx_1 + KT S€_1 K )T ;(\:__ Sx_1 T xo + KT SE:"'I T Y
If A 1§ a symmetric matrix, then AY = A Since the error covariance matrices are

symmetric, we write

A= (S +K ST K)T (S, Xt K ST y) (3.18)

x
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which is the same as equation (3.12), and the error covariance of this solution

is thus given by equation (3.13).

b} Minimum Variance Solution

The principle behind the minimum variance methods is to find a linear
predictor, such that the expected value of the variance of the error in the
estimate is minimised. First, one must calculate & priori statistics from a sample
of temperature profiles and radiance measurements. Next, the means of these
observations are subtracted from the radiative transfer equation (3.7), and the

equation is re-expressed as

A 3.19
)("Xo'-:W(\[—\]o) ( )

where X is the estimated Planck profile, x,is the mean Planck profile, y, is the

vector of radiances simulated from x,, given by
Vo = KXo

and W is a linear predictor, which is calculated by minimising the variance of

the estimate error, ie we minimise

P E[(x-X = W{Y-Vo)) (X=X -W{y-vYo}]
We wish to find W such that dr/ d W = 0. Expanding terms and differentiating
gives

EL-2(x-%)(Y-Vo) +2W(y-Yyo) (¥-yg) 1=0

Since y - Y, = K(x - %)+ & where € is the measurement error, with
« no o Ti-e KT
covariance Sg, then clearly E[(X ~ %) (¥~ Yo )) 1=S, K and

E[(V'“Yo)(Y‘VO)T]=KSHKT+S€,andhence
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w=5 K (KS, K +5¢)" | (3.20)
Substituting in equation (3.19) gives

L - 21
Q=X0+SKKT(KSKKT+SE)I(V—Kxo) 321

which is the same as equatioh {(3.14). By making use of a matrix identity {see
Appendix 1), equation (3.18) can be rearranged to give equation (3.21). Hence,
provided Gaussian statistics are assumed, the maximum likelihood solution is

the same as the minimum variance solution.

3.4.1.3. Regression
_Planck function, and hence temperature, can also be retrieved from
radiances by |i.near i’egression. Regre_ss_ion coefficients relating Planck function
td radiance are deduced from regression analyses of large Samples of radiance
and temperature ﬁeasurements. In the troposphere .these comprise
satellite-observed radiance and colocated radiosonde_ observations; in the
stratosphere, due to the scarcity of in situ observatians, the sample ofteﬁ has
to consist of rocketsonde observations and radiances which have lbeen
simulated from these rocketsonde measurements. It is important that the
sample is similar to the atmaospheric conditions we are trying to aqhigve. The
estimated deviation of profile Planck function,lA X', from the mean of the
"sample is written as a linear combination of the deviation of the radiances from
the mean radiance, namely
~ N : ' (3.22)
Axi=ag;+Z(yj-v)a, (i= 1..M)
i=1
where N is the number of channels and M is the number of levels at which we”’
wish to retrieve Planck function. The retrieved Planck function, X ., for level i is

given by



~ e (3.23)
X =%+ Ax {(i=1.M).

Before using the regression model, the assumptions of a linear relation
between Planck function and radiance,'and of the number of channels of data to
be used, must be examined. A detailed description and examination of the
regression model we test in this thesis appears in Chapter 6. The brief, general
discussion of regression in this section appears only so that we can relate
regression, and the other retrieval methods described in this chapter, to the

discussion of retrieval error characteristics in Section 3.4.1.4.

The regression technique has the advantage of being rapid and simple to
use, and the regression coefficients can easily be updated to account for
instrumental drifts. In addition, if the coefficients are caiculated using radiance
measurements and colocated sonde observations, then no knowledge of the
channel weighting fﬁnctions is required {when the radiances are simulated from
rocketsonde fneasurements errors in the calculation of the weighting function
will lead to errors in the regression coefficients). A major disadvantage of
regression is that the technique re!ies‘on -a large collection of radiance and

sonde data, which if not representative of atmospheric conditions, can lead to

large errors in the solution.

3.4.1.4. Error-Characteristics of Retrievals

‘The discussion in this section is useful in helping to draw conclusions from
tests of a retrieval scheme, such as those that are described in Chapter 6.
Estimates of Planck function deduced from radiance measurements are sensitive_
to the ‘first guess’ of the atmospheric state which is used in the inversion
process. Below we derive the error structure of individual retrievalsr(see,.for

example, Eyre, 1987}, and thus exhibit how much of the total retrieval error is



due t‘o errors in the ‘first guess’, and how much is due t0 observational errors.
in the following discussion we ignore errors due to uncertainties in the
calculation of the weighting functions .{often referred to as the ‘forward
problem’). This is a reasonable assumption for our purposes, since in this thesis
the retrieval method is examined in a simulation experiment, but in operational
retrievals the effects of such errors are important and should not be ignored;
forward model errors in TOVS channels are unlikely to be less than 0.2 K in
equivatent blackbody temperature (Eyre, 1989, personal commun_ication')).' Linear
inversions from satellite radiances can be expressed in the form of equation

(3.19), viz

A (3.24)

X =% =W (Y~ Yo)
where % is the vector of retrieved atmospherié parameters, X, is the 'first
guess’ value of the vector, y is the vector of channel radiance measurements,
Y, is the corresponding vector appropriate to the first guess, and W is the
inverse matrix’. In ‘physical’ inversion schemes, such as minimum variance ofF
maximum likelihood methods, the first-guess vector X, is usually the starting
point. It is usually obtained from climatological values or from a numerical
forecast model. In regression schemes X, is implicit - it is the mean of data

from which the regression coefficients are calculated.

P - . ——— = . ek e, T T

The inverse matrix, W, can be obtained by a variety of methods. One such
method is the ‘minimum variance’ solution, which is described in Section 3.4.1.2.
There an attempt is made to minimise the variénce:between % . and the true"
value of x over a large nuhbér of  ‘representative’ cases. Another example’of -
this type of solution is linear regression. The optimal solution to both minimum;»
variance and linear regression;methods is obtained by least squares analysis of *
a sample of rocketsonde and simulated radiance data. Thus, despite superficial *

appearances tg the contrary, both linear .regression .and minimum jvariance.
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inversion of the radiative transfer equation are mathematically equivalent if they
use the same first guess and make the same assumptions about the first-guess

and measurement errors and the linearity of the problem.

Let us now look at the error characteristics of equation (3.24). The linear

approximation to the forward radiative transfer equation is given by
Y=Y, =KX =x%,)* €y ' {3.25)

where xy is the vector of the true atmospheric parameters, and €, is the
vector of measurement errors, which are assumed to be random, Gaussian and

unbiased. Substituting equation (3.25) into equation (3.24) gives
,‘.‘,
X=%, =WEK(xr~-x, )+ Wep,

or

- | 3.26
R-x, =R{xr-%)+Weg (3.28)

where
R=WK

Equation (3.26) may be rewritten in terms of thé retrieval, first-guess and

measurement errors as

R-xr=(1-R) (% -x)+W € (3.27)

£

where 1 is an identity matrix. The first term on the right hand side represents
the mapping of the first-guess errors into retrieval errors, while the second
- maps the ‘measurement errors into retneval errors. In the case of the minimum

variance solution W is given by equation (3.20), and hence R is expressed as

R=S, K (KS, K +S¢ }'K



If the first-guess error covariance is large enough to make | K S, KT | >> S¢
then the value of R will be close to the identity matrix. From equation (3.27),
this means that the first guess.error is small, but there will be a high sernsitivity
to noise in the measurements. On the other hand, if the first guess covariance
is small, the sensitivity to measurement noise is less (i.e smaller values of W),
but the retrieval may have a larger hias due to a larger first-guess error.
Reference to such points is made in the c_iiscussion of the error characteristics

of the retrieval scheme tested in Chapter 6.
3.4.2. Analysis

3.4.2.1. Introduction

To be of rﬁeteoro!ogical use, we wish to represent the state of the
atmosphere at a given instant on a regular. grid of points. However satellite
measurements are made asynoptically at [ocations determined by a sh'ifting
satellite orbit. Figure 3.2 illustrates the problem of ‘analysing’ observations on
a grid. The Figure shows satellite 'superobservations’ made by TOVS on the
NOAA-7 satellite on 18/1/87 between -20° and 20° latitude, -160° and -120°
longitude and 1020 and 1340 GMT {(a description of what we mean by
‘superobservations’ appears in Section 5.3). The grid has a spacing of 5° in
both Iatitudélalnd longitude and we wish to in;cerpoiate the Qbsarvations to the

space/time gridpoints.

Many numerical analysis schemes were developed for use in numerical
weather prediction models. Early schemes generally consisted of simple
procedures for interpolation of observed data onto a reguiar network of grid
points. These included the time/space interpolation scheme (descriped below),
and the fitting of a polynomial surface to the observed data in the close vicinity
of a gridpoint. Later model analysis schemes used a short-range numerical

forecast ('first-guess’) to improve the analysis. An example of such a scheme is



fatitude .

51

Grid & Observalion Points
20.0

-10.0

~i5.0 ° L] o o

~20.0 2

-155.0 -145.0 -135.0 - =125.0 ~-12G.0
lengitude

Figure 3.2 TOVS superobservation points on 18/1/87 between -20° and 20°

latitude, -160° and -120° iongitude, and 1020 and 1340 GMT. Also plotted is a

grid with a spacing of §°
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the successivé correction method {Bergthorsson and Doos, 1935; ‘Cressman,
1959), where the analysed field is expressed as a linear combination of the
preiiminérv field at the gridpoint and the weighted observed deviations from the
preliminary field. These weights are computed explicitly and the preliminary
field is iteratively corrected to the observed values during several analysis
scans. Successive correction has now been superceded by statistical
interpolation (e.g Lorenc, 1981), which combines first guess ahd observed

guantities in a way consistent with the estimated accuracy of each.

'Such schemes have been developed specifically for numerical weather
prediction models, where a short-range forecast is available. However, in
studies of the stratosphere such‘ a forecast does not usually exist. in this thesis
we test two schemes commonly used to analyse stratospheric satellite data : 1)
time/space interpolation’ in which each observation is given a time and
distance weight which decreases the further the observation point is fram the
gridpoint, and 2) ‘sequential estimation’, where Fourier components of the
analysed field are deduced using a version of ;he Kalman Filter. These are

described below.

3.4.2.2. Time/Space Interpolation

In the time/space interpolation scheme, each observation is given a time
and distance weight. The weights decrease the further an observation is away
from the gridpoint and analysis time. The description below assumes the
weights to be linear; however other weights {e.g cosine, negative exponential)
can be used. Only observations which lie within a specified time or distance of

the analysis time or gridpoint (called ‘'search radii’} are employed.

The time weight for the kth observation point within the search time interval

is given by
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(n-lt-tM®Il)7r -ty (k] < (3.28)
w { K) =
0 ,It"to(|<)|>rt

where r, is the search radius, t is the analysis time and t, (k) is the time of
the kth observation within the search radius. The distance weight for the kth

observation within the distance search circle is given by
(rg~d(k))/rg cd{k)<rg (3.29)

wg(k) = _
i 0 ,d (k) >ryg

where ry is the distance ‘search radius and d ( k } is the physical distance
between the gridpoint and the observation point. Using a standard geometric

argument, d { k ) is expressed as
d{ k)= a ((cos ¢ cos A - cos ¢, cos Ay )

+ ( cos ¢ sin A ~ cos ¢, sin lk)z

+ (sin ¢ - sin ¢,) %) "2

where ( ¢, A } is the latitude and longitude of the gridpoint and { ¢, A ) is
the latitude and longitude of the kth observation point within the search radii. It
is not obvious that Iinéar weights producel the best analyses, a'nd hence in
Chapter 4 results of tests of the time/space interpolation scheme made with
linear weights are compared with results of tests made using cosine and

negative exponential weights.

The combined weight w (k) is taken to be the product of the time and

distance weights, viz
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wik)=w {k)wgl(k) . (3.30)

The weights are then normalised to ensure that their sum is 1, ie we form

, n (3.31)
w(k)=w(k)/EZw{j) .
i=1

where n is the number of observations within both time and distance radii.

A l
The interpolated value, T , at time t and gridpoint ($,)) is expressed as a
linear sum of the product of the weight, W ( k), and the kth observation within

the search radii, T, ( k), ie

(3.32)

oy

Time/space interpolation is used operationally to analyse TOVS measurements,
and the method is easy to unc;erstand and use. A slight drawback is that since
the method produces essentially a weighted average of a set of observations
maximum values of the field are always underestimated and minimum values
are always overestimated. However, such errors are very small if appropriate
time and distance search radii are chosen. The effects of this choice of search

radii on the quality of the analysis are investigated in Chapters 4 and 7.

3.4.2.3. Sequential Estimation of Fourier Field Components

Two dimehsionat analyses of satellite measurements can be performed
using sequential estimation {Rodgers, 1976¢), which is a form qf the Kalman
Filter {(Kalman, 1960;.Ka!man and Bucy, 1961). This technique has been used to
analyse measurements made by the LIMS instrument (see for example Gille and

Russell, 1984). We assume that the observed quantity at any latitude can be
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represented by a Fourier series in longitude whose coefficients vary with time,
thus

- M {3.33)

Y (M) =Y () + L (a,(t)cos (nA) + Db, (t) sin {nA}) + N,
n=1

where Y (At) is the observation at longitude A and time t, Y (t) is the zonal
mean and a, {t) and b (t) are Fourier coefficients. N, is measurement error. M
is the number of wavenumbers present When the sequential estimation metheod
is used, M is chosen to be 6, since as the TIROS-N satellite makes 14 orbits a
day no more than 13 coefficients, or 6 wavenumbers, can be resolved using

one day’'s data.
Equation (3.33) may be rewritten in vector form as
Y = Ko x + N _ (3.34)

where Y), is a vector of radiance observaﬁons at latitude A and time t, X, is a
column vector of Fourier coefficients and K is a vector of cosines and sines.
Each latitude is operated on independently. Hence this equation is similar in
form to the radiative transfer equation used to retriev'e Ptanck function, and
thus temperature, from radiances. The Kalman Filter is a set of equations which
allows an estimator to be updated once a new observation becomes available.
The first step consists of forming the optimal predictor of the Fourier
coefﬁciénts at the next observation time, given all the information currently
available. We must make some estimate of the time evolution of the Fourier
coefficients, and we therefore exploit the temporal coherence of the fieid by
choosing the predictor, or ‘first guess’, of X to be the optimal estimate from the
previous observation time. This assumption is called a random walk. The ‘first

guess’ estimate at time T, is
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n | (3.35)

Kot = %=1

~

Sor=St-1 *{ T~ Ty} AS

where x,, is the first guess estimate of the Fourier coefficients, n, is the
jnnovation at time t (i.e it represents information in x at time t which is not
present at time time t-1); S, is its error covariance, th is the optimal
estimate of the Fourier coefficients at time t-1 (ie at the previous observation
time), and §H is its error covariance, T, is the time of measurement t and A
S is a measure of the increase in the uncertainty per unit time (note that prior
to performing the sequential estimation, we must specify x5, and S, at t = 0,
and A S). The ( T, =~ T )'A S term implies that thé uncertainty in Xg, increases
tinearly as the time interval between'observations increases; we choose 1O
write the equation for S, in this form because.the time interval between the
observationé is wvariable. This 'first guegs’ estimate is then combined with

measurement t, Y3, viz

~ - {3.36)
x1=x01+sotKTt(K1 S'mKTt“"SE) 1(Yt"Kt"‘o:)

~ . ; » (3.37)
St‘sot"sot_xt(KtSoth*'SE) Ki Sot

A ~
where x, is the optimal estimate of the Fourier coefficients, and §, s its
error covariance. Note that équations (3.36) and (3.37) are similar to the

optimal estimation equations (3.14) and (3.15) for temperature retrievals.

Equation (3.36) estimates Fourier components at time T, using only
measurements at or before T, In most research applications the data will be
available both béfore and after the analysis ‘time, and thus it is beneficial to
combine estimates of the state. at t made both forwards and backwards in time.

Let us assume there are T observations and we require an analysis at time T,



We wish to combine the forward ‘updated’ estimate’ (performed using
observations 1 to t) with the backward ‘first guess’ estimate (performed using
observations T to t+1; this is to avoid using observation t twice). The forward

and backward estimates are combined in a proper statistical manner using

equation (3.8), and hence the combined estimate, -)'?tc at time T, is given by

~ ~ _ _ ‘AL -~ _ {3.38)
X" = (871 +s5, ") (St1xt+sot1xot_)

where x, and S, are the first guess backward estimate and its error

- e P . . .
covariance, and X, and S, are the forward estimate and its error covariance.

Sequential estimation allows us to estimate Fourier coefficients around a
latitude circle at any observation time. However, observation and analysis times
do not usually caoincide, and so the estimate of the Fourier coefficients,  Xtg
at the analysis time T, is made using a version of the random walk equation
(3.3B), viz

~on . (3.39)
Xra = Xyg t+ Ty,
where QTOC is the optimal estimate of x at time T, TNg, is the innovation in X

at time Ta, and T, is the observation time nearest to the analysis time.

Since Fhe Kalman Filter enables the estimate of the Fourier coefficients to
be updated once a new observation becomes av‘ailable, ;equential estimation
should not over-smooth field maxima and minima in the way that time/space
interpolation does. However, the quality of the estimate depends on how.
appropriate the mode! of the time evolution of the Fourier coefficients is. A
random walk mode! is probably reasonable when the time interval b-etween the
-observations is small {ie a few minutes or Iess), bﬁt is likely to be poor at

larger time intervals. Tests of the sequential estimation method are presented

in Chapter 8, together with suggestions for future research.



3.5. Summary
in this chapter we have described:
- the radiative transfer theary on which temperature sounding is
based.

- the instruments used to measure upwelling radiance from
appropriate absorption bands.

- methods of calculating channel weighting functions, ‘and the
importance of this for accurate temperature retrievals.

- techniques to retrieve temperature from radiances, and to
interpolate satellite observations to a synoptic grid.
The aim of this chapter is not only to clearly describe the principles of
temperature sounding, but also to aid the understanding and interpretation of
results of test—s of retrieval and analysis methods which appear in subsequent
chapters. In the remainder of this thesis, we test a number of retrieval and
analysis schemes which are commonly used to infer stratospheric temperature
from satellite measurements. The multipte linear regression technique‘
(described in Section 3.4.1.3) is tested in Chapter 6, and the subsequent
discussion of the results of these tests utilises important points from the
description of retrieval error characteristics, which appears in Section 3.4.1.4.
Two analysis methods are tested in this thesis: time/space interpolation is
tested -in Chapters 4 and 7, whilst the sequentia! estimation of Fourier .
components is tested in Chapter 8. The description of both these methods,
~ which appears in Section 3.4.2, helps to identify each scheme's possible
strengths and weaknesses, and this is useful when evaluating the results of the

tests in Chapters 4, 7 and 8.
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CHAPTER 4

PRELIMINARY TESTS OF THE TIME/SPACE INTERPOLATION METHOD USING ANALYTICAL RADIANCE FIELDS

in this chapter we make preliminary tests of the time/space interpolation
scheme described in Chapter 3. The sizes of the time and distance radii
selected for the scheme are important. f a large radius is chosen, then the
analysis may be oversmoothed; the magnitude of this oversmoothing depends
on the temporal and spatial variabilit;/ 'c->f 'fhe field. In Chapter 7 we test the
interpolation scheme by analysing retrieved temperature profiles from 18/1/&_37
and then comparing the analysed fields with corresponding Met. Office
stratosphere/mesosphere model fields from that day. However, the task of
simulating radiancesr from model temperatures and then retrieving and
interpolating them requires cons.iderable computer time. Accordingly the effect
of varying the search radii used in the interpolation scheme is initially tested in
this chapter using an analytically calcu!ated radiance field. The tests are
compqtationally inexpensive, and thus can be repeated using a large variety .Of

time and distance radii.

The radiance field is expressed as a-sum of spher_ical harmonics; radiances
are easily calculated at grid points and ’observations'. are calcula:ted from this
field at satellite 'observation‘ points determined using a rlnodel of a TIROS-N
satellite orbit. These ‘observations’ are then interpolated in time and space
using the time/space interpolation scheme and compared with the analytical

.

radiance field.

Details of the calculation of the model radiance are given in Section 4.1, and
the method of calculating the satellite orbit is described in Section 4.2. Results

are presented in Section 4.3.
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4.1. The Model Radiance Field

4.1.1. Theory

An atmospheric field can be expressed on a sphere using

J 1 i J o [ (4.1)
R(d},)\,t)=2Zczj'i,,P(cb)cosi)\w*ZZ Bj'i'tP(cb)sini)\
j=0 i=0 jri j=0i=1 j+i
i
where P (¢)
j+i
is an associated Legendre polynomial, i and i represent the zonal and

meridional wavenumbers, whilst a;;, and Bj,i,t are spherical coefficients; $ is
latitude, A is longitude and t is time. The model fields we simulate here are
.chol‘s;en‘to tré_vel at a fixed speed and with a constant amplitude. Thus, it is
convenient to re-express the spherical harmonics in equation (4.1) ras a single

combined harmonic, viz
i ‘ ' i
%t P (9 cos i A + By Pisi ) sini A
is re-written as

]
Ajin+i(¢)COS(i)\—Ejit)

where

qj,i,t = Ali cos E]Il
and
Bt = Aji Sin E5,

and hence equation {4.1) is re—written as.

I )
R(d At)=2 LA;P (¢)cos(ir-gj)
i=0i=0 I+

.

(4.2)



If equation (4.2) rep‘resents waves of wavenumber i rotating as a solid body

with solid rotation rate w;, then
€jit = Wi t+ Ejip

where t is time and € is the phase at t = 0. Moreover, for such a wave A;; is a
constant. It is clearly straightforward to simulate a high-amplitude 5-day wave
(for example) by choosing appropriate values of w; A; and €. Details of the

values chosen here appears in Section 4.1.2.

4.1.2. Numerical Details

We perform tests on three fields: Field 1 resembles the stratosphere, as
observed by an SSU channel, during a Northern hemisphere winter in that there
is a small amplitude wavenumber 1 wave in t‘he‘Southern Hemisphere and
tropics and there are higher amplitude wavenumber 1 and 2 waves in the
Northern hemisphere middle and high latitudes. Field 2 is like Field 1, except .
that a wavenumber 3 wave is also simulated, and thus allows us to e;camine
how well the scheme can estimate smaller-scale waves. If the model field
changes sufﬁcientl\,r L:iuring the time period of the observations, then the
interpolation scheme can over-smooth the model field features. Accordingly, to
provide a stringent test of the scheme we have chosen high wave speeds'for
both_-FieIds l1 and 2. The simulated wavenumber 1 wave, for example, completes
" a latitude circle in 5 days; éuch a wave is commonly observed in the
stratosphere (see eg Rodgers, 1976a). The stratospheric climatalogy is,‘ however,
more typically dominated by stationary waves (see Section 2.2.1), and hence
further tests are made using Field 3, which is like Field 2 except that the

modelled waves are stationary.

In Fields 1 and 2 we choose wave speeds equivalent to that of a



wavenumber 1 5-day wave, and hence we set w; = 1.45 x 1075 rad s™'. The
values of A; and g9 used to calculate the Field 1 and 2 model radiances from
(4.2) are shown in Tables 4.1 and 4.2, respectively. Model radiance fields are

calculated at t = 0, 24 and 48 hrs.

R ———— ———— e -

e e — e — e e e

i
i 0 1 2 3
0 51.90/0.0 1.51 8/0.0 o.ée/o.o 1.4427/0.0
1 7.05/0.0. . 2.42/0.0 0.53/0.0 - * 0.0071/0.0
2 7.47/0.0 0.57/0.0 0.25/0.0 0.0045/0.0
3 4.12/3.14 0.036/0.0 0.066/0.0 0.0011/0.0

Table 4.1 Wave amplitudes (in radiance units {r. u)} and |n|t|a| phase used to
simulate field 1, written in form A;/e;q (ru = mW m © cm ster”'). Initially fields
were calculated on a rectangular grld This field was then Fourier analysed and
spherical coefficients, a;;, and B, were calculated. Then A; and g;, were
calculated from these spherical coefficients.

Figure 4.1a shows Field 1 at t = 24 hrs.
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Figure 4.1 Model radiance field. The n

orthern hemisphere field is plotted on

the right and the southern hemispﬁere on the left. The contour spacing is 2

r-u. a) Field 1 at t = 24 hrs; b) Field 2 at t = 24 hrs;






e T

Fiald 2

i 0 1 2 3 4

0 51.88/0.0 1.26/0.0 059/0.0 0.13/0.0  0.0026/0.0
1 6.98/0.0 2.56/0.0 0.43/0.0 0.16/0.0  0.0033/0.0
2 0.015/3.14  0.61/0.0 0.22/0.0 . 0.041/0.0 0.0/0.0
3 406/3.14  0039/0.0 -0.055/00 0.018/0.0 0.0/0.0
4 "0.029/0.0 0.15/-3.14 0.0034/3.14 0.0023/0.0  0.0/0.0

Table 4.2 Wave amplitudes (in radiance units (r.u)) and initial phase used to
simulate Field 2. appearing in the pattern A;/€;p (U = mwW™2 cm ster).
initially fields were caiculated on a rectangular grid. This field was then Fourier
analysed and spherical coefficients, a;, and By, were calculated. Then A;; and
€;0 were calculated from these spherical coefficients.

Field 2 at t = 24 hrs is shown in Figure 4.1b. Field 3 is like Field 2 except all
wave speeds are zero (ie w;, = 0), and the field at t = 24 hrs is shown in Figure

4.1c.

4.2 Calculation of the ‘Observed’ Radiance Field

‘Opserved’ radiances are calculated at the observationzl latitude and
longitude using equation (4.2). To simulate instrumental noise a randomly
generated number is added to this calculated radiance. The random number is
taken from a Normal distribution of mean 0.0 ru and standard deviation (.3 r.u.
The choice of these values is bésed on validation tests of the SSU instruments
(Pick and Brownscombe, 1878). The satellite observation points are calculated
using a2 modet of the TIROS-N satellite orbit, which is described below. For

further details of satellite orbital mechanics see eg Duck and King (1983).



The modelled orbit is similar to an actuat TIROS-N series satellite orbit. The
orbit has an inclination to the Earth, i, of 80° and a height, h, of 850 km. The
node longitude is 0° aﬁd the equator crossing time is 0230 hrs. The scanning
motion of the satellite instrument is also modelled: obhservations are simulated
at angles of -30°, -10°, 10° and 30° and at time intervals of 18s, for a period of

48 hrs.
The latitude, ¢, of a satellite in a circular orbit is given by
¢ = sin”! { sin i sin 8) ‘ {4.3)

where 8 = w t, w being the rate of rotation of the satellite about the Earth.
Longitude, A, relative to the node (i.e the intersection of the equatorial plane

and the plane of the subsateliite track) is given by
A =tan"! (cositan B )+ A t. ' (4.4)

where t is the time. since the satellite last crossed the nodal point, and A, is
the nodal rotation rate, given by A - £. A is the Earth’s rotation rate and I, the

nodal precession rate, is given by
Q=-3/24r2(6M)"2 (r,+h)7%cosi

where J = 0.00108263, r, is the Earth’s radius, G is Newton’s gravitational

constant and M is the mass of the Earth.

Equations (4.3) and (4.4) describe the subsatellite track, but we wish to
calculate the location at which a scanning radiometer observes. The off-nadir

longitude, Ap, is
Ap=tan”' (cositan @)+ A t+ sin™! { sin ¥ sin (B + Y )/ cos ¢g }4.D)

and the off-nadir latitude is
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¢D=sin'1(cos¢cosw+cos¢sin\bsin(8 +v)) (4.6)

where ¢ is the latitude of the subsateilite point, B is the orbit azimuthal angle

given by
B=tan"' (1/(tanicos ©)),
and
¢=51n‘1(((re+h)/re)sin6)—5,

v is the scan azimuthal angle (80° for TOVS instruments), and § is the off-nadir

scan angle.

- 43. Results

First tests of the interpolation scheme were made on Field 1 and results
appear in Section 4.3.1. The abitity of the interpolation scheme to ‘astimate
smaller waves is examined by repeating these tests on Field 2, while
corresponding tests on Field 3 examine the effect of stationary waves on the
analysis. Results appear in Sections 4.3.2 and 4.3.3 respectively. All these tests
assume that the time and distance weight assigned to each observation linearly
decreases the further the observation is from the gridpoint. The effect of using
different types of wenghts is examined in Section 4.3.4; results are shown of
analyses of Field 2 made using cosme and negatlve exponennal weights, A
summary of the results appears in Section 4.3.5, whilst Section 4.3.6 contains

recommendations for further tests of the time/space interpolation scheme.

‘Observed’ radiances are interpolated to an analysis time of 24 hrs, on a grid
of resolution 10° latitude by 20° longitude, -and the analvsed field is compared
to the mode! field at t = 24 hrs. Rm.s errors are calculated at t = 24 hrs using

<

the expression



N : (4.7)
RMS =((1/N )‘z { Ry - Ry, )2 )1/2
L=

where N is the total number of gridpoints, Ry is the model radiance at t = 24
hrs and gridpoint i, and Rp; is the corresponding analysed radiance. Equation
{4.7) tells us how much Rg; differs from Ry, but on its own does not tell us
how well the model field structure is estimated. Hence it is also necessary to
examine qualitatively tﬁe estiﬁ"xates by examining plots of the analysed fields.
Tests are performed on both Fields 1 and 2 using a variety of distance radii
between. 500 and 5000 km, and time radii between 6 and 24 hrs. Analyses
made with a time radius of 6 hrs and a distance radius of 1200 km or léss have
a number of gridpoints which have no. observations within the cqrresponding
search radii. This also happens with analyses which use larger time radii and a

distance radii of 500 km. Results of these tests are nat discussed below.

43.1. Field 1

R.m.s analysis errors for the tests. made on Field 1 are shown in Table 4.3.

ry / hrs

rg / km 6 12 18 24
5000 180 1.66 1.69 1.76
3000 0.97 0.84 - 0.88 0.99
2000 0.65 0.50 0.54 0.67.
1500 0.57 0.44 0.45 0.58
1200 0.44 0.40 0.53
1000 ' 0.45 0.39 0.51
750 0.59 0.41 0.50

Table 4.3. Rm.s analysis errors in radiance units (r.u) for Field 1 {ru =
mwm % cm ster'1). The analysis was made using linear weights.

Reducing the distance radius clearly decreases the r.m.s error, provided the



distance radius is greater than 1200 km. Detailed consideration of the original
and interpolated fields reveals that reduction of the size of the distance rédius
jeads to an improvement'in the estimate of the model field’s wavenumber 1
and 2 features. An- examination of aﬁalyses' made with a time radius of 12 hrs

shows, in particular, that

1. The analysis made with a time radius of 12 hrs and a
distance radius of 5000 km (Figure 4.2a) has an rm.s error
of 1.66 r.u. Comparison between this field and the model
field (Figure 4.1a) shows that most of the model
wavenumber 1 structure has been reproduced, but that the .
size of the analysed wavenumber 2 structure is smaller than
in the model field. Figure 4.2b reveals that, in general, the
difference between the analysed and model fields does not
exceed 6 r.u. .

2. Changing the distance radius from 5000 to 3000 km reduces
the r.m.s error -by about 50 % and the resultant analysis
(Figure - 4.2c} -estimates both the wavenumber 1 and
wavenumber 2 features better. Moreover, Figure 4.2d shows
that the difference between mode! and analysed fields does
not exceed 4 r.u.

3. Changing the distance radius from 3000 to 2000 km again
reduces the rm.s error by nearly 50 % and both
wavenumber 1 and 2 features of the model field are better
estimated. Figure 4.2e shows the analysed field and Figure
4.2f shows that the difference between model and analysed
fields is usually less than 2 r.u. However, changing the
distance radius from 2000 to 1500 km improves the estimate
little.

The r.m.s error decreases by a smaller amount when the distance radius is
changed from 2000 to 1500 km, and this also happens with analyses made with
time radii of 6, 18 and 24 hrs. This is probably because the smallest distance
radius required to estimate the model field features lies between 1500 and 2000
km. Reducing the distance radius below 1500 km causes different changes in
the estimated field. Analyses made with a time radius of 12 hrs and a distance
radius of 1200 km or less have r.m.s errors which are the same or slightly

higher than the error associated with the analysis made with a distance radius

of 1500 km. All wavenumber 1 and 2 features are satisfactorily estimated but
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Figure 4.2 Field 1 analysed at t = 24 hrs using linear weights. The northern
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hemisphere field is plotted on the right and the southern hemisphere field on
the left. The contour spacing is 2 r.u. a) analysed vaiues obtained using a time
radius of 12 hrs and a distance radius of 5000 km; b) difference between field

in a) and model field;






difference between field in e) and model field;
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dius used is 750 km.

ept the distance ra
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Figure 4.2 {cont.) g} as




tﬁe analysed field is less smooth than the model field because at a number of
gridpoints there is only one observation within the corresponding search radii.
An exampie of this is the analysis made with a distance radius of 750 km
(Figure 4.2g). A similar effect also happens with analyses made with a time
radius of 18 hrs, but here the r.m.s error increases when the distance‘ radius is
changed from 1000 to 750 km. This is due to the larger number of observations
available to these analyses. Analyses made using a time radius of 24 hrs have
an even larger number of observations available; hence results of such analyses
reveal that, within the range of distance radii tested, th-e r.m.s error always

decreases when the distance radius decreases.

Despite the high model wave speeds, changing the time radius has little
effect on the r._rri.s error. Tests made using a 2000 km distance radius, for
example, show that changing the time radius from 12 to 18 hrs causes a slight
increase in the r.m.s error, and that the increase is also small -when the -time
‘radius is further raised to 24 hrs. Thearetically, the fastest wave that can be
estimated by measurements frﬁm a polar-orbiting satellite has a period of 2
days. However, the fastest wave in Field 1 has a period of 5 days. and hence is
satisfactorily estimated by the scheme. In addition, the large horizontal séale of
the field (ie no smaller than wavenumber 2) means that the estimated field
features are over-smoothed very little, even when a large time radius (eg 18
hrs, 24 hrs) is uséd., The reduction in the r.m.s error when the time radius is;
changed from 6 t6 12 hrs may be explained by the lower number of

observations available in the 6 hr analysis.

4.3.2. Field 2
The analysis scheme is tested using Field 2 in a similar manner to the tests
rn'ade.with Field 1. Rm.s anaiysis'errofs for a var'ief\',r of time and distance radii

are shown in Tabie 4.4,



ry/hrs

6 12 18 24
rg/km
5000 267 2.47 251 2.60
3000 1.49 1.29 137 1.47
2000 101 0.76 083 0.94
1500 0.93 0.70 0.70 0.78
1200 0.74 0.66 0.71
1000 . 0.78 0.65 0.68
750 - 0.99 0.66 0.66

Table 4.4 Rm.s analysis errors in radiance units {r.u) for Field 2 (ru =
mwm % cm ster’1). The analysis was made using linear weights.

The inclusion of a wavenumber 3 wave in model Field 2 results in higher
r.fn.s errors than for Field 1. However, the chief conclusion drawn from these
tests is similar to that drawn from the tests made on Field 1, namely that
reducing the distance radius clearly reduces the r.m.s error, down to a lmit
where the prumber of observations within the search radii is so small that the
estimated field becomes less smooth than the model field. Concentrating on

aﬁalvses made with a time radius of 12 hrs, we note in particular that:

1. Comparison between the analysis made with a distance
radius of 5000 km {Figure 4.3a) and the mode! field (Figure
4.1b) reveals that the model field's wavenumber 1 structure
is well reproduced. However, only some of the field's
wavenumber 2 structure is estimated, and the scheme fails
to reproduce the wavenumber 3 pehaviour in the northern
hemisphere. This is also demonstrated in Figure 4.3b, which
shows the difference between analysed and model fields.
The largest differences (over 12 r.u) occur in the northern
hemisphere in regions of large amplitude model
wavenumber 3 behaviour.

© 2. Changing the distance radius to 3000 km reduces the rm.s
error by about 50 %. The analysis (Figure 4.3c) estimates
the mode! wavenumber 1 and 2 structure well, and the
wavenumber 3 structure is also better estimated. However,
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Figure 4.3 Field 2 analysed at t = 24 hirs using linear weights. The northern

hemisphere field is plotted on the right and the southern hemisphere field on
the left. The contour spacing is 2 r.u. a) analysed values obtained using a time
radius of 12 hrs and a distance radius of 5000 km; b) difference between field

in a} and model field;



Figure 4.3 (cont.) c) as a), except the distan

ce radius used is 3000 km; d)

difference between field in c) and model field; T
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Figure 4.3 (cont) e) as a). except the distance radius used is 2000 km:; 1)

difference between field in e) and maodel field;
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Figure 4.3 (cont.) g) as a), except the distance radius used is 750 km.




80

a plot of the difference between model and analysed fields
(Figure 4.3d) shows that differences exceed 6 r.u in parts of
the northern hemisphere. ‘

3. Changing the distance radius to 2000 km (Figure 4.3e)
produces a better estimate of the wavenumber 3 structure
than the analysis made with a distance radius of 3000 km,
and the difference between model and analysed fields
(Figure 4.3f) is usually no larger than 4 ru. Reducing the
distance radius to 1500 km improves the estimate (not

~ shown) even further, and differences between the fields {not
shown) are reduced to less than 2 r.u.

As with Field 1, analyses made with a time radius of 12 hrs and distance
radii of less than 1500 km have slightly larger errors than the analysis made
with a distance radiu§ of 1500 km. These analysed fields are less smooth than
the mode! field because at a number of gridpoints there is only one observation
within the corresponding search radii. An example is Figure 4.3g, which shows
the analysis made with a di.stance radius of 750 km. In a similar manner, the
analysis made with a time r‘adius of 18 hrs and a distance radius ‘of 750 km has
a larger rrm.s error than the corresponding analysis made with a distance radius
of 1000 km. Such a lack of smoothness (which aiso occurs in corresponding
analyses of Field 1} implies the presence of high-wavenumber waves. The size
of such waves can be demonstrated by Fourier analysing the relevant estimated
field. Table 4.5 shows the Fourier components (to wavenumber 8) of: A) the
field in Figure 4.3g; B) the fie‘id e_st',irma_ted 'u_sing a tihe racjius of 12 hrs and a
distance radius of 2000 km; this field appears in Figl}.ure 4.3e and does not
appear to contain waves of a smaller ‘scale than those that are in the model

field: C) the model field at t = 24 hrs (Figure '4.1b).
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Wavenum'ber .Field A Field B Field C
a b a b ‘ a’ b
1 1.31 5.41 1.89 5.22 1.97 5.42
2 0.11 3.90 0.82 3.90 1.65 5.39
3 1.68 7.55 2.19 6.79 2.95 8.48
4 -0.37 2.19 0.44 2.18 0.41 | 1.60
5 -1.10 -0.48 -0.11 -0.43 ) 0.0 00
6 -0.95 025 696x 1073 028 0.0 0.0
7 -1.20 094 -368x107° -057 0.0 0.0
8 -1.45 -0.43 -0.12 139x10% 0.0 0.0

Table 4.5 Fourier coefficients of three fields at t = 24 hrs: A} analysed with a
time radius of 12 hrs and distance radius of 750 km; B) analysed with a time
radius of 12 hrs and a distance radius of 2000 km; C} model field. The Fourier
analysis was performed around the 40°N latitude circle. In the Table cosine
Fourier coefficients are denoted by a and sine coefficients by b. Units are
radiance units {r.u) (ru = mwm~2 cm ster ).

Table 4.5 shows that both Fields A and B adequately estimate the model
field wavenumber 1 to 3 structure: with a few exceptions (notably the
wavenumber 2 cosine coefficient of Fieid A) Field A and B coefficients are
between 66 and 100 % of model values. However, both Field A and Field B
contain more shorter—scale waves: wavenumber 4 coefficients are about the
same size or larger than model values. In addition, Whereas model coeffic'ients
for wavenumbers greater than 4 are zero, corresponding coefficients for Fields
A and B are non-zero, and in general the coefficients are larger for Field A than
for Field B. This is unsurprising, since Figure 4.3g clearly shows that Field A
contains structure of a smaller scale than present in the model field, whilst
Figure 4.3e reveals that Field B has negligible structure which.is of a smaller

scale than that present in the model field. Table 4.5 reveals that for

"wavenumbers of 5 and more, the cosine Fourier coefficients of Field A are at
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least 10 times as large as corresponding coefficients of'Field B; sine Fourier
coefficients of wavenumber 5 and 6 are about the same size for both fields, but
the wavenum.ber 7 and 8 sine coefficients of Field A are abouf 2 and .30 times
larger, respectively, than the corresponding coefficients of Field B. These
results underline how a small distance radius can lead to the gstimation of
waves of scales smaller than those that are actuaily present in the 'real’ field.
This .can cause further_problems if retrieved temperatures are used to calculate
other variables; an exgmple is thermal wind, which is- calculated u-sing
horizontal derivatives of t‘he temperature field. |f such small scale waves are
present in the analysis, the finite differencing method used 10 calculate the
tempel_'ature derivative can produce even l_arger errors in the thermal wind field
than ‘those that appear in the analysed temperatufe field. It is therefore
important to exercise care both when choosing an appropriate distance radius
for the analysis, and “when using analysed fields to calculate dynamical

diagnostics.

Despite the high model wave speeds, changing the time radius Causes much
smaller changes in r.m.s error than those caused by changes in distance radius.
The model waves are sufficiently slow, and are of sufficiently large a scale, for
the analysis not to over-smooth the model field features noticeably, even when
large time radii are used. Henlce, when using the time/space interpolation
scheme to analyse real stratospheric fields the choice of time radius is less

important than the choice of distance radius.

4.3.3. Field 3

The analysis scheme is tested with Field 3 in a similar way to the tests
made on Field 2, and comparisons of the tests are made to indiéate the effect
the stationary waves _in Field 3 have on the results. R.m.s analysis errors

appear in Table 4.6.
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r/hrs

6 12 18 24
rg/km
5000 2.65 2.51 280 251
3000 1.43 1.27 1.26 1.27
2000 0.82 0.67 0.66 0.66
1500 0.64 0.50 0.46 0.45
1200 0.46 0.38 0.36
1000 " 0.43 0.34 0.32
750 | : 0.37 0.28 026

Table 4.6 R.m.s analysis errors in radiance units (r.u} for Field 3 {ru=mW m™?

cm ster”'). The analysis was made using linear weights.

In general, the quality of the analysis changes with changing distance radius’
in a similar manner to tests made on Field 2. For example: a) comparison of the
model field (Figure 4.1c) and the analysis made with a time radius of 12 hrs and
a distance radius of 5000 km (Figure 4.4a) shows; that the model wavenumber 1
features are reproduced well, and wavenumber 2 features quite well, but that
the analysis fails to reproduce the model wavenumber 3 features; b) an analysis
made with a similar time radius, but a distance radius of 2000 km (Figure 4.4b)
‘Satis,'factorily reproduces  all wa\{enu'mbers. Results of analyses a) and b) are
similar to corresponding analyses made on Field 2. However, there are some
differences in the results caused by the stationarity of Field 3, viz

1. Field 3 rm.s error values are generally smaller than
corresponding values for Field 2 the smallest error is 0.26
r.u (for an analysis using a time radius of 24 hrs and a
distance radius of 750 km), while the smallest r.m.s error for
tests on Field 2 was 0.65 r.u {for an analysis made using a

time radius of 18 hrs and a -distance radius of 1000 km).

2. Errors of analyses made with a fixed distance radius but
different time radii do not in general increase as time radius
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Figure 4.4 Field 3 analysed at t = 24 hrs using linear weights. The northern

hemisphere field is plotted on the right and the southern hemisphere field on
the left. The contour spacing is 2 r.u. a) analysed values obtained using a time
radius of 12 hrs and a distance radius of 5000 km; b) as a), except the

distance radius used is 2000 km:



C) 90
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increases. In fact, when distance radii of tess than 2000 km
are used the error tends to decrease slightly, due to the
larger number of observations available when large time
radii are used.

3. With Field 2, analyses made with small distance radii often
had higher r.m.s errors than analyses made with slightly
larger distance radii because at a number of gridpoints there
was only one observation within the corresponding search
radii. Tests made on Field 3 reveal no such increase in error
at small distance radii - because the field is stationary the
fact that only oné observation may be inside the search
radii is less critical. For example, Figure 4.4c shows an
analysis made with a, time radius of 12 hrs and distance
radius of 750 km, and one can See that it is much smoother
than the corresponding analysis made using Field- 2 {Figure
43g). This is to be expected: for a stationary field, as the
distance radius tends to zero and the time radius tends to
infinity the analysis error should be explained solely by
instrumental errors.

The r_esults of tests mad.e with Fields 1, 2 and 3 reveal tﬁat the choice of
distance radius is more important than the choice of time radius. Increasing
the time radius changes the rm.s analyslis error only slightly.‘ On the other
hand, reducinga the distance radius reduces the r.m.s error by a larger amount,
provided the distance radius i.s 1500 km or greater. When é distance radius of
less than 1500 km is used, the r.m.s errors of Field 3 analyses made with a time
radius of 12 hrs continue to fall, but the .r.m.s errors of corresporiding Field 1
and 2 anaiyses rise slightly because these estimates contain waves of a smaller
scale than those present in the ‘real’ field. A similar effect is noticed in analyses
made using a time radius of 18 hrs when the distance radius is reduced below
1000 km. The small-scale waves are present because at small distance radii the
number of observations within such radii is too small to resolve the travelling
waves of Fields 1 and 2 adequately. A similar probiem does not exist with
corresponding Field 3 analyses because that field is stationary. However, as.
discussed in Chapter 2, in the real stratosphere we may more typically observe

a combination of travelling and stationary waves. Hence, when analysing real



87

satellite data, one should choose 2 distance radius that is small enough to
resolve the major field features, but be careful that the radius is not so small

as to introduce erronequs small scale waves to the estimate,

.

4.3.4. Analyses Using Different Weights

The results above were obtained qsing an analysis scheme which gives
.each observation a weight which linearly decreases the further away the
observation is from the anglvsis time or gridpoint. 1t is not_ciear that this type
of weight produces the best results. Thus further tests on Field 2 are made
using two different kinds of weight: a cosine weight and a negative exponential
weight. Such functions have been used in schemes to assimilate observations
into a numerical weather prediction model (eg Schlatter et al, 1976; Seaman,

1988).
The cosine time weight is written as

cos (T lt-to (i)]/2r) dt=tg ()] ¢ rd48)
wy (i) =
0, lt-t, (i}l >n
where t is the analysis time, t, ( i) is the time of observation i and r, is the
time search radius. The cosine distance weight, wy (i) is similar to equation
(4.8) except ry is replaced by the distance search radius, rgq, and |t -t (i ) | is

replaced by the d\ist’an'ce, d(i), 'betwee‘n, qbservation and grid points.
The negative exponential time weight is given by
Wt(i)=e-W!t‘t°(i,|/rt | _ (49)

W is a coefficient which ensures that w, (i) ~=0at|t- t, ()] =r. Inthe
tests described below two values of W are uéed, namely 5 and 10. The
negative exponential distance weight, wy ( i), is similar 10 equation {4.9),

except that | t - t, (i) | is replaced by d (i } and r, is replaced by ry.
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Linear, cosine and negative exponential weights are plotted in Figure 4.5, It
is clear that the cosine weight gives more weight to observations near to the
analysis point than doc;s the linear weight. The negative exponential weight
gives a negligible weight to observations more than about half (W = 10 weight) .
or three quarters (W = 5 weight) of a search radius away from the analysis

point.

4.3.4.1. Cosine Weights — Results

Rom.s errors of analyses made using both linear and cosine weights are

shown in Table 4.7.

ry/ hrs
6 12 18 24
rqg / km
5000 2.73 (2.67) 2.59 (2.47). 2.63 (2.57) 2.69 (2.60)
3000 1.53 (1.49) 1.38 (1.29) 1.47 (1.37) 1.57 (1.47)
12000 1.03 (1.01) 0.82 (0.76) 0.90 (0.83), 1.02 {0.94)
1500 0.94 (0.93) 0.74 (0.70) 0.74 -‘(0.70) 0.84 (0.78) -
1200 10.76 (0.74) 0.68 (0.66) 0.76 (0.71)
1000 0.82 (0.78) 0.66 (0.65) 0.72 (0.68)
750 1.02 (0.99) 0.66 (0.66) 0.69 (0.66)

Table 4.7 R.m.s analysis error in radiance units (r.u) for Field 2 (ru = mwW m

cm ster ). Figure

weights.

s not in brackets are errors for analyses made with cosine

weights, whilst figures in brackets are errors for analyses made with linear

R.m.s errors are very slightly higher when using cosine weights than when
- using linear weights. Further inspection of Table 4.7 shows that,.for a constant

time radius, the -difference between cosine-weight and linear-weight r.m.s
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errors is greater for larger distance radii (ie 5000 or 3000 km) than for smalier
distance radii. Figure 45 shows that all observations between 0.0 and 0.2
search radii from a gridpoint are given cosine weights close to 1.0. On the
other hand, tinear weights in the same‘region rarige from 1.0 to 0.8. This means
that cosine-weight analyses are smoothed more than linear-weight analyses,
and hence have larger r.am.s efrars. This effect is more nqticeable at larger
distance radii, where there are a greater number of observations close to the
gridpoint. However, the smoothing is very small, and fields analysed with
cosine weights (not shown) are very similar to corresponding fields derived
using linear weights. Thus the use of cosine weights instead of linear weights

makes only a slight difference to the quality of the analysis.
43.42. Negative Exponential Weights — Results
Analysis tests using negative exponential weights are also made using Field

2: R.m.s errors are shown in Table 4.8 along with corresponding errors from

analyses made with linear weights.



rg / km

5000

3000

2000

1500

1200

1000

750

Table 4.8 R.m.s analysis err
m™% cm ster“). Errors are shown for analyses p
weights,  in the

negative

These results f

weights, namely that in general reducing the distanc

exponential
(W=5)_/expone'ntial (Ww=10)).

2.67/2.36/1.98

1.49/1.29/1.13

1.01/0.93/0.97

0.93/0.86/0.91

error. In particular

1. When a distance radius of 5000 km i
the W = 10 negative exponential
smaller than those from the W = 5 negative exponential

§ analysis in turn has

linear weights.

analysis. The W =
the analysis performed. with
shows the analysis made with W = 10 negative exponential
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12

2.47/1.79/1.13

1.29/0.93/0.77

0.76/0.68/0.77

0.70/0.69/0.78

0.74/0.72/0.80

0.78/0.71/0.74

0.99/0.93/0.94

or in radiance units (r.u).
erformed wit
pattern

ry / brs

18

2.51/1.71/0.93

1.37/0.89/0.71

0.83/0.65/0.74

" 0.70/0.64/0.76

0.66/0.66/0.77

0.65/0.65/0.71

0.66/0.70/0.82

24

2.60/1.72/0.86
1.47/0.93/0.68

0.94/0.66/0.70

0.78/0.63/0.72
0.71/0.63/0.73

0.68/0.62/0.72

0.66/0.67/0.86

for Field 2 {r.u = mW
h both linear and
(Iinear/exponentia|

ollow a similar pattern to the results obtained using linear

e radius reduces T1.M.3

s used the errors from
weighted analysis are

smaller errors than
Figure 4.6a
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Figure 46 Field 2 analysed at t' = 24 hrs using negative exponential

weights. The northern hemisphere field is plotted on the right and the

southern hemisphere field on the left. The contour spacing is 2 r.u. a) analysed
values obtained using W=10 weights, a time radius of 12 hrs and a distance

radius of 5000 km; b) as a), excépt W=5 weights and a distance radius of 3000

km were used:;
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the field in b) and the model field; d)

ween

nce bet

Figure 4.6 (cont.) c) differe

ed is 2000 km.
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weights using a time radius of 12 hrs and a distance radius
of 5000 km. Comparison of this field with the model field
(Figure 4.1b) shows that the model wavenumber 1,72 and 3
structure is satisfactorily estimated. This is in contrast to
the linear-weighted analysis (Figure 4.3a) which fails to
estimate any wavenumber 3 structure.

2. Rm.s errors of both analyses performed with negative
exponential weights and using a distance radius of 3000 km
are smaller than the error of the corresponding analysis
made with linear weights, and again the W=10 analysis error
is even smaller than the corresponding W=5 error. Both
estimate the model field features slightly better than the
linear. analysis: Figure 4.6b shows the W = 5§ negative
exponential estimate and Figure 4.6¢ reveals that the
difference between this estimate and the maodel field usually
does not exceed 4 r.u (compared to 6 ru for the
corresponding linear analysis (Figure 4.3d)). Differences
petween analysed and model fields for the W=10 analysis
(not shown} are even smaller.

Analyses made using dist_ance radii of less than 3000 km reveal that r.m.s
errors of all thrée weighting methods are generally ‘of similar size. Fields
analysed with negative exponential weights are' less smooth than the model
field, an example being Figure 4.6d, which shows the field analysed with W=10
negative exponential weights, using a time radilus of 12 hrs and diétance radius.
of 2000 km. This field is similar to the linear weighted analysis made using a
time radius of 12: hrs and a distance radius of 1000 km (not shown), and the

r.m.s errors are also similar.

43.43. Discussion of Results Made Using Negative Exponential Weights
Analyses made with negative exponential weights and using distance radii
larger than .2000 km produce a better estimate of model fields 1 and 2 than do
corresponding analyses made with linear weights. However when analyses are
made with distance radii of 2000 km or less alt three r.m.s errors are about the
same size. This is because the exponentially weighted analyses are less smooth
than the model field. A similar problem affects linear analyses at slightly

smaller distance radii (about 1200 km). A possible explanation of this is given
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by examining Figure 4.5, C‘ompared to the linear weight, both negative
exponential weights give very little weight to obsefvations more than about 0.5
to 0.75 of a search radius away from- the analysis point. Thus, for a given value
of ry or ry, these weights have smaller effective radii than the linear weight has.
As an éxample, consider an analysis made with W = 10 negative exponential
weights and using a distance radiué of 2000 km. Suppose that at a chosen grid
paint there are only two observations within the search radius: (A) 200 km (0.1
of a search radius) from the grid point; {B) 1300 km (0.65 of a search radius)
from the grid point. The weight given to observation B is miniscule. After
normalisation, the weight given to observation A will be close to 1 and the
weight given to observation B will be close to 0. Suppose we then perform
another analysis, this time with linear weights and using a search radius of
1200 km. At the chosen gridpoint, observation B is outside the search radius
and heﬁce, after normalisation, observation A'will have a weight of one. The
weightings given to the two observations in the linear scheme are thus similar'
to those given by the negative exponential scheme. This helps explain why
minimum r.m.s errors are about the same size for analyses made using all three

types of weight.

435 Summary of Results
Despite the fact that the analytical fields only crudely mimic the real

atmosphere, one can conclude that, within the range of search radii tested :

1. Rm.s errors of analyses made using linear weights decrease
when the distance radius is reduced, down to some fimit.
This limit is reached when the number of observations
within the search radii is so small that the astimated field is
less smooth than the maodel field.

2. Despite the high wave speeds of Fields 1 and 2, the size of
the time radius appears to have little impact on the r.m.s
error.

3. When analyses are made using small distance radii, there
may be some gridpoints wherg there is only one
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observation within the corresponding search radii. In a
moving field (eg Fields 1 and 2) such analyses are less
smooth than the model field and r.m.s errors are slightly
higher than those of analyses made with slightly larger
distance radii. Corresponding analyses made using a
stationary field (eg Field 3} do not have this problem - the
estimate is smooth and r.m.s errors are smaller than those
of analyses made using slightly targer distance radii.

4. Anatyses made using cosine or negative exponential weights
are no better than those made with linear weights, although
the way in which the rm.s errors of negative exponential
weighted analyses. change with changing distance radius is
slightly different. : '

43.6. Recommendations for Further Tests of the Time/Space Interpolation
Scheme |

The tests of the fime/space interpolation scheme described here are made
using idealised radiance fields. The next step is to test the scheme using more
realistic stratospheric fields. Accordingly, in Chapter 7 we teét the scheme
using a field from the Met Office stratosphere/mesosphere ‘model which is

affected by a sudden warming.

The results of tests made on idealised fields indicate that changing the time
radius causes only small changes to the quality of the estimate of the field.
Thus the first tests made using the Met Office model field should examine this
by comparing two analyses made with the same distance radius, but different
time radii. The distance radius cho:;en for such tests is 2000 km, and the time
radii are 6.hrs and 12 hrs. Operationél Met Office anal\lfses are usually made
using 24 hrs of data. Since these tests will help users of such analyses to
evaluate the confidence which can be placed in them, the tests using the model
field are also performed using 24 hrs of data, and hence 12 hrs is the largest

time search radius that can be used.

Results of tests presented in this chapter also demonstrate that reducing
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the distance radius reduces the analysis error, provided the distance radius is
greater than 1500 km. Concentrating on tests made with a tirﬁe radius of 12 hrs
we note that whenra distance radius of less than 1500 km is used the rms
error continues to fall (for Field 3), or rises slightly (for Fields 1 aﬁd 2). This
effect is due to the small number of observations within the distance radius,
and is governed by the motion of the field; Fields 1 and 2 contain travelling
waves oﬁlv, whilst Field 3 is s-tationérv. 'However, when the time/space
interpolation scheme is used to estimate more realistic stratospherié fields we
do not know how the ‘q.ualitv of the analysis will change when the distance
radius is reduced to less than 1500 km because, as described in Chapter 2, the
field may typically consist of a combination. of travelling and stationalrv waves.
In addition, maﬁv real stratospheric fields have length scales smaller than those
of Fields 1, 2 and 3. Accordingly, the effect on the analysis of changing the
distance radius has to be examined further, and hence -further tests are
performed on the Met Office model field using a constant time radius and two
disténce radii. The time radius used is 12 hrs, and the distance radii used are
1000 km and 2000 km. In addition, a further test is made using the radii used
operationally by the Met Office, namely a time radius .of 12 hrs and a distance

radius of 500 km. Results of these tests appear in Chapter 7.
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CHAPTER b
TESTS OF RETRIEVAL/ANALYSIS SCHEMES USING MET. OFFICE
STRATOSPHERE/MESOSPHERE MODEL FIELDS :

METHOD OF SIMULAT:ION AND DATA USED

5.1. Purpose of the Tests

The aim of the tests to be described in the next three chapters is tO
evaluate the performance of' two retrieval/analysis schemés for obtaining
stratospheric temperatures from the TOVS instrument on the TIROS-N series of
polar-orbiting satellites. The retrievai/analysis scheme tested in Chapters 6 and
7 is similar to that used by the UK Metearological Office, so these tesis will
help users of the analyses 10 gvaluate the cbnfidence which can be pfaced in
them. The temperatures retrieved by the method used in Chapter 6 are also
analysed using the sequential estimation analysis scheme, and results of these
tests appear in Chabter 8. Comparison of results of the tests in Chapters 7 and
8 are made, and the relative strengths and weaknesses of each analysis scheme

are identified.

A difficulty in testing any retrieval/analysis scheme using real observations
is the absence of adequate ‘ground truth’ observations. Rocketsondes observe
temperature in the upper stratosphere but rocket flights are infrequent and
badly spaced. Radiosondes observe in the lower stratosphere and give better
global coverage, but even S0 there are few observations made over oceans of
in the southern hemisphere. Many workers (eg Nash and Brownscombe, 1983;
Pick and Brownscombe, 1979, 1981, Schmidlin, 1984; Barnett et al, 1975) have
compared retrieved temperature profiles with coincident rocket and radiosonde
ascents. However, the sondes themselves have instrumental errors, and it is
often unclear whether. differences bétween sonde and satellite profiles are due

to systematic errors of one of the methods or to differences in spatial and time



resolution (see eg McMillin et a! , 1983 (and references therein), for a fuller
discussion). Comparisons of satellite and sonde-derived fields have _l_)een made
by eg Pick and Brownscombe (1979, 1981) Grose and Rodgers (1986), Rodgers
(1984). Because of the very poor spatial coverage of rocketsonde observations,
fields have been derived using mainly radiosonde data. Hence it i's not practical
to derive such fields at levels above the maximum ascent fevel of the
radiosondes (about 10 mb). However, even at stratospheric i‘evels bel_ox;v 10 mb,
the poor radiosonde coverage in the southern hemisphere and over the oceans
means that sonde-derived fields may be of poor quality in these regions, and
field values in these regions are sometimes subjectively estimated by the
Human analyst. In addition, Rodgers (1984} notes that stratospheric radiosonde
errors can be substantial above 100 mb. Over 15 types of radiosonde are in
operational. use, and since svstematip errors vary from sonde-type 10 .
sonde-type, stratospheric analyses can become neariy impossible unless the
temperature fields are adjusted to ‘ensure observational compatibility.
Comparison with ground truth for tields analysed from satellite data is als§
difficult. Possible problems with analyses have been reported by Al-Ajmi et al
(1985) and by Clough et al {1985). The former paper gives evidence that there
may be temporal variations too rapid for proper resolution, and the latter
provides evidepce that the vertical temperature structure is not always
adequately résolved. Accordingly, hecause of these difficulties with ground truth
'observa;‘tribns,‘we have chosen to test the retrieval and analysis schemes in a
simulation experiment which uses an atmosphere calculated in a numerical
model. Simulated observations are then calculated by computing the radiances
which would be observed from this model atmosphere from a TOVS-like
instrument, including the effects of instrumental noise. Details of the numerical
'r_nodel are given in Section 5.2, whilst Section 5.3 describes the simulation of

observed radiances from the model field.
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Temperaturgs are retrieved from the simulated observations using a
regression model similar to_that used by the UK Meteorological Office (Pick and
Brownscombe, 1981), the main differe-nce being that theirA scheme gives’
thicknesses of fairly thick layers of atmoépheré, whereas ours gives the
temperature profile at 31 pressure levels from ‘0.2 to 570 mhb. Chapter 6
describes the regression model and the method of obtaining the regression
'coefficients, together with the resulfs of tésts of the retrieval scheme. The
retri;aved temperatures are interpolated to a g_rid by two methods: 1) a
time/space analysis method which s used operationally by the UK
Meteorological Office; 2) the sequential estimation of Fourier components, a
technique which has been used to analyse LIMS observations. Both techhiques
are described in Chapfer 3. Results of tests of the time/space interpolation
scheme appear in Chapter 7, whilst resuits of tests of the sequential estimation

scheme appear in Chapter 8.

5.2. The Stratosphere/Mesosphere Model

The retrieval and analysis schemes are tested below in a simulation
experiment which uses an atmosphere calculated by a numerical miodel. The
model gives a reasonable representation of the ‘true’ atmosphere, and has been
used in a number of studies of .the stratosphere (eg O’Neill and Pope, 1988,
Fairlie and O’Neill, 1987; Shine, 1987). However, it is not capéble of reproducing
certain phenomena, such as tides, which exist in the real stratosphere. The
.model used . is the UK Meteorological Office stratosphere/mesosphere
multi-level model (Fisher, 198‘7) based on the primitive equations. These
equations are solved to fourth-order accuracy in the horizontal, and to
second-order accuracy in both the vertical and in time, using energy
conserving ‘box’ type finite differences and leapfrog integration. The model

utilises a regular grid in spherical coordinates with gridpoints at intervals of 5°

in latitude and longitude and 33 levels between 100 and 0.001 mb, which are
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equally spaced in log pressure, and are approximétely 2 km apart. To avoid
having to represent the troposphere, a lower boundary condition . is imposed

near the tropopause, namely the geopotential height of the 100 mb surface

specified from analysed observations.

Our simulation uses one day’'s output at 1 hour intervals from a run with
lower boundary heights corresponding to 18/1/1987. On that day a sudden
warming {described in Chapter 2) was ;;resent in the modelled northern
hemisphere. Such warmings cause large and rapid changes to the te,mpérature
. structure of the stratosphet:e - there may be temperature rises of the order of
50 K over a few days. As discussed in Section 2.3, this phenomenon provides
the most stringent circumstances for testing both the retrieval and analysis

schemaes. N

5.3. Simulation of Radiances

To calculate a simulated radiance we use a temperature profile which
extends from the surface to above the level of the topmost weighting function
(2 mb). The Met Office model calculates temperatures between 100 mb- and
0.001 mb, and hence at pressure !evgls befow 100 mb we mrust use
temperatures from another source. Here, we use Met Office Central Forecasting
Office (CFQO) fields; the fields have been calculated chiefly from radiosonde
observations, and provide us with-temperatures from the surface to 100 mb.
The TIROS-N satellite views the atmosphere by scanning from c;ne side of the
vertical to the other at 8 scan angles. Adjacent observations are then averaged
in blocks of 4 so that the 16 observations of 2 successive scans are combined
to give 4 ‘superobservations’ at effective angles of -30°, -10°, 10° and 30° from
the vertical. Figufe 5.1 shows the superobservations made by a TIROS-N series
satellite (NOAA-7) in a 24 hr period. There is almost global data coverage,

though some areas in the tropics are free of observations. Model or CFO
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temperatures are linearly interpolated in space and time to these observation
points, and the interpoiated temperatures'are used to calculate. radiances that
the satellite would ‘observe’. In these teésts no data loss due to calibration

sequences is assumed.

Observations are simulated for 8 TOVS channels using the radiative transfer
egquation (3.6), which expresses the spectral radiance as the vertical integral' of
the product of Planck function and weiéhting function. The Iargest contribution
to the radiance comes from pressure levels close to the peak of the weighting
function. Indeed, channel radiance may be considered to give 'a measure of the
temperature of a layer 10-15 km thick situated about the peak of the weighting
function. The weighting functions for the 8 channels used in the retrieval
" scheme are shown in Figure 52 Table_ 5.1 shows the pressure level at each

channel’'s weighting function peak and its central wavenumber .

CHANNEL WEIGHTING FIN. PEAK/MbD CENTRAL
WAVENUMBER/cm ™!

HIRS 1 30 669
HIRS 2 60 ' 679
HIRS 3 100 . 690
MSU 23- 280 1.832
MSU 24 100 1.932
SSU 25 - 15 667
SSU 26 5 | 667
ssu 27 2 667

Table 5.1 TOVS weighting functions for a vertical view. The acronyms: refer
to the instruments mounted on TOVS. HIRS denotes the High Resolution
Infrared Radiation Sounder, MSU the Microwave Sounding Unit, and SSU the

Stratosphéric Sounding Unit. :

The weighting functions depend upon the angle of view. However, t0O
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Figure 5.1 Superobservation points of the TOVS instrument on NOAA-7 for

-30° -10° 10° and 30°

18/1/87. Observations are made at the 4 scan angles

~from the local vertical.
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Figure 52 The 8 TQVS channel weighting functions expressed between 0.2

and 1000 mb, for a vertical view.
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simplify the calcutations we have simulated ali radiances using the weighting
function appropriate to the vertical view. Most operational retrieval schemes
also use this simplification: a statistical correction scheme is épptied to
radiance observations made at an angle to the vertical in order to calculate the
radiances which would have been observed at the vertical. However, this need
for a 'nadir correction’ introduces a slight error to operational retrievals which
is not present in our simulation experiment (see eg Koehler, 1989; Le Marshall

and Schreiner, 1985).

The transmission profile, and hence weighting function, for each channel is
calculated using a numerical technique developed by McMillin and Fieming
(1976): first, transmission profiles are calculated for a small number of
representative and extreme étmospheres using the line-by-line methbd
(Drayson, 1966), and then these pre-computed profiles are interpolated to any
arbitrary profile. ‘Observed’ radiances can thﬁs_ he calculated by evaluating
equation (3.6} and then adding randomly generated numbers ato simulate the
radiometric noise of the instrument. These nurﬁbers are t;akén from a Normal
distribution which has a mean of 0.0 ru and a standard deviation of 0.3 r.u
(HIRS and SSU channels), or a mean of 0.0 K and a standard deviation of 0.1 K
in equivalent blackbody temperature (MSU channels). The choice of these values

is based on validation studies of these instruments (Pick and Brownscombe,

1979; Eyre, personal communication, 1883). . :
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CHAPTER 6

TESTS OF THE REGRESSION RETRIEVAL SCHEME

in this chapter, a regression retrieval scheme is tested in a simulation
experiment which uses an atmosphere calculated in a numerical model. The
scheme is described in Section 6.1, whilst the data used to calculate the

regression coefficients is discussed in Section 6.2, along with tests of

assumptions made in the formulation of the regression model. Results appear in

Section 6.3, and these results are discusséd in Section 6.4.

6.1. The Regression Model

Planck function, and ‘hence temperature, is retrieved from radiance
measurements by regression. in the regression model we must express the
Planck function at a reference wavenumber L. Since 6 of the 8 channels used in
the regression model are in the infrared region (see Table 5.1}, it is convenient
t0 choose a reference wavenumber which is also in the infrared; we choose U

to be 668 cm™' It is an assumption of the regression model that radiance is

1

linearly related to the Planck function at 668 cm™ . Whilst this.is approximately

true in the infrared, it is not the case in the microwave region. An illustration is
Figure 6.1a, which shows a scatter plot of deviations of MSU channel 25
‘observed’ radiances from the mean (ie (R; - F_!‘-) against deviations of Planck
function at 85 mb (calculated at 668 cm™') from the mean (ie (B; -~ B;})). There is

no clear linear relation between (R; - ﬁj) and {B;, - B)). We need to re-express
. . '

the observed radiance, R; in such a \:vzlav that tﬁe relatior?tladet'ween radiances at
all waveriumbers and Planck function (expressed at 668 cm™ ') is close to linear.
This is ‘done by’ calculating a’standardised radiat)éé: the sténhardliséd radiance,
)&j, of channel  is easily calculated from Rj, the measured radiance of chann'é‘i i

vig It -t et e e 0 TEg e vt L TT e e i o e

XjscrUd/lexp (cpu/ry Qs v e 0 “ T (8.1)

"rwherer=c;v/In(1+cyvi/R) 0 T

2

v is the channel wavenumber, ¢, = 1.18096 x 1075 mw m™2 cm® ster™! and Cy =

1.43879 cm K. Figure 6.1b is like Figure 6.1a, except that deviations of

—— a —— ¢ o—
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standardised radiance from the mean (ié (X; ')'(j)) is plotted instead of

deviations of measured radiance from the mean (ie (R; - ﬁj)). There is evidence

here of a linear refation between standardised radiance and Planck function.

. e . e — S .

The estimated deviatiori of profile Planck function, AB; , from the mean is
written as a linear combination of the deviation of the radiances from the mean

radiance, namely

A

N _ (6.2)
AB; = ag; + iET( X = X ) @i {i=1..31.

The a,; and a;; are predetermined in advance by ordinary least squares as
described in Section 6.2. The mean Planck function and the mean standardised
radiance, _)Zi, are calculatea from a set of rocketsonde temperature
measu'rements. N is the total number of channels and X; is the observed
standardised radiance. Retrievals are performed at 31 pressure leveis equally

spaced in log pressure between 0.2 and 570 mb.

: A
The retrieved Planck function, B; , for level i is then given by

~ _ Lat . ' (6-3)
B, = B, + AB' (i = 1,,31)
where B, is the mean Planck function for pressure level i. Itis straightforward

to calculate temperature from the retrieved Ptanck function.

6.2. Calculation of Regression Coefficients

The regression analysis is based on a dataset of 1200 temperature profiles.
Each profile is calculated using a combination of a radiosonde and a
rocketsonde measurement: the p.rofile uses radiosonde temperatures from the
surface ‘Ato _the .lower stratosbﬁere ' (which' is the vertical range of the

instrument), and temperatures from a quasi-coincident rocketsonde at higher
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levels. Standardised radiances are calculated from these measurements using
equations (3.6) and (6.1). The data are divided into 7 zones (Table 6.1} according
to the latitude and season” of each rocketsonde measurement, and regression
coefficients are calculated for each of the zones. This is done to restrict the

range of atmospheric conditions over which the regression analyses are

applied.

ZONE LATITUDE / SEASON NO. OF ASCENTS
IN EACH zoNE

1 70° - 90°, winter 64

2 50° - 70°, 212

3 30° - 50°, * 124

4 30°N -30°S, all seasons 400

5 30° - 50°, sun{mer 125

6 . 50° - 70°, * . 204

7 70° - 90°, " T 71

Table 6.1. Latitude/season zones for which regression coefficients are
calculated. 'Winter’ is the six months between October and March (for the
northern hemisphere) or between April and September (for the southern
hemisphere). ‘Summer’ is the six months between April and September {for the
northern hemisphere) or between October and March (for the southern
hemisphere).

6.2.1. Relation of The Sonde Dataset to the Numerical Model

The dataset used to calculate the regression coefficients contains
rocketsonde measurements of the real atmosphere. However, in this thesis the
retrieval and analysis schemes are tested in a simulation experiment which
uses an atmospher'e calculated by a numerical model. it is important that the

model adequately reproduces the real atmosphere.observed by the

rocketsondes. This is examined by comparing the means and standard
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deviations of the two datasets.

Wea consider first the southern hemisphere, zone %. The model fieid in this
zone is similar to the climatology of the.sonde data. Figure 6.2a shows means
and standard deviations of sonde and model datasets in zone 5. The dashed
lines show the mean of the sonde temperatures together with departures of
one standard deviation. The solid lines show the corresponding statistics for
the modef dataset in this zone. Both sonde and mode! standard deviations are
low, indicating the lack of variation in the summer stratosphere. Moreover, at
most pressure Iévels the means and stand_ard deviations .of both datasets are
similar, implying that the model field in zone 5 is simitar to that observed by
rocketsondes. In zones 6 (Figure 6.2b) and 7 (Figure not shown) the model
mean also lies within one sonde standard deviation of the sonde mean, and
both model and sonde standard ;ieviations are small. By contrést, the medel
mean in zone 4 (Figure 6.2c) is more than one sonde standard deviation away
from the sonde mean between 1.5 and 2 mb and1% and 75 mb. This suggests

that the model field is somewhat unrealistic in the tropics.

Whilst sonde and model statistics are similar for zones 5 to 7, the same is
not true for zones 1 and 2. "On 18/1/1987 the model reproduces a sudden
warmiﬁg'in these latter zones. In Table 6.1 ‘winter’ is defined as the 6 month
period between October and March (for the northern hemisphere) or between
April and September (for the southern hemisphere). Within such a large time
period only a small proportion (if any) of rocketsondes will observe a sudden
warming, thus it is likely that sonde data in zones 1, 2 and 3 will not be
representative of sudden warming conditions. Figure 6.2d is like Figure 6.2a,
except that data for zone 1 are shown. As one might expect in a winter
stratosphere, both sonde and model qatasets have‘ high standard deviations.

The two mean prdfi!es differ greatly at a number of pressure levels. Between 3
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and 50 mb the model mean temperature is greater than one sqnde standard
deviation away from the sonde mean temperatufe. Thﬁs mode! conditions in
zone 1 differ greatly from those observed by rocketsonde. This is also true in
zone 2 (not shown), while in zone 3 (not shown) differences are also large,
although in generalsthe model mean differs from the sonde mean by less than
one standard deviation. It is important to test the retrieval scheme in a sudden
'v;.fafming pfeéisely ﬁecause of these extreme differences between sudden
warming conditions and mean sonde values. If the‘scheme performs well in a
sudden warming, it is reasonable to conclude that it will perform well in most

conditions.

These results have important implications for the method of retrieval bv‘
régression, since the sonde dataset used to Vcalculate the regression
coefficients is used Widely {for exampl.e, iﬁ the NOAA regressi_on retrieval
scheme (Smith and Woolf, 1976; Smith et al, 1979); many major rgsearch groups
use NOAA-retrieved stratospheric temperatures). ‘Tﬁe discussion above
suggests that the sonde dataset appears to be unrepresentative of sudden
warming conditions. How-ever, it is likely that the limitations of the sonde data
are even more widespread, because the measurements are made at a limited
number of sonde stations (24), and most .of these are in the northern '
hemisphere (out of the 1200 ascents in the dataset, only 118 are made in the
southern hemisphere}). The regression zones described in Table 6.1 are based
on the assumption that stratospheric climatology depénds on latitude and
season, but not hemisphere. However, recent work {eg Andrews, 1989) indicates
that there are noticeable differences between the climatologies of the hoﬁhern
and southern hemispheres of the middle atmosphere. _Acc_ordingly, future
stratospherié retrieval researrcri might profitably L‘l.tilis;e" ‘méthods which have
been used to improve tropospheric retrievals. For example, ‘stratified

climatology’ (eg Uddstrom and Wark, 1985) uses the radiances to ‘point’ to a
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class of atmospheres to which the profile probably belongs. The regression
coefficients are then pbtained from the statistics of the class. A related
technique employs a Iibra-rv search {eg Chedin et al, 1985).' Another possibility
is using datasets which are taken from a forecaét model rather than

climatology.

6.2.2. Testing of the Regression Model

1t is an assumption of the regression model that radiances from ail 8
channels should be used. Clearly it is of interest to investigate if a certain
amount of effort could be saved by using less than 8 channels .in the
regression. Accordingly, we have produced scatter plots of radiances in pairs of
channeis to discgver the degree o‘f gorreiation between them. Several of the
" channels ‘show a high degree of association; an. example is Figure 6.3, which
-shows a plot of HIRS-3 radiance against MSU-24 radiance in zone 7.
Regression coefficients were calcutated using systematically fewer and fewer
channels. The resulting minimal regréssion models were then used to estimate
sonde temperatures. The residual r.m.'s error (i.e the rm.s érror of the difference
between true and estimated sonde temperature) suggested that the quality of
- the retrieval decreases when data from one or more channels are. omitted. An
example is Figure 6.4, which shows the residual r.m.s error of four zone 3‘
minimal regression models. The models use: a) all eight TOVS channels; b}
seven channels (SSU channel 27 is omitted), c) five channelé (all three SSU
channels are omitted); d) one channet (HIRS channel 1). The residual error of
the 8-channel model is smaller than the error of the other models. The error of
the 7—channel model is the same or slightly larger than the g8-channel model
error at most pressure levels, but is over 1 K Iarger near 1.5 mb, which is close
the level of the (missing) SSuU channel 27. 'weightin_g function peak. The error
profile of the 5-channel model matches that of the 8-channel model from 570

to 50 mb, but is noticeably larger at pressures less than 50 mb. This is to be
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Figure 6.4 Residual r.m.s error {in K) of four zone 3 minimal regression
models: i) 8-channel model which uses all eight TOVS channels; ii) 7-channel
model which excludes SSU channel 27; iii) 5-channel model which excludes all

three SSU channels; iv) 1-channel model which uses only HIRS channel 1.
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expected as the 5-channel model does not use the three SSU channels, whose
weighting_ functions peak at 15, 5 and 2 mb. The error of the 1-channel model

is the largest of the four error profiles and exceeds the 8-channel error by at

least 1.5 K at all levels. Such results are equivalent to showing that each

channel makes a f';ia;\}ficant cqnfribu_tion to information content (Peckham, '19@

—— o ——————

The regression model also assumes that Planck fuﬁction is linearly related
to radiance. To test the validity of this assumption scatter plots of Planck
function at level k against radiance for channel j for a numbar of kj pairs were
produced. These plots provide no strong evidence that the relationship between
Planck function and radiance is anything other than linear. An egample of such
a plot is Figure 6.1b, which shows the standardised radiance for MSU channel

24 plotted against the Planck function at 85 mb. We conclude from these

scatter plots that an appropriate model is linear regression of all 8 channel

radiances against Planck function.

6.3. Retrieval Results

We now turn to investigate how well the regression scheme works in
practice. our overall aim is to test the behaviour of the ;:ombined
retrieval/analysis écheme, but it is important to be able to study the retrieval
and analysis parts separately. To this end, we perform a test in this Chapter
which does not involve time/space analysis. The tests are made using model
profiles at 31 pressure levels. The model profiles are inferpolated to the
satellite observational points shown in Figure 5.1, and these are taken to be the
‘true profiles’. ‘Observed’ radiances corresponding to these profiles are
calculated using equation (3.6) and these are retrieved using_ the reg'réssion
mode! described in éection 6.1 to ‘give ‘retrieved br.ofiles’. We now compare

‘true’ and ‘retrieved’ profiles by examining the rm.s retrieval error, the retrieval
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bias, and the standard deviation of the difference between retrieved and model

temperatures.

For all regression zones the rms retrieval error at pressures greater than
than that of the péak of the bottommost weighting function (280 mb) is
generally higher than at 300 mb, and the r.m.s error at pressurés less than that
of the topmost weighting function peak (2 mb) is generally larger than the r.m.s
errbr at i1.5-ml‘a. This is of course to be expected, as away from the region
containing the weighting function peaks the satellite measurements provide
little information about the temperature. Other workers have also noticed this
behaviour. Rodgers (1984} and Grose and Rodgers (1986) compared fields
derived from both satellite and sonde data, and concluded with the
recommendation that operational retrievals should not be made above the level

of the topmost weighting function peak.

As anticipated, errors ‘in the zones containing a sudden warming {zones 1
and 2) are high. Diffiéulties arise because of the small vertical temperature
structure present in a sudden warming (discussed further in Section 6.3.1) and
because the sonde measurements in these zones were made in conditions
different to those in the sudden warming (sée, for example, Figure 6.2d). Figure
6.5a shows the rm.s errof (solid), bias (dashed) and standard deviation (dotted)
profiles for zone 1. For pressures higher than 1.5‘_mb the error is between 2 and
6 K. The standard deviation has nearly the same values as the r.m.s errors at
most levels and hence the bias is generally much smaller, rarely exceeding 2
K. The corresponding profiles for zone 2 (Figure 6.5b) are broadly similar to
those of zone 1. In zone 3 (not shown} the standard deviation is close to the
r.m.s errors but their values are ;maller than in zo'nes 1 and 2. In zone 4. the
r.m.s errar profiie' {Figure 6.5c) has a zig-zag behaviour. This is due to biases in

the retrievals, since peaks in the error profile occur at the same pressure levels
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as high values in the bias profile. For example, at 7 mb the r.m.s error is 4.33 K
and the bias is -4.13 K and at 100 n-xb the r.m.s error is 5.61 K and the bias is
-5.20 K. This sha-pe of the bias profile is closely related to the difference
between the means for‘rrnodel and sondes (Figure 6.6a) and seems therefore to
be related to an unrealistic structure in the modelled tropics. The low standard
deviation of the zone 4 sonde measurements used to calculate the regression
coefficients (Figure 6.6b) constrains retrievals to the mean of the sonde
temperatures. R.m.s errors for zone 5 {Figure 6.5d) are lower than for zones 1
to 3 and the profile has a zig-zag pattern, which is also due to bias in the
retrievals. However, these ‘zig-zags are much smaller than for the
corresponding profiles in zone 4, 'the largest bias value being -2.55 K (compared
to -5.20 K in zone 4). This is probably because the sonde temperatures in zone
5 are more representative of zone 5 model conditions on 18/1/87. Figure 6.6a
shows that the difference between model and sonde means for zone 5 is
smaller than the corresponding difference for zone 4. In regression zones 6 to
7, where there was little wave activity, r.m.s retrieval errors are low. The zone 6
r.m.s error profile (Figure 6.5e), for example, does not exceed 3 K. The standard
deviation of the difference between model and retrieved temperatures is close
to the r.m.s error and biases are much smailer than in zone 4. This is because,
althougﬁ I;igure 6.6a shows that differences betheen model and sonde means
for zones 6 and 7 are of similar size to the corresponding difference for zone 4,
the sonde standard deviations in zones 6 and 7 are larger than the
corresponding sonde standard deviation in zbne 4 (Figure 6.6b), and hence the

retrievals are less constrained towards the sonde mean profile.

it is of interest to note that for tropical and summer latitudes, the standard
deviations are in general low. That is of significance for the computation of
thermal winds, which, being proportional to horizontal temperature gradients,

are unaffected by bias except possibly at transitions between zones.
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The results of these tes;cs show that differences between sonde and model
datasets influence the size of the retrieval error. The largest differences
between the datasets (and hence the targest r.m.s retrieval errors) occur in
zones affected by the sudden warming. Clearly operational retrieval errors will
also be large in situations where the dataset used to calculate the regression
cpefficients differs greatly from atmospheric conditions. Ways in which such
differences may be reduced are discussed in Section 6.4. Another conclusion
from these tests is that high retrieval errors in the zones affected by the
sudden warming are partly due to vertical structure which is of too small a

scale to be resolved. This is discussed further in Section 6.3.1.

6.3.1. Cross-Sections

The high retrieval errors in zones 1 and 2 are partly attributable to the large
vertical temperature gradients present in a sudden warming. This is illustrated
by plotting a cross—section of the model temperatu-re field along half a satellite
orbit's observation points and comparing it with a corresponding cross—section

of retrieved temperatures.

The half-orbit we considered starts at the equator and passes through the
region affected by the sudden warming before refurning to the equa"tor about
50 ﬁinutes jater. Observations are made at 189 points. Broadly speaking,
'observatlons 1 to 81 and 153 to 189 are made outwith the sudden warming
reglon (|n zones 3 and 4) and observations 82 to 152 are made within the

sudden warming {in zones 1, 2 and 3).

Figure 6.7a shows a cross—section of the model temperature field between
100 and 0.2 mb and for observations 1 and 189. Within the region of the
sudden warming there is a deep low centred at 15 mb and observat:on number
125%. Above this there is a region of high temperature, with peaks at 1.5 mb

(observation 100), 0.4 mb (observation 125), and 0.4 mb (observation 177).
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Beiow the the first two of these highs there is a strong temperature gradient of

approximately 4 K/ km.

Figure 6.7b shows the corresponding cross-section of the retrieved
tAemperatures. Both outwith and within the sudden‘w'arming retrieved values are
less than mode! values at pressures below 0.5 mb. A good example of this is
the low at observation 97. Figure 6.7¢c shows that the difference between model
and retrieved temperatures at observation g7 exceeds .10' K. This suggests that
the refrievai is biased at pressures less than 0.5 mb, and this is confirmed by
Figures 6.5a and 6.5b, which show a large bias in zone 1 and 2 retrievals near
0.5 mb. This bias occurs because these pressure levels are far away from

weighting function peaks.

At pressures h'igher than 0.5 mb the mode! field is well retrieved outside the
sudden warming region {observations 1 to 81 énd‘ 153 tol189) - differences
between model and retrieved fields are generally less than 5 K, which is small
compared with the temperature variation over the northern hemisphere (eg 45 K
at 5 mb). However within the sudden warming the field is not well retrieved.
The model low centred at 15 mb, observation 125 has been retrieved in the
right place, but its retrieved depth is around :10 K greater than its model
magnitudé.- The mode! maximum at 1.5 mb (ohservation 100) is well
reproduced, but the nearby maximum at peak at 0.4 mb (observation 125) is
underestimated by 15 K. The retrieved temperature gradient between the highs
and the major low is not as strong as in the model field, especially between 3
and 1 mb and observations 109 to 141 - difference.s between model and
retrieved fields are greater than 20 K in places. These results are consistent
with those of Rodgers (1984). He examined a vertical cross—section of a region,
affected by a sudden warming, which has a similar structure to the example

shown here. He compared a cross-section derived from satellite observations
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made by the SAMS ( Stratospheric and Mesospheric Sounder) instrument with a
cross-section subjectively analysed from sonde data, and found that the vertical
gradient in the SAMS-derived field was less steep than the corresponding
gradient in the sonde-derived field. Such results emphasise the difficulty in

retrieving such vertical structure.

The cross-sections demonstrate that some of the vertical structure in a
sudden warming is too small to be retrieved. The first term on the right hand
side of equation (3.27) can be regarded as the 'nuli~space error’ of an individual
retrieval {Rodgers, 1987), as it corresponds to those portions of profile space
that cannot be measured by the observing system. The temperature field within
the sudden warming contains vertical structure smaller than the vertical
resolution of the TOVS instruments (which is about 1d to 15 km). Hence the
'null-space error’ makes a large contribution to the total retrieval error. 1f, on
the other hand,.we decrease the.vertical resolution of what we are attempting
to retrieve by estimating instead the mean temperature of 15 km—thick layers of
atmosphere, the ‘null-space error will be smaller (provided the first guess ié
optimal). The total retrieval error will consequently also be smaller, and will
depend more on the size of the instrumental noise (ie on the W €, term in
equation (3.27)). There is hence a trade-off between resolution and retrieval

errer.

6.4. Discussion

The results indicate that temperature retrieval errors were highest within the
region of the stratospheric sudd;en warming (ie zones 1 and 2, and part of zone
3). This is because the vertical temperature structure in the sudden warming
was too small to be observed by the satellite instrumeng, and because the
sonde data used to calculate the regression coefficients were inevitably not

representative of sudden warming conditions. The former errors, due 10
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small-scale vertical structure, are inherent in the method of observation rather
than the method of temperature retrieval. In contrast, the latter errors are
caused by d'issimilarities'between the. sonde dataéet and sudden warming
conditions. These errars can be described as ‘first guess’ errors, since thel
mean of the sonde dataset can be thought of as a first guess estimate of the
retrieved temperature. Temperature was adéquately rretrieved in zones 4 to 7,
but the r.m.s retrieval error profiles for these zones also‘highlight the way the
fi;st guess can in.fluent':e retrievals. For example, the r.m.s error profile for zone
4 {Figure 6.5c) has a zig-zag pattern which is caused by large biases in the
retrievals. These biases occur because the retrieval is constfained to the mean
of the sonde dataset by the small covariance of thé sonde data, and are
consequenfly Iargest_ when the differencé between n;|odel and sonde means is
largest. This explanation is c0nsisient with the discussion of error retrievals in
Section 3.4.1.4. Ideally one wéuld wish to reduce such errors by‘using a first
guess more appropriate to the atmosphefic conditions we are trying to
estimate. Before discussing different approaches it is important to consider the
sonde dataset we are presently using. it consists of 1200 observations, most of
which have been made in the northern hemisphere. These observations are
divided into 7 zones accoé’ding to latitude and season .and regression
coefficients are calcu!atéd for each zone. Hence, the implicit assumption is that
there is no difference between the climatologies of the northern and southern
hemispheres in the middle atmosphere. However, recent work (eg Andrews,
1989) suggests that there is. A new approach may be to calcutate regression
coefficients in zones which are determined by latitude, season and hemisphere.

However, the sparsity of rocketsonde data in the southern hemisphere may

make this difficult.

Another possible way of reducing the first guess error is to use ’‘stratified

climatology’. This is used in tropospheric retrievals (eg Uddstrom and Wark,
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1985), and uses the radiance to ‘point’ to a class of atmospheres to which a
profile probably belongs. The regression coefficients are then obtained from the
statistics of the class. A related technique is that of the library search (eg
Chedin et al, 1985). Observed radiances are compared with a datraset of
observations whi.ch describe a variety of atmospheric conditions. Normalised
least-squares differences between observed and dataset profiles are calculated,
and the datéset profite which is closest to the observations is used as the first
guess solution to the retrieval. It would be possible to apply these methods to
stratospheric retrievals, although the sparsity of stratospheric sonde data may
impose a limitation on the usefulness of these techniques. For example, there
may not be enough rocketsonde observations of a sudden warming to be able
to define an atmosphere of that class. Anotﬁer possible approach is to utilise
numerical model forecasts of the stratosphere. Future research may involve the
development of a retr.ievai scheme which uses for the a priori information the
output at the previous analysis time from a numerical weather prediction mode!
{this has already been attempted in the troposphere eg Susskind et al (1984))..
At present such models do not produce operational forecasts for the
stratosphere, but it is expected that a numper of such models will be extended

up to the stratosphere' in the near future.
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CHAPTER 7

TESTS OF THE TIME/SPACE INTERPOLATION METHOD

In Chapter 4 the time/space interpolation method (described in Secticn
3.4.2.2) was tested using analytical fields. These tests reveal that in general
reducing the distance radius reduces the r.m.s analysis error, whilst changing
rthe time radius has little effect on the analysis. The tests also reveal that
cosine and negative exponentiai weights produce essentially the same results
as linear weights, and hence all tests in this chapter will be performed using
linear weights. The analytical fields used in these tasts, however, are an
over-simplification of observed stratospheric structure. For a more complete
examination of the time/space interpolation scheme, it is therefore necessary to
perform further tests using more realistic fields, and in particular: 1} to examine
whether the abovementioned conclusions from the tests made with analytical
fields are still valid; and 2) to obtain an impression of the kind of
misrepresentation of ‘true’ fields which will occur when the scheme is used
operationally. Accordingly, the scheme is further tesfed in a simulation
experiment which uses an atmosphere calculated in a numerical model. The
model atmosphere is a more realistic representation of the observed
stratosphere than are the fields used in the preliminary tests described in
Chapter 4. To provide a stringent test of the analysis scheme, we use a model
field which is affected by a sudden warming. The simulation experiment, the
design of which is described more fully in Chapter 5, actually tests a

retrieval/analysis scheme. The results of the retrieval part of the scheme appear

in Chapter 6, whilst here we concentrate on the time/space interpolation part of

the scheme.

The tests are descnbed in more detail in Section 7.1 A description of the

"_'model field used here, and a dlscuss;on of what results we might expect the
time/space interpolation scheme to produce, appear in Section 7.1.1.  An
evaluation of estimates made with a variety of search radii is effected in

Sections 7.1.2 and 7.1.3 using r.m.s errors and a comparison of maps of the
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analysed fields, whilst a discussion of the results appears in Section 7.2,

7.1. Interpolation of Retrieved Temperatures

Retrieved temperatures from 18/1/87 are interpolated using four
combinations of search radii. Preliminary tests of the interpolation scheme
(Chapter 4) indicated Ithat changing the time radius causes only slight changes
to the quality of the estimated field; this is further examined' here by comparing
two estimafes made with the same distance radius (2000 km), but with different
time radii, viz 6 hrs and 12 hrs. The te.sts‘in Chapter 4 also revealed that
reducing the distance radius generally produced a better estimate of the field,
but that the estimate became slightly poorer at distance radii less than 1500 km
if the field consisted totally of travelling waves (ie Fields 1 and 2): this is
further examined by comparing the analysis mad.e with a time radius of 12 hrs
and‘a distance radius of 2000 km to another hade with the samé time radius
but with a distance radius of 1000 km. The fourth analysis uses tﬁe.search radii
employed .in the United Kingdom Meteorological Office’s operational
stratospt‘leric analysis scheme, namely 12 hrs and 500 km, and enables Qs to
determine whether the Met Office’s choice of search radii is more suitable than
ours. When analyses are performed with distance radii of 2000 and 1000 km
every gridpoint has at least one observation within its corresponding search
radii. However, when a distance radius of 500 km is used there are a number of
gridpoints whi-ch have no observations within their search radii. These missing
values are filled by linearly interpolating the nearest 'good’ observations from-
gridpoints east and west of those with no observations, and then smoothing
the whole field with a 3-point smoother with weights of the form {0.25,0.5,0.25).
The temperatures are interpolated to the model grid and to the analysis time of
1200 GMT. To keep the task of interpretation within reasonable bounds,
analyses are made only at selected pressure levels. These include some cIoAse

to the SSU weighting function peaks (1.5, 5.0 and 15.0 mb), two in between
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these peaks (3.0 and 10.0 mb), and two outwith the range of these weighting
function peaks (0.2 and 25.0 mb). These levels are chosen to examine whether
analyses at pressure levels away from from weighting function peaks are

poorer than analyses at levels close to weighting function peaks.

7.1.1. Examination of the Modei Field Used in the Tests

Before performing ‘tests of the ti.me/space interpolation‘ scheme, it is
necessary to examine in more detail the mode! field usee, and fo consider how
this field differs from the fields used in the preliminary test in Chapter 4. Since
the Met, Office model has been used in many dynamica‘l studies of the middle
atmosphere (eg O'Neill and Pope, 1988; Shine, 1987; Fairlie and O'Neil!, 1987),
we expect it to. represent the ‘real’ stratosphere better than the idealised fields.
r.In addition, by -examining the model field we can |dent1fy what mode! field
rfeatures‘provide a stringent test of the time/space interpolation scheme, and

discuss what sort of results we expect the scheme to produce.

We examine plots of the model temperature at 5 mb at 6 hour intervals on
18/1/87. Figure‘ 7 1a shows the mode! field at 0000 GMT. There is mainly zonal
flow in the southern hemisphere. The interpolation scheme should estimate this
zonal pattern quite easily. Hence our discussion will instead concentrate on the
northern hemisphere, which is affected by a sudden warming. There is a low
centred near 55°N.and 20°E which is separated from a high centred near 75°N
and 90°W b‘y a st'rong temperature gradient. This structure is of a smaller
spatial scale than any of the fields used in the preliminary tests in Chapter 4,
and suggests that reducing the size of the distance radius from 2000 to 1000
km should noticeably improve the quality of the estimated field. The northern
hemisphere field at 0600 GMT (Figure 7.1b) has a larger temperature gradient
between the major high and low. This larger gradient occurs because, although

magnitudes of the high and low have changed little, the high has moved nearer
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Figure 7.1 Temperature on 18/1/87 at 5 mb. The northern hemisphere field
is plotted on the right and the southern hemisphere field on the left. The
contour spacing is 5 K. a) model field at 0000 GMT; b) as a), except field at

0600 GMT is plotted;
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ept field at 1200 GMT is plotted; d) as a),

a), exc

except field at 1800 GMT is plotted;
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Figure 7.1 (cont) e) as a), except field at 2400 GMT is plotted; f) difference

“between fields in c) and a);
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Figure 7.1 {cont.) g) difference between fields in e) and c).

90



137

the low. At 1200 GMT (Figure 7.1¢) the location of the high and low has
changed little, but the high has pecome bifurcated. This 'splitting’ of the major
high is even more noticeable at 1800 GMT (Figure 7.1d} and 2400 GMT (Figure
7.1e). It is clear from all these plots that, unlike the fields used in Chapter 4, the.
model highs and fows change their location little with time. Instead, changes
are due to relatlvely small scale distortion and twisting of field features. These
points suggest that increasing the time radius should not degrade the analysis,
but that the estimate of the magnitude of the_ major high and low in the
northern hemisphere, and of the large temperature gradient between them,
should improve when the distance radius is reduced from 2000 to 1000 km.
However, since the scale of these features appears to be about 1000 km or
more, it is unclear whether the estimate will improve further when the diétance

radius is reduced from 1000 to 500 km.

it has been ﬁotéd that the northern hemisphere model high gradually ‘splits”.
This bifurcation does not exist at 0000 GMT or 0600 GMT, whilst the bifurcation
at 1800 GMT and 2400 GMT is stronger than thrat at 1200 GMT. Because of this,
and because the feature is located at high latitudes, where observations in a 12
or 24 hr period are nearly symmetrically spaced in time about the analysis time
(ie 1200 GMT) (see for example Figure 5.1), one should expect the bifurcation in
the high at 1200 GMT to be satisfactorily estimated. However, other changes 1o
the field, which are more local in time, may prove harder to estimate. Figure
7.1f shows the difference between the model fields at 1200 GMT and 0000 GMT.
There is a tongue between 40°N, 60°W and 80°N, 150°E where the difference
between the fields exceeds 5 K. At other locations the difference is less than 5
K. Contrast this to Figure 7.1g, which shows the difference between model
fields at 2400 GMT and 1200 GMT. The differences here are greater, but more
localised than the differences shown in Figure 7.1f. For example, between 60°N,

30°E and 50°N, S0°E differences exceed 10 K. Since there is littie similarity
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between Figures 7.1f and 7.1g, this means that the field changes highlighted do
not persist for the whole 24 hrs of the analysis and hence may be poorly

estimated when a time radids of 12 hrs is used.

7.1.2. Rim.s Errors

The r.m.s error of the combined retrieval and analysis process is calculated,
under the assumption that the model temper,ature at 1200 GMT is the “true”
temperature. The biases of the estimated témperatures are éléo calculated. As
discussed in Chapter 4, rm.s errors do not always explain fully how well (or
how badly) the field has been estimated, and so to aid interpretation of the
results, we frequently aléo make qualitative comparisons of maps-of the
* analysed fields. Both rm.s errors and biases were calculated. for all- latitudes,
. énd also for the 7 latitude/season retrieval zones. Rm.s errors for the analyses
made using time radii of 6 and 12 hrs and a distance radius of 2000 km are
shown in Table 7.1a. Errors for analyses made with a time radius of 12 hrs and
distance radii of 2000 km and 1000 km are shown in Table 7.1b; errors for

analyses made with a time radius of 12 hrs and distance radii of 1000 and 500

km are shown in Table 7.1c.
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PRESSURE / mb

0.2 1.5 3.0 5.0 10.0 15.0 25.0

ZONE ——- ——- — - - - ———
1 5.88/6.50 4.28/4.14 3.36/2.98 596/5.39 6.33/5.18 6.78/5.30 7.82/5.72
2 854/861 4.73/4.63 4.88/432 5.49/4.78 4.94/4.13 5.13/4.76 4.37/4.37
3 527,571 4.31/4.06 2.72/2.60 3.16/3.10 2.94/2.74 2.09/2.01 1.98/1.99

4 4.99/4.96 4.01/3.78 3.21/2.85 1.96/1.87 3.01/3.00 1.74/1.74 2.63/2.63
5 3.47/3.58 2.08/1.93 1.44/1.44 1.35/1.22 1.31/1.08 0.97/0.81 1.27/1.30
6 374/4.05 3.26/3.58 1.98/2.28 1.49/1.66 0.80/0.81 0.65/0.65 1.22/1.16
7 350/2.83 1.60/2.14 0.89/0.89 0.67/0.66 0.59/0.57 0.50/0.48 2.12/2.08
Global 5.25/5.37 3.73/3.64 2.98/2.76 3.19/2.92 3.38/2.99 3.11/2.69 3.54/3.05
Table 7.1a Rm.s errors for the combined retrieval and analysis in degrees
K. Errors for the analysis made using a time radius of 6 hrs and a distance
radius of 2000 km are shown to the left of the slash; errors for the analysis
made with a time radius of 12 hrs and a distance radius of 2000 km are shown -
to the right of the slash. ‘ ‘
Iﬁspection of Table 7.1a reveals that the r.m.s errors at 0.2 mb are generally
higher than at other levels. There are two possible expianations for this. Firstly,
0.2 mb is far away from a weighting function peak, so one would expect the
retrieval at this level to be poor. Rodgers (1984) and Grose and Rodgers (1986)
have noted the poor guality of satellite-derived fields compared to sonde fields
above the level of the topmost weighting, 'function' peak. Secondly,.the 0.2 mb
model field (Figure 7.2a), unlike the fields at other levels, has considerabie
small-scale structure (typically between 200 énd 300 km) that the interpolation
scheme might have difficulty resolving. The table also shows that the global
rm.s error of the analysis made at 0.2 mb with a time radius of 12 hrs is
slightly larger than the error of the corresponding analysis made with a 6 hr

time radius. Comparison of piots of analyses made with time radii of & hrs

.(Figure 7.2b) and 12 hrs (Figure 7.2c), however, shows there is little qualitative
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Figure 7.2 Temperature field for 1200 GMT on 18/1/87 at 0.2 mb. The
northern hemisphere field is plotted on the right and the southern hemisphere
field on the left. The contour spacing is 5 K. a) model; b) analysed values

obtained using a time radius of 6 hrs and a distance radius of 2000 km;
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Figure 7.2 {cont) c) as b), except the time radius used is 12 hrs.




142

difference between the analyses. The model field at 1.5 mb (Figure 7.3a) also
has some small=scale structure, though not as much as at 0.2 mb. The
analyses made wifh a time radius of 6hrs (Figure 7.3b), and 12 hrs (Figure 7.3c),
both fail to estimate much of the model small-scale structure. The SSU channel
27 weighting function peak is close to 1.5 mb, and hence the limitations in the
quality of the analysis at 1.5 mb are not due to poor retrievals but instead must
be because some of the model field structure is too small to be resolved by
the analysis scheme. It is possible that such small-scale structure is due to
inaccuracies in the model, but nevertheless it is clear that if such scales do
exist in the atmosphere an operational time/space interpolation scheme will not

be able to resclve them.

The model fields at 3.0, 5.0, 10.0, 15.0 and 25.0 mb are quite similar to each
other. Therefore the discussion in Section 7.1.1 of the model field at 5 mb is
applicablé to all fields between 3 and 25 mb. Typically, the flow in the
southern hemisphere is mainly zonal, whilst there is strong wavenumber 1
activity in the northern hemisphere middle and high latitudes. There is little
structure of a smatler scale than this. Table 7.1a shows that changing the time
radius from 6 to 12 hrs in general causes a slight drop in rm.s error. However,
comparison of analysed fields (see Section 7.1.3) reveals that qualitatively the
analysis changes littie when the time radius is changed. The explanation for this
is as follows: increasing the time radius decreases the r.m.s errbr because, as
more observations are available, the accuracy of the estimate is increased. In
addition, as discussed in Section 7.1.1, increasing the time radius should not
greatly increase the analysis error, since the field’s major highs and lows
change little with time. However, since the distance radius is unchanged, the
abijity of the analysis scheme to resclve the smaller spatial features of the field

is unchanged, and hence qualitatively the analysis appears to be unchanged.
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Figure 7.3 Temperature field for 1200 GMT on 18/1/87 at 1.5 mb. The

northern her;nisphere field is plotted on the right and the southern hemisphere
field on the left. The contour spacing is 5 K. a) model; b) analysed values

obtained using a time radius of 6hrs and a distance radius of 2000 km;
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Figure 7.3 {cont.) c) as b), except the time radius used is 12 hrs.
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6.50/7.59
8.61/7.63
5.71/6.13
4.96/5.16
3.58/3.98
4.05/4.75
2.83/3.56

5.37/5.62

145

PRESSURE / mb

1.5 3.0

4.14/4.14 2.98/4.07
4.63/4.71 4.32/2.87
'4.06/3.88 2.60/2.24
3.78/3.95 2.95/3.05
1.93/1.97 1.44/158
3.58/3.82 2.28/2.10
2.14/1.88 0.89/0.97

3.64/3.71 2.76/2.67

50

5.39/4.37
4.78/2.38
3.10/2.46
1.87/1.99
122123
1.66/1.58
0.66/0.59

2.92/2.28

10.0

5.18/2.73
4.13/2;35
2.74/2.21
3.00/3.03
1.08/1.26
0.81/0.91
0.57}'0.64

2.99/2.32

15.0 25.0

5.30/2.46 5.72/3.36
4.76/2.76 4.37/3.43
2.01/1.24 1.99/1.89
1.74/1.78 2.63/2.52
0.81/0.83 1.30/1.17
0.65/0.67 1.16/1.33
0.48/0.63 2.08/1.78

2.69/1.71 3.05/2.41

Table 7.1b. R.'m._s errors for the combined retrieval and analysis in degrees
K. Errors for the analysis made using a time radius of 12 hrs and a distance
radius of 2000 km are shown to the left of the slash, errors for the analysis
made using a time radius of 12 hrs and a distance radius of 1080 km are
shown to the right of the slash.
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PRESSURE / mb

0.2 1.5 3.0 5.0 10.0 15.0 25.0

ZONE - - -—= - -—= ——= -——=
1 759/8.17 4.14/4.26 4.07/4.74 4.37/4.65 2.73/2.76 2.46/1.82 3.36/2.65
2 763/7.32 4.71/4.80 2.87/2.73 2.38/2.02 2.35/2.48 2.76/2.39 3.43/3.30
3 - 6.13/6.45 3.88/3.83 2.24/2.29 2.46/2.37 221/2.17 1.24/1.14 1.89/1.96
4 5.16/5.20 3.95/3.95 3.05/3.02 1.99/2.08-‘ 3.03/3.14 1.78/1.90 2.52/2.46
5 3.98/4.30 1.97/2.00 1.58/1.67 1.23/1.24 .1.26/1.2.8 0.83/0.82 1.17/1.17
6 4.75/5.06 3.82/3.94 2.10/2.08 1.58/1.58 0.91/0.98 0:67/0.72 1.33/1.43
7 1.56/3.81 1.98/1.98 0.97/1.21 0.59/0.73 0.64/0.73 0.63/0.73 1.78/1.68

Global 562/5.79 3.71/3.74 2.67/2.81 2.28/2.33 232/239 1.71/1.59 2.41/2.26

Table 7.1¢c. R.m.s errors for the combined retrieval and analysis in degrees
K. Errors for the analysis made using a time radius of 12 hrs and a distance
radius of 1000 km are shown to the left of the slash, errors for the analysis
made using a time radius of 12 hrs and a distance radius of 500 km are shown
to the right of the slash.

Inspection of Table 7.1b shows that the r.m.s errors at 0.2 mb are higher
than for any other pressure level Fields analysed using a 2000 km distance
radius (Figure 7.2¢), and a 1000 km distance radius {Figure 7.4), both fail to
estimate much of the model field structure. One might have expected the
analysis made with the smaller distance radius to have estimated the
small-scale mode! structuré better, but r.m.s errors at 0.2 mb are in general

higher using a 1000 km distance radius.than when using a 2000 km radius. This

suggests that the high error is due to poor retrievals.

The model field at 1.5 mb (Figure 7.3a} also has some small-scale structure,
though not as much as at 0.2 mb. The analysis made with a time radius of 12
his and a distance radius of 2000 km (Figure 7.3c) fails to estimate fhis
small-scale structure, aithough the large-scale structure is reasonably

estimated. Figure 7.5 shows that when the distance radius is reduced to 1000
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Figure 7.4 Temperature field for 1200 GMT on 18/1/87 at 0.2 mb analysed
using a time radius of 12 hrs and a distance radius of 1000 km. The northern
hemisphere field is plotted on the right and the southern hemisphere field on

the left. The contour spacing is 5 K.
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km the interpolation scheme still fails to estimate most of the mode!
small‘—scale structure. Moreaver, Table 7.1b §hows that ,the-r.m.s error cHanges
little when the distance radius isl changed from 2000 to 1000 km. Hence we
again conclude that the aﬁalvsis scheme fails to resolve the small-scale
structure present at pressures lower than 1.5 mb, and users of analysed fields
sﬁould be aware of the possible errors present in analyses of fields which

contain such small-scale structure.

The model fields at 3.0, 5.0, 10.0, 15.0 and 260 mb are quite similar to each
other, and the way their rm.s errors change when the distance radius changes
fro;’r1 2000 to 1000 km is alslo similar. With a distance radius of 2000 km, global
r.m.s errors range between 2.69 and 3.05 K Reducing the distance radius 10
1060 km reducz_es' ihe global rm.s error to between 1.71 and 267 K. A
qualitative comparison of rﬁaps of the trwo analyses (see Section 7.1.3) shows
that both satisfactorily estimatre the sudden warming, but, in agreement with
the discussion in Section 7.1.1, the analysis made using the smaller distance
radius {1000 km) estimates the magnitude of the highs and fows in the sudden
warming region better. The quality of the analvées in regions not affected by
the sudden warming is: similar for both analyses. To underiine these points, an
inspectioh of the erroré in each zone reveals that when the distance radius is
reduced from 2000 km to 1000 km, the targest fall in rm.s error generally
occurs in the region of the sudden warming, but away from the sudden
warming r.m.s errors in general change little when the distance radius is
changed. This means that we require a small distance radius when analysing
the high spatial variability within a sudden warming, but that a larger distance
radius is adequate to analyse the field elsewhere. In general terms, since the
schemae satisfactorily estilrhates the sudden _wa‘rrﬁing here, one would expect it

to produce a reasonable estimate of most dramatic dynamical events observed

_in the stratosphere. However, itt would have more difficulty estimating
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Figure 7.5 Temperature field for 1200 GMT on 18/1/87 at 1.5 mb analysed

using a time radius of 12 hrs and a distance radius of 1000 km. The northern

hemisphere field is plotted on the right and the southern hemisphere field on

the left. The contour spacing is 5 K.
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small-scale structure such as that in the model fields at 0.2 and 1.5 mb.

Table 7.1¢ reveals that changing the distance radius from 1000 to 500 km
and interpolating between gridpoints for those with no nearby observations
produces little change in the r.m.s error, and maps of fields analysed with a 500
km distance radius .(see Section 7.1.3) are Iittlé different from corresponding
.fields analysed using a 1000 km distance radius. This suggests that the use of a
500 kn_‘l distance radius is unnecessary, as comparably good analyses can be
obtained using a distance radius of 1000 km without problems caused by

missing cbservations.

7.1.3. Comparison of Maps at 5 mb

To study the performance —of the interpolation scheme more closely, we
compare model and analysed fields at 5 mb. The results at 5 mb provide a
good ex‘a'mple of the improvement in the analysis caused by reducing the
distance radius from 2000 to 1000 km. They also demonstrate the lack of
qualitative change iﬁ the analysis when the time radius is changed from 6 to 12
hrs. Figure 7.1c shows the smb model field at 1200 GMT. There is strong
wavenumber 1 activity in the middle and upper latitudes of the Northern
hemisph'ére. There is a major high situated between 40°N and 90°N and 90°E
and 90°W with two peaks at 70°N, 70°W and at 80°N, 30°E. There is also-a
large low situated between 50°N and 70°N, and 30°E and 30°W, having a
minimum value of less than 220 K The high and -the low are separated by é
region of strong temperature gradients. Qutwith the middle and upper latitudes

in the Northern hemisphere the flow is generally zonal.

A comparison of two analyses of the 5 mb field reveals that changing the
time radius produces little qualitative change to the analysis. Figure 7.6a shows
the 5 mb field analysed with a time radius of 6 hrs and a distance radius of

2000 km. The shape and location of model field features have been reproduced
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Figure 7.6 Temperature field for 1200 GMT on 18/1/87 at 5 mb. The northern

hemisphere field is plotted on the right and the southern hemisphere field on
the left. The contour spacing is 5 K. Dashed contours represent negative values.
a) analysed values obtained using a time radius of 6 hrs and a distance radius

of 2000 km; b) difference between model field {Figure 7.1c} and field in a),
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Figure 7.6 (cont) c) as a), except the time

between model field (Figure 7.1c) and field in

radius is 2000 km; d} difference
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Figure 7.6 (cont) e) as a), except the time radius is 12 hrs and the distance

radius is 1000 km; f) difference between model field (Figure 7.1¢c) and field in e)

’
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Figure 7.6 (cont.) g} as a}, except the time radius is 12 hrs and the distance

radius is 500 km; h) difference between model field (Figure 7.1c) and field in g).
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satisfactorily, however Figure 7.6b (which shows the difference between model
and analysed fields) reveals that the major high in the Northern hemisphere has
been undérestimated by over 10 K. In addition, the major low has been
overestimated by 10 K, and in consequer;ce the large gradient between the
major high and low has been poorly estimated. Table 7.1a shows that changing
the time radius from 6 to 12 hrs decreases the global rm.s error slightly.
However, Figure 7.6¢,” which shows the field analysed with é time raﬁius’ of 12
hrs and a distance radius of 2000 km, reveals that quaiitativélv the estimate is
little different from -that made using a similar distance radius and a time radius
of 6 hrs (Figure 7.6a). In particular, the magnitudes of the major high and low
in the nqrthern hemisphere have not been well estimated. Figure 7.6d, which
shows the difference between the model field and the analysed field, reveals,
for ‘example, that ‘the major high in the northern hemisphere has been
underestimated by over 10 K. This field is similar to the corresponding field
derived from the‘ analysis made with a time radius of 6 hrs {Figure 7.6b). These
results are in accord with results of tests in Chapter 4, which show that the

quality of the estimated field changes little as the time radius changes.

Comparison of Figures 7.6¢ and 7.6d with corresponding fields analysed
using a smaller distance radius (1000 km) confirms that use of a smaller
distance radius im‘p,rolves the quality of the analysis. Figure 7.6e shows the field
‘a.nalysed with a tirﬁe radius of 12 hrs and a distance radius of 1000 kr-n, and
shows that the gradient between the major high and low in the northern
hemisphere has been much better estimated than when a distance raqius of
200b km is used ({ie Figures 7.6a and 7.6¢), and is only slightly weaker than the
gradient in the model field (Figure 7.1c). In addition, the estimated magnitudes
of the major high and low are closer to model values. Figure 7.6f sho.ws that
the underestimate of the major high has been reduced to hetween 5 and 10 K

and that the major low has been estimated to within less than 5 K of the model
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value. These results are consistent with those of Pick and Brownscombe (1978,
1981) who compared satellite-derived geopotential height fields at 10 and 20
mb with correéponding fields which were subjectively analysed from sonde
data. They found that both fields were qualitatively similar, but that the satellite
data caused rapid gradient changes to be slightly smoothed out. In addition,the

amplitude of highs and lows in the satellite-derived field was slightly lower.

Comparison of maps of the analysis made with a 1000 km distance radius
(Figure 7.6e) and of the analysis made with a distance radius of 500 km (Figure
7.6g) reveals them to be very similar. In addition, maps of the difference
between model and analysed fields (Figure 7.6f for the 1000 km analysis; Figure
7 6h for the 500 km analysis) are also similar. This suggests that there is no
advantage in using the Met. Office operational distance radius of 500 km, which
requires gap-filling when drbits fall far from gridboints, over a distance radius
of 1000 km, which requires gap~filling only where observations are missing due

to calibration sequences or drop-outs.

7.2. Conclusions

Preliminary tests of the time/space interpolation scheme were made in
Chapter 4. In this chapter we have described further tests of the scheme using
a more realistic field. The findings of these tests can thus be more confidently'

applied to the evaluation of operational analyses of satellite measurements.

In general, the conclusions drawn from the preliminary tests also hold for
the tests described here. In particular, changing the time radius from 6 to 12
hrs causes little qualitative change to the analysis, whilst changing the distance
radius from 2000 to 1000 km improves the analysis. A corresponding change to
the distance radii used to estimate Fields }1 and 2 in Chapter 4 led 10 2 slight'

decrease in the quality of the analysis, but this apparent discrepancy between

the tests can be explained by



157

1. Fields 1 and 2 consist entirely of travelling waves, which
means that when a small distance radius is used, the
number of observations within the search radii is too small
to resolve the moving field. However, the maode! field used
in the tests in this chapter changes less in time than do
Fields 1 and 2, so the small number of observations does
not lead to a decrease in the quality of the analysis. This
result is in accord with results of preliminary tests of Field
3, which is a stationary field.

2 The model field used here has- smaller spatial scales than
the fields used in Chapter 4, so that changing the distance
radius from 2000 -to 1000 km is more likely to cause an
* increase in the quality of the’ ‘estimate.

To provide a stringent test of the scheme, these tests were performed using
a field affected by a sudden warming. Results show that the interpolation
scheme appears broadly able to resolve dramatic dynamical events such as
this. Whilst thé performance of the interpolation scheme ié degraded by
increasing the distance radius beyond 1000 km, there appears to be little
advantage in the current Met. Office operational distance radius of 500 km,
" which requires gap-filling where orbits fall far from gridpoints, over the 1000
km radius, which requires gap-filling only where observations are missing due

to calibration sequences or drop-outs.

The small scale features of the model fields at 0.2 and 1.5 mb are poorly
estimated. The high errors at 0.2 mb may be due to poor retrievals, since that‘
pressure level is far away.from a weighting function peak. However, 1.5 mb is
ciose to the SSU channel 27 weighting function peak, and hence the errors-here
may be caused. by the scheme’s inability to resolve the small scale features {ie
about 200 to 300 km) of these model fields. On the other hand, such errors
may arise because the vertical resolution of the satellite instrument is 100 low
to measure such smail scales. These small scale features may be partially due
to inaccuracies in the m‘odel; however, it is clear that if these scales do exist i-n

the real atmosphere, an operational time/space interpolation scheme will be

unable to reproduce them,
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CHAPTER 8

TESTS OF THE SEQUENTIAL ESTIMATION ANALYSIS METHOD

In this chapter satellite observations are analysed by sequentially estimating
Fourier field coefficients at grid tatitudes, a method which is described in more
detail in Chapter 3. This application of sequential estimation was originally
proposed by Rodgers (1976c¢), but, although it has been used to analyse
observations from LIMS (see eg Gille and Russell, 1984), it has not been used to
analyse TOVS measurements. Hence in this chapter we test the sequential
estimation method usring two fields: .1) an analytically calculated radiance field
{described in Chapter 4); and 2) a field calculated by the Met. Ofﬁce
stratosphere/mesosphere  model (described in Chapter 5). Wwe shall then
compare the results of tﬁese tests with corresponding results of tests of thé
time/space interpolation scheme (which appear in Chapters 4 and 7,
respectively), and discuss the strengths and weaknesses of each scheme. The
analytically calculated radiance field contains fast-moving waves which provide
a stringent test of the .seq‘uential estimation scheme. However, pecause of the
- simplicity of the field, the results of such tests cannot reasonably be used 1o
evaluate the ability of the scheme to estimate rea! stratospheric fields. Hence,
the sequential estimation scheme is further tested using a Met Office model
field, which is more like the real stratosphere than is the analytical field. We
use a model field from a day affected by a sudden warming because the large
temperature gradients and small-scale structure present in its Northern
Hemisphere on that day (see Section 7.1.1) provide a severe test of the
sequential estimation scheme. It is reasonable to conclude that if the sequential
estimation scheme can satisfactorily estimate the model field, then it will be
able to satisfactorily estimate most true’ stratospheric fields when it is used
operationally. Details and results of tests using both analytical and model fields

appear in Section 8.1 and Section 8.2, respectively, whilst conclusions and
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suggestions for future research are in Section 8.3.

8.1. Tests Using Analytically Calculated Fields - Details and Results

The sequential estimation scheme is first tested using an idealised radiance
field - Field 2 {(Figure 8.1). This field resembles the stratosphere as observed
by ‘an S$SU channel during a northern hemisphere winter in that there are small
amplitude waves in the southern hemisphere and tropics and higher amplitude
wavenumber 1, 2 and 3 waves‘ in the northern hemisphere middle and high
1atitudes. The model field is fast-moving, and so provides a stringent test of
 the analysis scheme. Other details of the tests, such as the model used to
simulate the TIROS~-N satellite orbit, and the method of simulating observations.
are also as described in Chapter 4. 48 hours of observations are used to
produce an -anal\}sis at time t = 24 hrs on a. gnd with a resolution of 10
latitude and 20° in longitude. ‘At each observation point an estimate of the
Fourier fields is made using eguation (3.36), which combines- the ‘first guess’
estimate (equation (3.35)} with the observation. Twao sequential estimates are
made: 1) a forward estimate of the Fourier field coefficients using observations
from t‘ = 0 hrs to the observation time closest to t = 24 hrs; 2) é backward
estimate of the Fourier coefficients using observations from t = 48 hrs to the
observation time closest to t = 24 hrs. The ‘updated’ forwérd estimate at the
observation time closest to t = 24 hrs is then combined with the corresponding
a priori backward estimate. As mentioned in Section 3.4.2.3, this is done to
avoid using the observation nearest t = 24 hrs twice. These estimates are
combined using equation (3.38), and the combined estimate is then smoothed
to the analysis time usi.ng equation (3.39). The smoothed estimates of the
Fourier coefficients are then used to calculatg the analyseq field in physical

space at the space/time gridpoints.

Prior to performing the sequential estimation, observations must be
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Figure 8.1 Model radiance field 2 at t = 24 hrs. The northern hemisphere

field is plotted on the right and the southern hemisphere field on the left. The

contour spacing is 2 r.u.
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interpolated to grid latitudes, and initial ‘first guess’ values of the Fourier
coefficients and its error covariance must be specified. Details of these

preliminaries appear in Subsection 8.1.1, whilst results are in Subsection 8.1.2.

8.1.1. Preliminaries — Interpolation and Calculation of Initial ‘First Guess’
Estimates

Since we perform independent estimates of Fourier field coefficients around
grid latitude circles, we must first express the obs;ervationé at these grid
latitudes. The scanning pattern of the radiometerrmeans that interpolat.ion of
observations along the orbital path is difﬁculf because, in the ascending
{descending) node'part of an orbit, the observational latitude does not increase
(decrease) monotonically. Hence, we initially consider the observations made at
each of the four TOVS scan angles as separate time series. Observations ih
each of these series are linearly interpolated along the orbital pafh to grid
|étitudes, and then the four sets of interpolated time series are merged 10
produce one, large time series. At any grid latitude, this‘ time series consists of
groups of. about 10 interpolated observations each separated by a larger time
interval. The time interval between interpolated ohservations within these
groups is similar to the interval between successive ‘.FOVS observations {about
16s). On the other hand, the larger time intervals are more variable: the sum of
two consécutive ‘larger’ time intervals equals the orbital period (abou_t 100
minutesj, but, because ascending and descending nodes are h.ot treated
separately, individual ‘larger’ time intervals vary with latitude. For example, at
certain high fatitudes the ‘large’ time intervals Will alternate between 10 minutes
and 90 minutes, whilst at the equator, the ‘large’ time interval is always 50 mins
(if the field to be analysed contains tidal effects, a better approach may be to
treat the ascending and descending nodes separately; however, there are ngo

tides in the model fields used in the tests described here).
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Because the time interval between most of the observations is small, we
exploit the temporal coherence of the field by assuming that the Fourier
coefficients eﬁolve in time according to a random walk (equa_tion (3.35)). In
these tests we set the innovation, n, in equation (3.35) to zero. Further
research may investigate the effect of using different values for n,. Before
starting the sequential estimation, we need to calculate what we will refer to as
"initial values’, viz: the ‘first guess’ of the Fourier coefficients, X, and its error
covariance, S, at time t = 0 hrs, and also A S, which is a measure of the
increase in the uncertainty of the ‘first guess’ per unit time. Since the
observations are derived from an analytical radiance field, it is straightforward
to calculate Fourier field coefficients at the observation points. From equation
(4.1) |

i

J
3y =L ayP(¢)

=2 jri
.- S . i
biy = Z By P( ¢)

Jso i |+l

where a;, and b, are the cosine and.sine Fourier compon-ents, respectively, for
zonal wave_number i and time t, j is the meridional wavehumber, a;q and By, are
spherical coefficients, Pfﬁ ( ¢ ) is an associated Legendre polvﬁqmia[, and ¢ is
latitude. The means and covarianées of the Fourier components are then
calculated at each grid latitude, and these values are used to represent x,, and
S, at t = 0 hrs. Subsequent values for X, and S, are, of course, calculated
using equation (3.35). Values for A S are represented by the covariance of a
sample of Fourier components whose spacing in time is similar to the Iargér
time interval between interpolated observations, namely of the order of 50

mins.
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8.1-2. Results

Initially, the sequential estimation method is tested using ‘initial values’
calculated by the method described in Section 8.1.1 {(Run A in Table 8.1). The
‘initial values' are calculated using the observations we are trying to anailyse
(this is because we only have a short time series of data available; the
sequential astimation technique is usually applied to long time series), but in
_ reality we would not know the Fourier coefficiants and their variability to such
precision. However, operationally these values could be calculated from the
previous day's analysis (altﬁough one must be careful, especially during
devetopment of the scheme, since a pooriy-estimated previous day's analysis
could lead to poorer analyses on subseguent days). We assume that the
difference between these values and the actual field values of the day on which
the analysis is made would not be more than 20 %: Labitzke and Goretzki
(19?2) examined time series of wavenumber 1 and 2 components of the
observed temperature field in 16 northern hemisphere winters from 1965/6 to
1880/1. Results show that daily changes during sudden warmings are usually
about 20 %, and that daily changes are about 10 % or less at other times (note,
however, that in most cases the day-to-day variability is much less than 10 or
20 %. For example Figure 8 in Boville and Randel (1986) shows that the
variability of observed temperature in the tropical and summer stratosphere is
about a fifth of the variability in regions most strongly affected by sudden
warmings.) Hence we examine the effect of using ‘initial values’ which are
different from those calculated from observations {i.e the values used in Run A)
by 10 % (Runs B and C) and by 20 % {Runs D and E) (these changes are applied

to both zonal mean and wave components). R.m.s errors are caiculated by

comparing estimataed and modeil fields, and are shown in Table 8.1. Further tests
change each of the three ‘initial values’ individually by a large amount (50 %) in
order that wa might assess the effect that each has on the analysis. R.m.s

arrors for these tests appear in Table 8.2.
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Run ' ‘Initial Values’ r.m.s error/r.u
A calculated fram 1.68

observations

B 0.9 times values for Run A 1.81
c 1.1 times Qalues for Run A 1.77
D 0.8 times values for Run A S 214
E 1.2 times values for Run A 2.05

Table 8.1 R.m.s analysis errors in radiance units {r.u) {ru = mW m™2 cm

ster '), The analysis was performed by sequential estimation, using a variety of
‘initial values’. ‘ :

Figure 8.2a shows the field estimated using Run A values. A comparison
with the model field (Figure 8.1) shows‘. that 'the shape, location and magﬁitude
of the model features have been well estimated everywhere south of about
50°N. Figure 8.2b, which shows the difference between analysed and model
fields, reveals that thé magnitudes of the major highs and lows in the northern
hemisphere middle latitudes have been estimated to within about 2 r.u of the
model values. This is as good as, or better than, estimates of the model field
made by the time/space interpolation method. North of 50°N, the analysis
‘closes off the major low (centred near 30°N and 40°W) and major high
{centred near 40°N and 20°E), instead of extending them to the North Pole (as
in the model field (Figure 8.1)), and Figure 8.2b shows that the difference

between model and analysed fields exceeds & r.u in this region.

The global rm.s error for this analysis is 1.68-r.u, while the smallest
corresponding r.m.s error using the time/space interpolation method is 0.65 ru
(see Table 4.4). However, as discussed in Section 4.3, one should not over-rely
on r.m.s error as a means of assessing the quality of an estimate, especially

when the r.m.s error is calculated for the whole giobe. For example, comparison
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180

190 ‘ 120

Figure 8.2 Field 2 analysed at t = 24 hrs using the sequential estimation of
Fourier field coefficients. The northern hemisphere field is plotted on the right
and the southern hemisphere field is on the left. The contour spacing in 2 r.u.
a) analysed field obtained using initial values calculated from the observations.

b} difference between a) and the model field (Figure 8.1).
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Figure 8.2 (cont) c) as a), except initial values are 0.9 times those calculated

from observations. d) as a), except initial values are 1.1 times those calcuiated

from observations.
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Inttial values are 0.8 times those calculated
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Figure 8.2 (cont.) g) as a)

. €Xcept initial values are 1.2 times those calculated

from observatﬁons. h) difference between g) and the model field (Figure 8.1).
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of the sequentially estimated field (Figure 8.2b) with a time/space interpolated |
field produced using a time radius of 12 hrs and a distance radius o;‘ 2000 km
(Figure 4.3c) shows that the shape, location and magnitude of most model field
features have in general been reproduced equally well by both techniques.
However, the sequentially estimated field fails to reproduce the major model
highs and lows north of 50°N, and the shape of the model low near 30°N, 45°W
is also poorly estimated.'The poor estimates in these regions may occur
because the random walk model used to estimate the time evolution of the
Fourier coefficients is inappropriate in these regions. However, in general the
ability of the sequential estimation method to successfully estimate the shape,

location and magnitude of fast-moving large amplitude waves is encouraging.

When Run A ‘initial values’ are multiplied by 0.9 and 1.1, the resuitant
analyses are only slightly different from the Run A estimate. The analysed field
for Run B (Figure 8.2c) is slightiy different than that for Run A in the southern
hemisphere: two lows enclosed ‘by the 46 r.u contour appear between 0°E ,
150°W and 30°S, 70°S in the Run A estimate, but have been smoothed together
in the Run B estimate. The northern hemisphere fields are guantitatively similar,
however. The analysed field for Run C (Figure 8.2d) is also very similar to the
Run A analysis, but is less smooth, especially in the southern hemisphere.
When Run A ‘initial values’ are multipl_}ed by 0.8 and 1.2, differences between
the resuitant analyses and the Run A analysis are not unexpectedly larger than
corresponding differences between Run B and C analyses and the Run A
analysis. Figure 8.2e shows the analysed field for Run D. The two small loWs in
the southern hemisphere model field have been underestimated, whilst the
shape of the model high at 90°W and 40°S has been poorly reproduced. In
addition, analvsed values exéééd model valt..|es bQ about 4 to 6 r.u near the
eqﬁator, as evidenced by Figuré 8.2f, which shows the difference between

analysed and model fields. In the northern hemisphere the major high near
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40°N, 20°E is as well estimated as when Run A statistics are used, but the
major low near 30°N, 40°W has been _underestimated by about 4 ru.
Comparison of Figures 8.2b and 8.2_f shows that the difference between the
model field and the analysed field in the southern hemisphere increase when
.initial values are multiplied 'bv 0.8. However, differences between model and
analysed fields in the northern hemisphere are about the same in both figures.
Figure 8.2g shows the analysed field for Run E. The shape, magnitude and
location- of the major southern hemisphere mode!l features have been
reproduced, but additional small-scale features exist near the poles, and, like
Run C, the analysed field is generali\) not as smooth as the Run A analysed
field. In the northern hemisphere the major high near 40°N, 20°E is well
estimated, but thé neighbouring low near 30°N, 40°W has been overestimated
by about 4 r.u. In addition, the high near 90°W, 30°N has been underestimafed
by about 4 ru, as evidenced by Figure 8.2h, which shows the difference
bhetween analysed and model fields.

In summary, the main points from these tests are

1. The sequential estimate made using values calculated from
the radiance field {ie Run A) successfully reproduces the
shape, location and magnitude of major model features: the
rm.s error is over twice the size of the smallest
corresponding error of time/space interpolated fields chiefly
because of a relatively poor estimate of the model field
poteward of 50°N, rather than because of any serious failure
of the estimation scheme. - = .

2. Sequential estimates made with ‘initial values’ 10 % different
from those calculated from the radiance field {(ie Runs B and
C) successfully reproduce model field features, but the
estimated fields are not as smooth as the corresponding
Run A field. '

3. Estimates made with initial values 20 % different from those
calculated from the model (ie Runs D and E} contain
considerable erroneous smali-scale structure, but most
major model field structure has been adequately reproduced.
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The above results show that changing the ‘initial values’ can affect the
analysed product. However, up to this point, ‘the term ’initial values’ has

embraced three quantities, viz:

i

- X, the ‘first guess’ Fourier coefficient at time t 0

~ S, the error covariance of the ‘first guess' att = 0
- A S, the increase in the uncertainty of the 'first guess’ per
unit time -
The results presented above do not indicate the contributions to the analysis
error made by each of these quantities. This is examined below by altering each

- by a large amoLmt (50 %), and leaving the others unaltered. Results of these

tests are summarised in Table 8.2

Run 'I'nitial Values’ ' r.m.s error/r.u
F .Mu!tiply Kqt by'r 1.5, 3.43
other values as Run A |
G Multiply S, by 1.5, 1.68
other values as Run A
H Multiply A S by 1.5, 1.68
other values as Run A
| Multiply x,, by 0.5, 3.63
- other values as Run A
J Muitiply S, by 0.5, 1.68
other values as Run A
K Multipty A S by 0.5, 1.68
other values as Run A

Table 82 R.m.s analysis errors in radiance units (r.u) (ru = mwW m Zcm

ster '). Analyses are performed by sequential estimation, using a variety of
‘initial values’,

It is clear from Table 8.2 that a large change in the value of x5, at t = 0 has
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a large effect on the quality of the analysed field. Changes to the specified
va.lues of S,, and A S have little effect on the rm.s ervor and the qualitative
nature of the analysed fields (not shown), is similar to the field anaivsed using
Run A statistics. This is probably because the values of S,y and A S used are
quite small, and since a random walk ‘model is used, the evolving error
covariance will become much larger than these values, especiaily when the
time interval between interpolated observations is large (i.e of the order of half
an orbital period). The sizre of the error covariance does not therefore seem to
be strongly dependent on the initial values of S, and A_ S. However, ghanges to
X, cause large changes to the estimated field. The analysed field for Run F is
shown in rFigure 8.3a. Multiplying x,, by 1.5 leads to the field being generally
0\..rerestimated. In the ‘southern hemisphere the changes to X, have most
impact near the requator and between 40°S and 60°$, where differences
pbetween model and ana!ysed fields (Figure 8.3b) exceed 8 r.u. The analysis in
the western part of the northern Hemisphere fails to estimate any mode! wave
structure at all, while in the eastern part the major high near 40°N, 20°E has
been zonally stretched, its peak is estimated about 20° east of its ‘model
location, and is about 8 r.u higher tha-n its model value. Whilst multiplying Xg,
by 1.5 leads to an overestimation of the radiance field, rpultiplving Kot bV‘ 0.5
nof surprisingly ﬁauses most field features to be underestimated. Figure 8.3c
shows the analysed field for Run |. Greatest differences between analysed and
model fields In the southern hemisphere (Figure 8.3d), again occur near the
equator and between 40° and 60°S. In the northern hemisphere the major fow
near 30°N and 40°W has been underestimated by over 10 r.u, and the gradient
on the poleward side of the low is much stronger than in the model field. The
major high near 40°N and 20°E has been estimated quite well, both in
magnitude and location, but it is confined to mid-latitudes, whereas the model

low exists in the whole hemisphere.
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Figure 8.3 Field 2 énalvséd at t = 24 hrs using the sequential estimation of

Fourier field goefficients. The northern hemisphere field is plotted on the right
and the southern hemisphere field is on the !eft. The contour 'spaci‘ng is 2 ru.
a) analysed field ot-J_tai.ned using an in-it'ia:l value c.)f X, which is 1.5 times the
value calculated from observations. A S and the initial value of S, are
calculated from observatioﬁs. b) difference between a) and the model tield

(Figure 8.1).
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d) s0 L1 x

Figure 83 (cont) c) as a), except the initial value of x,, is 0.5 times the

value calculated from observations. d) difference between c) and the mode! field

(Figure 8.1),
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These tests show that the éequential estimation method can produce &
reasonable estimate of an analytical radiance field. The highest guality analysis
was obtained using ‘initial values’ calculated from the field itself, but the quality
of the analysis decreased only slightly when estimates were made with ‘initial
values’ 10 or 20 % different from those calculated from the analyticai field.
Fur:cher tests show that the quality of the_estimate depends strongly on the
chosen value o% Xot @t t = 0 hrs, but that the choice of Sy att = 0 hrs and of A
S has little influence on the quality of the estimate. Although the analytical
radiance field contains wéves which are observed in the stratosphere, it does
not adequately represent the true stratosphere. Hence, the tests described in
this section are repeated in Section 8.2 using a more realistic field céicu!ated

by a numerical model.

g82. Tests Using a Met. Office Mode! Field

Results from Section 8.1 show that the sequential estimation scheme
‘satisfactorily estimates an idealised radiance field (ie the éhape and location of
model field features are acrcurately reproduced, and estimated values are within
less than 6 ru of 'true’ values {compared to a variation over the model northern
hémisphere of 24 r.u)). The next step is to examine how well the scheme can.
estimate a more realistic stratospheric field. To provide a strict test of the
scheme, and to enable comparisons with results of corresponding tests of the
time/space interpolation scheme (see Chapter 7), we use the same Met. Office
mode! field from 18/1/87. On this day the model northern hemisphere is
affected by a sudden warming. Results in Chapter 7 suggest that the
char-acteristics of estimates made using the time/space interpolation scheme
are of two types: ’1) the estimates at 3, 5, 10, 15.and 25 mb resolve most of the
mode! fieid featﬁres, and. have broadly similar r.m.s error cha'r_acteristics; 2) at

0.2 and 1.5 mb the time/space interpolation scheme has difficulty in resolving

the small-scale model features. Accordingly, tests of the sequential estimation
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scheme are made at one pressure level from each of these groups, namely 5

mb and 1.5 mb.

Prior to performing the tests, the retrieved temperatures from 18/1/87 must
be interpolated to grid latitudes. This is done using the method described in
Section 8.1.1, except that, whereas the radiance ‘observations’ used in the
.anaiytical field tests a;'e interpolated to 19 grid latitudes (spaced at 10°
intei'vals)' between 90°S and 90°N, here the retrieved temperatures are
interpolated to 36 latitudes (spaced at 5% intervals) between 87.5°S and
87.5°N. At any latitude, the time series of inrterpolated observations consists of
groups of about 5 observations spaced 'about_ 16 s apart, each separated by a
larger time interval which is approximately equal to half an orbital period {ie 50
min). Before starting the sequential estimation we also need to calculate ‘initial
values’, namely x,,. the ‘first guess’ estimate of the Fourier coefficients at t = 0
hrs, S, the first guess error covariance at t = 0 hrs, and A S, which is a
measure of the increase of the uncertainty of the ‘first guess’ per unit time. The
‘initial values’ aré calculated using Met. Office model fields, expressed at.hourly
intervals, between 0000 GMT on 18/1/87 and 0000 GMT on 19/1/87. These
fields are Fourier analysed, and the means and covariances of the Fourier
coefficients are calculated at each grid latitude. These values are used to
represent X, and Sy at t = 0 hrs, respectively, whilst A S is represented by the

covariance of the change in Fourier coefficients in 1 hr.

8.2.1. Results

These 'initial values’ are calculated using the. rpodel field we wish to
estimate, but in reality we would not know these values 10 such precision.
Thus, in a similar fashion to the tests made usiﬁg the analytical radiance field,
further tests are made Hel;e using ‘initial values’ which are 10 and 20 %

different from those calculated from the model field. Rm.s errors are calculated



for all latitudes, and atso for each of the 7 latitude/season retrieval zones
(described in Table 6.1), and appear in Table 83a and B.3b. A third series of
tests muitiplies each of -the three “initial values’ by a large amount (50 %) to
examine the importance of each ‘initial value’ to the quality of the estimate.

R.m.s errors for these tests appear in Table 8.4a and 8.4b.

ZONE | RUN IDENTIFIER
AA BB - CC DD EE
1 432 571 7.00 9.38 11.28
2 473 8.19 10.90 16.30 1851
3 372 1021 8.26 18.63 16.14
4 371 10.88 6.89 19.21 1453
5 222 9.91 8.46 18.99 17.06
6 3.13 5.51 7.02 10.68 12.10
7 152 3.61 521 7.50 9.60
3.55 8.82 7.64 1812 14857

Globa! B

Table 8.3a R.m.s errors at 1.5 mb for the combined retrieval and analysis in
degrees K. The analysis has been performed using the sequential estimation of
Fourier coefficients. Details of each run are as follows: Run AA - ‘initial values’

calculated from the modet field; Run BB - ‘initial values’ are 1.1 times those
used in Run AA; Run CC - ‘initial values’ are 0.9 times those used in Run AA;
Run DD - ‘initial values are 1.2 times those used in Run AA; Run EE - ‘initial

values’ are 0.8 times those used in Run AA. Errors in Runs BB to EE are large
due to the extremely large errors in the ‘initial values’.
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ZONE RUN IDENTIFIER
AA BB . CC oD EE

1 6.93 10.17 8.75 1558 13.78
2 4.85 13.76 12.79 25.87 24.52
3 399 8.77 11.18 17.43 20.34
a4 1.86 6.01 6.34 11.79 12.17
5 - 1.70 . B.77 470 _12_24- 10.41
6 1.30 4.48 4.31 8.47 8.62
7 . 058 4.90 5.45 9.66 11.10

Global 337 7.94 7.86 14.71 14.74

Table 8.3b Like Table 8.3a, except r.m.s errors at 5 mb are shown.

Figure 8.4a sﬁows the field at 1.5 mb estimated using Run AA values. A
comparison with the moael field (Figure 7.3a) shows that the magnitude, shape
and location the large-scale features of the field are reasonably estimated, and
Figure 8.4lb shows that differences between model and estimated fields are
generally less than 10 K C'ornparison of Figure 8.4a with fields at 1.5 mb
estimated by the time/space interpalation scheme (Figures 7.3b, 7.3c and 7.5)
shows them to be qualitatively similar. In addition, their global r.m.s errors are
similar, béing 355 K for- Run AA, and between 3.64 and 1.74 K for estimates
made u‘-sing {irﬁe/space interpolation (see Tables 7.1a to 7.1c). However, the
smaller-scale (ie 200 to 300 km) features of the model field are poorly
estimated. These émal!er—scale features are also not satisfactorily estimated by
the time/space interpolation scheme, and hence this suggests that these
features are of too small a scale to be resolved by the satellite observing

pattern.

Figure 8.5a shows the field at 5 mb estimated using Run AA values.

Comparison with the model field (Figure 7.1c) reveals that, in general, the
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Figure 8.4 The Met Qffice model fieid on 18/1/87 at 1.5 mb analysed at t

12 hrs using .the sequehtial estimation of Fourier field coefficients. The
nc.)rthe'rn hemisphere field is plotted on the right and the southern hemisphere
field is on the left. The contour spacing is 5 K Negative values are dashed. a)
analysed field obtained using initial values calculated from the model field. b)

difference between model field (Figure 7.3a) and field in a).
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Figure 8.5 The Met Office model field on 18/1/87 at 5 mb analysed at U = 12

'hrs using the sequential estimation of Fourier field coefficients.- The northern
hemisphere field is plotted on the right and the southern hemisphere field is on
the left. The contour spacing is 5 K. Negative values are dashed. a) analysed
field obtained using initigl values calculated from the model field. b) difference

between model field (Figure 7.1¢) and field in a).
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location, magnitude and shape of .the major model features have been
reasonably estimated. Figure 8.5b shows that largest differen‘ces_ between
maodel and estimated fields occur in the region of the strong temperafure
gradient between the major high and major low in the northern hemisphere.
These differences occur because of inaccuracies in the shape and alignment of
_ t‘he‘ analysed temperature gradient. The smallest rm.s error of a corresponding
estimate made using the time/space interpolation scheme is 2.28 K. This
estimate, made with a time radius of 12 hrs and a distance radius ﬁf 1000 km,
is shown in Figure 7.6e; the strong gradient between the major model high and
low in the northern hemisphere has been accurately reproduced. It i:_s thus
encouragmg that the sequentially estimated field (Flgure 856) is also able to
reproduce the strength of this gradlent The r.m.s error of this estimate is
higher than the error of the time/space interpolated estimate because of
inaccuracies in the shape and alignment of the analysed témperature gradient.
This suggesté that the sequential estimation scheme is potentially as well
equipped as the time/space interpolation schemé to estimate these strong
gradients. However, further research, investigating chiefly the assumptions
made about the time evolution of the Fourier coefficients, is essential to
discover whether the inaccuracies preéent in the nc:>rthern hemisphere

estimated field can be reduced.

As discﬁésed in Chaﬁter 7. errors of estimates made using the time/space
interpolation scheme increase as thq distance radius is increased because large
distance radii oversmooth ‘true’ field features. In certain situations the
time/space interpolation scheme may have to use a large distance radius (for
example, because the guantity to be estimated has a large _diurnal vgriation) and
in these cases it may be advaritageous to :;nalvse the fiéld using the sequential

estimation scheme instead.
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Tables 83a and 83b show that changing Run AA ‘initial values” by 10 %
(Runs BB and CC) more than doubles the global r.m.rs error, -whilst changing
Yinitial values’ by 20 % (Runs DD and EE) increases the giobal rm.s error
approximately fourfold (examinat.ion of Table 8.1 ghows that corresponding
changes to ‘initial values’ causes errors of estimates of the analytical radiance
field to rise by only 10 and 30 %, respectively). Qualitatively, such estimated
fields at 1.5 mb bear little resemblance to the model field. For example, Figure
8.6a shows the Run BB field. In the southern hemisphere the -zona!‘ftow of the
model field has been contaminated by unrealistic smail-scale stfucture, whilst
in the northern hemisphere, values near the pole have been adequately
reproduced, but the hemisphere model ma)'dmum near 60°N, 50°W has been
overestimated by about 10 K. Similarly, the estimated field for Run CC .(Figure
8.6b) contains unrealistic smali-scale structure, but here most field values are
underestimated (by up to 25 K), as revealed by -Figure 8.6c, which shows the
ditference between model and estimated fields. Estimates for Runs DD and EE-
(not shown) are even more dissimilar to the mode! field than are Run BB and
CC estimates. Differences between estimated and modetl fields show Run DD to
be overestimated by up to 3% K (Figure 8.6d} and Run EE to be underestimated
by up to 45 K (Figure 8.6e). ’These results sugge;t that the estimates here,: are
even maore stronély influenced by the choice of the initial value of x, than are
estimates of the analytical field. Possible reasons for this are discussed in

Section 8.3.

Examination of the Run BB estimate at 5 mb (Figure 87a) shows that
qualitatively a lot 6f the model field structure is reproduced. The fiow in the
southern hemisphere is mainly zonal, whilst in the northern hemisphere a major
low and a major high, separated by a strong ;emperature gradient, appear in
approximately the same position as corresponding features in the mode! field.

However, the bifurcation of the model high is much greater than in the model
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Figure 8.6 The Met Office model field on 18/1/87 at 1.5 mb analysed at t =

12 hrs using the sequential estimation of Fourier field coefficients. The

northern hemisphere field is plotted on the right and the southern hemisphere

field is on the left. The contour spacing is 5 K. Negative values are dashed. a)

analysed field obtained using initial values 1.1 times those calculated from the

madel field. b) as a), except initial values are 0.9 times those calculated from

the mode! field.
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Figure 8.7 The Met Office model field on 18/1/87 at 5 mb analysed at t = 12
hrs using the sequential estimation of Fourier field components. The northern
hemisphere field is plotted on the right and the southern helm_isphere field is on
the left. The contour spacing is 5 K..Negative valués .are dashed. a} analysed
field obtained using initial values 1.1 times those calculated from the model

field. b) difference between model field (Figure 7.ic) and field in a).
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Figﬁre 7.1c)

between model field {(

calculated from the model field. d} difference

and field in c).
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Figure 8.7 (cont) e) as a), except the initial values are 1.2 times those d from the

calculated from the model field.
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field, and the field contains a considerable amount of small-scale structure that
does not exist in the model field. Differences between the twd filelds are shown
in Figure 8.7b; the field is overestimated everywhere, apart from é small region
in the northern hemisphere where the field is affected by the sudden warming.
Run CC (Figure 8.7c) also qualitatively reproduces many of the model féatﬁres;
the zonal flow in the southern hemisphere, and the major high and low in the
northern hemisphere are clearly seen. However, both mmajor high and major low
are underestimated by between 10 to 25 K {see Figure 8.7d) and the major high

is much smaller in area than the model major high.

Changing ‘initial va!ues" by 20 % results in estimates which are even more
different from the Run AA estimates than are the Run BB and CC estimates,
Figure 8.7e shows the Run DD gstimate at 5mb. In vérv broad terms, the zonal
flow in the southern hemisphere and the major high and low in the northern
hemisphere. have been reproduced, but the field contains a large amount of
unrealistic small-scale features, and most model features are overestimated by
up to 20 K (in the southern hemisphere} and up to 40 K (in the northern
hemisphere). The estimate for Run EE (not shown) is broadly similar to that of
Run DD, except that most model features are underestimated by up to 20 K

{southern hemisphere) and 45 K (northern hemisphere).

These results show that when ’initial values’ are multiplied by 1.1 or 1.2, _the
estimated field values are generally higher than the model field, whilst when
the "initial values’ are multiplied by 0.8 or 0.9, the estimated values are .usually
less than the model values. This suggests that the quality of the analysis
depends on the value of x,, at t = 0 hrs, but very little on the value of A S or

S. at t = 0 hrs, To test this, estimates with each of these values changed from

Run AA values by 50 % were performed. Results appear in Tables 8.4a and 8.4b.
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ZONE - | | RUN IDENTIFIER
FF GG HH i JJ KK
1 2286 2445 . 433 4.32 4.29 440
2 4078 4411 470 4.74 4.84 4.50
3 43.66 41.70 3.76 3.61 3.66 3.82
4 43.66 39.58 3.75 3.63 3.66 3.79
5 45.42 44.07 225 217 222 2.22
6 26.62 28.42 3.14 3.12 3.12 3.15
7 . 2034 21.88 153 1.49 1.56 1.46
Global 37.40 36.83 366  3.50 3.54 3.56

Table 8.4a R.m.s errors at 1.5 mb for the combined retrieval and analysis in
degrees K. The analysis has been performed using sequential estimation of
Fourier components.- in each test the ‘initial values’ used are as Run AA, but
with the following exceptions: Run FF - xg, at t=0 hrs is multiplied by 1.5; Run
GG - x,, at t=0 hrs is multiplied by 0.5; Run HH ~ S, at t=0 hrs is multiplied by
1.5; Run Il = S,, at t=0 hrs is multiplied by 0.5, Run JJ - A S is multiplied by |
1.5: Run KK = A S is muitiplied by 0.5.

.ZONE RUN IDENTIFIER
& GG HH I 3 K
1 33.97 31.95 6.90 6.97 6.75 703
2 62.51 61.58 4.88 4.77 4.94 4.76
3 45.00 47.47 404 3.9 4.28 3.83
4 29.29 29.63 1.87 1.82 . 1.85 1.86
5 28.96 26.77 1.73 1.64 171 1.70
6 21.04 2077 1.31 1.29 1.26 1.33
7 2558 25.85 0.59 0.57 0.54 0.63
Global 35.89 35.77 3.39 3.35 3.38 3.37

Table 8.4b Like Table 8.4a, except rm.s errors at 5 mb are shown.

These results confirm that changing S, or A S has little effect on the

quality of the estimate. Rm.s errors of Runs HH to KK are close 10
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corresponding Run AA errors, and the fields (not shown) are qualifatively
similar. Onrthe' other hand, changing xg; clearly influences the quality of the
estimate. The r.m.s error of Runs FF and GG is OVE‘F ten times the error for Run
AA. Estimated field values for Run FF (not shown} are up to 100 K higher than
model field values, whilst estimatéd values for Run GG (not shown) are up to

100 K lower.

8.3. Conciusions and Pointers to Future Research

in the tests described in Section 8.1, it has been shown that sequential
estimation produces a qualitatively good estimate of an idealised stratospheric
radiance field. It is particularly encouraging that the shape, location and
_magnitude of fast-moving targe amplitude waves in the northern hemisphere
middlé latitudes have been 'reaéonablv estimated (ie to within about 4 ru,
compared to a variation over the hemisphere of 24.r.u). Further tests in Section
8.2 reveal that the sequential estimation technique can also produce &
gualitatively gooq estimate of a model temperature field which has been
affected by a sudden warming. Comparison of fields at 5 mb show. that the
sequential estimation scheme can estimate the large temperature gradients
associated with the sudden warming be'.cter than a time/space interpolation
- scheme .which uses a distance radius 6f 2000 km, but that time/space
interpolated estimates which use distance radii smaller than 2000 km reproduce

the shape and location of such a gradient better.

The best sequentially estimated analyses were made using ‘initial values’ -
X, and S, att =0 hrs, and A S - which were éaiculated from the observations
we were trying to analyse. Changing the calculated value of X, by 50 % led to
a large decrease iﬁ the quality of the estimates of both analytical and model
fields. However, corresponding changes to the values of S,y and A S resulted in

very little change in the analysis quality. This is presumably because, since a
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random walk model is used, the evolving error covariance becomes much larger
than S, and A §. Thus the importance of the selected values of -S;,t and A Sis
diminished. We chaose a change of 50 %, as this value clearly shows the impact
of the change in each of the initial values on the analysis. However, in practice
the initial estimates of the mean Fo‘urier field coefficients and its covariance
would prob_ably be within 10 or 20 % of the actual values, especially if they
were calculated from the previous day’s analysis, and hence further tests of
sequential estimation were made with ‘initial values’ 10 and 20 % different from
those values calculated from the field itself. E.stimates of the analytical field
made with such values are qualitatively only slightly poorer than those made
with ‘initia! values’ which were calculated from the model field. However,
correéponding changes in the ‘initial values’ caused the global r.m.s errors of
estimates made of the model field to increase by about 100 % (for a2 10 %
change in ‘initial values’) and by about 300 % (for a 20 % change in ‘initial

values’).

The possible reasons why the increase in rm.s error is much greater for
model field estimates are related to the way we estimate the time evolution of
Fourier field coefficients. Here we have used a random walk, in which the ‘first
guess’ estimate at time t is assumed to be equal to the optimal estimate at
time t-1. While this is feasonable when the time interval between data is
around 16s, it is probably a poor assumption when the time interval between.
data switches to about 50 mins. The greater small-scale variation in the modal
field means that the random walk is probably an even pooref assumption for
the model field than for the analytical field. Another important difference is that
estimates of the analytical field are made at 10° latitude iqter\{als, whilst those
of the model field are made at 5° in'térvals. As mentioned in Section 8.1.1, the
interpolated observations used in the scheme are in groups: each group is

separated by about 50 mins, and observations within each group are about 16 s
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apart. The ratio of interpolated observations spaced at 16 s to those spaced at
50 min when performing model field estimates is thus half the corresponding
ratio for analytical field estimates. If we assume that estimates made with
observat_ions 50 min apart are poor, whilst estimates made with observations 16
s apart are good, then the model field estimate thus has half as many 16
s-spaced observations to ‘recover’ from a poor 50 min—epaced observation than
does a corresponding analytical field estimate. An illustration of this idea is
Figure 8.8 (from Ledsham and Staelin, 1978) which shows that a Kalman Filter
.used‘ to retrieve temperature requires 3 or 4 observations to achieve acceptable
performance. By analogy, after a poor estimate made by data 50 min apart, the
scheme here may require about 3 or 4 16 s-spaced observations to re—achieve
acceptable performance. The analytical field utilises groups of about 10 such
observations, each groub sparced by about 50 min, so should recover aeceptable'
preformance before the next 50 min-spaced observation becomes available. The
model field estimate uses 16 s-spaced observations in groups of about &
(because of the higher latitudinal resolution), and there is thus the possibility
that the estimate does not re—achieve acceptable performance before the next
50 min-spaced observatioh becomes available. The problem will be more acute
if the ‘initial value’ for x,, is not close to the ‘true’ value. The hypothesis
described here could be further examined in a future study by perfarming

sequential estimates at a variety of latitudinal resolutions.

In any levent, a further investigation of the way we estimate the time
evolution of Fourier coefficients is required. The random walk is a first-order
autoregressive process with an autoregressive coefficient of unity, but
sequential estimation can also be performed using ‘first guess’ models which
_have a non-unity autoregressive coefficient, or which are higher-order
autoregressive models. It would thus be profitable to test these more

sophisticated estimates of the time evolution of the Fourier coefficients, to
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assess the impact these have on the quality of the analysis.

e e _ ) L R U

Although the tests described in this chapter suggest that sequential
estimation produces similar guality analyses to those produced by time/space
interpolation oniy when ‘initial values’ are close to ‘true’ values, there may be
situations where it is clearly advantageous to use sequential estimation. An
exarﬁple is the estimate of quantitiés which have. a stro;'lg diurnal variation (e.g
certain atmospheric constituents). In this example, a .time/space Enterpolétion of
this field using a large time radius would lead to a large smoothing of the ’true.'
field, whilst use of a small time search radius would mean that at cerfain
gridpoints there are no observations within the search radii. The sequential
estimation method, on the other hand, would not have this problem and coulid

produce a good estimate of the field, provided the model used to estimate the

time evolution of the Fourier field coefficients was suitable.
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CHAPTER 8

CONCLUSIONS

The aim of this thesis is to test schemes 10 retrieve and analyse
temperature from satellite observations. To summarise: tests of a
retrieval/analysis scheme made using a field calculated by a numerical model
show that errors of the regression retrieval scheme are influenced by the first
guess estimate, and are higher within the region affected by a sudden warming;
on the other hand, tests made using both idealised and model fields show that
the tlme/space interpolation scheme satlsfactornlv estimates stratospheric fields;
the sequential estimation techmque can produce adeguate analyses of idealised
and model fields, but these analyses are not as ‘good as corresponding

estimates made by the time/space interpolation method.

Temperature retrieval errors were highest wuthln the region of a sudden
warming. This is because the vertical temperature structure in the sudden
warming was too small to be 'observed’ by the satellite instrument, and also
because the data used to calculate the regression coefficients were inevitably
not representativeof sudden warming conditions. The former errors,I due to
_ small-scale vertical structure, are inherent in the method of observation rather
than the method of temperature retrieval. In contrast, the latter errors are
caused by dissimilarities between the sonde dataset and sudden warming
conditions. These errors can be described as ‘first guess errors’ since the mean
of the dataset can be thought of as a first guess estimate of the retrieved
temperature. Retrieval errors outwith the region of the sudden warming are aiso
often caused by high first guess errors. ldeally one would wish to reduce such
errors by using a first guess more appropriate to the atmospheric conditions
we are‘trving to estimate. One possibility is to adopt techniques used in

tropospheric retrievals. We could, for example, use ’'stratified climatology’ (eg
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Uddstrom and Wark, 1985), in which radiances are used to ‘point’ to a class of
| atmospheres to -which a profile probably belongs. Regression coefficients are
then obtained from the statistics of the class. Another related technigue is that
of the library search (eg Chedin et al, 1985). Whilst these techniques have been
used successfully in the troposphere, the shortage of stratospheric sonde
.o‘bservatiorws limits their usefulness. For example, there may not be enough
rocketsonde 5bservatio-r;s of é 'sudden warming to. be able to define an
atmosphere of that class. A more promising méthod of reducing first guess
errors is to use a first guess based on a model forecast rather than on
climatology, and future reéearch may invélve the development of a retrieval
scheme which uses for the a priori information the 6utput at the previous
analysis time from a nlumerical weather prediction model {this has been tried in
the troposphere by 'eg Susskind et al, 1984). At present sﬁch models do not
produce operational forecasts “for the stratosphere, but it i§ expected that a
number of such models wiil be extended up to the stratosphere in the near

future.

The time/space interpolation séheme was initially tested using idealised
rédiance_z fields and tests showed that most features of these fields ‘were
satisfactorily reproduced, including thoselof high temporal variability such as a
5-day.planetary wave. It was found that reducing the size of distance radius in
the scheme {(down to certain limit) declreased analysis errors,. but that varying
the size of time radius altered the error values only very slightly. Further tests
of the analysis scheme were made using a field calculated by a numerical
model, which provides a more realistic representation of the cbserved
stratosphere than do idealised fields. Conclusions drawn from the -preliminary
tests were found to be still valid when used to eﬁaluafe the results of tests
made using the model field. To provide .a stringent test of the scheme we used

a field affected by a sudden warming. The region of the field affected by the
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sudden warming was ﬁatisfactorily estimated, but small scale structure present
in the upper stratospheric and lower mesospheric model fields (|e 0.2 and 1.5
mb) was not resolved by the analysis scheme. Hence, we conclude that users
- of analyses should be aware that the analysis scheme is unable to resolve such
small-scales. However, we expect that most other stratospherié field features,

including events such as sudden warmings, will be satisfactorily estimated by

‘the time/space interpolation scheme.

It has been demonstrated that the sequential estimation of Fourier field
components produces satisfactory analyses of an idealised radiance field. In
particular, it is encouraging that fast-moving large amplitude waves in the
northern hemisphere middle atmosphere were adequately estimated. However,
corresponding analyses rinader using the time/space interpolation method were
slightly better than the sequentially estimated analyses. In addition, the.
sequential estimation method method can satisfactorily estimate a rﬁodel
stratospheric tield which -is affected‘bv a sudden warming. In particular, it is
encouraging that the scheme can estimate the strong ternp_erature gradient
associated with the sudden warming. However, in general the sequential
estimation scheme produces noticeably poorer estimates than the time/space
interpolation method, especially when “initial values’ are different to those
calculated from the field we are' trying to analyse. Such poor estimates may be
a result of the high number of latitudes at Whic‘h'estimatesl of the model field
are made, or because the random walk mode! used to estimate the temporal
evolution of the Fourier coefficients is not appropriate to the mode! field,
Further research should thus include testing the effect of varying the number of
latitudes at which estimates are made, and examining the effect of more
sophisticated methods of estimating the time evolution of the Fourier
cdefficients. Another important area of future researcﬁ is the development of a

scheme which estimates spherical harmonics instead of Fourier coefficients.
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Comparison of the time/space interpolation and sequential estimation
schemes reveals 1hat the sequentiai estimation meth'od‘is'capable of providing
a good estimate of major mode! highs and lows, and there may be situations
where this will lead to better analyses than those made by time/space
interbolation. If the method of maodelling the time evolution of the Fourier
coefﬂcnents is adequate then one would expect the error in the estimate of the
magnitude of such highs and lows to be small, but on the other hand, more
care is required when using the time/space interpolation method. This scheme
produces essentially a weighted average of a set of observations which
smooths out highs and lows, and it is thus important to'choose search radii
small enough to make this effect negligible. However, an advantage of
time/space interpolation over sequential estimation is that it is easier to
understand and is more versatile. Sequential'estimation requires a lot of
prehmmary calculations, such as the interpolation of observatlons to grid
latitudes, estimates of the first guess and error covariance of the Fourier
coefficients at t = O hrs, and an estimate of how.this covariance will increase
per unit time. Time/space interpolation, on the other hand, does not -require
knowledge of such statistics, and is thus versatile enough to to analyse any
sort of satellite data (eg composition measurements, temperature,— radiance)

easily and effectively.
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I. Proofs to Optimal Solutions of the Retrieval Problem

I.Combination of Observations

Suppose we have two measurements, X and xp, of a quantity x, made by
two different experimental techniques. We wish to combine the two
observations to produce the optimal estimate of x.‘We'form a combined

estimate, ‘X thus

~ A
X =A X4 + B Xy

where A and B are diagonal matrices. Let € be the error in %X Thus
£ =Ax;  +Bx - x 1.2

A(x1—x)+B(x2—x)—(l~A—B)x

It

Ag,+Begy-(I-A-B)x

where €, and g, are the errors in x; and x; respectively. We must ensure that
"1-A-B =0, because we obviously want € = 0 when €, = € = 0. Thus

B =1 - A, and thus, equation {..2) is rewritten as
e=Ag, +{l-A)g;

1f S, is the covariance of €; and S is the covariance of €, then, provided €,
_ . A ' .

and g, are independent, this relationship implies that S, the error covarance

of X is

1.3

S=AS AT+ (1-A)S, (1-A)

~ .
The best approach is to choose A so that S is a minimum. Hence we find A

such that

0=dS/dA=2AS8 -2(1-A)S,
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So

A=S,(S +5)" and | WA

1-A=S, (S +8) S

Substituting these expressions into equation (.1} gives

=8 (81 +8) x+5 (S +8) 88 x

Next, we rearrange the S, { §; + S, )™' term using the well-known matrix

identity R lal=(a B )71, viz

S, (S +Sp)" = ((S +5) 8" s
= (S¢S )T
=(S; (S + 8,7 )Y

= (s, + s sy
Substituting this into equat'ion {1.5) gives

FaS - - - -1 - -
R=(S7 + s ) (8T xS xg)

Fal
Next we wish derive an expression for the error covariance S . !Inserting
expressions {1.4) into equation (1.3) {and a'ssuming the covariance matrices are
symmetric) gives
/\ - —_— N _.- - -
S =8,(S +5) {515 (8 *+8) +5 S, (S1+S)" S8}
Using the result of equation (I..6), the error covariance is rewritten as

A -1 .
S=(87+5 )"
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fl.Rearranging Optimal Estimate and Error Covariance Equations

. . P
Here, we wish to rearrange the expression for X%, equation (3.12}, into the

form of equation (3.14). Equation (3.12) is

~

A -1 - - - -
Xx=(S,  +K s K)YT (S, P x, +K ST y) L

The first bracketed term on the right hand side of equation (1..7) is rearranged

using the matrix identity {( A B )'1 =B A7, viz

(s 1 +K s.Tk)? Tg " -1,
x e KN =1+ K s ks, ) sy

s, (1+K 8.1 KS, )

s (K + K s kS KK )T

I

S, KT (KT + K s¢7T ks, K

-1

il

S, KT (1457 K8, K ) K

s, KT (ST (Se + KS, K') yhkE !

-1

n

S K (Se +KS K )8 K

Substituting {1..8) into (1.7} gives

=8, K (Sg +KS K ) (ScK 7 S, X+ Y)
rewriting Sg K' 'S, x, as
(Se + KS K YK 1857 x5 - Kxg
and substituting in equation {1.9) gives
1.9

R x, # S K (Sg +KSK ) (y-Kx)

Next, the error covariance equation (3.13) is rearranged into the form of

equation (3.15). Equation (3.13) is
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/\ .
s=(s ' +K s k)
Using the result of equation (1..8), the covariance is rewritten as

“ _ B} .10
S=5 K (Sc +KS, K )'sc K7

If we rewrite S¢ K' ' as

(Se +KS, K )K T-KS,

then equation (1..11) becomes

Fat
S=5, -5 K (S +KS, K )KS,
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Summary

A scheme tg retrieve and analyss stratospheric temparaturas from satellite
measuraments is tested.. Becausa of th; lack of 'ground truth’ in the stratosphere.
the ‘true’ atmosphera is represented by an atmosphere simulated by a numerical
model. Simulated obsarvations are calculated by computing the radiance that
would be observed from the ‘true’ atmosphere by a satellite instrumaent. The
radiarces are then ratrieved and analysed and the resultant analyses comgpared
with tha carresponding 'trrue' fields. The tests are mada using output fram a day
whea a sudden warming was prasent. The retrievals ars made by using 3
multipla linear regression model which ragressas radiances against Planck

function. The corresponding tampearatures ara then analysed on a grid using a

linear time/spaca interpolation schame.

The retrieval scheme is sgen to perform less wetl within the area of the
sudden warming than outside it. Howaver, this may be expected as the vartical
structure within the sudden warming is generally too smail to be resoived by a
satellite instrument, The analysis scheﬁ'le analyses the stratospharic field well,

aven in the area of a sudden warming. The atfact of varying the distance radius

varsion 2

usad to select cbservations for the schame is also discussed.
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1, Introduction

Electromagnatic radiation leaving tha ' top of tha atmosphera carries
information about tha distribution of temperature and of the emitting gases. It
maasurements are made at wavelangths at which the emission is by a gas of
known mixing ratio such as carbon dioxide, than soma details of tha temparature
distribution may be deduced {Kaplan, 1959); this is a principle axploited in savaral
remota sensing satellites. Howaver, tha process of deducing the temperatura
structure from measuremeants is not nacessarily straightforward. Usually thera ara
two aspecté to the problem, althaugh it is possible tQ devise procedures in which
thay are combined. The two aspects are:! ‘ratriaval’, in which a single temparature
profile is daducaed from a more-or-lass instantansous set of measuremants ; and
‘analysis’ in which the state of the atmosphere at a given instant is daduced on a
regularty spaced grid of points from the ratrieved profiles which are asynoptic
and distributed according to the shifting satellits orbit. 7 Without furthar
information the retrieval problem is Under-constrained because in genersl an
infinita number of atmospharic profiles can yleid tha same fiﬁita sat of
measuraments. Moreover tha analysis probiem can suffer from aliasing
difficulties. Aliasing occurs in afl Fourigr analyses of discrete data: the tme
period of the data imposes a limit on the highest resalvable frequency, and
hence any highar frequancy prasent will be analysed falsely within the range af

the lowaer, rasolvable, frequencies.

The aim of this paper is to evaluate the performance of a retriaval/analysis
schema for obtaining stratospheric temperatures from the TIROS Operatienal
Vertical Sounder (TOVS) instrument {Schwalb, 1978 ; Smith et al, 1879) on the
TIROS-N saries of potar-orbiting satellitas, TOVS comprises three sounders, of
which the Stratospheric Sounding Unit (SSU) (see Miller et al {1980), and

references therain) is of most relevance 1o stratospheric studies.

Version 2 2

The retrieval schema which we have tested is based on a regression model
sitmilar to that usad by the UK Meteoralogical QOtfica (Pick and Browascombae,
1981), the main difference being that their scheme usas the measured radiances
to givae thicknessas of fairly thick layers of atmosphere, whereas ours gives the
tamperatura profile at 31 pressure levels from 0.2 to 570 mb. Many previous tasts
of ratrieval schamas have compared ratrievals with coincidant rockatsonde
measuraments. Nash and Brownscombe (1983) and Pick and Brownscn_mba {1981}
tested the Stratospheric Sounding Unit (SSU} on TOVS; Barnett at al {1975) tested
tha Selective .Chouper Radiomatar (SCR) on tha Nimbus 5 satellite. Whilst thae
chisf purpose of thosa tests was to assess the performance of the satallite
instrumant, hara wa pay particular attention to the ragrassion/retrieval schamae
itsalf. We oxamina the representativaness of the datasats used to calculate the
ragression coefficients, and test the ability to. ratrisva tamperature in wvarious

atmospheric conditions.

Tha time/space analysis method is that .usad operationally by the UK
Meteoralagical Office, so that this paper will help users- of thase analyses to
avaluate the cunfidence which ¢an ba placed in them. Thae analysis schame givas
aach observation a time and distance waight which_dacreases tha further the
observation is from the gridpoint or analysis time. Only observations lying within
a spacified time and distance (called "search radii’} of the gridpaint and analysis
time ara used in the schema. Most tests of the scheme are initialy made using
idealisad fields, and then on a fiald simulated by 2a numaerical modei. We
concanirate chiefly on the way the quality of the analysis changes when the

search radii ara changed.

A difficulty in testing such schemaes using real observations is the absence af
adequata 'ground-truth’ observations. Rocketsondes obsarve temperature in the

upper stratosphere but rocket flights are infrequent and badly spaced.

15/03/90
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Radiosondes observe in tha lower stratosphers and give.better global covaragse,
bur aven 5o thara are few obsarvations made gvar the oceans or in the southern
hemisphere. Tasts which have been done with real data compare ratriavad
protfiles with coincident rocketsonde measurements {Nash and Brownscombe,
1983, Pick and Brownscomba, 1981, Barnett et al, 1975). Furthermare it is
genaraily aven more difficult to make comparisons with ground truth for fig/ds
anailysed from satellite measuremants than it is far retriaved profiles. Possibla
difficuitias‘ with analyses hava been reported by Al-Ajmi et al (1985} and by
Ciough at at (1985). The formaer paper gives evidsnce that thers may be temporal
variatlons too rapid for proper resotution, and the lattar provides evidence that
the vertical ternperature structure is not always adaquately resoived. Accordingly
wa have chossn to test tha schamas in a simulation experiment which uses an
atmosphare calculated in a numerical model, Simulated obsaervations are
cajculated by computing the radiances which would be obsarved from this madel
atmosphere by a TOVS-like instrument, including the ;atfacts of instrumental
naise. These radiances are then retrieved and analysed and the resultant analyses

compared with the corresponding model figlds.

Section 2 gives details of tha model and of the simulation method. Section 3
describes the retrieval scheme and tha method of obtaining the regression
coefficients, togathar with the rasuits of tests of the retriaval scheme. Saction 4
contains a description of the analysis schama. Results of tests of the analysis
schema on analytical fislds also appear in Section 4, whilst results of tests mada
on tieids calculated in a numerical modal appear in Section 5. Conclusions appear

in Section 6.

15/03/90
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2. Simulaticn of Atmasphers and Observations

a) The Stratosphera/Mesosphere Modal

The retrieval and analysis schemes are testad helow in a simulation
axperiment which usas an atmoéphera calculated in a numarical modal. Aithough
the modal gives a reasonable rapresentation of the ‘true’ atmosphare, i_t is not
capable of reproducing certain phenomana, such as tidas, which exist in the reai
stratosphere. Tha model used Is the UX  Meteorological Office
stratosphera/masosphere multi-level modal (Fishar, 1987} based on the primitive
aquations. These equations are sclved to tourth-ordar accuracy in the horizantal,
and ta second-order accuracy in both the vertical and in time, using anergy
conserving ‘box’ type finite differences and leaptrog intagration. The modsl
utilises a ragular grid in spherical coordinates with gridpoints at intervals of 5% in
latitude and longituds and 33 lavels betwsen 100 and 0.001 mb. which ara aqually
spaced in log pressure, and are approximately 2 km apart To aveid having to
rapresent the traposphere. a lower boundary condition is imposed near the
tropopause, namely the geopotential height of the 100 mb surface specified from

anailysad observations,

Our simulation usas ana day's output at 1 hour intarvals from a run with
lower boundary heights corresponding to 18 Jan. 1987. On ihat day a
ghenomenon known as a ‘sudden warming’ was present in the modelled northarn
hemisphera. Such warmings cause large and rapid changes to the temperature
structura of the stratosphere - there may ba temperaturs rises of the order of 50
K over & few days. This phenomanon provides the most stringant circumnstances

for testing both the retrieval and analysis schemas.
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b} Sataliite Observation Pattern

The TIROS-N satellite views the atmosphare by scanning from one side of the
vartical to the other at 8 scan angles. Adjacent obiservations are then averagad in
biocks of four so that the 16 observations of two successiva scans are tombinad
to give four ‘superobservations’ at effactive angles of -30, -10. 10 and 30
dagrees from the vertical. Figure 1 shows the superobservatlons made by a
TIROS-N serias satellite (NOAA<7) in a 24 hour pariod. Thera is almost global
data coverage, though some areas In the subtropics are free of obsarvations.
Model temparatures are lnearly interpolated in time and spaca to .thesa
observation points, and tha interpolated temperaturas are used to calculate
radiances that the satellite wouid ‘obsarve’. in these tesis no data loss due 10

calibration sequences is assumed.'

¢) Radiative Transfer

As mantionad in the Introduction, the radiance measurad by the satellite is a
function of atmosphaeric temperature and of the distribution of the emitling gas.
Radiation transfer theory on which temperature sounding is basaed (Kaplan, 1959 ;
Houghton and Smith, 1970) relates the spactral radiance, Ry, of an Instrument
channel cantred at wavenumber v, to the Planck functicn, and hence temparatura.
with negtigfbla' transmission from the Earth’'s surface this theory gives

bd (%))
nu=ujn<(v)a\,(r}av.

Here v is a vartical coordinate given by y = -In(p/p,) whare p is pressure and p,
is a rafarenca pressure. K { v ) is the channel weighting function, and By (T} is

tha Planck function at tamperature T given by

Iﬁg. 1 in hare

15/03/90
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B\,(T)=c,u’/[exp(cz\J/T)-I]. (2}
wherg ¢, = 1.19096 x 1075 mw m™2 cm® ster”! and ¢, = 1.43879 cm K

Tha weighting functions depend upon the angle of view. Howsevaer, (o simplify
the calculations wa have simulated all-radiancas using the waeighting function
approbr‘iate to the vertical view. There is thus the possibility of an axtra source
of errlor in the real casae arising from a misrapresentation of the radiative transfer
for the slant path which is not simulated in the present study. Thae transmission
profila, and henca waighting function, for each channel was caiculated using a
numerical tachnique developed by McMillin and Flaming (1978): first, transmission
profilas are calculated for a small number of raprasentative and eaxtrema
atmospheras using the line-by-line mathod (Drayson, 1966), and then these
pre-computed profiles ara interpolated to any arbitrary temperature profile.
'‘Observed’ radiances can thus be calculatad by evaluating equation (1) and than
adding a randomly generatad number to simulate the radiomatric noisa of the

instrument.

The largest contribution to the radiance comas from pressure levels close to
tha peak of the weighting function. Indeed, channel radiance may be considered
to give a measure of the tempaerature of a layer 10 = 15 km thick situated about
the peak of the weighting function.’ The weighting functians for the 8 channels
used in the retrieval scheme are shown in Figure 2. Tabla 1 shows the pressure

level at each channsi's waighting function peak and its central wavenumber w!

iFig. 2 in here

Matile 1 in hera
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3. Retriaval

a) Tha Regression Modal
Planck functien, and hance tamperaturs, is retriaved from radiance

measurements by regressian. Tha temparature is calculated from the Planck

_function under the assumption that the Planck function has been calculated at a

ratarancea wavanumbar U, which here is chosen to ba 668 cm™. Tha regression

modal assumes that Flanck function is linearty ralatad 1o tha radiances, which

have aiso been standardisad to tr_la rafgrance wavenumbar U. This is done
hacausa the standardised radiances are more linearly ralated to the Planck
function at 668 t:rﬂ'_1 than are "observed’ radiances. Tha standardised radiance,
X; of channai | is aasily catculated fram R;, the maeasurad radianca of channai j

via
W/ lep{cU/r)-11, 3

whera r=c; v/ In (1 +cy v /R;)

~

The estimated deviation of grofile Plarck function. AB;. from the mean is written
as a linear combination of the deviation of the radiances from the mean radiance,
namaly

-~ N . — {4)
ABi=ag; + L 1{ Xi ~ X} aj; [i= 1...31).
i=

The a,; and a;; are predatermined in advance by least squares as dascribed in
Section Jb beiow. If thera is no bias in the systam then, af course. 3g; would be
zero. It has Yeen shown {eg Eyra. 1987} that this retrieval scheme is
mathemartically equivalent tg othar schemas which retriove temperature by a
minimum variance solution of the radiativa transfer equation. The mean Planck

function and the mean narmalised radiance, ;,‘- arg calculated from a set of
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rocketsonda tamperature measuremants (this datasat is also described in Section
3b). N is the total numbar ot channels and yx; is tha observed nermalised
radiance. Retriavals are perfarmad at 31 pressura levels batween 0.2 and 570

mb.

"
Tha ratriavad Planck function, B;, for level i is then given by

-~ ~

g =8 + A5 i =1..31)

{S)

whera ﬁi is tha mean Planck function tar pressura lavel i. It is straightforward to

calculata tamperature from tha retriaved Planck function,

b} Caiculation of Regression Coefficients

Tha ragrassion analysis is based on 3 dataset of 1200 tamparatura profilas.
Each profile is calculated using a combination of a radiosonde measuramant and
a quasi-coincident rocketsende measurament. Standardised radiances are
calculated from these maasurements using equations {1} and {(3). The data ara
divided into 7 zonas {Table 2} according to tha latitude and season of aach
rocketsonde measuremaent, and regrassion coefficients are calculated for each of
the zones. This is done to rasirict the range of atmaspharic canditions aver
which the regrassion analysas ara apptied,' Note that in using caiculated
radiances to detarmina the regrassion coefficients, we are implicitly assuming
that the waeighting functions in eguation {1} are known correctly (i.e that the
forward model’ is accurate). In practica this may not be the case. leading to
potential errars {see eg Nash and Srownscombe. 1981} of a typa beyvond the

scops of the presant investigation,

'Table 2 in hara
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Discussion of Tha Sande Dataset

The dataset used to calculate ths regression coefficients contains
rocketsonde measuremants of the reaf atmosphera. However, in this paper the
ratrieval and analysis schemas arg tested in a simufation expariment which uses
an atmosphere calcuiated in 2@ numarical model. It is important that the model
adequately reproduces the real atmosphera obsarved by the rockstsondas. This
is examined by comparing .the means and standard deviations of tha two

datasets.

We consider first the southern hemisphers, zone 5. The model fisld in this
zona is similar to the climatology of the sanda data. Figure 3a shows means and
standard deviations of sonde and model datasets in zone 5. The dashed linas
show tha mean of the sonde temperatures together with departurgés of one
standard daviation. The solid lines show tha corresponding statistics for the
modef datasat on 18 Jan. 1987 in this zona.! Both sonde and modsi standard
deviations are low, indicating the lack of variaticn in the summer stratosphere.
Mareovar, at most prassure levels the means and standard deviations of both
datasets are closa to one another, implying that the mode! field in zone 5 Is

similar to that observed by rocketsendes.

Whilst sonde and.model statistics are similar for zone 5. the same is nat trua
for zones 1, 2 and 3. On 18 Jan. 1987 the model reproduces a sudden warming in
thase latter zones. In Table 2 ‘winter is defined as the 6 month period between
October and March (for the narthern hemisphers) or betwsen April and

September {for the southern hemisphers). Within such a large time period only a

rig. 1 in hare

15/03/90

Version 2 10

small praportion (if any) of rocketsondes will observe a sudden warming, thus it
is likely that sonda data in zones 1, 2 and 3 will not be rapresentative of sudden
warming conditions. Figure 3b parallels Figure 3a, except that data far zone 1 are
shown. As one might expact in a winter stratosphera, both sonde and madel
dataselts have high standard deviations. The two maean profiles ditfer greatly at a
numbar of prassura lavels. Batween 3 and 50 mb the modal mean tamperature is
greater than one sonde standard deviation away from tha sonde mean
temperature, Thus modal conditions in zone 1 differ greatly from thase obsarved
by rocketsande. This is aisq tr.ue in zone 2 (and to a lesser extent in 2one 3). Rt
is important :o"tast the ratrieval schaeme in a suddsn warming pracisely t:le-causa
of this extrama ditference bstwaen sudden warming conditions and mean sonde
valyes. If the schema performs well in a suddan warming, then it is raasonat.:nla tQ

concluds that it will parform wall in most conditions.

Thasa results have important imp.lications for the method of retrieval by
regrassion, since the sonde dataset used to calculate the ragression cosefficients
is used widely. "As this dataset appears t0 ba unrapresentative of sudden
warming conditions, future retrieval rasearch might protitably use datasets which
are taken trom s forecast model rather than fram climatology. Other approachaes,
in the context of tropospharic retrievals, have baen suggested by Uddstrom and
Wark (1985) and Chedin et al {1985). Thae former use a 'stratified climatology’ of
saveral atmospheric classas; tha radiances are used to identify from which clasé
to take tha appropriata ragression coefficiants {or thair equivalents). The latter

usa 3 somawhat related ‘library search’ technigue.

Testing the Regression Model

it is an assumption of the ragression model that tha Planck functions in the

profile are Iinearly ralated to tha measurad radiancaes. This is suggested by the
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form of the radiative transter aquation (1), providad the waighting functions are
not temperature dapendant. To test the validity of this assumption we Rave
producad ptots of Planck function at lavel k against radiance for channal j for a
aumber of kj pairs {not shown}. No evidence of a ngad to depart trom the linear

madal was found.

It is of interast to investigate if a certain amount of affort could ba saved by
using less than 8 channels in tha regression. Also, it is of interast to know what
the information contant of each channal is {Packham, 1974). Accardingly, wa
have produced scatter plots of radlances in pairs of channals (not shown) to
discover 10 degrae of corralation betwaan them. Savaral channels shaw a high
dagree of association, but test of regre'ssion modals using lass than B channais
in all cases produced significantly higher r.m.s errors than the 8 channel model.

which has. in conssquence. been used In the rast of the work hera,

¢) Retrieval Results
In this section we test the retrieval scheme by retriaving the profiles

corresponding to the simulated obsarvations. Temperaturas ara retrievad using

aquations {4) and (S}, and biases and rm.s retrigval arrors ara calculated unders

the assumption that the interpolated mode! temparature is the ‘trya” tamperalure.
The standard daviation of the retrigval is also caiculated. This is, of course, aqual
to tha square root of tha difference batween the squara of the r.rm.s arror and

the square of the bias.

For all regression zones the r.m.s retrieval error at pressuras greater than
than that of the peak of the bortommost waighting function (300 mb) is genarally
highaer than at 300 mp, and the r.m.s sffor at pressures fess than that of tha
topmaost weighting {unction peak (1.5 mu} is genarally larger than the r.m.s arror

at 1.5 mb. This is of course 0 be expacted. as away from the ragion containing

15/03/90
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tha waighting function peaks tha satallite measuremants provide little infarmation

about the tempearature.

As anticipated, errorg in the zonas containing a suddan warming (zones 1 and
2) ara high. Ditficultiea arise bacause of the smali-scale varticat tempaeratura
structure presant in a sudden warming and bacause the sonda measuremants in
thasae zones were mads in conditions diffarsnt to those in tha sudden warming
{sae. for axample, Figura 3b). ! Figure 43 shows the rm.s arror [solid}, bias
(dashed) and standard daviation {dottad) profiles for zona 1. For prassures highar
than 1.5 mb the arror is between 2 and § X The standard deviation has nearly
the same values as the r.m.s arrors at mast lavels and hance the bias is small,
not exceading 2 K The corresponding profiles for zone 2 {not shawn) arg similar
10 those ot zane 1, In zone 3 (also ot shown) tha standard deviation is ctose to
the r.M.5 Brrors put their values are smaller than in zones 1 ang 2. In zone 4 the
r.m.s arror protile (Figura 4b) has a zig~zag behaviour. This is due to biases in
the retrievals. since peaks in the arror profla occur at the sama pressure N;vals
3s high values in the bias profila. For exampla, at 7 mb the r.m.s arror is 433 X
and the bias is -4.13 K and at 100 mb the ~m.s error is 5.61 K and tha bias is
-520 X Tha shape of the bias profile Is ctosaly related to the differance
batween the maeans for modal and sondes and tharafore seems to be raelated (0
an upraalislic structure in the modallad tropics. The low standard deviation of
the sonds measuremants usad 1o catculate the regression coefficients {not
shown) constrains ratriavals o0 the mean ol the sonde temperatures. R.m.3
arrors tor zona 5 {Figura 4c) ara lower than for zones 1 to 3 and the profile has a

zig-zag pattern, which is aiso due to pias in the ratrievals, However, thasa

———————

’Fig. 4 in hare
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model law centred at 15 mb (observation 125) has haen retrieved in ths right
place, but its retrisved depth is around 10 K greater than its modal magnitudae.
The model maximum at 1.5 mb {observation 100} is well reproduced, but the
nearby maximum at (.4 mb {(observation 125} is undarestimatad by 15 X The
ratrieved temperatura gradient between the highs and the major tow is not as
strong as in the model fleld, especizlly hetween 3 and 1 mb and observations
109 to 147 - differences between model and retrieved fields are greatar than 20

K in places, This emphasisas the difficuity in retrieving such vertical structura.

4. Time/Spaca Interpolation

a) The Method

n the Introduction we stated that the probleam of inferring tamperature from
satellite measuraments has two parts, namely ‘retrieval’ which was discussed in
Section 3 and “analysis’, or ‘interpolation’, which farms the subject of this and the

next saction.

Fiéura § illustrates tha problem of 'analysing” observations on a grid. The
Figure shows satallite observations made on 18th Jan. 1987 between -20° and
20° latitude, ~150° and -120° longitude and 1020 and 1340 GMT. Tha grid has a
spacing of 5° in both latitude and longitude ard we wish to interpolate the

observations to the space/time gridpaints.'

in tha intarpolation schemae under test, each qbsarvation is given a time and

distance weight. Ths weights decrease the fyrther an observation is away from

—r—

IFig. 6 in hera
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the gridpoint and analysis time. Here the waights ara chasen to be lineaw;
schemes tested wusing cosine and negative axponential waights produced
assentially similar resuits, Only cbsarvations which lis within a specified time or

distance of the analysis tima or gridpoint (called "search radii’} are amployed,

Tha tima weight for the kth obsarvation point within the search time interval

is given by

re-lt=-t !}/ dt=t 1€ &)

w, { k) -
‘ o -lt-toI)'rI

whera r, i3 the search radius, t is tha analysis time and t, (k) is tha time of the
kth obsaervation within the ssarch radius. Similarly, the distance weight for the

xth observation within the distance saarch circle is given by

frg =d(k)}/ry k)& (7}

wy (K} -
a ,dik)>ry

where ry is the distance search radius and d { k )} Is the physical distance
between the gridpoint and the absarvation point. Using a standard geomaetric
argument, d { k ) is expressed as
d(k}=af{{cos pcos k- cos pkcoslk)z
+{cos p sid A - cos g sin A )2
172
}

i-(sin,;\--sir‘l;:»k)z

where { p, A ) is the latitude and tongitude of the gridpoint and { o, Ay }is the

latitude and longitude of the kth observation point within the search radii.

The combined weaight w {K} is taken to be the product of the time and

distance weights
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wik)]=w [(k)wyl(k) . 8
Wa now form the normalised weaights

. n 9
wiik)=wi{k}/Zw{j}).
i=t

since wea requira weights which sum to 1, whera n is tha.numbar of observations

~

within both time and distanca ragil. The interpolated vaiue, T. at time t and

gridpaint {g.A) is then exprassed as a linear sum of the praduct of the waight, w

{ k), and tha kth obsarvation witriin tha search radii, T, (k), i.a

A {10)
TaLw(k)To(k)
k=1

by Tests with Analytical Radiance Fields

Tha sizes of the time and distanca radii selected for the interpalation schema
are important. If a large radius is chosen. then the amalysis may be
oversmoothed. The magnitude of this oversmoothing depends an tha temparal
and spatial variability of the field. The task of simulating radiances fram model
temparatures and than ratrisving and interpotating them requires considerable
computer time. Accordingly tha effect of varying the search radii usad in the
intarpolation schema was initiaily tested using an anaiytically calculated radiance
fiald. Such tests ara computationally inexpensive, and thus can be repeated
using a large variety of tumae and distance radii. In additian. they invcive no
ratriaval arrors, sinca we are solaly concerned with interpolating radiances from
satallita observation points to gnd points. In this section we describe these

tests,

The radianca fieid is expressed as a sum of spherical harmagnics: radiances

15/03,90
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are easily calculated at either grid or ‘observation’ paints. Sateilite ‘observation’
points ara detarmined using a modal of a polar-orbiting satellite orbit and for
computationat economy ara calculated at larger tima intarvals than the real
satallits would actuaily obsarve at. Quservations are calculated at the nadir paint
only, and the time intarval is 256 s. The "observations’ are than interpolated in
time and spaca using the tima/space interpolation schamae and compared with

tha grid point analytical radiance field.

Tasts were made on a number of fields. We present rasults for a fiald which
rasambjlas tha stratosphara during a northern hemisphere winter in that there is a
small amplitude wavenumber 1 wave in the squthern herhisphera and tropics and
there are higher amplituda wavenumber 1 and 2 wavaes in the middle and high
latitudas of the nartharn hamisphere. To provide a stringent test of the scheme
we have chosean high wave speeds. Tha wavenumber 1 wave, for example.

comgpietes a latitude circle in 5 days.

Results for a variety of time and distance radii are shown in Table 3. z

Redycing the distance radius clearly decreasas the r.m.s error, provided tha
distance radius is greater than 2000 km. In addition, detailad consideration of the
aoriginal and interpolated fields (not shown)} reveals that reduction of the size of
the distance radius !eads to an improvement in the Vestimata of the model field's

wavenumber 1 and 2 features. In particular

1. The analysis made with a time radius of 12 hrs and a distance

radius af 12000 km tails to astimate the wavenumber 1 and 2

ITabla 3 in hare
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behaviour of the maodai field.

2. Changing the distance radius from 12000 to 5000 km reduces
the rm.s anabysis error by about 50 %, and the resuitant
anaiysis determines most of the madel figid's wavenumber 1

behaviour, and also somae of its wavanumber 2 behaviour.

3. Changing the distance radlus from 5000 to 300G km again
reduces the rm.s analysis arrorr by about 50 % and both
wavenumbaer 1 and 2 features of tha model fiald ara better
estimated. The estimates are improved even further when the

distance radius is raduced from 3000 to 2000 km,

When a distance radius of 1500 km is used, the r.m.s arror is slightly higher than
with a distance radius of 2000 km. All wavenumber 1 and 2 features are wall
sstimated but the analysed field is less smooth than the model field because in
many cases there is only one observation within the search radii. In tests whars
the distance radius is reduced to Igss than about 1200 km thers are a number of
gridpoints which have no observations within their corresponding search radii
(nota that when obsarvations are simulated at actual TIRQS-N arbit locations, see
below, this missing observation problem occurs with distance radii of less than
1000 krif. Changing the time radius has iittle effact on the rm.s arror. Tests
made using a 5000 km distanca radius showed that changing the time radius
from 12 to 18 hrs has nagligible effect on the r.m.s error, and :ha; this arror
increases only slightly when the tima radius is further raisad to 24 hrs. Similar
conclusions may be drawn from tests made using distance radii of 3000 and

2000 k.

Other tests were made using fields which contained highar wavenumber

waves. Rm.s errors changed with varying time apd distance radii in a similar

15/03/90
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manner te that dascribed above, Despi(é the fact that the analyticai fields only
crudely mimic the real aumocsphere, ona can conclude that. within the range of
radii tested, r.m.s arrars decreass when the distance radius is reduced to the
limit where some analysis points have no corrasponding observations. In
additian, daspita the high wava spaads of tha analytical fisid, the size of the tima

radius appears to hava little impact on the r.m.s arror.

5. Interpalation of Retriaved Temparatures

In this saectien we presant the results of the tests of the combined
retriavai/analysis schama using the numerical modal atmosphere. The simulatad
obsarvations and ratrievals are basad. on 24 hrs of model tislds forced from
below using the observed geopotential haights for 18th Jan. 1987. The 5 mb
temparaturss develgped at tha. baginning, middie and and of that period by the
modal ara shown in Figure 7. ' During the 24 hr period thera is a cooling by
about 10 K in a ragion which axtends from near 50°N 300°€ to the north pola,
indicating that the sudden warming which is deveiopad by the model around this
date .has passed its peak at this Height.” In the tast which follow the
retrigval/analysis scheame is usad tg attempt to ratriave the field at tha centre of

this pariad, viz 1200 GMT.

Retriavad temperatures from 18th Jan. 1987 are interpolated using thres
combinatians of saarch radii. Ona analysis is made with a time radius of 6 hrs
and a’'distanca radius of 2000 km, ‘while another usas a time radius of 12 hours
and a distance radius of 1000 xm. The third analysis uses the search radii

amaloyed in the United Kingdom Matacrological Office’s operational stratosphenc

—————e

'Fig. 7 in here

15/03/90



21 Varsion 2

analysis schemas, namaly 12 hrs and 500 km. When analyses ars performed with
distance radii of 2000 and 1000 km every gridpoint has at least one obsarvation
within its corresponding search radii. However, when a distance radius of 500 km
is used there ara 3 numbar of gridpoints which have no observations within their
saarch radii. These missing values are fillad by linearly interpolating the nearest
‘good” abservations from gridpoints aast and wast af those with no obsarvations,
and thanrsmoothing the whola fisld with a 3-point smoather with waights of the
form (0.25.0.5,0.25), The temparaturgs are interpolated tao the model grid and to
t-ne analysis time of 1200 GMT. For computational reasrcms. analyses are made
only at selected pressura lavals. Thase include some close to the SSU weighting
function peaks (1.5, 5.0 and 15.0 mb), two in betwean these peaks (3.0 and 10.0
mb), and two outwith the ranga of the weighting function peaks (0.2 and 25.0

mb).

a) Rm.s Errors

The r.m.s error of the combined rerrie\.;ai and analysis process is calculated,
under tha assumption that the model temparature at 1200 GMf is the ‘true’
termperatura. Tha biasas of the estimated temparaturgs are also calcufated. Both
r.m.s errors and hiases were caiculated for every one of the 7 latitude/season
retrieval zones, and also for all latitudes. R.m.s errors for tha analyses mada
using distance radii of 2000 and 'IOUVCI km are shown in Table 4a; and those for

analyses made using distance radii of 1000 and 500 km are shawn in Tabie 4b. !

Inspaction af Table 4a shows that the rm.s arrors at 0.2 mb ara generally
higher than for any other pressure lavel, Thera are two poss:bla explanations for

this. Firstly, 0.2 mb is far away frgm a weighting function peak so cne would

*Table 4 in hars
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axpect tha ratrieval at this leval to be poor. Sacondly, the 0.2 mb figld {unlike the
fiolds at the othar & lavels) has considerable smali-scale structurg that the
interpalation scheme might have difficulty resolving. R.m.s, errors at 0.2 mb are
highar using a 1000 km distance radius than when using a 2000 km radius. This
is the opposite of the rasults at other levels and tends to suggest that the high

acror is dua to poor ratriavals.

The modei fields at 1.5, 3.0, 5.0, 10.0, 15.0 and 250 mb ara quita similar to
pach other. With a distanca radlus of 2000 km, globa! r.m.s errars range betwesn
2.98 and 3.73 K Reducing the distance radius to 1000 km reduces the global
r.m.s error to batwesen 1.71 and 3.71 K Oniy at 1.5 mb is the global r.m.s arror
not noticeably reduced when the distanca radius is reduced to 1000 km. An
inspaction of the errors in aach zone reveals that when the distance radius is
reduced from 2000 km to 1000 km, the largast fall in r.m.s error generally occurs
in the ragion of the sudden warming. Away from the sudden warming r.m.s errors
change little when the distance radius is changed. This means that we require a
small distance ra>dius when analysing 'the high spatial variability within a sudden
warming, but ‘that a larger distance radius is adequata to analyse the fleld

elsewhere,

Table 4b reveals that changing the distance radius from 1000 to 500 km and
intarpolating between gridpoints for those with no nearby observations produces
little change in the rms error, and maps of fields analysed with a3 500 km
distance radius (not shawn} ara little different from corresponding fields analysed
using a 10090 km distance radius. This suggests that the use of_a 500 km distanca
radius is unnecessary, as comparably good analvsés can ba obiaiped using a

distance radius of 1000 km withgut problems caused by missing observations.

15/03/90
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b} Comparison of Maps at S mb

To study the performance of tha intarpclation schame more closely, we
compare model and analysed fiedds at § mb, The analysed fields usaed in the
comparison are those estimated using distance radii of 2000 and 1080 km. Tha
rasults at 5§ mb provide a good example of the improvement in the analysis
caused by reducing ihe distance radius from 2000 to to 1000 km. The Smb
model field {Figure 7b) shows there is strong wavenumber 1 activity in the
middle and uppar latitudes of the northern hemisphere. Thera is a majar higﬁ
situatad between 4G° and 90°N and S0°E and 90°W with two peaks at 70°W, 70°N
{266 K} and at 80°N, 30°E (262 K). Thers is aiso a large low situated between 50°
ang 7G°N, and 30°E and 30°W, having a minimum valua of 218 K The high and

the low are separated by a region of strong tamparature gradients, Qutwith the

middle and upper latitudes in the northern hemisphera tha flow is ganarally'

zanal.

A comparisan of two analysas of the 5 mb fiald confirms that use of a
smaller distanca radius reduces the r.m.s error. Figure 8a shows the 5 mb fisld

I modei

analysed with a u‘ma_radius ot § hrs and a distance radius of 2000 km;
field features have been reproduced adequately at the cogrrect geagraphical
location. However Figure 8b {which shows the differance batwsen model and
analysed fialds) reveals that the major high in the northern hemisphere has been
underestimated by up to 14 K In addition, the major low has been overestimated
by 10 K and in consequence the large g'r-adiant betwsean tha major high and low

has been poorly estimated. The interpofation made with a distance radius of

1000 ®m {Figure 8c) produces a much batter astirnate of this large temperatura

JFig. 8 in hers
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gradient. in addition, the estimated magnitudes of the major high and low are
improved. Figurg Bd shows that the underestimata of the major high has Deen
reduced to between 6 and 8 K andl that the major low has been estimated 1o
within 3 K ot the model value. Again. comparison {(not shown) betwean maps of
analysas mada with a 1000 km distancae radius and of analyses made with a SC0

km distance radius with gap=filling reveals that they are very similar.

wa conclude that thera is litla advantage in the currant gperational distance
radius of 500 km, which requires gap-filling whera orbits fail far from gridpoints,
over tha 1000 km radius, which requires gap-filling only whare ocbsarvations are
missing due 1o caiibrétion sequences or drop-outs. On the ather hand. the

parformance would ba degradad by increasing the radius bayond 1000 km.

6. Conclusians

Wa have demonstrated that {given an accurata forward model) the
stratospharic tamperature field can be satisfactorily {generally within 2.5 K in the
stratosphaere) estimated 'using a raetrieval/analysis scheme which uses the
techniques of multipla linear regrassion and finear time/space interpolation.
Although the schema was tested using only one maodael tleld, this conclusion is
robust since the model fiald contains a sudden warrh.ing, and so provides a

stringant test af both retrieval and analysis schamas.

Tamperature retrigval arrors wereg highast within the regicn of a sudden
warming. This is because the vertical temperature structure in the sudden
warming was too small to be ‘observed’ by the satailita instrument. and also
because the data used to calculata the regression coefficients wera inavitably not
reprasaentative of suddan warming conditions., The forrﬁar errors, due 10
small-scale vertical structure, are inherent in the method of observation rather

than the method of 1eamperatura ratrieval. [n contrast, the tatter errors ara caused
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by dissimilarities betwesn the sonds dataset and sudden warming conditions.
These aerrors can be dascribed as ‘first guess arrors’ since the mean of the
dataset can be thought of as a first guess estimate of the retriaved temparature.
Ideally ana would wish to reduce such arrors by using a first guess based on a
model farecast rathar than on climatology, and future research may invoive the
development of a retrieval schama which uses for the & prion information the
output at tha previous analysis time from a numerical weather prediction model.
At prasent such medels do not produce oparational foracasts for the
stratosphera, but it is axpected that a numbaer of such models wili be aextendad

up 0 the stratosphera in the near future.

The time/space interpoiation schema was tastad using both idealisad radianca
flalds and a stratospheric temperaturg flald which included a sudden warming.
Mast features of these fields were satisfactorily reproduced, evan those of high
temporal variz_lbilitv such as a 5-day planetary wave, or of high spatial variahitity
such as exist in a suddan warming. It was found that reducing the size of
distance radius in the schema decreased analysis arrors, but that varying the size
of time radius altared the error values only very slightly. A future refinement of
the tasts would involva the simulation of atmospheric tides (which are not
calculated in the model) and tha sxamination of possible biasas in tha analysis
when data from certain satellite orbits are missing. Further rasearch should also
invoive the camparison of thé time/space interpolation scheme with other
amalysis schemas, As this time/space interpolation scheme producas essentlally a
waighted average of a sat of observations, maximum values in the flald are
always underastimated and minimum values are always overastimated. Other
analysis methods may not have this problam, and thus a comparison with other
technigues, such as sequential astimation {Radgers, 1976), would be valuable.

However, the timae/space interpolation method used in this paper has the
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advantage that it is easy to understand, is computationally efficient and, as has
been damenstrated, groduces good results. Moreover it is varsatila, sinca it can
be usad to analyse any sort of satellite data (eg compgsition measurements,
tamperature. radiance) easily and etffectively without the nead to astimate thae

noisa characteristics of the observations.
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IL Figura Legends

Figure 1 ‘Superobservation’ points of the TOVS instrument on NOAA-7 for
18th Jan. 1987. Observations are mada at tha 4 scan anglas -30° -10° 10° and

30° from the local vertical.

Figure 2 Tha B TOVS channel weighting functions axpressed betwean 0.2 and

1000 mb for a vertical view.

Figure 3 Mean temperature profile (°K), and this profila plus and minus the
standard daviation for the sonde datasat {dashed lines} and modal (solid lines). a)

zgna 5; b) zone 1.

Figure 4 R.m.s termiperatura retrieval error {solid), bias (dashed) and standard
daviation (dotted) profiles {°K]. a) zone 1 (70° to 90° tatituda, wintar); b) zone 4
{30°N to 307S, all seasans); ¢} zona 5 {30° to 50° latitude, summer); d) zane &

{50° to 70° latitude, summer),

Figure 5 ‘Cross-section’ of temperature (°K) at 189 obsarvation points along a
rgure 2 !
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satetlite orhit. a) modsl; b} ratrieved values; c} differance betwaen madeal and

retriaved valuas.

Figura_6 TOVS obsarvation points on 18th Jan. 1987 hetwaen -20° and 20°
latitude, -160° and -120° longitude, and 1020 and 1340 GMT. Also plotted is tha

madal grid with a spacing of 5°

Figurs 7 Temperature fisld on 18th Jan. 1987 at 5 mb. Tha northern
hamisphéra fisld is plottad on the right and the southern hemisphera fisld on the
laft. The contour spacing is 5 K a) modal field at 0000 GMT; b} as a). except the

tigld at 1200 GMT is plotted; c) as a), except the fiald at 2400 GMT is plotted.

Figure 8 Temperature fleld tor 1200 GMT on 18th Jan. 1987 at 5 mb. Tha
northern hamispheare field is plottad on tha right and tha southern hamisphare
fiald on the left. The contour spacing is 5 K. Dashad contours reprasent negative
values. a) analysad values cobtained using a time radius of 6 hrs and a distance
radius of 2000 km; b) difference between modsl fiald (Figure 7b) and fald in a); €)
as a), except the analysis is made with a time radius of 12 hrs and a distance
radius of 1000 km: d} difference between madel tield {Figure 7h) and fiald in ¢).

.
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. Varsion 2 : 30
E
V. Tablas
CHANNEL WEIGHTING FN. CENTRAL
PEAK/mb WAVENUMBER/em ™'
HIRS 1 30 ' 663
HIRS 2 60 679
HIRS 3 100 590
MSU 23 280 . 1.832
MsU 24‘ 100 1.932
55U 25 15 667
SSuU 26 ' 5 867
§su 27 2 667

Tabvia 1. TOVS waighting functions. The acronyms rafar to the individual
instrumants mountad on TOVS. HIRS is the High Rasclution Intrared Radiation
Soundar, MSU is the Mlcrowave Sounding Unit, and SSU is the Stratospharic

Sounding Unit

15/03/90



ZONE

6

7

k)| Varsion 2

LATITUDE / SEASON-

70° - 90°, winter
50° - 70°, ~
30° ~ 50°,
30°N -30°S, all seasons
30° - 50°, summar
50° - 70°, *

70° - 90°, ~

Tablfe 2 lLatitude/ssason zones for which ragrassion coefficients are

calculated. ‘Wintar is the six months batween October and MNarch {for the

northern heamisphere) or between April and Septamber (for ‘the southern

hemisphera), 'Summer’ is the six months betwesn Apri! and September (for the

northarn  hemisphere}

hemisphare).

berwean October and March (for the southern

15/03/90
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ry / km

12000
5000
3G00
2000

1500

Tatie 3 R.m.s analysis errors in radiance units (= mwWm™2 cm ster™).

15/03/90

3.35

32

r, / hes

12

334
1.67
0.93
0.684

0.67

18

167
0.93
0.64

0.65

24

1.01
0.73

0.73
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PRESSURE / mb

0.2 1.5 3.0 5.0 10.0 15.0 25.0

ZONE -— -— -— — - .- -—
1 5.88/7.59 4.28/4.1¢ 3.36/4.07 5.96/4.37 6.33/2.73 6.78/2.456 7.82/3.36
2 854/7.63 4.73/4.71 4.88/2.87 5.49/2.38 4.94/235 5.13/2.76 4.37/3.43
3 527/6.13 431/388 272/2.24 3.16/2.46 2.94/2.21 2.09/1.24 1.98/1.89
4 4.99/5.16 4.01/3.95 3.21/3.05 1.96/1.99 3.01/3.03 1.74/1.78 263/2.52
5 3.47/3.98 2.08/1.97 1.44/1.58 1.35/1.23 1.31/1.26 0.97/0.83 127/1.17
] 3.74/475 3.26/3.82 1.98/2.10 1.49/1.58 0.80/0.91 0.65/0.67 1.22/1.33
7 3.50/3.56 1.60/1.98 0.89/0.97 0.87/0.59 0.59/0.64 0.50/0.63 2.12/1.78
Globai  5.25/5.62 3.73/3.71 2.88/2.67 3.19/2.28 3.38/232 3.11/1.71 3.54/2.41
Table 4a Rm.s errar of the combined retrieval and analysis in degrees K
Errors for the analysis mads using a tima radius of § hrs and a distance radius of
2000 lkrn are shown to the left of the slash, errars for the analysis made using a
time radius of 12 hrs and a distance radius of 1000 km are shown' ta :he-right of

the slash.
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PRESSURE / mb

02 1.5 3.0 5.0 10.0 15.0 25.0
ZONE — -—- -— -— - -— -—-
1 7.58/8.17 4.14/4.26 4.07/4.74 4.37/466 2.73/276 2.46/1.82 3.16/2.65

2 7.63/7.32 4.71/4.80 2.87/2.73 2.38/2.02 235/2.48 2.76/2.39 3.43/3.3C

3 6.13/6.45 3.88/3.83 2.24/2.29 2.46/237 2.21/217 1.24/1.14. 1.89/1.96

4 5.16/5.20 3.95/3.95 3.05/3.02 1.99/2.08 3.03/3.14 1.78/1.90 2.52/2.46

5 3.98/4.30 1.97/2.00 1.58/1.67 1.23/1.24 1.25/1.28 Q.83/0.82 1.17/1.17

] 4.75/5.06 3.82/3.94 2.10/2.08 1.58/1.58 0.91/0.98 0.67/0.72 1.33/1.43

7 3.56/3.81 1,98/1.98 0.87/1.21 0.58/0.73 0.64/0.73 0.63/0.73 1.78/1.63
Global 5.52/5.';"9 3.71/3.74 2.67/2.81 2.28/2.33 232/239 1.71/1.59 241/2.26
Table 4t R.m;s arrors of the combined ratrﬁwal and analysis in degreas

X Errors for the analysis made using a time radius of 12 hrs and a distance
radius of 1000 km are shown to the left of the slash, errors for the analysis made
using a time radius of 12 hrs and a distance radius of 500 km ara shewn to the

right ot the slash.
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