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Abstract

Relay-aided networks have been proved to be cost-efficient solutions for wireless communica-
tions in respect of high data rates, enhanced spectrum efficiency and improved signal coverage.
In the past decade, relaying techniques have been written into standards of modern wireless
communications and significantly improve the quality of service (QoS) in wireless communi-
cations.

In order to satisfy exponentially increased demands for data rates and wireless connectivities,
various novel techniques for wireless communications have been proposed in recent years,
which have brought significant challenges for the performance analysis of relaying networks.
For the purpose of more practical investigations into relaying systems, researchers should not
only analyse the relays employing novel techniques but also attach more importance to complex
environments of wireless communications. With these objectives in mind, in this thesis, in-
depth investigations into system performance for relay-assisted wireless communications are
detailed.

Firstly, the theoretic reliability of dual-hop amplify-and-forward (AF) systems over generalised
η-µ and κ-µ fading channels are investigated using Gallager’s error exponents. These two ver-
satile channel models can encompass a number of popular fading channels such as Rayleigh,
Rician, Nakagami-m, Hoyt and one-sided Gaussian fading channels. We derive new analytical
expressions for the probability distribution function (pdf) of the end-to-end signal-to-noise-ratio
(SNR) of the system. These analytical expressions are then applied to analyse the system per-
formance through the study of Gallager’s exponents, which are classical tight bounds of error
exponents and present the trade-off between the practical information rate and the reliability of
communication. Two types of Gallager’s exponents, namely the random coding error exponent
(RCEE) and the expurgated error exponent, are studied. Based on the newly derived analytical
expressions, we provide an efficient method to compute the required codeword length to achieve
a predefined upper bound of error probability. In addition, the analytical expressions are de-
rived for the cut-off rate and ergodic capacity of the system. Moreover, simplified expressions
are presented at the high SNR regime.

Secondly, the performance of a dual-hop amplify-and-forward (AF) multi-antenna relaying
system over complex Gaussian channels is investigated. Three classical receiving strategies,
i.e. the maximal-ratio combining (MRC), zero-forcing (ZF) and minimum mean square error
(MMSE) are employed in the relay to mitigate the impact of co-channel interference (CCI),
which follows the Poisson point process (PPP). We derive the exact analytical expressions of
the capacities for this system in the infinite-area interference environment and the asymptotic
analytical expressions for the lower bounds of capacities in the limited-area interference sce-
nario. By computing the numerical results and the Monte Carlo simulation, we can observe the
effect of relay processing schemes under different interference regimes.

In the end, the non-orthogonal multiple access (NOMA) technique is introduced to relaying
systems, which exploits multiplexing in the power domain. Order statistics are applied in this



part to analyse the performances of ordered users. The randomness of both channel fading
and path loss are taken into consideration. In addition to the exact analytical expressions,
asymptotic expressions at high-SNR regimes are provided, which clearly show the effects of
NOMA techniques using at relaying systems.
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Lay summary

The next generation of wireless communication networks is supposed to provide extremely

high data rates, massive connectivity and low power consumption. To meet these requirements,

relay-aided wireless communication system has been proposed as a cost-efficient technique to

enhance spectrum efficiency, improve data rates and optimize coverages. Therefore, the relay-

ing network is considered as a competitive candidate for the future wireless communication.

The fast development of techniques and complexity of electromagnetic environment result in

great challenges of investigating relay-aided systems. To address these challenges, multiple

relaying communication systems will be investigated in this thesis.

By investigating the relaying systems with generalized fading channel, the performance of ran-

dom coding and expurgated error exponents will be analysed in Chapter 3. This investigation

represents the balance between reliability and complexity for wireless communications with

complicated scattering environments. Multiple popular channel models are considered, such as

Rayleigh, Rician, Nakagami-m, Hoyt and one-sided Gaussian fading channels.

As a key limitation of system performance, co-channel interferences are drawing more and

more attentions in wireless communications, because of the application of heterogeneous net-

works. The performance on ergodic capacity for a dual-hop relaying system with co-channel

interference (CCI) is analysed in Chapter 4. Three different receiving strategies are imple-

mented at relay to mitigate the effect of CCI. The interferers are modelled by using stochastic

geometry.

In the fifth Chapter, the non-orthogonal multiple access (NOMA) technique is applied to the

relay aided system, which exploits multiplexing in the power domain. The performance is

studied by using the order, while the randomness of the system is also considered. In addition to

the exact analytical expressions, asymptotic approximations are provided at high-SNR regimes,

which clearly show the advantages of using NOMA at relaying systems.
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Chapter 1
Introduction

1.1 Background

From the first generation (1G) to the fourth generation (4G), wireless communications have

evolved so rapidly over recent decades, due to the growing demand for high data rates. So

far, wireless communication has become a crucial part of modern society. On one hand, it

connects people effectively, ignoring time and geographical limitations. As an extension of

the internet, the cellular network constructs the links for the last meter between people and the

internet. On the other hand, from remote education to cloud computing, it supports industry

with data exchange at the basic layer. In the digital age, the concept of communication is

far more than the transmission of voice or video, and the users of communication are not only

humans, but also machines or sensors. In addition, with the rapid improvement of electronic and

computing techniques, high performance in wireless communication is demanded all the time.

In 4G wireless communications, many new network structures in the physical and media access

control (MAC) layers have been proposed to provide more stable and high-speed services at

lower cost. These evolutions and the upcoming next generation of wireless communications

are inversely changing the working and living patterns of people and mobile devices. Overall,

wireless communications have become an inevitable component in modern life and industry.

1.2 Relay-aided Network

The current wireless communication systems are facing challenges mainly in three domains.

Firstly, the sparse spectrum imposes the further increase of data rates, because, in 4G wireless

communications, the spectrum has already been applied in efficient ways. For example, from

the Long-term-Evolution (LTE) systems to the LTE-Advance (LTE-A) systems, although the

peak data rate of each user is enhanced, the total throughput for a cell remains the same. The

second challenge is related to the hardware limitation. As the spectrum has been exploited

efficiently in the frequency domain, engineers are looking for improvements in system per-

formance through more dense spatial divisions, which enlarges the number of base stations.
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Small-sized base stations with dense users result in significant interference, which demands

high capabilities of signal processing at the transmitting and receiving sides. All of these aspects

increase the cost of mobile devices and base stations. Thirdly, with more powerful portable de-

vices, people require stable connections in various modern scenarios, such as crowded public

environments, fast-moving vehicles, and complex indoor circumstances.

In the post-LTE time, improvements in spectrum efficiency are quite expensive, and researchers

are focusing their attention on new network structures as attractive solutions to the problems

involved in future wireless communications. Proved by abundant research, such as [1,2], relay-

aided transmission can somewhat improve the performance of wireless communications in a

cost-effective way. In more detail, relying nodes are able to enhance the signals for users with

bad quality of service (QoS). Since the enhancement is achieved without the construction of

new base stations, relaying networks could optimise coverage and improve data rates at little

extra cost. So far, relaying techniques have been written into several general wireless commu-

nication standards, such as IEEE 802.16j for Worldwide Interoperability for Microwave Access

(WiMAX) and LTE-A for the Third Generation Partnership Project (3GPP) [3]. Coinciding the

working pattern , the protocols concerning relaying techniques are mainly for the MAC and

physical layers. Similarly, the evaluation studies on system performance over such systems are

commonly concentrating on the bottom layers as well.

1.3 Motivation

Due to the advantages of relaying networks, a great deal of studies have appeared in the lit-

erature analysing the performance of relaying systems. So far, the performances of relaying

networks have, in general, been well understood for a number of popular fading channels, such

as Rayleigh, Rician, Nakagami-m and Weibull, and for traditional network structures. How-

ever, these investigations are not proper, due to some complicated circumstances. On one hand,

a major limitation of conventional investigations is that all of these works are based on channel

models relying on the key assumption that the scatters in propagation environments are ho-

mogeneously distributed. Therefore, the results predicted by these previous studies may fail

to give an accurate performance account of practical scenarios in which the scatters are non-

homogeneous.

On the other hand, due to the employment of aggressive frequency reusing, researchers are

2
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paying more attention to the CCI impact when analysing the performance of wireless networks.

Most current studies evaluating the relaying system with CCI have been conducted without con-

sidering the randomness of interference sources, which indicates that they are less appropriate

to analyse the performance of emerging heterogeneous communication systems. As early as

the 1990s, researchers had worked on investigations of interference attended mobile networks.

The stochastic geometry was initially introduced into wireless communication by [4]. Com-

pared with traditional Gaussian interference models, which can only evaluate large amounts

of weak interferences according to central limitation theory (CLT), the Poison point process

(PPP) model has significant advantages in the following aspects: (i) the statistic model of the

spatial distribution of interference; (ii) combined with the characters of user equipment (UE);

(iii) cooperating with statistic models of channel propagations. Therefore, the PPP methods are

commonly involved in modelling the spatial distributions of interferences.

In the current LTE or LTE-A wireless communication systems, frequency and spatial diversity

multiplexing techniques are applied to enhance the spectral efficiency in terms of orthogonal

frequency division multiplexing (OFDM) and multi-input and multi-output (MIMO). With the

improved capability of signal processing in the terminal ports, some novel techniques have

been proposed in recent years for future wireless communication systems. Non-orthogonal

multiple access (NOMA) was introduced as a potential 5G standard in 2012 [5]. The principle

concept behind the NOMA scheme is to make successive interference cancellation (SIC) at

receivers; it achieves spectrum efficiency enhancement and multi-user division by applying

power multiplexing. The key advantages of NOMA include higher spectral efficiency, lower

transmission latency and more connectivity per cell.

1.4 Contributions and Outline of Thesis

An outline of the remainder of this thesis is given below.

Chapter 2 reviews the basic concepts of our research. Firstly, a concise summary of wireless

communication systems is provided, including the typical methods of system evaluation. A

specific introduction to the relay-assisted system is provided, subsequently. The fundamental

concepts of the general channel coefficient, PPP and the NOMA techniques are demonstrated

as well. In addition, we briefly interpret the mathematical tool applied in this thesis, which can

help to understand the work in Chapters 3 to 5 more easily.
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Chapter 3 evaluates a dual-hop relay-aided wireless communication system applying an am-

plify and forward (AF) relaying protocol. In order to model the heterogeneous distribution of

channel scatter, the κ-µ and η-µ distributions are involved. For a noise-limited system model,

first, the analytical expressions of the end-to-end SNR are developed. Subsequently, the error

exponents of such a system are studied. As is known, in practical wireless communication sys-

tems, transmissions are classified as different sorts with corresponding priority levels in terms

of service requirements, including stability, latency and data rate. Error exponent is an ideal

criteria for the classification as it conveys the balance between error probability, transmission

rate and code length, which indicates the coding complexity and system cost. In this chapter,

new analytical expressions of RCEE, expurgated error exponent, cut-off rate and ergodic capac-

ity are derived. Our generalised analytical results include the other previously popular fading

channels as special cases. Also, simplified and insightful approximations are provided, which

are shown to be tight at a high-SNR regime. Meanwhile, the required code length to achieve

a certain upper bound of error probability are estimated based on our analytical expressions.

The results show that a larger in-phase to quadrature components ratio, dominant components

to scattered waves ratio and number of multipath clusters could reduce the required code length

and improve the communication reliability of dual-hop AF channels.

Chapter 4 studies the end-to-end capacities of the dual-hop multi-antenna AF relaying sys-

tems, in which the relay implements MRC/MRT, ZF/MRT and MMSE/MRT signal processing

schemes to eliminate co-channel interference. The locations of interferers are modelled with a

Poisson Point Process (PPP). We consider both the infinite-area interference and limited-area

interference environments in this chapter. For the infinite-area model, exact expressions of

ergodic capacities are provided for each signal processing scheme; and for the limited-area sce-

nario, the asymptotic expressions for the lower bounds on the ergodic capacities are provided,

which can efficiently investigate the system performance, especially in dense-interferers envi-

ronments. According to our numerical tests, the MMSE/MRT processing scheme performs the

best in all interference scenarios and with all SNR values. The most attractive results come

from the ZF/MRT processing scheme. In the infinite-area scenario, it performs much worse

than the MRC/MRT scheme, whose performance is closer to the MMSE/MRT scheme. How-

ever, in limited-area interference regimes, it performs better than MRC/MRT, especially when

the number of antennas at the relay is large enough, it performs nearly as well as MMSE/MRT.

Chapter 5 investigates a dual-hop AF relaying system over a complex Gaussian channel, the
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non-orthogonal-multi-access (NOMA) technique is applied at the source nod. The path-loss

attenuations for randomly located users are taken into consideration. Firstly, a single-antenna

relaying system is evaluated, the exact expression of the end-to-end outage probability is given.

In order to reduce the computational complexity, simplified upper and lower bounds are derived

as well. Secondly, the multi-antenna relaying system is studied. A tractable integral method

is involved to derive the analytical expressions of the outage probability and the corresponding

upper and lower bounds. In addition, the diversity order of the system is studied.

Chapter 6 summarises the thesis and enumerates potential future works.
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Chapter 2
Background

Wireless communication is a way of making an information transaction in free space with

the aid of electromagnetic waves. Therefore, an elemental wireless communication system

consists of a transmitter, a receiver and the transmission media (channel). However, as wireless

communications are carried by a limited spectrum source and suffer a variety of influence,

such as background noise, interference, channel fading, multipath fading and Doppler shift, a

practical wireless communication system should be assisted by some other functional models

to keep the transmission efficient and reliable.

2.1 Wireless Communication System

Figure 2.1: Diagram of a basic wireless communication system.

A typical transceiver link is illustrated by the diagram in Figure 2.1. The source coding is used

to remove the redundancy of the message, which helps to improve the information entropy.

Channel coding is the technique for enhancing the reliability of wireless communications. The

principle behind channel coding techniques is to provide correlations amount adjacent code-

words for information detections and/or corrections. Depending on the channel state, different

coding schemes should be adopted, and the valid information rate is bound by the Shannon
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theory. Note that, starting from the process of channel coding, the channel state informa-

tion (CSI) is an important condition for the scheme selection. According to the method of

channel division, the common multiplexing methods can be classified as space-division mul-

tiplexing (SDM), frequency-division multiplexing (FDM), time-division multiplexing (TDM),

code-division multiplexing (CDM) and power-division multiplexing. Modulation is a process

that conveys the digital signals to high-frequency analogue bandpass signals by modulating

some of the properties of a periodic carrier signal. The family of modulated digital signals

with a special signal property is known as keying. The fundamental modulation methods in-

clude phase-shifting keying (PSK), frequency-shifting keying (FSK), amplitude-shifting key-

ing (ASK) and quadrature-amplitude modulation (QAM). In real-time application, different

modulation methods and multiplexing schemes are frequently applied simultaneously. For ex-

ample, the orthogonal frequency division multiple access (OFDMA) applies FDM between

sub-carriers; it also utilises the TDM in the form of frequency shifting. In addition, the MIMO

technique uses the SDM cooperating with any other sorts of multiplexing. Furthermore, some

modulation processes can be achieved digitally in the multiplexing module, such as the OFDM.

In the multiple access process, modulated signals are divided into small packs, and prefixes are

fixed onto each pack to pilot connections. The packaged signals are then amplified and sent by

the transmitter, pass through the wireless channel, and are received by the receiver. Information

is extracted from the received signals through the reverse approach of the transmission chain

shown in Figure 2.1. In this thesis, the investigations are concentrated on the channel fading

between transmitter and receiver marked by the dashed block.

2.1.1 Wireless Channel Model

Figure 2.2: SISO channel model
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The investigation on channel fading is to grab the statistical properties of received signals ef-

fected by system structure, channel fading, noise, and interference. To simplify the demonstra-

tion, a single-input and single-output (SISO) system is given here as an example. Since a single

antenna is equipped at the transmitter and receiver, respectively, the channel is given as a scalar

variable. Illustrated by Figure 2.2, the transmitted and received signals can be expressed as

y = hx+ v, (2.1)

where y ∈ C denotes the received signal. x ∈ C with E{xx∗ = P} is the normalised transmit-

ted signal. h ∈ C is the channel coefficient, which is denoted by a lot of aspects, such as channel

fading, shadowing, and path-loss attenuation. Depending on their importance in different sce-

narios, the investigated h consists of one or several elements, and others are set to be constant.

v denotes the system noise n and/or the interference
∑
Ii, where n ∈ C with E{nn∗} = σ2

is frequently considered as the added white Gaussian noise (AWGN), which contains the least

self-correlation and leads to the tightest upper bound of the data rate (Shannon capacity). The

interference Ii ∈ C (i = 1, . . . ,m) contains m independent interference coefficients.

2.1.2 Wireless Fading Channel

In long-distance transmissions, the signal accuracy is not only affected by the AWGN and inter-

ference but also depends on the channels. The channel that degrades the signal accuracy, either

strength or phase, is the so-called fading channel. Fading is normally quantified in the form

of channel coefficient, which varies over time and frequency. For single-user investigations,

it is more important to observe the statistical properties of small-scale fading. Generally, the

small-scale fading is referred to as fast fading and slow fading in terms of the coherence time

of Doppler spreads. It is also classified as flat fading and frequency selected fading according

to the coherence bandwidths of multi-path time intervals. When analysing the sum rate of mul-

tiple users, statistical properties of large-scale fading are sometimes taken into consideration,

for example, when evaluating the total throughput in a cell.

1. Rayleigh fading

The Rayleigh fading is one of the most elemental models of the flat fading. Mathemat-

ically, the Rayleigh distribution is used to characterise the sum of two identically and
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independent distributed (i.i.d.) Gaussian variables, which indicate the real and imagined

parts of a complex channel coefficient in wireless communications. It is used to model

the summation of received signal powers consisting of abundant scatters, whose ampli-

tude and phase are randomly distributed. This distribution is suitable for heavy built-up

environments, such as a city centre. The pdf of a Rayleigh distribution is given in the

following:

fRayleigh(x) =
2x

Ω
exp{−x

2

Ω
}, x ≥ 0, (2.2)

where Ω = E{x2} is the expectation of channel gain x2.

2. Nakagami-m fading

Nakagami distribution is more flexible to characterise the channel fading in place of the

Rayleigh distribution. The pdf of a Nakagami-m distribution is given as

fNakagami−m(x) =
2mmx2m−1

ΩmΓ(m)
, (2.3)

where Ω = E{x2}, the fading parameter m ∈ [1
2 ,∞) is determined by the propagation

environment, and, correspondingly, a Nakagami-m distribution can be mapped to some

other distributions as special cases. For m ≤ 1, the Nakagami-m distribution can be

changed to a Hoyt distribution, also called a Nakagami-q distribution, which is suitable

for modelling long-distance communication disturbed by strong ionospheric scintillation.

Withm=1, the Nakagami-m distribution is equivalent to a Rayleigh distribution, which is

suitable for the non-line-of-sight (NLOS) communication. When m ≥ 1, the Nakagami-

m distribution can be mapped to a Rician distribution (Nakagami-n). Mathematically,

a Rician distribution is the statistics of the summation of a dominant Gaussian variable

and some weak ones. Therefore, a Rician distribution is normally used to model the

line-of-sight (LOS) wireless communications, such as in suburban areas.

3. κ-µ and η-µ distribution

All fading distributions mentioned above assume that the transmission media is homoge-

neous, diffuse and scattering. In practice, due to spacial correlations between reflectors,

received signals through different paths normally do not have i.i.d. real and imagined

components. In order to characterise such channels more accurately, two general distri-
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butions, namely, the κ-µ distribution and the η-µ distribution, are involved.

The κ-µ distribution is used to characterise the channel fading in small-scaled LOS com-

munications. In more detail, the variable represents the total power gathered from mul-

tipath clusters. A cluster denotes a bundle of sub-channels whose paths are strongly

correlated in space. Different clusters are assumed to have identical expected power but

uniformly distributed delivery time. Within each cluster, there is a dominant multipath

component with arbitrary power and the time spread for the scatter waves are identically

distributed. According to [6], the pdf of normalised power subject to κ−µ channel fading

is given by

fγκ,µ(γ) =
µ(1 + κ)

µ+1
2

κ
µ−1

2 eµκ
γ
µ−1

2 e−µ(1+κ)γIµ−1

(
2µ
√
κ(1 + κ)γ

)
, (2.4)

where Iα(·) denotes the modified Bessel function of the first kind. Parameter κ denotes

the ratio between summation of the power of all dominant components and summation

of the power of all scatter waves. Parameter µ synthesises some aspects, such as the

correlation between in-phase and quadrature components, the correlations among clusters

and some non-Gaussian natures in wireless channels. It should be noticeable that, γ is

the normalized variable of power.

The η-µ distribution works better on modelling small-scale NLOS environments. The

pdf of normalised power over η-µ channel is given by

fγη−µ(γ) =
2
√
πµµ+ 1

2φµγµ−
1
2 exp (−2µγφ)

Γ(µ)ψµ−
1
2

Iµ− 1
2

(2µγψ) . (2.5)

The parameter µ has the same definition as in κ-µ distribution; however, the parame-

ter η has different physical significances which will be introduced in the next chapter.

Parameters φ and ψ are functions of η, defined in the next chapter.

2.1.3 Evaluations for the Performance of the Wireless Communications

The theoretical analysis of wireless communication systems is a crucial process before the prac-

tical constructions. On one hand, it indicates the potential of a given system structure, or a novel

technique, which helps to evaluate new techniques before their development in industrial use.

As tight bound of the performance expected, it is commonly used to access the achievement of

a practical system. On the other hand, the theoretical performance in terms of the communica-
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tion environment is a significant aspect of the system requirement for constructions in practice.

For system design, engineers should comprehensively consider the user demands, the physical

environments and the limitations of spectrum resources. The channel analysis theoretically re-

veals the ceiling of system performance in practice; some elemental indicators are introduced

below.

2.1.3.1 Channel Capacity

The channel capacity is the theoretical upper bound of the reliable transmission over a commu-

nication channel. Defined by Shannon in 1948 [7], the channel capacity can be mathematically

written as

C = max
p(x)

I(x, y), (2.6)

which denotes the maximum of the mutual information between transmitted signal x and re-

ceived signal y. The channel capacity is independent from the source coding, but affected by

channel coding schemes. Only when all codewords are uniformly distributed, the maximum can

be obtained. Another definition of the information is based on the operation of channel coding.

Setting a channel coding scheme totally contains M codewords in the coding index and each

code requires n transmission; the data rate is then given by R = log2 (M)
n bits/transmission. If

there is a code scheme to guarantee a randomly small error probability ε, when the code length

n tends to infinity, the corresponding data rate is achievable. Proved by Shannon, the supremum

of achievable rate equals the information channel rate, which is also known as the operational

channel rate. According to [8], The information capacity of a Gaussian channel with AWGN,

is given by

C = log2

(
1 + |h|2 P

σ2

)
, (2.7)

where h is the complex channel coefficient, P = E{xx†} is the power limitation and σ2 de-

notes the average power of AWGN. Since channel coefficients vary with time, and the channel

capacities can be achieved only with long codes, selections of coding schemes should be based

on the long-time averaging of channel coefficients. In order to make faster decisions for the

coding schemes, researchers can convert the averaging from time samples to spatial samples,

i.e. statistics of CSI. This conversion performs with the aid of ergodic theory, and the corre-

sponding channel capacity is referred to as the ergodic capacity.

Cerg = Eh
{

log2

(
1 + |h|2 P

σ2

)}
(2.8)
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According to ergodic theory, time intervals should be long enough to avoid the effect of the

initial state of the channel coefficient. Since the factors resulting in channel fading vary with

different rates, the evaluation in this research refers to different lengths of period in terms of

fading sorts. For example, for a noise-limited communication between a base station and an

individual user moving slowly, the ergodic capacity is derived by averaging the small-scale

fadings of the channel. However, if the mobile terminals move fast or the cells are tiny, the time

intervals should be long enough to cover the variation of large-scale fadings.

2.1.3.2 SNR and SINR

Signal-to-noise ratio (SNR), the most fundamental parameter to reveal the system state, is the

most basic parameter determining the system performance in wireless communications. Nor-

mally, it is measured in decibels (dB). Mathematically, the SNR is defined by the ratio of the

power lever of the desired signal to the noise and can be written as

γ =
Power of received signal

Power of AWGN
=
P |h|2

σ2
. (2.9)

In fading channels, the CSI acquired by the system should include the averaged SNR over time,

which is denoted by γ̄ = E{γ}. To model the communication system with interference, the

power of interference is taken into consideration and regarded as the noise by the receiver. The

parameter SNR is accordingly extended to the signal-to-interference-plus-noise ratio (SINR).

2.1.3.3 Outage Probability

Outage probability, normally denoted by Pout, is a crucial parameter evaluating the communi-

cation system. Physically, this indicator tells the probability that channel propagation or SNR

falls under a threshold γth, which makes it difficult for the receiver to detect the information.

Note that, this threshold does not exist when calculating the ergodic capacity. Mathematically,

the outage probability can be calculated by

Pout =

∫ γth

0
f(x)dx, (2.10)

where f(x) denotes the pdf of channel coefficient or instantaneous SNR, and, consequently,

Pout = F (x). Therefore, the outage probability may be derived as an intermediate product

when researchers are looking for channel capacities or some other indicators of system perfor-
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mance.

2.1.3.4 Error exponent

2.1.3.5 Random Coding Error Exponent

In [9], the upper bound of average error probability for a discrete-time memoryless channel

with maximum likelihood (ML) decoding is defined as

Pe,m ≤
[

2erδ

ξ

]2

exp{−TcNb[Er(ρ, px(x), r)]}, (2.11)

where Tc is the time interval that channel remains stable, Nb is the number of Tc to carry

one code word, px(x) is the input source distribution and parameters ρ, r and δ are arbitrarily

selected from regimes 0 ≤ ρ ≤ 1, r ≥ 0 and δ ≥ 0. Coefficients ξ and σ are defined as

ξ ≈ δ√
2πNbσ

2
ξ

, (2.12)

σ2
ξ =

∫
x
[tr(x†x)− TcP]px(x)dx, (2.13)

where P is the power constraint. The RCEE [9, 5.6.16] of the SISO system is derived as

Er(px(x), R, Tc) = max
0≤ρ≤1

{
max
r≥0

E0(px(x), ρ, r, Tc)− ρR
}
. (2.14)

The element E0(px(x), ρ, r, Tc) is defined by

E0(px(x), ρ, r, Tc) ,

− 1

Tc
ln

(∫
h
ph(h)

∫
y

(∫
x
px(x)er[tr(xx

†)−TcP]p(y|x, h)
1

1+ρdx

)1+ρ

dydh

)
, (2.15)

where ph(h) denotes the distribution of channel coefficient h. We denote E0(px(x), ρ, r, Tc)

and Er(px(x), R, Tc) as Ẽ0(ρ, β, Tc) and Er(R, Tc), respectively. Therefore, Ẽ0(ρ, β, Tc) is

given by [10]

Ẽ0(ρ, β, Tc) = A(ρ, β)− 1

Tc
ln

{
Eγ

[(
1 +

γ

β(1 + ρ)

)−Tcρ]}
, (2.16)
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where γ = γ̄|h|2 = P |h|2
σ2 , A(ρ, β) = (1 + ρ)(1 − β) + (1 + ρ) ln(β). With the variance of

Lagrange multiplier r, the parameter β = 1− rP is restricted to 0 ≤ β ≤ 1. The RCEE can be

rewritten as

Er(R, Tc) = max
0≤ρ≤1

{
max

0≤β≤1
Ẽ0(ρ, β, Tc)− ρR

}
. (2.17)

2.1.3.6 Ergodic Capacity

According to [11], expression (2.16) is a convex function of β in range 0 ≤ β ≤ 1. We know

that there always exists β = β̂ for 0 ≤ ρ ≤ 1 to maximise E0(ρ, β, Tc), where β̂ is the result

of equation ∂E0(ρ,β,Tc)
∂ρ = 0. The information rate R in expression (2.17) can be derived as

R =
∂E0(ρ, β, Tc)

∂ρ

∣∣∣∣
β=β̂

. (2.18)

By setting ρ = 0 and the related β̂|ρ=0 = 1 in (2.18), the ergodic capacity in nats is obtained as

〈C〉 =
∂E0(ρ, β, Tc)

∂ρ

∣∣∣∣
ρ=0,β=1

. (2.19)

2.1.3.7 Cutoff rate

The cut off rate is an important parameter to evaluate channel capacity. As a lower bound of

Shannon capacity, the cut off rate gives the practical limit of the symbol rate for sequential

decodings. Due to the low complexity of calculation and the practicality in information rate

evaluation, the cut off rate is frequently applied to analyse the system performance such as

different coding and modulation schemes [12]. According to [10], the cut off rate can be derived

as an extension of RCEE from (2.16) by setting ρ = 1 and β̂ = 1:

R0 = E0(px(x), 1, 1, Tc) = − 1

Tc
ln

{
Eγ
[(

1 +
γ

2

)−Tc]}
. (2.20)

2.1.3.8 Expurgated Error Exponent

In a random coding regime, good and bad codes are collected unbiasedly. Therefore, both

contribute the dominant error probability. A compendious improvement is to expurgate the bad

codewords from the codewords ensemble, which can improve the error exponent obviously at
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low-rate regimes.

Developed by [9, 13], the expurgated error exponent is defined as

Eex(R, Tc) = max
ρ≥1

{
max

0≤β≤1
Ex(R, Tc)− ρR

}
, (2.21)

in which

Ex(R, Tc) = A′(ρ, β)− 1

Tc
ln

{
Eγ

[(
1 +

γ

2βρ

)−Tcρ]}
, (2.22)

where A′(ρ, β) = 2ρ(1− β) + 2ρ ln(β).

2.2 Relaying Network

As a proven technique, the relaying network is widely used in current wireless communication

networks to efficiently extend the system coverage, improve the data rate in a unit area and

to enhance spectrum efficiency without extra constructions of base stations, which may result

in enormous hardware and administration costs. In the next generation of wireless communi-

cation, with the implementation of spectrums on higher frequency, the signal attenuation will

become more significant. In order to guarantee users strong enough signals and to support more

access, small cells will be constructed in future networks. Therefore, economical and power-

saving solutions for the 5G techniques are urgently demanded. So far, the relaying network has

been considered a key feature in the next generation of wireless communication.

2.2.1 Half-duplex(HD) Dual-hop(DH) Relaying

Originally proposed by [14], relays investigated in information theory works can transmit and

receive signals simultaneously on the same frequency, which is defined as the full-duplex (FD)

model. However, in the DF model, the relay is severely impacted by the self-interference,

which makes the transmission impractical. Although some pioneer works have tremendously

eliminated the self-interference through analogue methods; so far, the FD relaying still has

difficulty transmitting signals with the same efficiency, compared to the HD model.

The large proportion of relaying-aided wireless communications work in the DH regime, where

the information is transmitted from the source to relay via a single relay. The brief idea of DH
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relaying is exhibited by Figure 2.3. As depicted in Figure 2.3, the transmission of an HD

Figure 2.3: Dual-hop relaying model

relaying is constitutive of two steps, which happen in two orthogonal phases. In the first phase,

the signal is transmitted from the source and received by the relay and destination. In the

second phase, the relay transmits the processed signal to the destination. In scenarios in which

the direct link from the base station to user is too weak to support a transmission, the channel

coefficient hSD shown in Figure 2.3 equals 0, and the system correspondingly becomes a DH

relaying system. The DH relaying is a typical way to enlarge the coverage of base stations

in wireless communications, which can efficiently enhance the signal strength with low extra

cost. However, the DH relaying is not ideal when a direct transmission from the source to

destination is feasible; in other words, DH relaying is not likely to improve data rates and

spectrum efficiency when direct links are strong. Firstly, the relay cannot provide affluent

diversity for the transmission because normally the source-destination channel is a one-path

link. Secondly, although there is an improvement for path-loss attenuation, the time-efficiency

for a DH relaying is only half of that for a direct transmission. To overcome these drawbacks

of the DH scheme, cooperative relaying strategies have been proposed, where the destination

combines or selects signals from both the relay and source. Due to the time interval between

phases 1 and 2, the HD are responsible for a high cost with cooperative relaying strategies,

especially on the mobile side.

2.2.2 AF Relay and Formulations

The basic relaying functions can be classified as Decode-and-Forward (DF), Compress-and-

Forward (CF) and Amplify-and-Forward (AF). In the DF relaying system, the relay first de-

codes the information, and then encodes and forwards the information to the destination. The
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relay of CF modes quantises the received signal, and then forwards them to the destination;

sometimes it also compresses the quantised signals before transmission. In the AF strategy,

the relay just amplifies the received signal, and forwards it in the second phase. Among these

relay functions, the DF strategy normally presents the best system performance; however, the

AF relay is applied more frequently in practice, because it strikes the balance between system

performance and cost.

According to the power limitations at the relay, the AF strategy can be further sorted as fixed-

gain AF relay and adapt-gain AF relay. The former amplifies the received signal in a fixed ratio

based on the average channel gain coefficient over a long term; the latter adjusts the power

magnification according to the instantaneous CSI of the source-relay channel. Without specific

mention, the AF relaying in this thesis refers to the adjust-power one.

Using the model presented by Figure 2.3 and setting hSD = 0, the signal received by the relay

can be written as

yR =
√
PShSRx+ nR, (2.23)

where x is the transmitted signal with E{xx†} = 1, Ps is the averaged transmission power at

base station, and nR is the AWGN at relay with E{nRn†R} = 1. Without consideration of the

direct link, the signal received by the destination is given by

yD = hRDG(
√
PShSR + nR) + nD, (2.24)

where nD denotes the AWGN in the destination node, scalar G is the power gain of the relay

varying with the CSI to satisfy the power limit of the transmitter at the relay:

PR = G2|
√
PShSR + nR|2. (2.25)

As the transmission of signals is not discarded by the AF relay, the performance of this system

can be investigated through the statistics properties of the end-to-end channel. More details are

given in the following chapters of this thesis.
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2.3 Stochastic Geometric

Engineers have always fully considered the frequency assignment among base stations in the

network constructions; therefore, the CCI happens only on the edges of cells in traditional

wireless communications. However, in the past decade, emerging architectures for wireless

communications have started to allow the frequency reuse without a central dispatch, such as

ad hoc, relays and pico cells. In these networks, interference appears not only on the edges of

communication cells, but is also likely to occur close to users in central areas of cells, because

each user could be covered by different active cells. Stochastic geometry is involved to evaluate

these more flexible and complex wireless systems statistically.

2.3.1 Stochastic Geometry in Wireless Communication

Mathematically, stochastic geometry is the study of the randomness of spatial patterns. The

most dominant sub-field of stochastic geometry is the point process, which is also known as the

random counting measure. With the aid of the point process, a variety of properties of system

performance could be analytically characterised.

• To model a collection of points with uncertainty. The point process can calculate the

expected number of random points, as well as their positions. These points could denote

interference, users or relays in wireless communications.

• To formulate the distributions of points numbers and positions. Stochastic geometry

enables the derivation of system properties concerning spatial realisations.

• To deal with the distance of points in order. In addition to survey properties of whole sys-

tems containing elements with randomness, stochastic geometric can be used to observe

the statistics of ordered point/points.

2.3.2 Basic Point Process

The most basic and important point process is the PPP, which was well introduced by [15].

With a constant intensity λ, the PPP with dimension d is a point process with the following

features:

• For each compact set B, the number of points falling into this set NB has a Poisson
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distribution and can be written as

P(NB = k) = e−λB
(λB)k

k!
. (2.26)

• For disjoint sets B1, . . . , Bm, the counting NB1 , . . . , NBm are independent variables.

Figure 2.4: A PPP process realisation.

A realisation of the uniform PPP with λ = 1 in closed set [0, 10]2 is presented in Figure 2.4.

When the intensity is constant, the counting of points becomes a variable only determined by

the area of the set. Based on this fact, the conditional property of PPP is generated:

• Considering a uniform PPP in Rd with intensity λ > 0. Given a compact set B with the

number of points NB = n and a subset W ⊆ B, the distribution of NW conditioned by

NB = n is binomial and can be expressed as

P(NW = k|NB = n) =

(
n

k

)
pk(1− p)n−k. (2.27)

This equation is important to find out the statistics of ordered points in a homogeneous PPP.
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2.3.2.1 Interference modelled by PPP

One of the most significant applications of PPP in wireless communications is to model the

interference. Defining the path loss function as l : Rd 7→ R+, the expression of the total

interference modelled by a point process can be expressed as

Iy =
∑
x∈Φ

l(y − x), y ∈ Rd. (2.28)

Specialising the point process as a homogeneous PPP in a 2-D round area, the distance ||y−x||

could be replaced by a scalar variable r with centre y. By substituting the typical format of

power law of path loss l(x) = ||x||−α, x ∈ Rd, the expression of sum power of interference

can be written as

I =
∑
i∈Φ

r−αi . (2.29)

Taking the channel fading into consideration, the sum of interference power at the receiver is

given by

I =
∑
i∈Φ

|hi|2r−αi (2.30)

2.4 Non-orthogonal Multiple Access

Radio access technologies are a principle aspect to decide the spectrum efficiency in cellular

wireless communication. Reviewing the history of wireless communication technologies, mul-

tiple access (MA) techniques have been the key points to distinguish the systems of different

generations. In the first generation, frequency division multiple access (FDMA) is applied for

analogue signals, TDMA is adopted by the second generation for digital signals, CDMA is

applied in 3G standards as the core MA technique, and OFDMA is currently applied in 4G

techniques. In OFDMA, time division and frequency division have jointly worked for multiple

access, which has already provided high spectrum efficiency. However, to accommodate the

exponentially increased demands for system throughput in 5G wireless communications, a fur-

ther boost of spectrum efficiency is still required. Therefore, NOMA approaches are proposed

to afford better system-level throughput and a larger amount of connectivities. According to

different division schemes, current NOMA solutions fall into two major catalogues, namely

the power domain NOMA and the coding domain NOMA. In this work, we focus only on the

power domain, a brief introduction of which is presented in the following.
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2.4.1 Power Domain NOMA

Figure 2.5: Difference between OFDM and NOMA.

Figure 2.5 illustrates a 2-user NOMA working in a power domain by comparing it with an

OFDMA scheme. Users 1 and 2 are assigned different bandwidth and transmit power according

to their priorities in transmission. The system throughput with the OMA approach can be

expressed as R = R1 +R2, where

R1 = α log2

(
1 +

P1|h1|2

σ2
n

)
(2.31)

and

R2 = (1− α) log2

(
1 +

P2|h|22
σ2
n

)
, (2.32)

where P1 = P2 = P .

Under the NOMA strategy, users 1 and 2 are served simultaneously, and the total transmit

power is fixed. The achievable rate for users 1 and 2 can be expressed as

R1 = log2

(
1 +

P1|h1|2

P2|h1|2 + σ2
n

)
, (2.33)

R2 = log2

(
1 +

P2|h|22
σ2
n

)
, (2.34)

where P1 + P2 = P . Setting P = 100, |h1|2 = 0.01, |h2|2 = 1, σ2 = 1, the comparison of

system throughput between the NOMA and OMA strategies is illustrated by Figure2.6.
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Figure 2.6: Data rates of two users with NOMA and OMA strategies.

2.4.2 Typical NOMA Strategy in Power Domain

NOMA in the power domain for the downlink is achieved by transmitting signals with superpo-

sition coding (SC) techniques at the base station and distinguishing signals with SIC techniques

at mobile users [16]. A brief interpretation of SC for two users with QPSK modulation is given

Figure 2.7: An example of SC for two users.

by Figure 2.7.

For multiple users, for exampleN ≥ 3, the base station sends signals to all users simultaneously

and the signal can be written as

x =
√
Pβ1s1(t) + . . .+

√
PβNsN (t), (2.35)

where β1 + . . . + βN = 1 are the power coefficients, which are sorted in decreasing order
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β1 > . . . > βN .

In order to separate the required information from the SC signal, a SIC receiver should be ap-

plied to each user. The basic concept of SIC is expressed by Figure 2.8 for two-user NOMA

with QPSK. It is noticeable that, even without noise or internal interference, user 1 can suc-

Figure 2.8: An example of SIC for two users.

cessively abstract the information only if the power assigned to user 2 is less than that to user

1. Extending this method to multi-user NOMA, the i-th user in a NOMA cluster receives the

signal as

yi = hi

(√
Pβ1s1(t) + . . .+

√
PβNsN (t)

)
, (2.36)

where i = 1, · · · , N is the user number, and these serial numbers are sorted in increasing order

of channel gains
(
|h|21 ≤ · · · ≤ |h|2N

)
to guarantee the quality of service (QoS) for users on

weak channels. To decode the desired signal, user i removes signals for other users as much as

possible and treats the rest as noise. More specifically, user i first decodes the signal with the

strongest power, i.e. β1, and then removes it from the received signal. In the following, user

i removes the current strongest signal of each round, until all the (i − 1) stronger signals are

decoded and subtracted from the joint signal. Then, the processed signal can be expressed as

y′i = hi

(√
Pβisi(t) + . . .+

√
PβNsN (t)

)
, (2.37)

and the corresponding SINR is given by

γi =
Pβi|h|2i

N∑
j=i+1

Pβj |h|2i + σ2

. (2.38)

It is worth mentioning that (2.38) is achievable only if each SIC step runs successfully, i.e.
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γk→i > γth,k is satisfied with any 0 < k < i, where γth,k denotes the threshold to demodulate

and decode the signal for user k, γk→i is the SINR when user k trying to demodulate and decode

the signals for user i.

2.5 Mathematical Preliminaries

2.5.1 Special Functions

In order to formulate the results of some integrals containing exponential functions, special

functions are introduced in this thesis. The special functions are the general terms of some

advanced transcendental functions. Transcendental functions are known as incomplete analytic

terms of algebraic functions, and higher transcendental functions are transcendental functions

whose components are not only elementary functions. Special functions are mostly defined to

seek solutions to equations in physics, and are still becoming more multitudinous.

2.5.1.1 Gamma Function

The Gamma function Γ(z) is the most frequently used special function in investigation works of

wireless communication. Mathematically, it is motivated by finding a function to describe the

curve-containing factorial series as the mappings of integer variables. In wireless communica-

tions, it is usually involved to analytically express the results of integrals containing power and

exponential functions, which are closely related to the Gaussian process. For complex variable

z with a positive real part, it can be defined through a convergent improper integral [17].

Γ(z) =

∫ ∞
0

tz−1e−tdt. Rel(z) > 0 (2.39)

Sometimes, definite integrals for such formulas are required, which conduces to the utility of

upper and lower incomplete Gamma functions:

Γ(s, z) =

∫ ∞
z

ts−1e−tdt Rel(s) > 0 upper, (2.40)

γ(s, z) =

∫ z

0
ts−1e−tdt Rel(s) > 0 lower. (2.41)
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2.5.1.2 Bessel Function

The Bessel function is wildly exploited in signal processing, electromagnet analysis and some

physics domains. It can be defined by the solutions y(x) of the differential equation which can

be written as [17]:

x2 d
2y

dx2
+
dy

dx
+ (x2 − α2) = 0, (2.42)

where the arbitrary complex number α is the order of the Bessel function. According to the

multiformity of differential function (2.42), the Bessel function can be classified as the first

kind Jα(x) and the second kind Yα(x). As special cases, the modified Bessel function of

the first and second kinds, Iα(z) and Kα(z) are defined by making the arguments of Bessel

functions purely imaginary.

2.5.1.3 Hypergeometric Function

The hypergeometric function is defined by an infinite series of power functions [17], shown as

2F1(a, b, ; c; z) =

∞∑
n=0

(a)n(b)n
(c)n

zn

n!
, |z| < 1, (2.43)

where (q)n is given by

(q)n =

 1 n = 0

q(q + 1) · · · (q + n− 1) n > 0
. (2.44)

The arguments a, b and c refine the shape of the hypergeometric function. By adjusting the

number of arguments, people can obtain generalised hypergeometric functions. As the limits

of hypergeometric functions, confluent hypergeometric functions are utilised in this thesis as

well.
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2.5.1.4 Meijer’s G-function

The general definition of the Meijer’s G-function is given by an integral in the complex plane,

which can be written as [17, 9.303]

Gm,n
p,q

a1, · · · , ap
b1, · · · , bq

∣∣∣∣z
 =

∫
L

1

wπi

∫
L

∑m
j=1 Γ(bj − s)

∑n
j=1 Γ(1− aj + s)∑q

j=m+1 Γ(1− bj + s)
∑p

j=n+1 Γ(aj − s)
zsds.

(2.45)

In this thesis, all numerical examinations for expressions containing Meijer’s G-function are

operated with the help of the software Mathematica. It should be noticed that, the Meijer’s

G-function is a two-fold integral, which cannot be efficiently computed even by computers.

Therefore, we find the simplification of the Meijer’s G-function for the limit z → 0 [18,

Eq.07.34.06.0006.01], which consists of a series gamma functions. This simplification is ap-

plied several times in Chapter 3.

Gm,np,q

(
z
∣∣ bq ,...,an,an+1,...,ap
b1,...,bm,bm+1,...,ap

)
=

m∑
k=1

m∏
j=1
j 6=k

Γ (bj − bk)
∏n
j=1 Γ (1− aj + bk)

∏p
j=n+1 Γ (aj − bk)

∏q
j=m+1 Γ (1− bj + bk)

zbk(1 +O(z)) (2.46)(
z → 0

∧
p ≤ q

∧
∀{j,k}{j,k}∈Z∧j 6=k∧1≤j≤m∧1≤k≤m (bj − bk /∈ Z)

)
Another important formula frequently used in this thesis is the definite integral containing two

Meijer’s G-functions, which is given by [18, Eq.07.34.21.0011.01]:

∞∫
0

xα−1Gs,t
u,v

(
wx
∣∣ c1,...ct,ct+1,...,cu
d1,...ds,ds+1,...,dv

)
Gm,n
p,q

(
zx
∣∣ a1,...an,an+1,...,ap
b1,...bm,bm+1,...,bq

)
dx =

w−αGm+t,n+s
v+p,u+q

( z
w

∣∣ a1,...,an,1−α−d1,...,1−α−ds,1−α−ds+1,...,1−α−dv ,an+1,...,ap
b1,...,bm,1−α−c1,...,1−α−ct,1−α−ct+1,...,1−α−cu,bm+1,...,bq

)
. (2.47)

2.5.2 Order Statistics

In statistics, the k-th order statistic of a statistical sample is its k-th smallest value obtained

from a group of samples following the same distribution. The pdf of the k-th smallest sample

from a size n drawn from distribution X is given by [19]

fX(k)
(x) =

n!

(k − 1)!(n− k)!
[FX(x)]k−1[1− FX(x)]n−kfX(x). (2.48)
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Chapter 3

Daul-hop κ-µ and η-µ Fading
Channels

3.1 Introduction

3.1.1 Motivation

The dual-hop relaying technique [20, 21] has triggered enormous research interest in academia

[22–24], because it can provide huge improvements in the throughput, coverage and energy

consumption of wireless communication systems with little extra cost. Among various relay-

ing protocols proposed in the literature, the AF protocol, in which an intermediate relay simply

amplifies the received signal and forwards the scaled signal to the destination, has gained sig-

nificant interest due to its simplicity and low implementation cost.

Many studies have appeared in the literature on the performance of dual-hop AF relaying sys-

tems. Thus far, the fundamental studies of system performance for AF relaying systems have

been conducted in [25] and [26]. The performance of dual-hop AF relaying systems is in gen-

eral well understood in widely used fading channels, such as Rayleigh, Rician, Nakagami-m

and Weibull. For instance, the outage performance of AF relaying systems was studied in [22]

for Rayleigh fading channels, and in [23] for Nakagami-m fading channels. While the bit error

rate (BER) of dual-hop AF relaying transmission was analysed in [27] for the Rayleigh fading

channel and in [28] for the Nakagami-m fading channel. The ergodic capacity of dual-hop AF

relaying systems over Nakagami-m channels with different heuristic precoding schemes was

also analysed in [29].

While these works have profoundly improved our understanding of the achievable performance

of dual-hop AF relaying systems, a major limitation is that they are based on channel models

that rely on the key assumption that the scatterers in the propagation environment are homoge-

neously distributed. Therefore, the results predicted by previous studies may fail to give an ac-

curate performance account of practical scenarios in which the scatters are non-homogeneous.
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Responding to these, versatile channel models, namely the generalised κ-µ and η-µ distribu-

tions were proposed in [6]. Since then, the performance of generalised κ-µ and η-µ fading

models in various important communication systems has been examined (see [30] and refer-

ences therein). Despite its importance, there are very few studies that have investigated the

performance of dual-hop AF relaying systems over generalised κ-µ and η-µ fading channels.

In [31] the moment-generating functions (MGF) of the dual-hop AF relaying systems over η-µ

and κ-µ fading channels were derived, and the outage probabilities and average bit error prob-

abilities were then obtained using the MGF. In a recent study by [32], the outage probability

of dual-hop AF relaying systems over mixed κ-µ and η-µ fading channels was investigated.

Therefore, there is intense demand to understand the important performance measures such as

the ergodic capacity and error rate of dual-hop AF relaying systems in generalised κ-µ and η-µ

fading channels.

Motivated by this, in this chapter, we present a thorough investigation of the error exponent

of dual-hop AF systems in generalised κ-µ and η-µ fading channels. The error exponent was

defined by [9]

E(R) := lim sup
L→∞

− lnP opte (R,L)

L
, (3.1)

where P opte (R,L) is the average error probability of the optimal code of length L and rate R.

It provides key insights into the tradeoff between information rate and the reliability of wire-

less communication systems, and can also help with the evaluation of the required codeword

length given a predefined Pe. Due to the difficulty of deriving the exact expression for the error

exponent, the author of [9] introduced the random coding error exponent (RCEE) and expur-

gated error exponents as computable tight upper bounds of the error exponents. Since then,

Gallager’s exponents, as a key performance indicator, have been widely studied [13, 33–38].

In the context of dual-hop AF relaying systems, the error exponents have been studied in [39]

and [40] for Rayleigh and Nakagami-m fading channels, respectively.

3.1.2 Main Contributions

The main contribution of this chapter can be summarised as follows:

• We derive the exact analytical expressions of the pdf of end-to-end SNR for dual-hop AF

relaying system over generalised η-µ and κ-µ fading channels.
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• Based on the analytical pdf expression, numerical expressions are derived for the RCEE,

cutoff rate, ergodic capacity and expurgated error exponent of dual-hop AF relaying sys-

tems. Simplified analytical expressions of the RCEE, cutoff rate and expurgated error

exponent are obtained for high SNR regimes, which significantly reduces the computa-

tion time.

• With the help of the analytical expression of the RCEE, we characterise the required

codeword length to achieve the predefined upper bound of error probability.

• It is shown that our analytical expressions include the previous results for the Rayleigh,

Rician and Nakagami-m fading channels [40] as special cases. Also, the presented results

can be extended to Hoyt and one-sided Gaussian fading channels as well which have not

been reported elsewhere.

3.2 System Model

3.2.1 Dual-hop AF System

Figure 3.1: A dual-hop AF relaying system transmitting block code sequence

In this chapter, we consider a single antenna dual-hop AF relaying system. We assume block

fading, such that the channel remains unchanged during Tc symbols. ForNb independent coher-

ence intervals, the block codeword length is thus Nb × Tc symbol periods. Also, it is assumed

that there is no direct communication link between the transmitter and receiver. Hence, the
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received signal at the destination over the Tc ×Nb symbol periods is given by

yk = h2G(h1xk + n1,k) + n2,k, k = 1, 2, . . . , Nb (3.2)

where xk ∈ C1×Tc and yk ∈ C1×Tc denote the transmitted and received signal sequences,

with E{xk,ix†k,i} = P , i = 1, . . . , Tc. Parameters h1 and h2 denote the fading coefficients

of the first and second hops, respectively. Parameter G is the power gain of the relay. And

ni ∼ CN 1,Tc(0, σ
2) (i = 1, 2) are the relay and destination AWGN vectors.

Therefore, the end-to-end SNR is given by

γend =

P |h1|2
σ2

|h2|2
σ2

|h2|2
σ2 + 1

G2σ2

. (3.3)

Assuming the ideal relaying gain 1, i.e. G2 = 1
|h1|2 , the end-to-end SNR at the destination is

given by

γend =
γ1γ2

γ1 + γ2
, (3.4)

where γ1 = P |h1|2
σ2 = γ̄|h1|2 and γ2 = P |h2|2

σ2 = γ̄|h2|2, γ̄ is the average transmission SNR.

3.3 Gallager’s Exponents of Dual-hop AF System over η-µ and κ-µ

Fading Channels

This section presents a detailed performance investigation of the dual-hop AF relaying sys-

tems in generalised η-µ and κ-µ fading channels through the characterisation of the Gallager’s

exponents.

3.3.1 The η-µ channel and the κ− µ channel

The generalised η-µ distribution is normally used to analyse the performance of small-scale

signals in a non-line-of-sight environment. According to [6], the pdf of the instantaneous SNR

1Please note, the adoption of the ideal relaying gain is mainly for analytical tractability. Nevertheless, it can
serve as a tight upper bound for practical relaying gain such as G2 = P

P |h1|2+σ2 , which also considers the added
power caused by noise. Our model is widely used in the literature, for instance [22, 23, 40].
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γ subject to η-µ fading can be expressed as:

fγη−µ(γ) =
2
√
πµµ+ 1

2φµγµ−
1
2 exp

(
−2µγφ

γ

)
Γ(µ)ψµ−

1
2 γ̄µ+ 1

2

Iµ− 1
2

(
2µγψ

γ̄

)
, (3.5)

where γ̄ = E{γ}, µ denotes the number of multipath clusters and Iα(·) is the αth order modi-

fied Bessel function of the first kind. Parameters ψ and φ are defined differently in two formats:

Format 1: η denotes the scattered-wave power ratio between the in-phase and quadrature com-

ponents in each multipath cluster and 0 < η <∞, then ψ = η−1−η
4 and φ = 2+η−1+η

4 .

Format 2: η is the correlation coefficient between the in-phase and quadrature components in

each multipath cluster and −1 < η < 1, then ψ = 1
1−η2 and φ = η

1−η2 .

In this chapter, we use the definition of format 1. In addition, when coefficient η = 1 and

replace µ with m, (3.5) becomes the Nakagami-m fading distribution.

Theorem 1. The pdf of the end-to-end SNR of dual-hop AF relaying systems in η-µ fading

channels is given by

fη−µγ (γ) =
∞∑
m=0

∞∑
n=0

2m∑
a=0

2n∑
b=0

(−1)b26−8µ−4m−4nπγ−1µψ2m+2n(m!n!)−1
(

2m
a

)(
2n
b

)
Γ(µ)2Γ

(
m+ µ+ 1

2

)
Γ
(
n+ µ+ 1

2

)
φ2µ+2m+2n−1

× Γ

(
m+ n− a

2
− b

2
+

1

2

)
G2,0

1,2

8µφγ

γ

∣∣∣∣ 2µ+m+ n− a
2 −

b
2 −

1
2

2µ− 1, 4µ+ 2m+ 2n− 1


(3.6)

where Gm,np,q

x∣∣∣∣ a1, · · · , ap
b1, · · · , bq

 is the Meijer’s G-function [17], more details of which can be

found in the background.

Proof. See Appendix A.1.

Although this analytical expression involves infinite-term summations, the actual evaluation

converges fairly quickly as shown in Figure 3.2, where 106-iteration Monte-Carlo simulations

are provided. We can find the Figure behind Theorem 2. As can be observed in Figure 3.2,

the infinite summation can converge quickly within m = n = 5, hence it can be efficiently

evaluated. In addition, the analytical pdf expression is amenable to further mathematical ma-
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nipulations, and enables the characterisation of key performance indicators, e.g. the Gallager’s

exponents. In the following, this pdf expression is used in the analysis of the error exponents.

The generalised κ-µ distribution has advantages in representing small-scale fading signal in

line-of-sight environments [6]. The pdf of the instantaneous SNR γ with mean γ̄ subject to κ-µ

fading can be written as

fγκ,µ(γ) =
µ(1 + κ)

µ+1
2 γ

µ−1
2

κ
µ−1

2 eµκγ
µ+1

2

e
−µ(1+κ)γ

γ Iµ−1

(
2µ

√
κ(1 + κ)γ

γ

)
(3.7)

where κ > 0 is the power ratio between the dominant components and the scattered waves,

and µ is linked to the number of multipath clusters. When k → 0, expression (3.7) leads to the

Nakagami-m distribution and it becomes a Rayleigh distribution by setting k → 0, µ = 1.

Theorem 2. The pdf of the end-to-end SNR for the dual-hop AF κ-µ fading SISO channel is

derived as:

fκ−µγ (γ) =
∞∑
m=0

∞∑
n=0

m∑
a=0

n∑
b=0

(−1)n−bΓ
(
m
2 + n

2 −
a
2 −

b
2 + 1

2

) (
m
a

)(
n
b

)
µ1+m+n(1 + κ)

22µ+m+n−3γe2µκm!n!Γ(m+ µ)Γ(n+ µ)κ−m−n

×G2,0
1,2

4µ(1 + κ)γ

γ

∣∣∣∣ µ+ m
2 + n

2 −
a
2 −

b
2 −

1
2

µ− 1, 2µ+m+ n− 1

 . (3.8)

Proof. See Appendix A.2

It can be observed that the series related to the pdf of dual-hop κ − µ fading converge slower

than those for the dual-hop η − µ fading channel. According to our calculation, the difference

between finite-term analytical results and simulation results with different η, µ and γ are quite

small. When m = n = 5, fsim(γ) − fm=n=5(γ) < 10−4 everywhere, and when m =

n = 10, fsim(γ) − fm=n=10(γ) < 10−6. Similarly for the dual-hop κ − µ fading channel,

fsim(γ) − fm=n=10(γ) < 10−4 and fsim(γ) − fm=n=15(γ) < 10−6. It is clear that in Figure

3.2 that the whole curve of the finite-term analytical results match the simulation results well

when m = n ≥ 5 for η − µ distribution and m = n ≥ 10 for κ− µ distribution.
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Figure 3.2: The pdf of end-to-end SNR over η-µ and κ-µ fading with γ̄ = 3.

3.3.2 Error exponents for the η − µ channel

3.3.2.1 Random Coding Error Exponent

Based on the definition and mathematical model of the RCEE given in the previous section,

the analytical expression of the RCEE of the dual-hop AF relaying system over the η-µ fading

channel is derived as follows.

Proposition 1. The analytical expression of the RCEE of dual-hop AF relaying systems in the

η-µ fading channels can be expressed as

Er(R, Tc) = max
0≤ρ≤1

{
max

0≤β≤1

{
A(ρ, β)− 1

Tc
ln

{ ∞∑
m=0

∞∑
n=0

2m∑
a=0

2n∑
b=0

(−1)bπµψ2m+2n

φ2m+2n+2µ−1γ

×
26−8µ−4m−4n

(
2m
a

)(
2n
b

)
βΓ
(
m+ n− a

2 −
b
2 + 1

2

)
(1 + ρ)−1Γ

(
n+ µ+ 1

2

)
m!n!Γ

(
m+ µ+ 1

2

)
Γ(µ)2Γ(Tcρ)

× G3,1
2,3

8µφβ(1 + ρ)

γ

∣∣∣∣ 0, 2µ+m+ n− a
2 −

b
2 −

1
2

2µ− 1, 4µ+ 2m+ 2n− 1, Tcρ− 1


− ρR

 .

(3.9)
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Proof. Shown in Chapter 2, the RCEE can be written as

Er(R, Tc) = max
0≤ρ≤1

{
max

0≤β≤1
Ẽ0(ρ, β, Tc)− ρR

}
, in which (3.10)

Ẽ0(ρ, β, Tc) = A(ρ, β)− 1

Tc
ln

{
Eγ

[(
1 +

γ

β(1 + ρ)

)−Tcρ]}
, (3.11)

where A(ρ, β) = (1 + ρ)(1− β) + (1 + ρ) ln(β). Because it is difficult to substitute (3.6) into

(3.11) directly, we represent (3.11) in the form of the Meijer’s G-function

Ẽ0(ρ, β, Tc) = A(ρ, β)− 1

Tc
ln

{
Eγ

((
1 +

γ

β(1 + ρ)

)−Tcρ)}

= A(ρ, β)− 1
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ln
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∣∣∣∣ 1− Tcρ

0

 . (3.12)

This transform is with the aid of [18, Eq.07.34.03.0271.01] given bellow.

G1,1
1,1 (z| ab ) = Γ(1− a+ b)zb(z + 1)a−b−1. (3.13)

Then, we derive (3.9) by substituting (3.6) into (3.12):

Ẽ0(ρ, β, Tc) = A(ρ, β)− 1

Tc
ln
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 (3.14)
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The integration is according to [18, Eq.07.34.21.0011.01], which is also shown by (2.47).

Substituting the (3.14) into (3.10), equation (3.9) is finally obtained.

To reduce the computation time of Meijer’s G-functions, we look into the high SNR regime,

and present an accurate approximation consisting of Gamma functions.

Corollary 1. The RCEE of the dual-hop AF η-µ SISO fading channel at high SNR regime is

given by

E∞r (R, Tc) =

max
0≤ρ≤1

{
max

0≤β≤1
{A(ρ, β) − 1

Tc
ln

{ ∞∑
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2 −
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2

)Z4µ+2m−2n−1
1
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Γ(2µ− Tcρ)Γ(4µ+ 2m+ 2n− Tcρ)Γ(Tcρ)

Γ
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2µ+m+ n− a
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b
2 − Tcρ+ 1

2

) ZTcρ−1
1

)}}
− ρR

}
, (3.15)

where Z1 =
(

8µφβ(1+ρ)
γ

)
.

Proof. In (3.9), we know 8µφβ(1+ρ)
γ → 0 when γ →∞. Based on this condition, we derive the

approximation at high SNR regimes in Corollary 1 with the help of [18, Eq.07.34.06.0006.01],

shown in (2.46).

The asymptotic expression (3.15) consisting of a group of Gamma functions consumes much

less time for calculation than the analytical expression (3.9) containing Meijer’s G-function.

The Meijer’s G-function is a general numeric integral result for a group of Gamma functions.

That means, if a general numeric integral consists of K multiplication terms, the calculation

of asymptotic expressions should require 1
K of time needed for the analytical expressions. The

accuracy of the simplification (3.15) is presented in Figure 3.4.
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3.3.2.2 Expurgated Error Exponent

Corollary 2. For the expurgated error exponent of the dual-hop AF relaying systems in η-

µ fading channels, the analytical expression and the simplified approximation at high-SNR

regimes are given by

Eex(R, Tc) =

max
ρ≥1
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 , (3.16)

and
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respectively, where Z2 =
(

16µφβρ
γ

)
.

Proof. The definition of expurgated error exponent is given by

Eex(R, Tc) = max
ρ≥1

{
max

0≤β≤1
Ẽx(ρ, β, Tc)− ρR

}
, (3.18)

in which

Ẽx(ρ, β, Tc) = A′(ρ, β)− 1

Tc
ln

{
Eγ

[(
1 +

γ

2βρ

)−Tcρ]}
, (3.19)

36



Daul-hop κ-µ and η-µ Fading Channels

where A′(ρ, β) = 2ρ(1− β) + 2ρ ln(β). For the convenience of the following integral, (3.19)

is firstly rewritten in the form of Meijer’s G-function with the aid of [18, Eq.07.34.03.0271.01],

which is shown in (3.13):

Ẽx(ρ, β, Tc) = A′(ρ, β)− 1

Tc
ln

Eγ

Γ(Tcρ)−1G1,1
1,1

 γ

2ρβ

∣∣∣∣ 1− Tcρ

0

 . (3.20)

The remaining derivation uses the same mathematical manipulations for Proposition 1 and

Corollary 1. Substituting (3.6) into (3.20), equation (3.16) in Corollary 2 can be derived ac-

cording to [18, Eq.07.34.21.0011.01], which is shown in (2.47). In high-SNR regime, with

the help of [18, Eq.07.34.06.0006.01], which is shown by (2.46), and supposing 16µφβρ
γ → 0 in

equation (3.16), the simplified approximation of expurgated error exponent at high SNR regime

is obtained as (3.17).
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Figure 3.3: The simulation and analytical results for the RCEE and expurgated error exponent
of dual-hop AF η-µ fading SISO channel for selected value of η and µ with γ̄ =
15dB and Tc = 5.

Figure 3.3 compares the performance of RCEE
(
Eη−µr (R, Tc)

)
and the expurgated error ex-

ponent
(
Eη−µex (R, Tc)

)
as a function of information rate R with different values of η and µ,

where γ = 15dB and Tc = 5. It is clear that both the RCEE and the expurgated error exponent

reduce with increasing data rate R. With relatively small data rates, expurgated error exponents

are greater than the corresponding RCEEs, and when data rates approach their limits (ergodic

capacities), RCEEs are larger than the corresponding expurgated error exponents. Therefore,
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we would better apply expurgated coding methods when making reliable communication, and

apply random codding methods when making high-speed transmission. It should be noted that

both parameters η and µ improve the error exponents performance when increasing, but the

impact of µ on the error exponents is more significant than η.
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Figure 3.4: Analytical results for the RCEE and high-SNR approximation of dual-hop AF η-µ
fading SISO channel for selected value of η and µ with R = 1.

Figure 3.4 illustrates the analytical results and approximation in the high SNR regime for the

RCEE with selected parameters η and µ with R = 1 nats/s/Hz. As can be clearly seen, the

RCEE increases with SNR, η (when η < 1) and µ as expected. Moreover, the simplified

approximation results match very well at high SNR, when γ ≥ 20dB. With the same value Tc =

5, it is obvious that parameter µ, which is related to the channel diversity, strongly impacts the

RCEE, and η, which indicates the in-phase and quadrature power ratio, only slightly affects the

RCEE. In addition, we present the effect of channel stability here. With the same parameters

η = 0.2 and µ = 1.2, the RCEE obviously reduces with larger Tc. We can summarize that,

for the η− µ channel, the RCEE is significantly affected by the diversity order both in the time

and the spatial domain, and is slightly affected by the in-phase and quadrature power ratio. The

green line indicates a special case of η − µ channel, with η = 1, µ = 1.2. According to [6],

it is also the RCEE for the Nakagami-m channel with m=1.2. We can notice that, with same

µ and Tc, all curves subject to η − µ channel fading with η 6= 1 are below the curve subject
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to Nakagama-m channel fading where m = µ. According to the definition of η − µ channel

fading, when η = 1 (the Nakagami-m channel fading), two signal components carry the same

power and the system can achieve the highest frequency efficient. On the contrary, when η = 0

or η = ∞, the system completely loses the in-phase or quadrature component, only a half of

channel efficiency can be applied. The model of η − µ channel fading allow us to observe and

analyse al intermediate situations.

SNR η = 0.2 η = 0.2 η = 0.5 η = 0.5
(dB) µ = 1.5 µ = 2 µ = 1.5 µ = 2

10 202 147 162 124
20 15 11 14 10
30 7 5 6 5

Table 3.1: Required code lengths Lr for the dual-hop AF η-µ fading SISO channel to achieve
the predefined upper bound of error probabilities P re = 10−6 with R = 1 nats/s/Hz
and Tc = 5.

Table 3.1 shows the effects of parameters η and µ on the required code length of dual-hop AF

SISO systems over η-µ fading channel with different SNR. The code length is estimated to

achieve the predefined upper bound of error probability PEre = 10−6 at the information rate

R = 1 nats/s/Hz. The required code length L = Tc×dNbe is obtained by solving the following

equation involving Nb [11]

PEre =
8πe2(1− β)2Nb

Tc
× exp{−NbTcEr (R, Tc)} (3.21)

We see that, when η < 1, increasing both the parameters η and µ decreases the required

code length, and the effect of µ is more significant than η. For instance, when SNR=10dB

and η = 0.2, the required codeword length decreases 27.23% as µ increases from 1.5 to 2.0.

However, the required codeword length only decreases 19.8% as η increases from 0.2 to 0.5

when µ = 1.5.
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3.3.2.3 Cutoff Rate

Corollary 3. The cutoff rate R0 of dual-hop AF relaying systems in η-µ fading channels is

derived as

R0 =− 1

Tc
ln

{ ∞∑
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∞∑
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2m∑
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(3.22)

It should be noticed that the parameter Tc in formula (3.22) is inversely proportional to the

cutoff rate, which indicates how communication reliability impacts the information rate. This

trend is presented more clearly in Figure 3.5.

Proof. Using expressions (3.6), (2.20) and the integration formula provided by

[18, Eq.07.34.21.0011.01], the cutoff rate of dual-hop AF η-µ fading SISO channel (3.22) can

be derived with some simple algebraic manipulations. More conveniently, We can obtain the

expression of R0 by substituting ρ = 1 and β = 1 into the corresponding part of (3.9).

Corollary 4. The simplified approximation of cutoff rate for dual-hop AF relaying systems in

η-µ fading channels in the high SNR regime is given by
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(3.23)

where Z3 =
(

16µφ
γ

)
.

Proof. This approximation can be derived from expression (3.23) with the help of

[18, Eq.07.34.06.0006.01]. It can be obtained by directly substituting ρ = 1 and β = 1 into the
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corresponding part of (3.15).
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Figure 3.5: Analytical results of the cutoff rate and high-SNR approximation of dual-hop AF
η-µ fading SISO channel with selected values of η and µ.

Figure 3.5 shows the cutoff rateR0 with selected parameters η and µ with Tc = 5. It shows that

the cutoff rate increases with SNR, η and µ, but the effect of µ on the value of cutoff rate is more

pronounced than η. Similar to in Figure 3.4, when γ̄ ≥ 20dB, the asymptotic expression could

match the cutoff rates very accurately. Similar to the RCEE, the cutoff rates of the AF dual-hop

system are significantly affected by the parameter µ but are only slightly impacted by η. In

addition, the curves represent the tradeoff between information rate and reliability of block-

coding communication by showing that the cutoff rate decreases with the channel coherence

time Tc.
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3.3.2.4 Ergodic Capacity

Corollary 5. The ergodic capacity of dual-hop AF relaying systems in η-µ fading channels can

be expressed as

〈C〉 =

∞∑
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∞∑
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 . (3.24)

Proof. We can express the ergodic capacity in nat as

〈C〉 , Eγ [ln(1 + γ)], (3.25)

where γ is the instantaneous SNR. According to [41, eq.(2.24.3.1)],

G2,2
1,2

(
z
∣∣ a,a
a,a−1

)
= za−1 ln(1 + z), we represent equation (3.25) as

〈C〉 , Eγ [ln(1 + γ)] , Eγ
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(3.26)

Combining (3.6) and (3.26) and applying the integral formula provided by (2.47), the expres-

sion of ergodic capacity for the dual-hop AF SISO system over η-µ channel is derived.

3.3.3 Error exponents for the κ-µ Channel

Proposition 2. The analytical expression of RCEE of dual-hop AF relaying systems in κ-µ

fading channels is given by
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42



Daul-hop κ-µ and η-µ Fading Channels

Proof. With the same mathematical manipulation in Proposition 1, (3.11) is first transformed

to a Meijer’s G-function (3.12) according to [18, Eq.07.34.03.0271.01], shown by (3.13). The

RCEE of dual-hop κ−µ SISO system is then derived by submitting (3.8) into (3.12) and (3.10):

Er(R, Tc) =
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0≤ρ≤1

{
max
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Calculating the integral with the aid of [18, 07.34.21.0011.01], shown by (2.47), we finally

obtain (3.27)

Corollary 6. The simplified approximation of expurgated error exponent of dual-hop AF relay-

ing systems in κ-µ fading channels at high SNR regime is represented by
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, (3.29)

where Z4 = 4µ(1+κ)β(1+ρ)
γ .

Proof. When γ̄ → ∞ at the high SNR regime, it is easy to know that 4µ(1+κ)β(1+ρ)
γ → 0 in

(3.27). In this scenario, the approximation (3.29) can be developed from (3.27) with the aid

of [18, Eq.07.34.06.0006.01], shown in (2.46).
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3.3.3.1 Expurgated Error Exponents

Corollary 7. The analytical expression and simplified approximation of the expurgated error

exponent for dual-hop AF relaying systems in κ-µ fading channels are given by the following

expressions, respectively
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where Z5 = 8µ(1+κ)βρ
γ .

Proof. Similar to the derivation for Proposition 2, the expression (3.30) is obtained by substi-

tuting (3.8) into (3.20) and (3.18), the integral is made according to [18, Eq.07.34.21.0011.01],

shown in (2.47). The expression (3.31) is subsequently derived through the transformation

guided by [18, Eq.07.34.06.0006.01], shown in (2.46).

Figure 3.6 illustrates the RCEE and expurgated error exponent against different information

rate R with Tc = 5 and γ̄ = 15dB. It is clear that both the RCEE and expurgated error exponent

decline monotonically when R increases. At low information rates, 0.5 nats/s/Hz here, the
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Figure 3.6: The analytical and simulation results for the RCEE and expurgated error exponent
of dual-hop AF κ-µ fading SISO channel with Tc=10 and SNR=15dB.

SNR κ = 5 κ = 5 κ = 10 κ = 10
(dB) µ = 1.4 µ = 2.2 µ = 1.4 κ = 2.2

10 349 44 19 6
20 18 11 9 5
30 9 5 5 3

Table 3.2: Required code lengths Lr for dual-hop AF κ-µ fading SISO channel to achieve the
predefined upper bound of decoding error probabilities P re ≤ 10−6 with R = 1.5
nats/s/Hz and Tc = 5.

expurgated error exponent performs better than the RCEE, but performs worse than the RCEE

as the data rate increases. We can see that both parameters µ and κ increase the value of error

exponents as they increase. This is because that κ denotes how the power is concentrated in the

distribution and µ illustrates the number of multipath clusters.

Figure 3.7 demonstrates the analytical result and high SNR approximation of RCEE as func-

tions of end-to-end SNR with different value of κ and µ. It is clear that the RCEE of dual-hop

AF κ-µ fading SISO channel increases with the SNR and the slope of the curve is determined

by both κ and µ. From γ = 25dB, the high SNR approximation matches the analytical result

very well. In addition, according to (3.39), we present the analytical result of the RCEE for

the Nakagami-m channel with the same µ (m). It is clear that, a positive parameter κ will

significantly increase the error exponent.

Table 3.2 presents the required code length to achieve the predefined upper bound error proba-
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Figure 3.7: The Analytical and high-SNR approximation of RCEE against SNR of dual-hop AF
κ-µ fading SISO channel with Tc=10 and R=1.5 nats/s/Hz

bility PEre = 10−6 at a transmission rate R = 1.5 nats/s/Hz of dual-hop AF SISO systems over

κ-µ fading channel with a fixed value Tc = 5. As can be seen, the increasing of both parame-

ters κ and µ help to reduce the required code length considerably. The reduction for low-SNR

regime is particularly remarkable. For example, considering with κ = 5, µ increases from 1.4

to 2.2, the required code length reduces 87.37% when SNR=10dB but it just decreases 44.44%

when SNR=30dB. Similarly, when κ increases from 5 to 10, with µ = 2.2, the required code

length decreases 86.39% with SNR=10dB but it only declines 40% when SNR=30dB. Since

error exponents always reduce with decreasing γ̄, κ and µ, it is clear that the required code

length will be dramatically enlarged when error exponents is very small.

3.3.3.2 Cutoff Rate

Corollary 8. The analytical expression of cutoff rate of dual-hop AF relaying systems in κ-µ

fading channels can be expressed as
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Proof. Directly submitting ρ = 1, β = 1 into (3.27) , expression (3.32) is generated.

Corollary 9. The cutoff rate of dual-hop AF relaying systems in κ-µ fading channels at high

SNR regime can be expressed as
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(3.33)

where Z6 = 4µ(1+κ)β(1+ρ)
γ .

Proof. by submitting ρ = 1, β = 1 into (3.29), expression (3.33) is derived.
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Figure 3.8: The Analytical results and high-SNR approximation of cutoff rate against SNR of
dual-hop AF κ-µ fading SISO channel with Tc = 5.

Figure 3.8 depicts the analytical results and high SNR approximation of cutoff rate as a function

of SNR with selected values of κ and µ. When the block length Tc is fixed, we see that the cutoff

rate monotonically increase with SNR, κ and µ, respectively. The high-SNR approximation

works perfectly when SNR is greater than 25dB. On the other hand, the cutoff rate decreases

when Tc increases. Note that the Shannon capacity just offers the achievable information rate,
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but the cutoff rate affords more insight into the tradeoff of information reliability and coding

complexity in block-coding channels.

3.3.3.3 Ergodic Capacity

Corollary 10. The ergodic capacity in nat of dual-hop AF relaying systems in κ-µ fading chan-

nels is given by
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Proof. Combining (3.8) and (3.26), we have

〈C〉 =

∫ ∞
0

G1,2
2,2

x∣∣∣∣ 1, 1

1, 0

 fκ−µγ (x)dx. (3.35)

Then, Corollary 10 can be obtained with the help of the integral formula provided by (2.47).
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Figure 3.9: The Analytical results for the Ergotic Capacity of dual-hop AF κ-µ fading SISO
channel for selected parametersη, κ and µ.
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In Figure 3.9, the effects of parameters η, κ and µ on ergodic capacity with different SNR values

are evaluated.The ergodic capacity increases with η (when η < 1), κ, µ and SNR, respectively.

In addition, a special case where κ → 0, which is related to the Nakagami-m distribution is

shown as dash lines (see expression (3.41)). It should be noted that, capacities with different

parameters are close to each other, however as shown above, the related error exponents are

quite different, which indicate the distinguishing code lengths.

3.3.4 With Other Distributions

As mentioned above, the general η-µ and κ-µ distributions include a series of other widely stud-

ied statistical distributions as special cases, such as the Raleigh, Nakagami-m, Hoyt and Rician

distributions. This subsection introduces how to derive analytical expressions of RCEE, expur-

gated error exponent, ergodic capacity and cutoff rate for these widely used fading channels

from our analytical results. Note that all the subsequent analytical results are presented without

strict mathematical proofs, because the involved mathematical manipulations are simple and

straightforward.

3.3.4.1 Nakagami-m Fading

The Nakagami-m distribution is used to formulize the fading signal which consists of a bundle

of multi-path clusters. It corresponds to the η-µ fading distribution with η → 1 in Format 1 or

from κ-µ distribution with κ→ 0.

Substituting κ → 0 into Theorem 2, we can obtain the pdf of end-to-end SNR of dual-hop AF

nakagami-m fading channel as
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By rewriting (3.37) in terms of the hypergeometric function with the aid of [18, Eq.07.34.03.0612.01],
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also shown by (A.11), and replacing the parameter µ by m because of Nakagami-m distribu-

tion, the pdf of end-to-end SNR of dual-hop AF nakagami-m fading channel is obtained as

fγ(γ) = 2mmΓ

(
1

2

)
γ−mΓ(m)−2xm−1U

(
1

2
−m, 1−m, 4mγ

γ

)
. (3.38)

Expression (3.38) also corresponds to the result presented in [42].

Thereafter, the analytical expressions of RCEE, expurgated error exponent, cutoff rate and er-

godic capacity of dual-hop AF relaying systems in Nakagami-m fading channels can be derived

through the similar way by substituting κ→ 0 and µ = m into (3.27), (3.32), (3.34) and (3.30):
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• Expurgated error exponent
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Although the expressions above are derived from κ-µ fading, we should note that the same

results can be also obtained from η-µ fading. We plot the analytical results of the RCEE (3.39)

and the ergodic capacity (3.41) in Figure 3.4, Figure 3.7 and Figure 3.9, respectively.

3.3.4.2 Hoyt, Rician, Rayleigh and One-Side Gaussianand Fading

Discarding the consideration of the multipath clusters, our analytical results of η-µ and κ-µ

fading can also be simplified to error exponents for systems with Hoyt (Nakagami-q), Rician,

Rayleigh or One-Sided Gaussian fading:

• Hoyt (Nakagami-q): By setting µ = 0.5 and η = q2 in equations (3.6), (3.9), (3.16),

(3.22), and (3.24), the analytical expressions of dual-hop AF relaying systems in Hoyt

fading channels are obtained.

• Rician: When µ = 1 and κ = K, analytical expressions (3.8), (3.27), (3.30), (3.32)

and (3.34) degenerate to equations for the dual-hop AF relaying systems in Rician fading

channels. We should notice that K is the ratio between the power in the direct path and

the power in the other scattered paths.

• Supposing κ → 0 and µ = 1 in expressions (3.8), (3.27), (3.30), (3.32) and (3.34), we

can apply our results for dual-hop AF relaying systems in Rayleigh fading channels.

• By setting κ → 0 and µ = 0.5 in expressions (3.8), (3.27), (3.30), (3.32) and (3.34), we

can obtain the analytical results for dual-hop AF relaying systems in one-sided Gaussian

fading channels.

3.4 Conclusion

In this chapter, the error exponents of dual-hop AF relaying systems in generalised η-µ and

κ-µ fading channels are investigated. More specifically, we first developed a new analytical ex-

pression of the pdf of the end-to-end SNR. Subsequently, new analytical expressions of RCEE,

expurgated error exponent, cutoff rate and ergodic capacity were derived. Our generalised an-

alytical results include the other common fading channels as special cases. Also, simplified

and insightful approximations were provided, which were shown to be tight for the high SNR

regime. Meanwhile, the required code length to achieve a certain upper bound of error proba-

bility are estimated based on our analytical expressions. The results showed that for the larger
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in-phase to quadrature components ratio, a higher dominant components to scattered waves

ratio and number of multipath clusters could reduce the required code length and improve the

communication reliability of dual-hop AF channels.
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Chapter 4
Multi-Antenna Dual-Hop AF System

with Random Co-channel Interference
Using Different Transferring Schemes

4.1 Introduction

4.1.1 Motivation

As more aggressive frequency reuse techniques have been employed in recent years, the im-

pact of co-channel interference (CCI) has become an interesting research topic. There is an

immense number of existing works investigating the performance of relaying networks with

the effects of CCI. For single-antenna AF relaying systems, outage probability results for

interference-limited destinations and/or relays were addressed in [43–47]. For multi-hop AF

SISO systems, the authors of [48–50] not only derived end-to-end outage probabilities but also

discussed the effects of relay selection, power allocation and system delay. The performance of

dual-hop multiple-input-single-output (MISO) or single-input-multiple-output (SIMO) systems

were studied by [51] and [52].

These papers are less appropriate to be used in the performance analysis for emerging het-

erogeneous communication systems, such as femto base station networks [53] or cognitive

communications [54], because the randomness of CCI is not taken into consideration. In order

to overcome this weakness, the PPP models are introduced into the analysis. It is believed that

the PPP can somewhat balance the tractability of performance analysis and the randomness of

location for the radio elements. Inspired by the framework in [55], significant research has been

conducted considering the randomness of the networks, such as [56, 57].

For studying the performance of multi-antenna relay-aided networks with random interference,

the authors gave bounds for the outage probability in a multi-hop multi-antenna interference

limited system over Rayleigh fading in [58], where a spatial interference cancellation was im-

plemented. In this chapter, we analyse the capacity over a dual-hop AF multi-antenna relaying
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system by considering Rayleigh fading and co-channel interference around the relay. We obtain

approximations for the capacities with different signal processing schemes at relay, i.e. MRC,

ZF and MMSE receivers cooperating with an MRT transmitter.

4.1.2 Main Contribution

The main contributions are presented below:

• We evaluate the performance of a dual-hop AF relay system, in which the relay is equipped

with multiple antennas and adopts MRC, ZF, and MMSE receiving schemes, co-channel

interference is considered and modelled with a homogeneous PPP.

• When interferers are located in an infinite area, we derive the analytical expressions for

exact end-to-end capacities for MRC/MRT, ZF/MRT and MMSE/MRT schemes. when

interferers are located in a limited area, we derive the lower bounds of capacities for

MRC/MRT, ZF/MRT and ZF/MRT schemes.

• Among the three relay processing schemes, the performance of the MMSE/MRT pro-

tocol is always better than other two protocols over the whole SNR range; the system

with ZF/MRT scheme performs the worst in an infinite-interference-area scenario, but it

performs well in the limited-interference-area scenario.

• The effect of PPP on performance analysis is presented by our numerical examinations.

Comparisons of ergodic capacities are made between limited-area PPP model and the

fixed-number fixed-distance interference model, Where the number of interferers in the

fixed-interference scenario equals to the expectation of the number of interferers in the

PPP scenario.

4.2 System Model

The dual-hop relay-assisted communication system considered in this chapter is shown in Fig-

ure 4.1. A single-antenna source transmit signals to a single-antenna destination with the aid of

an multi-antenna relay. The relay is interfered by co-channel interference from mobile users,

which are equipped with a single antenna. Both the relay and destination are corrupted by

additive white Gaussian noise (AWGN). Through this chapter, we also consider the following
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Figure 4.1: A dual-hop AF relaying system with co-channel interference

assumptions: (1) the source cannot directly communicate with the destination. (2) the co-

channel interference is modelled by a homogeneous PPP: all interferers are randomly located

in a closed round area D with external radius R. The total number and locations of interference

nodes are variables characterised by the node density λ and service areaD. It worth mentioning

that, when making comparisons to a non-PPP model in the numerical tests, the number of inter-

ferers is given by NnoPPP
2 = λD and the distance for each interference is given by ri = E{r},

rather than R. In addition to a traditional setting R→∞, we also consider the situation that D

is a limited area, but assign R a large value. (3) The relay works in half-duplex mode, whose

receiving and transmitting times are identical. (4) MRC, ZF, and MMSE receivers are applied

at relay, working with a MRT transmitter. We assume the relay can obtain perfect knowledge

of interference covariance matrix and the power level of noise.

4.2.1 System and Transformation

As mentioned, the relay works in a half-duplex mode. In the first time slot, information is

transmitted from the source to relay, and the signal received by the relay can be expressed as

yr = l1h1s1 +
∑
i∈Φ

lIihIisIi + n1, (4.1)

where the channel coefficient between source and relay is denoted by h1 ∈ CN1×1, the en-

tries follow the complex normal distribution CN (0, 1), and are identically and independently

distributed (i.i.d.). The vector hIi is the complex N1×1 channel coefficient of the i-th interfer-
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ence, the entries of which follow CN (0, 1), Φ denotes the PPP. The coefficients l1 = (R1)−α

and lIi = (rIi)
−α denote the path-loss attenuations of the source-relay channel and the i-th

interference-relay channel, respectively, where α is the exponent of path-loss attenuation, R1 is

the constant distance between source and relay, and variable rIi denotes the distance between

the i-th interferer and the relay. The scalar s1 denotes the transmitted signal with average power

E{s1s
∗
1} = Ps, and the i-th interference signal is denoted by sIi with E{sIis∗Ii} = PIi , where

a∗ is the complex conjugate of a. The symbol n1 is anN1×1 vector denoting the AWGN noise

at relay, with E{n1n
†
1} = σ2I.

The relay processes received signals with a predefined linear matrix W and then transmits the

result to the destination in the second time slot. The signal received by the destination can be

written as

yd = l2h
†
2Wyr + n2, (4.2)

where l2 = (R2)−α denotes the path-loss attenuation in the relay-destination transmission,

R2 is the constant distance from relay to destination, h2 ∈ CN1×1 is the coefficient of relay-

destination channel, whose elements follow i.i.d. CN (0,1), and n2 is the AWGN at destination

with E{n2n
∗
2} = σ2. The transmission power of the relay is given by E{||Wyr||2F } = Pr. The

end-to-end SINR of the system can be easily derived by combining (4.1) and (4.2) as

γe2e =
Psl1l2|h†2Wh1|2∑

i∈Φ

PIi lIi |h
†
2WhIi |2 + σ2||h†2W||2F + σ2

. (4.3)

Due to the difficulty to find the global optimal solution of transferring matrix W in (4.3) to

maximise the end-to-end SINR for this system, a two-step method to design W proposed in [59]

is adopted, which decomposes W into independent receiver and precoder: W = ωtw†1, where

t ∈ CN1×1 is the precoder, w1 ∈ CN1×1 is the receiver and ω is the power constraint factor.

Since in the relay-destination transmission only AWGN is considered, MRT is always used for

relay transmission. The normalised MRT precoder can be written as t = h2

||h2||2F
.

4.2.2 Signal Processing Schemes at the Relay

The processing matrix applying the three classical receivers MRC, ZF and MMSE are formu-

lated in the following.
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4.2.2.1 MRC Scheme

The MRC receiver, best suited for a high-SNR scenario, maximises the received signals by

multiplying the received signal with the complex conjugate of the channel at each antenna and

combining them together. In our system, it can be written as w1 = h1/||h1||F . Invoking the

normalised MRT precoder t, the power constraint factor is then derived as

ω2 =
Pr

l1Ps||h1||2F +
∑
i∈Φ

lIiPIi |h
†
1hIi |

2

||h1||2F
+ σ2

, (4.4)

and the end-to-end SINR is given by

γMRC =

PsPr||h1||2F ||h2||2F l1l2

σ2+
∑
i∈Φ

PIi
lIi
|h†1hIi |

2

||h1||2F

Prl2||h2||2 + σ2 +
σ2l1Ps||h1||2F

σ2+
∑
i∈Φ

PIi
lIi
|h†1hIi |

2

||h1||2F

. (4.5)

To give a clear picture, we rewrite (4.5) as

γMRC =
γMRC

1 γMRC
2

γMRC
1 + γMRC

2 + 1
, (4.6)

where γMRC
1 = Psl1||h1||2F

/(∑
i∈Φ

PIi lIi |h
†
1hIi |

2

||h1||2F
+ σ2

)
is the SINR of source-relay transmis-

sion obtained after combiner w1 and γMRC
2 = Prl2||h2||2F /σ2 is the SNR of relay-destination

transmission exploring MRT precoder t. As is well known, the MRC combiner has advantages

only for systems with weak interference, thus in the CCI-impact scenario, receivers with the

function of interference elimination are more common and practical.

4.2.2.2 ZF Schemes

The ZF scheme can completely remove interference from no more than N1 interferers, where

N1 is the number of receiving antennas at the relay. However, the number of interferers always

has a non-zero probability to exceed this limit in presence of a PPP model. In this case, we

introduce the strategy proposed by [58], where the filter completely eliminates interference

from the nearest N1 − 1 interferers and treats other interference as noise. The combiner w1 in
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the ZF scheme can be written as

w†1 =
h†1P√
h†1Ph1

, (4.7)

where P = IN1 −HI(H
†
IHI)

−1H†I is the null-space filter for HI .

The matrix HI =

[√
P̃I1 l̃I1h̃I1,

√
P̃I1 l̃I1h̃I2 , . . . ,

√
P̃IM l̃IM h̃I1

]
,
√
P̃Ii l̃Ii , i ∈ [0,M ] are the

strongest M interference power terms received by the relay, where M = min[N2, N1− 1], and

N2 is the number of interferers within field D. The corresponding power constraint factor is

derived as

ω2 =
Pr

Psl1|w†1h1|2 + σ2
N2 < N1, (4.8a)

ω2 =
Pr

Psl1|w†1h1|2 +
N2∑
i=N1

lIiPIi |w1hIi |+ σ2

N2 > N1. (4.8b)

The end-to-end SINR for the ZF/MRT processing is

γZF =
γZF

1 γZF
2

γZF
1 + γZF

2 + 1
, (4.9)

where γZF
2 = Prl2||h2||2F /σ2, and γZF

1 is given by

γZF
1 =


Psl1|h†1Ph1|

σ2 , N2 < N1

Psl1|h†1Ph1|∑
i∈Φ,i≥N1

PIi lIi
|h†1PhIi

|2

h
†
1Ph

+σ2

, N2 ≥ N1
.

.

4.2.2.3 MMSE Scheme

The MMSE combiner comprehensively considers the AWGN and CCI, and provides the op-

timum solution to maximise the SINR. Following the approach in [60], the MMSE combiner

should be written as

w†1 = h†1

(
h1h

†
1 + HIH

†
I +

σ2

Psl1
IN2

)−1

, (4.10)
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where HI =

[√
PI1 lI1
Psl1

hI1 , . . . ,

√
PIN2

lIN2
Psl1

hIN2

]
. The power constraint factor is then derived

as

ω2 =
Pr

Psl1|w†1h1|2 +
∑
i∈Φ

PIi lIi |w
†
1hIi |2 + ||w1||2F

, (4.11)

and the relevant end-to-end SINR is

γMMSE =
γMMSE

1 γMMSE
2

γMMSE
1 + γMMSE

2 + 1
, (4.12)

where γMMSE
1 = Psl1|h†1R−1h1|, R = HIH

†
I+(σ2/(Psl1))IN2 and γMMSE

2 = ||h2||2FP2l2/σ
2.

Unlike the MRC algorithm, both the ZF and MMSE receivers require the exact CSI and CCI,

which can be estimated with the aid of algorithms proposed in [61] and [62]. However, to ob-

tain accurate CSI and CCI always implies a higher system overhead. In addition, the number

of undesired source nodes in the PPP model has a probability to become very large. Therefore,

when designing a relay, we should flexibly decide the number of antennas equipped at the relay

and select the signal processing strategy appropriately. More specific discussion can be found

in section IV.

4.3 Capacity Analysis

In this section, we investigate the capacity for our dual-hop AF relaying system implementing

MRC/MRT, ZF/MRT and MMSE/MRT transferring strategies. The ergodic capacity is defined

as

C =
1

2
E{log2(1 + γ)} bits/s/Hz, (4.13)

where γ is the end-to-end SINR and the factor 1
2 is caused by the half-duplex limitation.
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4.3.1 MRC/MRT Scheme

Substituting (4.6) into (4.13), the ergodic capacity undergoing MRC/MRT relaying can be writ-

ten as

CMRC =
1

2
E
{

log2

(
1 +

γMRC
1 γMRC

2

1 + γMRC
1 + γMRC

2

)}
=

1

2
E
{

log2

(
(1 + γMRC

1 )(1 + γMRC
2 )

1 + γMRC
1 + γMRC

2

)}
= CγMRC

1
+ CγMRC

2
− CγMRC

T
, (4.14)

where

CγMRC
i

=
1

2
E{log2(1 + γMRC

i )}, i ∈ {1, 2} (4.15)

CγMRC
T

=
1

2
E{log2(1 + γRMC

T )}. γMRC
T = γMRC

1 + γMRC
2 (4.16)

Proposition 3. In the MRC/MRT transferring scheme, the end-to-end capacity with co-channel

interference mapped in the infinite homogeneous Poisson field can be calculated by

CMRC = CγMRC
1

+ CγMRC
2
− CγMRC

T
, (4.17)

where

CγMRC
1

=
1

2 ln 2

N∑
n=0

wn
1 + sn

N1−1∑
k=0

1

k!

k∑
q=0

(
k

q

) k−q∑
l=0

(−1)k−q−l

l!
(Is)

2l
α (Ns)

qπlΓ

(
1− 2

α

)l
× λlΓ

(
1 +

2

α

)l
exp

(
−Nssn − λπ(Is)

2
α s

2
α
n Γ

(
1− 2

α

)
Γ

(
1 +

2

α

))

×
l∑

i=0

(−1)i
(
l
i

)
Γ
(

1 + 2(l−i)
α

)
1− k + q + Γ

(
1 + 2(l−i)

α

) , (4.18)

CγMRC
2

=
1

2 ln 2

N1−1∑
k=0

eNr(Nr)
kΓ(−k,Nr), (4.19)
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CγMRC
T

=
1

2 ln 2

N∑
n=0

wne
−sn

sn

1−
(

Nr

Nr + sn

)N1

1− sn
N1−1∑
k=0

1

k!

k∑
q=0

(
k

q

) k−q∑
l=0

1

l!

× (−1)k−q−lI
2
α
s (Ns)

qπl−
u+v

2
+1λlΓ

(
1− 2

α

)l
Γ

(
1 +

2

α

)l u 1
2 vq+

2l
α + 1

2

2
(u+v−2)

2

×Gu,v
v,u

(
(Is)

2
απλΓ

(
1− 2

α

)
Γ
(
1 + 2

α

)
u−u

(Ns + sn)v−v

∣∣∣∣Q(−1−q− 2l
α
,v)

Q(−1,u)

)

×(Nr + sn)−q−
2l
α
−1

l∑
i=0

(−1)i
(
l
i

)
Γ
(

2(l−i)
α

)
Γ
(

1− k + q + 2(l−i)
α

)
 . (4.20)

Integers v and u can constitute a fraction satisfying v
u = 2

α . Expression Q(a, b) presents a

list 1+a
b , · · · , b+ab . The parameters Ns = σ2(R1)α/Ps and Is = PI(R1)α/Ps denote the

corresponding AWGN and interference power with normalized transmitting gain of the signal-

relay transmission, respectively. Similarly, for the relay-destination hop, Nr = σ2(R2)α/Pr.

Parameters N , sn and wn are the number of integration points, abscissas and corresponding

weights of the Gaussian-Chebyshev Quadrature (GCQ). The abscissa and weights sn and wn

are respectively defined by

sn = tan

(
π

4
cos

(
2n− 1

2N
π +

π

4

))
, (4.21)

wn =
π2 sin

(
2n−1
2N π

)
4N cos2

(
π
4 cos

(
2n−1
2N π + π

4

)) (4.22)

This calculation converges steadily, and can accurately estimate the numerical result of the

integral when N ≥ 100.

Proof. See Appendix A.3.

In the limited-area interference scenario, due to the difficulty of finding closed-form expressions

of the statistics of the joint variable γlim
TMRC , we just derive the expression of the lower bound of

C limMRC based on:

CγT ≤
1

2
log2 (1 + E{γ1}+ E{γ2}) . (4.23)

Inequality (4.23) is obtained according to Jensen’s inequality based on the fact that

log2(1 + x1 + x2) is concave. We evaluated the system performance when interferers are
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located in a round area with limited radius R. This assumption can depict the circumstance

that, an AF relay suffers interference from a heterogeneous network built nearby. In this case, a

direct evaluation of the capacities seems intractable, because it is difficult to give the analytical

expression of the pdf or moment generating function (MGF) of the variable

γlim
TMRT =

(
γlim

1MRT + γlim
2MRT

)
. Therefore, we access the system performance by deriving a lower

bound on the end-to-end capacity with the help of (4.23).

Proposition 4. When co-channel interferers are mapped in a round area with radius R, the

lower bound of end-to-end capacity can be accurately evaluated by

C limLMRC
' C lim

γMRC
1

+ C lim
γMRC

2
− C lim

γMRC
T

, (4.24)

C lim
γMRC

1
=

1

2 ln 2

N∑
n=1

wn

(
1

sn
− 1

sn(1 + sn)N1

)
exp

(
−λπR2

(
1− 2Rα

2 + α
(Ir)

−1(sn)−1

)
× 2F1

(
1, 1 +

2

α
, 2 +

2

α
,− Rα

Irsn

))
e−Nrsn (4.25)

C lim
γMRC

2
=

1

2 ln 2

N1−1∑
k=0

eNr(Nr)
kΓ(−k,Nr), (4.26)

C lim
γMRC
T

=
1

2
log2

(
1 +

N1

Nr
+

N∑
n=1

wnexp(Nrsn)exp

(
−λπR2

(
1− 2Rα

2 + α
(Ir)

−1(sn)−1

)
× 2F1

(
1, 1 +

2

α
, 2 +

2

α
,− Rα

Irsn

)))
. (4.27)

Proof. See Appendix A.4

4.3.2 ZF/MRT Scheme

According to the number of interferersN2, the expressions of capacity for the ZF/MRT relaying

system are derived considering two cases. In case 1, N2 < N1, the ZF receiver deploys N2

dimensions to eliminate the interference and the source channel employs (N1 −N2) degree of

freedoms for the transmission. In case 2, N2 ≥ N1, the ZF receiver leaves only 1 dimension

of subspace to the source channel, eliminates the strongest N1 − 1 interferers and treats other

interference as noise. Due to the complexity, we only evaluate the lower bound of end-to-end

capacity for case 1 for ZF/MRT processing scenario.
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Proposition 5. When interferers are mapped in limited area, the lower bound of end-to-end

capacity in the ZF relaying scheme can be expressed as

C limLZF
= C

N2≥N1

ZF + CN2<N1
ZF , (4.28)

where CN2≥N1

ZF , given by (4.29), is the lower bound of C limLZF
for the condition that only part

of interference can be removed by the ZF receiver, and CN2<N1
ZF , given by (4.31), is the exact

value of capacity for the condition that all interference can be removed.

C
N2≥N1

ZF =

1

2 ln 2

M∑
m1=1

am1e
−λπ(bm1 )2 2

(
λπ(bm1)2

)N1−1

bm1Γ (N1 − 1)

[
N∑

n1=1

wn1e
Nssn1

1 + sn1

(
1− exp (−λπ

(
R2 − b2m1

)
×

(
1−

2
(
R2 − b2m1

)−1

α+ 2
(Issn1)−1

(
Rα+2

2F1

(
1, 1 +

2

α
; 2 +

2

α
,− Rα

Issn1

)
−bα+2

m1 2F1

(
1, 1 +

2

α
; 2 +

2

α
,−

bαm1

Issn1

)))))]
− PN1−1(R)

2

[
log2

(
1 +

N∑
n2=1

M∑
m2=1

am2e
−λπ(bm2 )2 2

(
λπ(bm2)2

)N1−1

bm2Γ (N1 − 1)PN1−1(R)
wne

Nssn2

× exp

(
−λπ

(
R2 − b2m2

)(
1−

2
(
R2 − b2m2

)−1

(α+ 2)Issn2

(
Rα+2

2F1
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2
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+

1

2 ln 2
PN1−1(R)

[
N1−1∑
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eNr(Nr)
kΓ(−k,Nr)

]
(4.29)

where PN1−1(R) = 1 − Γ(N1−1,λπR2)
Γ(N1−1) is the probability that the distance from relay to the

(N1 − 1)-th interferer is smaller than R. The weight am and abscissa bm of a typical GCQ are

given by

am =
πR

2M

√
1− cos

(
(2m− 1)π

2M

)
, (4.30a)

bm =
R

2
+
R

2
cos

(
(2m− 1)π

2M

)
. (4.30b)
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k3 eNsΓ (−k3, Ns)

 . (4.31)

Proof. See Appendix A.5

Due to the difficulty of finding the expression for the limit when R → ∞, we can observe the

infinite-area interference scenario by assigning a large value to R in equation (4.28). Mean-

while, in order to guarantee the accuracy of GCQ calculation, the integral points number M

should be greater than for the small-R scenario. For instance, we can choose M = 15 for

R = 50 metres, and M = 50 when R = 1000 metres.

4.3.3 MMSE/MRT Scheme

Proposition 6. With MMSE/MRT relaying, the end-to-end system performance for the R→∞

scenario can be evaluated by

CMMSE = CγMMSE
1

+ CγMRC
2
− CγMMSE

T
, (4.32)

64



Multi-Antenna Dual-Hop AF System with Random Co-channel Interference Using Different
Transferring Schemes

where

Cγ
1MMSE =

N1−1∑
i=0

N∑
n=1

wn

(
λ∆(Is)

2
α s

2
α
n +Nssn

)i
i!(1 + sn)

exp

(
−λ∆(Is)

2
α s

2
α
n −Nssn

)
, (4.33)

CγMMSE
2

=
1

2 ln 2
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where ∆ = 2π
α Γ
(

2
α

)
Γ
(
1− 2

α

)
, sn and wn have been defined by (4.21) and (4.22).

Proof. See Appendix A.6.

Proposition 7. In the limited-R scenario, the end-to-end capacity with MMSE/MRT relaying

scheme can be evaluated through the lower bound given by

CLMMSE = C lim
γMMSE

1
+ C lim

γMRC
2
− C lim

γMMSE
T

, (4.36)

where
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Proof. See Appendix A.7.

4.4 Numerical Results

In this section, the numerical results are presented to illustrate the effect of signal processing

strategies, SNRs and antenna numbers on the system performance; Monte Carlo simulations

are provided as well. Unless otherwise stated, all numerical experiments in this section will

adopt the following set-up. The SNR is obtained at the receiver side. Without loss of gener-

ality, we assume Ps=Pr for γ1 and γ2 in all three signal processing schemes, (4.6), (4.9) and

(4.12), therefore, the average SNR is given by SNR= 1/Ns = 1/Nr. Concerning the density

of interferers λ, since in a well-managed LTE system, different users share orthogonal time and

frequency resources, the co-channel interference is only caused by neighbouring cells (infinite-

area scenario) or heterogeneous networks (limited-area scenario). Therefore, the order of mag-

nitude of λ is set to be 10−4, which guarantees that in each wireless cell, only a small number of

users will disturb the desired transmission. When two cells are overlapped, the co-channel in-

terferers could be more than one, because in a LTE system, each use could be assigned random

sub channels from the whole channel resources, different sub channels could be disturbed by

different users served by the other cell. We assume the transmission power Ps = Pr = 10, and

the interference power PI = 0.02. For the limited-area interference scenario, we set R=50(m),

and for the infinite-area interference, we run simulations with R = 1000(m). Moreover, all

Monte Carlo simulations are carried out through 105 iterations.

The system capacities applying three signal processing schemes (MRC, ZF or MMSE combined

with MRT transmission) with different SNRs are depicted by Figures 4.2(a) with λ = 0.0005,

N1 = 8, R → ∞ (R=1000(m) in simulation) and 4.2(b) with λ = 0.0005, N1 = 8 R=50(m).

In Figure4.2(a), the accuracy of analytical expressions for the end-to-end ergodic capacity for

MRC/MRT and MMSE/MRT schemes is verified. In addition, the lower-bound expression for

ZF/MRT relaying matches the simulation well, where the gap is around 0.05 bits/s/Hz. There

exist only small differences between the theory result and simulation, which results from the

computational limits on our Monte-Carlo simulation, the complexity of evaluating the theo-

retical results becomes very high if we choose large R, for example R = 10000(m). The

comparison among the three signal processing schemes demonstrates that the highest system

capacity is always achieved by the MMSE/MRT scheme, and the ZF/MRT scheme performs

the worst. As expected, when the noise is relatively large, the MRC receiver performs as well
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Figure 4.2: Capacity versus SNR
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as the MMSE receiver. However, even when the system noise can be neglected, the ZF receiver

cannot take advantage, because when R → ∞, the number of interferers must be greater than

antennas, the ZF receiver can only use 1 degree of freedom for the desired signal and use the

remaining ones to try to cancel interference.

Figure 4.2(b) verifies the tightness of our expressions of the lower bounds. In the whole SNR

domain, the gap between analytical expression and simulation results is less than 0.05 bits/s/Hz

for MRC/MRT scheme and is less than 0.2 bits/s/Hz for ZF/MRT scheme. Comparing with Fig-

ure 4.2(a), an interesting observation is revealed by our analysis on the end-to-end capacity with

interference in limited area. As the system noise declines, the performance provided by MRC

receiver is obviously constrained by the interference. On the contrary, both the ZF/MRT and

MMSE/MRT relaying have linearly increasing capacity results as the SNR in dB increases, and

the performance of ZF/MRT relaying becomes closer to MMSE/MRT as the SNR increases.

When λ = 0.0005, the average number of antennas µ = λπR2 is around 4. That is to say, with

high probability, the ZF receiver can remove all the interference by using a small number of de-

grees of freedom, and enhance the signal strength with the remainder. It should be emphasized

that, the power of interference is not observed as a variable here, because the variance of SNR

has covered different interference to noise power ratio cases.

Figure 4.3(a) and Figure 4.3(b) show the system capacity for the three signal processing strate-

gies versus the number of antennas, where λ=0.0005, SNR=15dB. The accuracy of our exact

capacity equations and the tightness of our lower-bound expressions are shown to be good, ex-

cept for the ZF/MRT scheme in limited-R scenario, the gap exceeds 0.2 bits/s/Hz whenN1 ≤ 6.

In Figure 4.3(a), where R→∞, the end-to-end capacity with MMSE/MRT transferring scheme

increases faster than that with MRC/MRT strategy. The performance of the ZF receiver obtains

the least benefits from increasing the number of antennas. With 4 antennas at the relay, the

MMSE/MRT method has a gain of a 0.4 bit/s/Hz over the MRC/MRT scheme and MRC/MRT

scheme performs 0.3 bits/s/Hz better than ZF/MRT. As the antenna number increase to 16, these

performance gaps grow to 0.8 bits/s/Hz and 0.8 bits/s/Hz, respectively. We can conclude that,

in an infinite interference area, the diversity in transmission is more significant than the ability

to removing interference.

However, in Figure 4.3(b), where the interference range R reduces to 50(m), the ZF receiver

performance shows the advantage of interference cancellation in this case. As the number of

antennas increases the performance of ZF/MRT scheme approaches that of MMSE/MRT, which
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is much better than the MRC/MRT scheme. Again, it is worth noting that, the expectation of

interferer number here is around 4, when N1=4, the ZF receiver performs in the medium of the

MMSE and MRC receivers, and when N1 is greater than double of µ, the ZF receiver performs

almost as well as the MMSE one.

Figure 4.4(a) and Figure 4.4(b) present the difference of system performance between PPP in-

terference model and fixed-number-fixed-distance interference model. Since the fixed-number-

fixed-distance model is not able to depict the infinite-area interference scenario, the compar-

isons only concentrate on the limited-area interference scenario, with R=50(m) for the PPP

model and rIi = E{rI} = 2R
3 for the traditional model, where i = 1, · · · , u, u is the number of

interferers for fixed-interference model, and is the expected number of interferers (u = λπR2)

for the PPP model. In this chapter, figures of the fixed-interference model are generated through

Monte-Carlo simulations. In Figure 4.4(a), which plots the capacities against SNR, we set

N1 = 8 and u = 3 or u = 8. We can find that the gaps between our PPP-aided analysis and

traditional analysis are effected strongly by the number of interferers(expected) interference

number u. When u = 3, all interference can be eliminated by ZF and MMSE receivers in

the traditional case, and have a large probability bo be completely removed in the PPP case.

Therefore, the performance of the ZF/MRT and MMSE/MRT schemes is dominated by the

SNR value in these two cases. Both the fixed-interference model and our PPP-aided model can

evaluated the performance for ZF/MRT and MMSE/MRT schemes accurately. However the

MRC receiver cannot deal with any interference, so the fixed-interference performance anal-

ysis for MRC/MRT scheme presents obvious errors when averaging the number of interferers

and averaging the received interference power strength. Within the whole SNR domain, capac-

ities obtained through fixed-interference way are around 0.4 bits/s/Hz larger than those through

our PPP-aided method. With u = 8, traditional analysis for MRC/MRT scheme suffers a larger

error, which increases from 0.4 bits/s/Hz to 0.8 bits/s/Hz as the SNR grows from 0dB to 30dB.

Surprisingly, the capacities for MMSE/MRT scheme analysed by fixed-interference method do

not show too much error, only when SNR is greater than 20dB, they are a little smaller than

those analysed through PPP-aided model. The largest error is related to the ZF/MRT process-

ing. When SNR is greater than 10db, traditional evaluations start to generate lower capacities

than the PPP-aided evaluations. The error grows to as large as 1 bit/s/Hz at SNR=30dB.

As shown in Figure4.4(b), the number of antennas N1 will not significantly impact the gaps

between fixed-interference evaluation curves and PPP-aided evaluation curves, except for the
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ZF/MRT processing scheme with large u. With u = 8, the capacities of ZF/MRT scheme

generated by fixed-interference way are smaller than the PPP-aided evaluations when N1 < 8,

and when N1 > 8, the fixed-interference performance analysis produce larger values than PPP-

assisted evaluations. The largest error appears at N1 = 12, which is around 0.5 bits/s/Hz.

In summary, fixed-interference-model analysis for the randomly-distributed-interference sce-

nario always yields obvious errors, especially with big interference densities. For MMSE/MRT

scheme, they generate smaller capacities for high-SNR cases and for MRC/MRT scheme, they

produce much larger capacities. Finally, for the ZF/MRT scheme, they yield smaller capacities

with small N1 and bigger capacities with large N1: for high SNRs, the error is dramatically

enlarged.

4.5 Conclusion

In this chapter, we studied the end-to-end capacities of dual-hop multi-antenna AF relaying

systems, in which the relay applies MRC/MRT, ZF/MRT and MMSE/MRT processing strate-

gies to deal with randomly distributed co-channel interference. Two scenarios were analysed

in this chapter, namely, the infinite-area-interference scenario and the limited-area-interference

scenario. For the first one, we derived the analytical expressions to evaluate the exact end-

to-end capacities with three transferring strategies; and for the latter one, we calculated the

lower bound of the capacities. In most situations, the lower bounds match well our simulation

results. Our analysis showed that the system with MMSE/MRT relaying achieved the best per-

formance in all cases. The MRC/MRT scheme performed obviously worse than MMSE/MRT

in all scenarios. Interestingly, the ZF/MRT scheme showed completely different properties in

two scenarios. With infinite-area interference, it performed even worse than MRC/MRT, how-

ever with limited-area interference, especially when the the number of antennas is double that

of the expected interferers, it could perform as well as the MMSE/MRT scheme. In addition, we

have proved that, for a randomly-distributed interference scenario, the PPP-aided performance

analysis produces quite different results from fixed-interference-model analysis, especially for

ZF/MRT and MRC/MRT schemes.
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Chapter 5
NOMA in Dual-hop Relaying System

with Randomly Distributed Users

5.1 Introduction

The non-orthogonal multiple access technique has aroused significant attention as a promising

candidate for the multiple access scheme for the upcoming 5th-generation wireless communi-

cation standard. According to the future radio access (FRA), there will be an expectation of

500 fold increase of system throughput performance. Beyond the delay-sensitive and high-

volume services, a high-priority requirement for the FRA is the significant enlargement of

system throughput, which is related to massive connectivity. To satisfy this exponentially en-

hanced demands, the NOMA technique was proposed by [63], with the purpose of cooperation

with other approaches. On one hand, the proposed NOMA technique is expected to accom-

modate a 3-fold enhancement of frequency efficiency. On the other hand, increasing the num-

ber of connected users is hoped to be achieved by the NOMA technique. According to [64],

newly proposed NOMA techniques can be divided to two dominant sorts, namely power do-

main NOMA and code domain NOMA. In this chapter, NOMA only denotes NOMA in power

domain.

In the past few years, NOMA-assisted network has been widely investigated. A tutorial of

the NOMA technique is provided by [16]. Taking a 2-user NOMA-assisted SISO system as

example, this paper not only introduced the basic concepts of NOMA techniques, including

superposition coding, successive interference cancellation and low-density spreading CDMA,

but also discussed the effects of combining NOMA and other wireless communication concepts,

such as path loss, cooperative NOMA, users paring and MIMO. The basic performance of a 2-

user NOMA system for both downlink and uplink were derived and widely cited by recent

research.

With respect to relay-aided networks, NOMA techniques can be easily applied in the relay-

destination transmission. A simple diagram is given by Figure 5.1. The superposition coding
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Figure 5.1: Combining NOMA with dual-hop system

(SC, more details of SC has been introduced in Chapter 2) is normally achieved by block A,

which is the base station. However, sometimes SC is achieved by block B, such as in a DF

relaying system, where block B is the relay. Some concepts combined the cooperative relaying

network with NOMA, such as [65, 66]. The authors of [65] designed and evaluated a dual-hop

relaying network, where the first user in the NOMA transmission played the role as a coop-

erative AF relay. Using Figure 5.1, block B denotes user 1, block C denotes user 2. Block

A transmits SC signals to B and C at the same time. Like a cooperative AF relaying, block

B immediately transmits received signals without any delaying, meanwhile it abstracts desired

information at the background. The collaborative scheme in [66] constructed a 3-user NOMA

network and assigned the first user as a relay. Using Diagram 5.1, block B, C and D denote

user 1, 2, and 3, respectively. In order to avoid the difficulties of applying full-duplex tech-

niques, researchers assume that the base station cannot directly communicate with user 2 and

3, so user 1 would demodulate its required signals and forward the remaining signals. De-

spite the advanced concepts, a great challenge is the battery life of current portable devices.

Therefore, most researchers are focusing on NOMA cooperating with independent relays. The

authors of [67] derived the analytical expressions of outage probability and ergodic sum rate

for the dual-hop AF relaying network applying NOMA over Nakagami-m fading channels.

Considering antenna selection and energy harvesting techniques, the analytical expression of

the outage probability for a dual-hop NOMA network in a Nakagami-m channel was derived

by [68]. For a cooperative full-duplex dual-hop network, a 1-user NOMA scenario was studied

by [69], where authors provided analytical expressions of the outage probability and the er-

godic capacity. Applying relay selection and power allocation techniques at the relay, a 2-user

NOMA network was analysed by [70] and [71]. Considering imperfect CSI, the performance

of downlink relay-assisted NOMA was investigated by [72]. A hybrid DF-AF relaying with
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NOMA was proposed and evaluated by [73].

There have been many papers revealing the advantages of NOMA, however most analytical

performance investigations assigned fixed path loss to different users in a NOMA cluster. From

the perspective of the system level, channel fading is not the unique factor determining the

power assignment for each user, the path loss is important as well. Especially, in the future

5G wireless communication, small cells will be widely applied, and the variance of positions

become more significant. However, to the best of our knowledge, there is no work evaluat-

ing NOMA-aided relaying networks considering the uncertainty of user locations. The only

relevant research is [74], which studied the performance of a single-hop NOMA network with

randomly located users in a cell.

Motivated by this, we analyse the downlink performance of AF relaying networks over com-

plex Gaussian channels in this chapter, where the NOMA technique in the power domain is

implemented for the relay-destination transmissions. Outage probabilities of the dual-hop AF

relaying system with NOMA employed in the relay-destination transmission are derived in this

chapter. Besides exact analytical expressions, high-SNR approximations are given as well.

Based on the upper and lower bounds for the outage probability, we can compute the diversity

of NOMA-aided dual-hop AF relaying system. Subject to complex Gaussian fading, this chap-

ter investigates both single-antenna and multi-antenna relaying systems, where the MRC/MRT

scheme is applied at the relay for the multi-antenna case.

Figure 5.2: A NOMA-aided dual-hop relaying system
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5.2 System Model

We consider a single cell downlink AF relaying system shown in Figure 5.1. The source and

relay are at fixed locations with distance R1, and mobile users served by the relay are divided

into different NOMA groups. In the same NOMA group, users share the same time slots,

frequency and spreading codes. In this chapter, we assume the system only supports a fixed

number M of users in a particular NOMA group, these users are uniformly located in a round

area D with radius R around the relay. Due to the limitation of mutual interference, the system

works in a half-duplex mode.

In the following, the system model is first built for the single-antenna mode. In time slot

one, the source transmits signals for all users to the relay, the channel coefficient is given by

h1 = g1√
1+Rα1

, where g1 is the coefficient of small scale fading for the source-relay transmission,

following a complex Gaussian distribution CN (0, λ1) and 1
1+Rα1

is the path-loss attenuation

with exponent α. It should be emphasized that, as the lower limits of r−α, the form 1
1+rα

could enable the performance evaluation for wireless communication in free space path loss

environments (with α = 2). It is practical in real applications because of the altitude intercept

between the relay and users. In the second time slot, the relay transmits these signals to all M

users in the same NOMA group. The channel coefficient between user Ui (i = 1, . . . ,M ) and

the relay is denoted by h2,i =
g2,i

1+rα2,i
, where g2,i is the coefficient of small scale fading subject

to a complex Gaussian distribution CN (0, λ2) and r2,i is the distance between relay and the

i-th nearest user. Moreover, the relay and them-th mobile user are impacted by AWGN nR and

nD,m, respectively. We assume E{|nR|2} = E{|nD,m|2} = σ2, m = 1, · · · ,M . It should be

noticed that, until here, the order of all h2,is are not related to the channel states, i.e. they are

unordered channel coefficients.

Based on the settings above, we can write the signals received by the relay as

yR = h1

M∑
i=1

√
aiPsxi + nR, (5.1)

where xi is the signal for the i-th user with E{xx†} = 1, Ps is the total transmission power

at the source port, ai is the power coefficient with
M∑
i=1

ai = 1. Note that, the power allocation

depends on the channel states of the relay-destiny transmissions h2,i, i = 1, · · · ,M , but is only

used by the source, because the relay applies a simple AF relaying scheme. Without loss of

generality, we now sort the user order based on channel gains of relay-destination channels:
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|h2,1|2 ≤ |h2,2|2 ≤ . . . ≤ |h2,M |2, and according to the principle of NOMA technique, we

have a1 > a2 > · · · > aM .

The relay simply amplifies the received signal yR and simultaneously transmits all the signals

to users sharing the same time and frequency resource with each other at the second time slot.

For the m-th destination Dm, m < M , the received signal can be expressed as

yDm =
√
PRκh2,mh1

M∑
i=1

√
aiPSxi +

√
PRκh2,mnR + nD,m, (5.2)

where PR is the transmission power of the relay, and the corresponding amplifying coefficient κ

is given by κ = 1/
√
PS |h1|2 + σ2. By setting PR = PS = P and denoting γ̄ = P

σ2 (note that,

unlike in Chapter 4, γ̄ in this chapter is the average SNR at transmitter side), we can express

the SINR of the m-th user as

γm =
amγ̄

2|h1|2|h2,m|2

γ̄2|h1|2|h2,m|2
M∑

j=m+1
aj + γ̄(|h1|2 + |h2,m|2) + 1

. (5.3)

In expression (5.3), the interference is the summation of signals assigned less power, which are

not decoded by user m. It also implies that, (5.3) can hold only when the first m − 1 signals

have been decoded successfully. Denoting γi→m as the SINR when userm trying to decode the

signal for user i, (i < m), and γth,i is the threshold that a user is able to decode the signal for

user i, then we can say expression (5.3) holds only when the condition γi−>m < γth,i is met

for all i < m. The SINR for the i-th (i < m) signal decoded by user m is given by

γi→m =
aiγ̄

2|h1|2|h2,m|2

γ̄2|h1|2|h2,m|2
M∑

j=i+1
aj + γ̄(|h1|2 + |h2,m|2) + 1

(5.4)

Obviously, for user M who has best channel condition and least power assignment, the signals

for all the other users should be decoded before decoding the signal for itself. Then, the desired

SINR can be written as

γM =
aM γ̄

2|h1|2|h2,M |2

γ̄(|h1|2 + |h2,M |2) + 1
(5.5)

77



NOMA in Dual-hop Relaying System with Randomly Distributed Users

5.3 Outage Probability

The outage probability of the relaying network over a Rayleigh channel applying the NOMA

technique is analysed to characterized our system. We provide the analytical expressions for

both exact and asymptotic outage probabilities in this section.

5.3.1 Outage Event

Firstly, the outage event of them-th user that fails to decode the signals for the i-th user (i ≤ m)

is defined by Ei→m = {γi→m < γth,i}, where γth,i is the threshold of SINR for successfully

decoding the signal for the i-th user. Since any failure to decode the signals for the i-th user

(i ≤ m, including decoding for itself) will result in the failure to decode the signal for the m-th

user, the probability that user m cannot decode the required signal can be written as

Proutm = 1− Pr
(
Ec1→m

⋂
· · ·
⋂
Ecm→m

)
, (5.6)

where Eci→m is the complement of event Ei→m. Based on the equation (5.4), the expression of

event Eci→m is given by

Eci→m =


aiγ̄

2|h1|2|h2,m|2

γ̄2|h1|2|h2,m|2
M∑

j=i+1
aj + γ̄(|h1|2 + |h2,m|2) + 1

> γth,i


=


γ̄2

ai − γth,i M∑
j=i+1

aj

 |h2,m|2 − γ̄γth,i

 |h1|2 > γth,i
(
1 + γ̄|h2,m|2

)
a
=

|h2,m|2 >
γth,i

γ̄

(
ai − γth,i

M∑
j=i+1

aj

) , θi, |h1|2 >
θi
(
1 + γ̄|h2,m|2

)
γ̄ (|h2,m|2 − θi)

 . (5.7)

In step a, the equality holds based on the condition that ai > γth,i
M∑

j=i+1
aj , and it is reasonable

to assume that this condition is always satisfied. In addition, we present the particular case
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EcM→M according to (5.5) as

EM→M =

{
aM γ̄

2|h1|2|h2,M |2

γ̄(|h1|2 + |h2,M |2) + 1
> γth,M

}
=
{(
aM γ̄|h2,M |2 − γth,M

)
γ̄|h1|2 > γth,M

(
1 + γ̄|h2,M |2

)}
=

{
|h2,M |2 >

γth,M
aM γ̄

, θM , |h1|2 >
θM
(
1 + γ̄|h2,M |2

)
γ̄ (|h2,M |2 − θM )

}
. (5.8)

Concerning the m-th user, although the signals to different users are transmitted through the

same channel, decoding signals for different users requires different thresholds

(θi, i = 1, · · · ,m). Since a successful transmission to user m requires user m to decode

signals for all users with lower orders, we can formulate the outage probability of them-th user

according to (5.6), (5.7) and (5.8) as

P outm = 1− Pr

(
|h2,m|2 > θ∗m, |h1|2 >

θ∗m
(
1 + γ̄|h2,m|2

)
γ̄ (|h2,m|2 − θ∗m)

)
, (5.9)

where θ∗m = max(θ1, · · · , θm), m = 1, · · · ,M .

5.3.2 Channel Gain

5.3.2.1 Unordered Channel Gain

To find the analytical expression of outage probability for the m-th strongest channel gain,

we need to find the statistical characteristics of the unordered channel gain first. Denoting

h2 = g2√
1+rα

as the coefficient of channel gain for unordered relay-destination transmission,

the pdf and CDF of |h2|2 can be expressed as

f|h2|2(y) =

R∫
0

f|g2|2 (y (1 + rα)) (1 + rα)
2r

R2
dr, (5.10)

F|h2|2(y) =

R∫
0

f|g2|2 (y (1 + rα))
2r

R2
dr. (5.11)
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The pdf and CDF of channel fading |gi|2 (i = 1, 2) are given by

f|gi|2(x) = λie
−λix, (5.12)

F|gi|2(x) = 1− e−λix. (5.13)

When the path-loss attenuation coefficient α = 2, the analytical expression of the pdf and CDF

of |h2|2 can be easily derived. Therefore, we will start our analysis from this special case, and

then study the more general case for α 6= 2.

5.3.2.2 Ordered Channel Gain

According to order statistics [19], when variables X1, · · · , XK are independently and identi-

cally distributed, and denoting X(1), · · · , X(K) as the sorted series with increasing order, the

pdf of X(k) is given by

fX(k)
(x) =

K!

(K − k)!(k − 1)!
FX(x)k−1(1− FX(x))K−kfX(x), (5.14)

where fX(x) and FX(x) are the expressions of pdf and CDF of unorderedX , respectively. The

pdf and CDF of the ordered channel gain of the relay-destination hop |h2,m|2, m = 1, · · · ,M

can be obtained based on this theory.

5.3.3 outage probability for α =2

For the single antenna relaying system applying the NOMA technique with path loss parameter

α =2, the exact expression and asymptotic bounds for the the outage probability are given as

follows.

Proposition 8. The exact expression of the outage probability for the m-th user in the NOMA
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group with α =2 is given by

P outm =

1− M !

(M −m)!(m− 1)!

m−1∑
i=0

(m−1
i

)
R−2−2M+2m−2iλ−M+m−i

2

M−m+i∑
j=0

{(
M−m+i

j

)
(−1)i+j

×
4∑
t=1

Cte−Btθ∗m−λ1(1+R2
1)θ∗m

∞∫
0

(z + θ∗m)Ate−Btze
−λ1(1+R2

1)θ∗m(1+γ̄θ∗m)

γ̄z dz



 , (5.15)

where C1 = λ−1
2 , A1 = −2−M +m− i, B1 = λ2(R2j +M −m+ i+ 1),

C2 = 1, A2 = −1−M +m− i, B2 = λ2(R2j +M −m+ i+ 1),

C3 = −λ2, A3 = −2−M +m− i, B3 = λ2(R2j +M −m+ i+R2 + 1),

C4 = −(1 +R2), A4 = −1−M +m− i, B4 = λ2(R2j +M −m+ i+R2 + 1).

Since −bt is negative, the integrals in formula (5.15) always converge. It is difficult to find the

analytical result of the integral in equation (5.15), we can calculate with the aid of Gaussian

Chebyshev Quadrature (GCQ):

P outm = 1− M !

(M −m)!(m− 1)!

×
m−1∑
i=0

(m−1
i

)
R−2−2M+2m−2iλ−M+m−i

2

M−m+i∑
j=0

{(
M−m+i

j

)
(−1)i+j

×
4∑
t=1

{
Cte−(Bt+λ1(1+R2

1))θ∗m

N∑
n=1

wn(sn + θ∗m)Ate−Btsne
−λ1(1+R2

1)θ∗m(1+γ̄θ∗m)

γ̄sn

}}}
,

(5.16)

where sn and wn have been defined by (4.21) and (4.22), N should be greater than 50 to

guarantee an accurate result.

Proof. See appendix A.8.

Due to the complexity of the exact expression of outage probability, we propose the upper and

lower bounds in high SNR regimes.

Proposition 9. The closed-form asymptotic expressions of the upper and lower bounds for the
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outage probability for the single antenna NOMA relaying system with α = 2 are given by

P out,U1m
= 1− e−2λ1(1+R2

1)θ∗m +
M !

(M −m)!(m− 1)!

m−1∑
i=0

(
m−1
i

)R−2M+2m−2i−2

M −m+ i+ 1

× λ−M+m−i−1
2 y−M+m−i−1

M−m+i+1∑
j=0

(−1)i+j+1e−2(λ1(1+R2
1)+λ2(M−m+i+jR2+1))θ∗m ,

(5.17)

and

P out,L1m
= 1− e−λ1(1+R2

1)θ∗m +
M !

(M −m)!(m− 1)!

m−1∑
i=0

(
m−1
i

)R−2M+2m−2i−2

M −m+ i+ 1

× λ−M+m−i−1
2 y−M+m−i−1

M−m+i+1∑
j=0

(−1)i+j+1e−(λ1(1+R2
1)+λ2(M−m+i+jR2+1))θm∗.

(5.18)

Proof. The outage event of user m in (5.9) can be rewritten as

P outm = 1− Pr
{
|h2,m|2 > θ∗m,

γ̄|h1|2|h2,m|2

γ̄ (|h1|2 + |h2,m|2) + 1
> θ∗m

}
' 1− Pr

{
|h2,m|2 > θ∗m,

|h1|2|h2,m|2

|h1|2 + |h2,m|2
> θ∗m

}
, (5.19)

where the approximation is made according to the fact that x1x2
x1+x2+1 is tightly bounded by

x1x2
x1+x2

when x1 or/and x2 are large enough. This fact is widely applied in literature, such

as [75] and [76]. Further, using the fact that 1
2 min(u, v) ≤ uv/(u + v) ≤ min(u, v), we can

give upper and lower bounds for (5.19) as

P out,Um = 1− Pr
{
|h2,m|2 > θ∗m,min(|h1|2, |h2,m|2) > 2θ∗m

}
= 1− Pr

{
min(|h1|2, |h2,m|2) > 2θ∗m

}
= F|h1|2(2θ∗m) + F|h2,m|2(2θ∗m)− F|h1|2(2θ∗m)F|h2,m|2(2θ∗m), (5.20)

and

P out,Lm = 1− Pr
{
|h2,m|2 > θ∗m,min(|h1|2, |h2,m|2) > θ∗m

}
= 1− Pr

{
min(|h1|2, |h2,m|2) > θ∗m

}
= F|h1|2(θ∗m) + F|h2,m|2(θ∗m)− F|h1|2(θ∗m)F|h2,m|2(θ∗m). (5.21)
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The upper bound is given based on the inequality 1
2 min(u, v) ≤ uv/(u+v), the equality can be

approached when u = v [77]. Since asymptotic operation in (5.19) will be accurate only when

u and/or v are large, the approximation expression in (5.20) can tightly bound the exact value

just in a narrow domain of values for |h1|2 and |h2|2. Although in most situations, the upper

bound is not tight, we can observe the system diversity of NOMA technique with the aid of this

bound. The lower bound is obtained based on the fact that min(u, v) > uv/(u + v) [75, 78].

The asymptotic results of this bound can approach exact values when u � v or u � v, which

are common situations at dual-hop transmissions. The CDF of the ordered channel gain |h2,m|2

can be obtained by making indefinite integral of the corresponding pdf expression:

F|h2,m|2(y) =

∫
f|h2,m|2(y)dy

=
M !

(M −m)!(m− 1)!

m−1∑
i=0

(
m−1
i

)
(−1)i

∫ (
1− F|h2|2(y)

)M−m+i
f|h2|2(y)dy

=
M !

(M −m)!(m− 1)!

m−1∑
i=0

(
m−1
i

)
(−1)i+1 1

M −m+ i+ 1

(
1− F|h2|2(y)

)M−m+i+1
.

(5.22)

Substituting (A.105) into (5.22), the CDF can be rewritten as

F|h2,m|2(y) =
M !

(M −m)!(m− 1)!

m−1∑
i=0

(
m−1
i

)
M −m+ i+ 1

R−2M+2m−2i−2λ−M+m−i−1
2

×y−M+m−i−1
M−m+i+1∑

j=0

(−1)i+j+1e−λ2(M−m+i+jR2+1)y. (5.23)

Substituting (A.102) and (5.23) into (5.20) and (5.21), we finally obtain (5.17) and (5.18).

In order to observe the effects of NOMA technique on system performance, we analyse the di-

versity gain, which will be obtained from the upper and lower bounds for the outage probability.

When γ̄ → ∞, θ∗m → 0, the high-SNR approximations of the bounds for outage probability

(5.20, 5.21), can be expressed as

lim
θ∗m→0

P out,Um (θ∗m) ' F|h1|2(2θ∗m) + F|h2,m|2(2θ∗m), (5.24)
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and

lim
θ∗m→0

P out,Um (θ∗m) ' F|h1|2(θ∗m) + F|h2,m|2(θ∗m). (5.25)

For the source-relay channel, the CDF of |h1|2 has been given by (A.102). For the high-SNR

domain, it is clear that

lim
y→0

F|h1|2(y) = lim
y→0

1− eλ1(1+R2
1)y ' λ1

(
1 +R2

1

)
y. (5.26)

For the relay-destination channel, we reformulate (5.22) as

F|h2,m|2(y) =
M !

(M −m)!(m− 1)!

M−m∑
i=0

(
M−m
i

)
(−1)i

∫
F|h2|2(y)m−1+if|h2|2(y)dy

=
M !

(M −m)!(m− 1)!

M−m∑
i=0

(
M−m
i

)
(−1)i

m+ i
F|h2|2(y)m+i. (5.27)

Therefore, the high-SNR approximation of F|h2,m|2(θ∗m) is given by

lim
θ∗m→0

F|h2,m|2(θ∗m) ' lim
θ∗m→0

M !

(M −m)!(m− 1)!

M−m∑
i=0

(
M−m
i

)
(−1)i

m+ i

(
lim
θ∗m→0

F|h2|2(θ∗m)

)m+i

.

(5.28)

From the expression (A.102), we can obtain

lim
y→0

F|h2|2(y) = lim
y→0

1−R−2λ−1
2 y−1

(
e−λ2y − e−λ2(1+R2)y

)
' 1−R−2λ−1

2 y−1

((
1− λ2y +

λ2
2y

2

2

)
−
(

1− λ2(1 +R2)2y +
λ2

2(1 +R2)y2

2

))
=
λ2(R2 + 2)y

2
. (5.29)

Substituting (5.29) into (5.27), we have

lim
y→0

F|h2,m|2(y) ' lim
y→0

M !

(M −m)!(m− 1)!

M−m∑
i=0

(
M−m
i

)
(−1)i

1

m+ i

(
λ2(R2 + 2)y

2

)m+i

' M !

(M −m)!(m)!

(
λ2(R2 + 2)y

2

)m
. (5.30)

By substituting (5.26) and (5.30) into (5.24) and (5.25), the asymptotic expressions in high-
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SNR regimes for upper and lower bounds for the outage probability are derived respectively:

lim
θ∗m→0

P out,Um = 2λ1

(
R2

1

)
θ∗m +

M !

(M −m)!(m)!

(
λ2(R2 + 2)θ∗m

)m ∝ 1

γ̄1
, (5.31)

lim
θ∗m→0

P out,Um = λ1

(
R2

1

)
θ∗m +

M !

(M −m)!(m)!

(
λ2(R2 + 2)θ∗m

2

)m
∝ 1

γ̄1
. (5.32)

By Synthesizing (5.31) and (5.32), the diversity for the SISO relaying NOMA system equals

1. However, focusing on the relay-destination transmission, the limit is proportional to γ̄−m,

which implies that the NOMA technique are able to provide larger diversity than orthogonal

SISO transmission.

5.3.4 Outage Probability for α 6=2

A more general expression of the outage probability for a single antenna relaying system is

given bellow.

Proposition 10. The outage probability for the NOMA assisted SISO relaying system is given

by

P outm = 1− 2M !

(M −m)!(m− 1)!

n∑
j=1

M−m∑
k=0

(
M −m

k

)
λ2Tj(1 + ∆j)

m+k−1∑
p=0

{Ξ1}, (5.33)

where

Ξp=0
1 =

(−1)kπ

nR
e−θ

∗
m(λ̃1+λ2(1+θ∗m))

(
λ̃1θ
∗
m(1 + θ∗m)

γ̄λ2(1 + ∆α
j )

) 1
2

K1

2

√
λ̃1λ2θ∗m

γ̄(1 + θ∗m)−1


and

Ξp6=0
1 =(−1)p+k

( π

nR

)p+1
(
m− 1 + k

p

) np−1∑
q=0

{
p∏

d1=1

[TDq,n,d1+1∆Dq,n,d1+1]

× e−λ̃1θ∗m−L2

(
λ̃1θ
∗
m(1 + θ∗m)

γ̄L2

) 1
2

K1

2

√
λ̃1θ∗m(1 + θ∗m)L2

γ̄

 .
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In (5.33), we set λ̃1 = (1+R2
1)λ1 to simplify the expression,Kα(·) is the modified Bessel func-

tion of the second kind, L2 = λ2

(
1 + ∆j +

∑p
d11=1(1 + ∆Dq,n,d11

+1)
)

, n is the parameter

controlling the trade-off between complexity and accuracy in a Gaussian-Chebyshev Quadra-

ture. Symbols ∆i = R
2 cos

(
2i−1
2n π

)
+ R

2 and Ti = π
n

√
1−

(
cos 2i−1

2n π
)2, with

∫ R
0 g(r)dr =

Rπ
2n

∑n
i=1 Tig(∆i), which is based on the same GCQ technique with am and bm in Chapter

4 [79, Ep.(25.4.39)], but with a small difference in the form, makes the expressions easier to

read in this Chapter. The symbolDa,b,c is the number in the c-th digit of the number x, which is

a b-base number transformed from the decimal number a. For example, T = (z1 + · · ·+ zb)
n,

where n is a positive integer. Expend the expression of T , it should be a sum of elements

T =
∑

j1,...,jn

zj1 · · · zjn . Without combining similar terms, there are w = bn elements. Ei-

ther combining similar terms or not, it is difficult to program this expression in a software if

both b and n are not fixed. Therefore, we rewrite the total number of elements w as ŵ, which

is a b-based number. Now, the gather of numbers j1j2 . . . jn can be mapped to the gather0 . . . 0︸ ︷︷ ︸
n digits

, 0 . . . 1, · · · (b− 1) . . . (b− 1)

, all numbers in the gather are b-based. Pick the a-th

number from the gather, it can be expressed as a1 · · · ac · · · an, and we denote ac with Da,b,c.

Finally, we can express any j1 · · · jn with (Da,b,1 + 1) · · · (Da,b,n + 1).

Proof. This expression can be treated as a special case of the multi-antenna relaying NOMA

system studied in the next section, and the derivation is provided in Appendix A.9.

Proposition 11. The upper bound and lower bound for the outage probability for the m-th user

with random path-loss parameter α in the high SNR regime are given by (5.34) and (5.35)

respectively.

P out,Um =2λ̃1y +
2mM !

(M −m)!m!
(θ∗m)m

(
1

R

n∑
i=1

{π
n
Ti∆i(1 + ∆α

i )λ2

})m
∝ 1

γ̄
(5.34)

and

P out,Lm =λ̃1y +
M !

(M −m)!m!
(θ∗m)m

(
1

R

n∑
i=1

{π
n
Ti∆i(1 + ∆α

i )λ2

})m
∝ 1

γ̄
. (5.35)

Proof. By substituting N1=1 into (5.62) and (5.63), we can obtain (5.34) and (5.35).
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5.3.5 Outage Probability for Multi-Antenna Relaying

When the relay is equipped withN1 > 1 antennas, the source-relay channel and relay-destination

channels become SIMO and MISO, respectively. The source-relay channel is denoted by

h1 = g1

1+Rα1
, where the entries of g1 ∈ CN1×1 follow the complex Gaussian distribution

with 0 mean and variance λ1. The channel between the relay and the m-th user is given by

h2,m =
g2,m

1+rα2
, where the entries of g2,m ∈ C1×N1 follow the complex Gaussian distribution

with 0 mean and variance λ2. In addition, the noise vector measured at the relay is given

by nR ∈ C1×N1 with E{n†RnR} = σ2IN1 . The MRC receiver h†1
||h1||F and MRT transmitter

h†2,m
||h2,m||F (m = 1, · · · ,M ) are applied at relay. Accordingly, the channel gains of the relay to

destination transmission are sorted as h2,1h
†
2,1 < h2,2h

†
2,2 · · · < h2,Mh†2,M , and the assigned

powers are a1 > a2 · · · > aM . All destinations suffer AWGN nD,m (m = 1, · · · ,M ), and for

any user m, E{|nD,m|2} = σ2. The expressions of the received signals and the SINR at the

relay and the destinations are reformulated as follows.

The received signal at relay is given by

yR = h1

M∑
i=1

√
aiPSxi + nR. (5.36)

For any user i, E{xxH} = 1. And the signal received by the m-th (m = 1, · · · ,M ) user is

given by

yDm =
√
PRκ2h2,mW2,mh1

M∑
i=1

√
aiPSxi +

√
PRκ2h2,mW2,mnR + nD−m, (5.37)

where W2,m =
h†2,mh†1

||h†2||F ||h
†
1||F

is the signal processing matrix for user m, κ2 = 1√
PS ||h1||2F+σ2

denotes the power coefficient. Without loss of generality, we set PS = PR = P and γ̄ = P
σ2 .

Based on (5.37), the event causing outage to occur at the m-th user can be written as
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Eci→m =


aiγ̄

2||h1||2F ||h2,m||2F

γ̄2||h1||2F ||h2,m||2F
M∑

j=i+1
aj + γ̄(||h1||2F + ||h2,m||2F ) + 1

> γth,i


=


γ̄2

ai − γth,i M∑
j=i+1

aj

 ||h2,m||2F − γ̄γth,i

 ||h1||2F > γth,i
(
1 + γ̄||h2,m||2

)
=

||h2,m||2F >
γth,i

γ̄

(
ai − γth,i

M∑
j=i+1

aj

) , θi, ||h1||2F >
θi
(
1 + γ̄||h2,m||2F

)
γ̄
(
||h2,m||2F − θi

)
 ,

(5.38)

for Eci→m (m 6= M ), and

EcM→M =

{
aM γ̄

2||h1||2F ||h2,M ||2F
γ̄(||h1||2F + ||h2,M ||2F ) + 1

> γth,M

}
=
{(
aM γ̄||h2,M ||2F − γth,M

)
γ̄||h1||2F > γth,M

(
1 + γ̄||h2,M ||2F

)}
=

{
||h2,M ||2F >

γth,M
γ̄aM

, θM , ||h1||2F >
θi
(
1 + γ̄||h2,M ||2F

)
γ̄
(
||h2,M ||2F − θM

)} (5.39)

for EM→M .

Consequently, the expression of the outage probability for the m-th user in a multi-antenna

relaying NOMA system can be written as the complement of that for correct detections:

P outm = 1− Pr

{
||h2,m||2F > θ∗m, ||h1||2F >

θ∗m
(
1 + γ̄||h2,m||2F

)
γ̄
(
||h2,m||2F − θ∗m

) } . (5.40)

where θ∗m = max(θ1, · · · , θm), m = 1, · · · ,M . Employing a MRC receiver and a MRT

precoder on the relay, the small-scale channel fading of the source-relay and relay-destination

transmissions are given by

F||gi||2F
(x) = 1− e−λ̄ix

N1−1∑
s=0

λ̄six
s

s!
, (5.41)

f||gi||2F
(x) =

λ̄N1
i xN1−1e−λ̄ix

Γ(N1)
, (5.42)
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where i = 1, 2 denote the source-relay and relay-destination transmissions, respectively.

In the source-relay transmission, the path loss is fixed. Therefore, the expressions of the CDF

and pdf of channel gain ||h1||2F can be expressed as

F||h1||2F
(y) = 1− e−λ̃1y

N1−1∑
s=0

λ̃s1y
s

s!
, (5.43)

f||h1||2F
(y) =

λ̃N1
1 yN1−1e−λ̃1y

Γ(N1)
, (5.44)

where the parameter λ̃1 = λ1(1 + Rα1 ) is obtained according to ||h1||2F = ||g1||2F / (1 +Rα1 ).

Considering the randomness of user positions, the expressions of the CDF and pdf of the un-

ordered channel gain for the relay-destination transmission can be given by

F||h2||2F
(y) =

R∫
0

F||g2||2F
(y(1 + rα))

2r

R2
dr (5.45)

f||h2||2F
(y) =

R∫
0

f||g2||2F
(y(1 + rα))

2r(1 + rα)

R2
dr. (5.46)

With the help of GCQ in (5.33), the expressions of the CDF and pdf of unordered channel gain

for the relay-destination transmission are obtained as

F||h2||2F
(y) = 1− 1

R

n∑
i=1

{
π

n
Ti∆ie

−λ2(1+∆i)
αy

N1−1∑
s=0

{
(1 + ∆α

i )sλs2y
s

s!

}}
, (5.47)

f||h2||2F
(y) =

1

R

n∑
j=1

{
π

n
Tj∆j

λN1
2 (1 + ∆α

j )N1e−λ2(1+∆α
j )yyN1−1

Γ(N1)

}
. (5.48)

Using the order statistics shown in (5.14), we can generate the analytical expression of the pdf

of channel gain for the m-th user, and the outage probability can be derived accordingly.

Proposition 12. The analytical expression of the outage probability for them-th user in a dual-
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hop multi-antenna relaying system employing the NOMA technique is given by

Pmout =1− 2M !

(M −m)!(m− 1)!

N1−1∑
s1=0

M−m∑
k=0

(
M −m

k

)
λ̃s11

s1!Γ(N1)

n∑
j=1

{
Tj∆j

(
1 + ∆α

j

)N1 λN1
2

×
m+k−1∑
p=0

{Ξ}

 , (5.49)

where, the expression of Ξ is determined by the value of p. For p 6= 0,

Ξp 6=0 = (−1)p+k
(
m+ k − 1

p

)(
π

nR2

)p+1 np−1∑
q=0


p∏

d1=1

[
TDq,n,d1+1∆Dq,n,d1+1

]

×
Np

1−1∑
u=0


p∏

d2=1

[
(1 + ∆α

Dq,n,d2+1)Du,N1,d2λ
Du,N1,d2
2 /Du,N1,d2 !

]

×
s1∑
t1=0

L1∑
t2=0

(
s1

t1

)(
L1

t2

)
θ
∗s1− t12 +L1− t22 + 1

2
m

(
1 + γ̄θ∗m

γ̄

) t1+t2+1
2

λ̃
t2−t1+1

2
1

L
t2−t1+1

2
3 e−λ̃1θ∗m−L3θ∗mKt2−t1+1

2

√
λ̃1N1θ∗m(1 + γ̄θ∗m)L3

γ̄


 , (5.50)

where L1 and L3 are given by

L1 = N1 − 1 +

p∑
d3=1

Du,N1,d3 ,

L3 = λ2(1 + ∆α
j ) + λ2

p∑
d4=1

(1 + ∆α
Dq,n,d4

). (5.51)

and for p = 0,

Ξp=0 = exp{−λ̃N1θ
∗
m(1 + γ̄θ∗m)− λ2(1 + ∆α

j )θ∗m}
s1∑
t1=0

N1−1∑
t2=0

(
s1

t1

)(
N1 − 1

t1

)

× θ∗N1+s1− 3t1
2
− t2

2
− 1

2
m

(
1 + γ̄θ∗m

γ̄

)N1− t12 −
t2
2
− 1

2

(
λ̃1

λ2(1 + ∆α
j )

) t2−t1+1
2

×Kt2−t1+1

√ λ̃1λ2N1θ∗m(1 + γ̄θ∗m)(1 + ∆α
j )

γ̄

 . (5.52)

Proof. See Appendix A.9.
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The exact analytical expressions of the outage probabilities for this system are very complicated

to study. Furthermore, the exact expressions of the upper and lower bounds are still tedious

to evaluate because of the combination of Gauss-Chebyshev quadrature and order statistics.

Therefore, for the multi-antenna scenario, we only provide the asymptotic expressions of upper

and lower bounds for outage probabilities at high-SNR regimes, which are efficient to compute

and can understand the behaviour of the NOMA system in terms of the achieved diversity gain.

Rewriting (5.40), the asymptotic outage probability can be represented as

P outm =1− Pr

{
||h2,m||2F > θ∗m,

γ̄||h1||2F ||h2,m||2F
γ̄
(
||h1||2F + ||h2,m||2F

)
+ 1

> θ∗m

}

' 1− Pr
{
||h2,m||2 > θ∗m,

||h1||2||h2,m||2

||h1||2F + ||h2,m||2F
> θ∗m

}
. (5.53)

With the same strategies employed by (5.20) and (5.21), the upper and lower bounds for the

multi-antenna relaying case can be given by

P out,Um = F||h1||2F
(2θ∗m) + F||h2,m||2F

(2θ∗m)− F||h1||2F
(2θ∗m)F||h2,m||2F

(2θ∗m), (5.54)

and

P out,Lm = F||h1||2F
(θ∗m) + F||h2,m||2F

(θ∗m)− F||h1||2F
(θ∗m)F||h2,m||2F

(θ∗m). (5.55)

In the high-SNR regimes, γ̄ →∞, θ∗m → 0. Based on (5.43), the limit for F||h1||2F
(y) as y → 0

can be written as

lim
y→0

F||h2
1||(y) = 1− e−λ̃1y

eλ̃1y −
∞∑

s=N1

λ̃s1y
s

s!

 ' λ̃N1
1 yN1

N1!
(5.56)

According to (5.14), the CDF of the relay-destination channel gain for the m-th user can be

expressed as

F||h2
2,m||(y) =

M !

(M −m)!(m− 1)!

M−m∑
k=0

(
M −m

k

)
1

m+ k
(−1)kF||h2||2F

(y)m+k (5.57)
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The asymptotic expression of F||h2,m||2F
(y) with y → 0 can be written as

lim
y→0

F||h2
2,m||(y) ' M !

(M −m)!m!
( lim
y→0

F||h2||2F
(y))m, (5.58)

where

lim
y→0

F||h2
2||(y) ' 1− 1

R

n∑
i=1

{
π

n
Ti∆i

(
1− (1 + ∆α

i )N1λN1
2 yN1

N1!

)}
, (5.59)

the definitions of Ti and ∆i are same as equation (5.33). By using the GCQ formula:

1

R

n∑
i=1

{π
n
Ti∆i

}
= 1, (5.60)

therefore,

lim
y→0

F||h2
2,m||(y) ' M !

(M −m)!m!
yN1m

(
1

R

n∑
i=1

{
π

n
Ti

∆i(1 + ∆α
i )N1λN1

2

N1!

})m
. (5.61)

By substituting (5.56) and (5.61) into (5.54) and (5.55), the asymptotic expressions of the

bounds for the outage probability for such a system in high-SNR regimes are given by

P out,Um =
2N1 λ̃N1

1 (θ∗m)N1

N1!
+

2mN1M !

(M −m)!m!
(θ∗m)N1m

(
1

R

n∑
i=1

{
π

n
Ti

∆i(1 + ∆α
i )N1λN1

2

N1!

})m
∝ 1

γ̄min(N1,mN1)
=

1

γ̄N1
, (5.62)

and

P out,Lm =
λ̃N1

1 (θ∗m)N1

N1!
+

M !

(M −m)!m!
(θ∗m)N1m

(
1

R

n∑
i=1

{
π

n
Ti

∆i(1 + ∆α
i )N1λN1

2

N1!

})m
∝ 1

γ̄N1
. (5.63)

5.4 Numerical Results

In this section, numerical results are provided to study the effect of using NOMA techniques

on the performance of AF relaying systems with different SNR values and different numbers of

antennas, Monte-Carlo simulations are provided to verify the accuracy of our analytical results
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and the tightness of asymptotic bounds in high-SNR regimes. Unless otherwise stated, all

numerical experiments in this section will adopt the following settings. The SNR is measured

at the transmitter side. All Monte-Carlo simulations are carried out with 106 iterations. The

distance between source and relay is fixed to be 5 meters, which makes R1 = 5 meters in

single-antenna cases and λ̃1 = 26 with λ1 = 1.

Figure 5.3(a) plots the outage probabilities versus the SNR at the transmitter side for a 3-user

NOMA group in an AF relaying system. As mentioned above, the SNR values are for both

source-relay and relay-destination transmission. The numerical results are computed based on

the expressions in (5.15), (5.31) and (5.32), which indicates N1=1 and α = 2. In addition, we

set a1 = 0.6, a2 = 0.3, a3 = 0.1, γth,1 = 0.2dB, γth,2 = 0.5dB, γth,3 = 1.0dB, and R=5. It

is clear that the exact analytical results and the simulation results match fairly well. When the

transmitting SNR is greater than 25dB, the asymptotic lower bound for the outage probability

becomes tight to the analytical values. However, the upper bound is not so tight as the lower

bound for most values of γ̄, though it is acceptably accurate for observing the system diversity.

It is worth mentioning that, the outage is close to 1 when SNR≤ 20dB, because γ̄ is measured

at the transmitter side. With the power allocation strategy used in this figure, user 2 achieves

the best performance in terms of outage probability, while users 1 and 3 have similar outage

performance.

In Figure 5.3(b), we plot the curves for exact outage probabilities and the asymptotic lower

bounds, with the same parameters as in Figure 5.3(a). However the computations are based

on equations (5.33), (5.34) and (5.35). It is clear that both the exact analytical results and the

approximate values are quite similar to those in Figure 5.3(a) with the same parameters. It

verifies that the analytical expressions for different choices of α can give the correct results,

and the GCQ performs accurately in our calculations. Moreover, outage probabilities with the

same coefficients except the path loss parameter are observed in this figure. It can be seen that,

by setting α to 3, all three users perform worse than before , due to higher path loss. The gap

between two exact outage probability curves for user 1 with different values of α is stable in

logarithm with increasing SNR. However, for users 2 and 3, these gaps reduce with increasing

SNR.

Figure 5.3 illustrates the effect of the number of antennas equipped at relay in terms of outage

probabilities with α = 2.5, a1 = 0.6, a2 = 0.3, a3 = 0.1, γth,1 = 0.2dB, γth,2 = 0.5dB,

γth,3 = 1.0dB, and the user range R=20 meters. For the first NOMA group, N1 = 1, and for
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Figure 5.3: Outage probabilities versus transmitting SNR.
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Figure 5.4: Outage probabilities versus transmit SNR with different antenna numbers.

the second group, N1 = 8. Overall, the 8-antenna scheme shows better system performance,

especially for user 1. When the SNR is below 48dB, the outage probability for user 2 with

N1 = 8 is better than that with N1 = 1. However, user 3 receives no benefit from increasing

the number of antennas. It is noticeable that, although the same power allocation schemes are

applied and the same decoding thresholds are set for these two NOMA groups, the performance

of all three users are not uniformly improved with the increasing number of antennas. User 1

performs the worst in the single-antenna case, however in the 8-antenna case, it has the best

performance.

Figure 5.5(a) shows the outage probabilities for each user versus SNR in a 3-user NOMA sys-

tem with N1 = 8, α = 2.5, a1 = 0.6, a2 = 0.25, a3 = 0.15, γth,1 = 0.2dB, γth,2 = 0.6dB,

γth,3 = 1.0dB. With R = 5, user 1 performs the best, users 2 and 3 have quite similar perfor-

mance in terms of outage probability. As the user range is enlarged to R = 20 meters, the users

are expected to suffer deeper path loss and larger outage probabilities. Two features should

be noticed in this figure. Firstly, unlike the number of antennas N1, the user range R changes

without affecting the rank of user performance in terms of outage probability. Secondly, in

low SNR regimes, the increase of user range significantly increases the outage probabilities,
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Figure 5.5: Outage probabilities versus transmit SNR.
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however, these gaps shrink as the SNR value increases. Therefore, in high SNR regimes, the

system performance is not significantly affected by the user range, but is significantly affected

by the power assignment and the number of antennas. These two features also can be observed

for parameter α in Figure 5.3(b).

Figure 5.5(b) presents the outage probabilities versus SNR in a 4-user NOMA system with

N1 = 8, α = 2.5, a1 = 0.6, a2 = 0.25, a3 = 0.11, a4 = 0.004, γth,1 = 0.2dB, γth,2 = 0.6dB,

γth,3 = 1.0dB, γth,4 = 1.2dB. In the whole range of SNR, the outage probabilities in the 4-

user NOMA case perform similarly as in the 3-user NOMA case. It is worth noting that, in

this figure, users 1 and 2 are assigned the same power as the 3-user case. The power of user

3 in the 3-user case is now split between by user 3 and user 4 in this figure. We can see that,

users 1 and 2 in Figure 5.5(a) perform exactly the same as in Figure 5.5(b), however, the outage

probabilities of both user 3 and user 4 in this case are higher than the value of user 3 in the

3-user case. It indicates that adding an extra user in a NOMA group will not significantly affect

the other users whose assigned powers remain the same.

5.5 Conclusion

In this chapter, the system performance of NOMA-assisted dual-hop AF relaying systems was

investigated in terms of outage probability, where users in a NOMA group were randomly

located in the service area. Analytical expressions of the exact outage probabilities for both

single-antenna and multi-antenna relaying systems have been derived. In order to verify the

accuracy of these analytical expressions, we provided Monte-Carlo simulation results. Fur-

thermore, the asymptotic expressions of the upper and lower bounds for the outage probabili-

ties were provided, which significantly reduced the complexity of computation and helped to

demonstrate the behaviour of NOMA techniques in terms of the achieved diversity gain.
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Chapter 6
Conclusion and Future Works

6.1 Summary

In this thesis, we have investigated the performance of half-duplex (HD) amplify and forward

(AF) relaying systems working in different scenarios. Exploiting information theoretic mea-

sures, we evaluated and observed the reliability of end-to-end transmission for such systems.

In order to analyse the system for a wider range of channel conditions, generalized models for

channel fading were utilized. The system performance in co-channel interference environments

or with novel non-orthogonal multiple access (NOMA) techniques were investigated as well,

in which exact or asymptotically exact analytical expressions of some information theoretic

measures have been derived, such as ergodic capacities and outage probabilities. More details

on our contribution and the potential future work are given in the following section.

6.2 Conclusion

In Chapter 3, the dual-hop AF relaying systems were investigated with the generalized κ − µ

and η−µ distributions. The system reliabilities for single-antenna relaying systems working on

block-coding models were evaluated in the form of error exponents. With a given data rate, a

larger error exponent means a shorter code length or a smaller error probability. Analytical ex-

pressions for the exact random coding error exponent (RCEE), expurgated error exponents, cut-

off rate and ergodic capacity were derived, and asymptotic simplifications in high SNR regimes

were provided as well. In addition, we presented the shortest code length required to meet the

given decoding error probabilities as examples to reveal the relationship between reliability and

complexity of channel coding for such relaying systems. According to the investigation in this

chapter, the following insights can be abstracted.

• Under both κ − µ and η − µ fading channels, expurgating bad codewords can signifi-

cantly improve the transmission reliabilities with low data rates, but in high-speed trans-

missions, random coding schemes perform better in terms of the error exponent.
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• The η-µ distribution is used to model the channel fading for non-line-of-sight (NLOS)

transmission, where the parameter η refers to the in-phase to quadrature power ratio,

the parameter µ is related to the spatial diversity orders and other transmission factors.

Based on our numerical experiments, parameter µ influences the error exponent more

significantly than the parameter η. Whereas, the κ-µ distribution is suitable for the line-

of-sight (LOS) channels, the effect of parameter κ, which denotes the power ratio of the

LOS component to the scattered components. Therefore, the parameter κ influences the

error exponents more directly than η.

• The effects of parameters η, κ and µ reflected in the required code length are similar to

those for error exponents. Furthermore, it is noticeable that the SNR influences the least

required code length much more significantly in low-SNR regimes than in high-SNR

scenarios.

Dual-hop AF relaying systems considering the effect of co-channel interference at the relay

were investigated in Chapter 4. To make the system more practical, stochastic geometry was

employed in modelling the interferer locations. Moreover, multiple antennas were equipped

at the relay to eliminate co-channel interference. The MRC/MRT, ZF/MRT and MMSE/MRT

relay processing schemes were implemented at the relay, and the corresponding ergodic capac-

ities were derived for each processing strategy. Due to the open challenges of deriving the exact

analytical expression of the pdf of the channel coefficients for multiple-antenna channels fol-

lowing a Poisson Point Process (PPP), asymptotic strategies were applied in the investigation.

By observing the numerical results, following insights can be obtained.

• For all numbers of antennas considered, the MMSE/MRT scheme presents large advan-

tages in terms of the end-to-end capacities. The ZF/MRT scheme performs the worst in

the infinite-area interference scenario, but almost as well as the MMSE/MRT scheme in

the limited-area interference regime. This is because co-channel interference always car-

ries much more power than the noise, even when the interferers are out of the service area.

In the infinite-area interference environment, the MRC/MRT scheme performs better than

ZF/MRT, and achieves throughput and outage performance closer to the MMSE/MRT

scheme. However in the limited-area interference regime, it performs the worst.

• In infinite-area interference regimes, the difference in performance between the MMSE/MRT

scheme and the other two schemes increases with SNR; however, in the limited-area inter-
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ference environment, the difference between the MMSE/MRT scheme and the ZF/MRT

scheme is roughly constant with all SNR values. The difference in performance among

the three processing schemes is more closely related to the number of antennas and the

interference density, especially for the ZF/MRT processing scheme. Under limited-area

interference environment, a suitable number of antennas could enable the ZF/MRT relay

processing performs almost as well as the MMSE/MRT method.

In Chapter 5, we analysed the performance of AF relaying systems aided by the NOMA tech-

nique. The users in the NOMA group are ordered according to both the channel fading and

path loss, both of which are considered as variables when we evaluate outage probabilities in

our system model. We first provide analytical expressions for a single-antenna relaying system

with path loss parameter α = 2 as a special case, and then derived expressions for general α in

both single-antenna and multi-antenna relaying systems. Furthermore, asymptotic expressions

of the upper and lower bounds of outage probabilities are derived, which can efficiently reduce

the computational complexity. The diversity order of the system can be obtained easily from

the bounds. The following insights are attained from the numerical results.

• Although the implementation of multiple antennas could improve the total performance

for the whole NOMA group, some users may suffer higher outage probabilities when the

number of antennas increases, because the signals for other users, as the interference for

this user, may obtain more benefit from these increased antennas. Among different users,

the outage performance curves have no fixed order. Base stations should flexibly adjust

the power allocations based on the channel state information of all users to guarantee the

balance of performance among different users.

• The diversity order of different users can be changed by the order of channel states in

the relay-destination transmission. However in the whole relaying system, the bottleneck

of diversity order is normally the source-relay transmission. Therefore, advanced tech-

niques applying spatial diversity should be used at both the source and relay, which can

improve the system performance more significantly.

• With high transmission power, the path loss has a very limited effect on the outage per-

formance, because in high-SNR regimes, the inter-user interference is the limiting factor

on the system performance.
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6.3 Future Work

Potential extensions of our research in this thesis are discussed in this section.

As regard to the performance of error exponents, our investigations of the AF relaying system

with generalized κ-µ and η-µ fading channels were only for the basic AF dual-hop relaying

system, which is designed with the purpose of improving the coverage of base stations. A di-

rect extension of Chapter 3 is to evaluate error exponents for multi-hop AF relaying system

or AF relaying system with relay selection techniques. Another significant aspect in wireless

communications is the co-channel interference, which could be considered in the further anal-

ysis of error exponents. Moreover, observing the definitions of κ − µ and η − µ distribution,

we find that they contain elements of multiple degree of freedom and power ratios in the same

function. Therefore, we can guess that for SIMO and MISO systems with MRC or MRT signal

processing strategies, the channel will be subject to the fading distributions with similar math-

ematical form to those analysed in this thesis. Currently, error exponents do not attract enough

attention when novel wireless techniques are analysed. However we believe it is a very impor-

tant system performance indicator, because they could determine the code length. Therefore,

we are interested to extend our basic AF relaying model to more complex scenarios, such as

full-duplex (FD) relaying systems and massive MIMO systems.

With respect to the stochastic geometry interference model, the exact analytical expressions of

outage or ergodic capacity for MIMO systems with interference following a homogeneous PPP

are still open problems. It might be tractable for a 2× 2 MIMO system as a special case. Also,

some approximation methods proposed in the current literature for the statistics of massive

MIMO channels may help to evaluate a relay-aided massive MIMO system with PPP-modelled

interference. It will be a great challenge to evaluate the AF relaying system with multiple

antennas suffering non-PPP interference. However, the multi-relay situation, where the relays

are modelled by PPP, could be considered in the future studies. In addition, analysis involving

the full-duplex relaying mode is a valuable extension of our analysis.

With regard to NOMA techniques, our research is just a beginning of investigating the sys-

tem considering randomly allocated users. Further studies at performance, such as system

throughput and bit error rates are still required. In addition, with the fast-developing techniques

in wireless communications, promising new techniques cooperating with NOMA need to be

investigated in relaying systems, such as FD relaying, millimetre wave and massive-MIMO
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techniques. Although the dominant contribution of this thesis is deriving the theoretical expres-

sion for the system performance, more realistic results should be obtained through system-level

performance analysis for NOMA-assisted systems in our future studies.
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Appendix A
Proofs

A.1 Proof of Theorem 1

Since the two channels before and after relay are i.i.d., we get

fγ1,γ2(γ1, γ2) = fγ1(γ1)fγ2(γ2). (A.1)

Letting s = γ1 + γ2, t = γ1γ2, and using the first Jacobian transformation, equation (A.1) can

be written as

fs,t(s, t) =pγ1,γ2(γ1(s, t), γ2(s, t))

∣∣∣∣∂(γ1, γ2)

∂s, ∂t

∣∣∣∣ (A.2)

=
4πµ2µ+1φ2µtµ−

1
2 e
− 2µφs

γ̄

Γ(µ)2ψ2µ−1γ̄2µ+1
Iµ− 1

2

(
µψ(s+

√
s2 − 4t)

γ̄

)

× Iµ− 1
2

(
µψ(s−

√
s2 − 4t)

γ̄

)∣∣∣∣ 1√
s2 − 4t

∣∣∣∣. (A.3)

Note that, since variables γ1 and γ2 are symmetric in expression (A.1), (A.2) keeps the same

either γ1 > γ2 or γ1 < γ2. In order to manage the further derivation, we first represent

the expressions of modified Bessel function of the first kind in the form of a series, based

on [80, Eq.8.445]

Iv(z) =

∞∑
k=0

1

k!Γ(v + k + 1)

(z
2

)2k+v
. (A.4)

After expanding modified Bessel functions of the first kind to the summations of infinite series

and subsequently making two binomial expansions, fs,t(s, t) can be rewritten as

fs,t(s, t) =

∞∑
m=0

∞∑
n=0

2m∑
a=0

2n∑
b=0

(−1)b22−2m−2nπµ2m+2n+4µφ2µψ2m+2n
(

2m
a

)(
2n
b

)
γ̄4µ+2m!n!Γ(µ)2Γ

(
m+ µ+ 1

2

)
Γ
(
n+ µ+ 1

2

) t2µ−1

× exp

(
−2µφs

γ̄

)
s2m+2n−a−b(s2 − 4t)

a
2

+ b
2
− 1

2 (A.5)
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With another Jacobian transform, we can obtain the expression of fs,x(s, x) as

fs,x(s, x) =ps,t(s, sx)|s|

=
∞∑
m=0

∞∑
n=0

2m∑
a=0

2n∑
b=0

(−1)b22−2m−2nπµ2m+2n+4µφ2µψ2m+2n
(

2m
a

)(
2n
b

)
γ̄4µ+2m+2nm!n!Γ(µ)2Γ

(
m+ µ+ 1

2

)
Γ
(
n+ µ+ 1

2

)
× x2µ−1 exp

(
−2µφs

γ̄

)
sm+n+2µ+a

2
+ b

2
− 1

2 (s− 4x)m+n−a
2
− b

2
− 1

2 , (A.6)

where x = t
s . Using [81, Sec.6.2], we can further avoid variable s and derive the pdf of the

joint channel:

fη−µx (x) =

∫ ∞
−∞

fs,x(s, x)ds

a
=
∞∑
m=0

∞∑
n=0

2m∑
a=0

2n∑
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b
=
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γ
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2
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2
,−m−n−µ

(
8µφx

γ

)
, (A.7)

where Wk,λ(·) is the Whittaker-W function [17, Eq.9.222]. In step a, the range of integration

is chanted, because with positive γ1 and γ2, s ≥ 4x always holds. In step b, the integral is

achieved with the aid of [17, Eq.3.383.4]:

∞∫
u

xv−1(x− u)m−1e−βxdx = β−
µ+v

2 u
µ+v−2

2 Γ(µ) exp

(
−βu

2

)
W v−µ

2
, 1−µ−v

2
(βu). (A.8)

With the help of [82, Eq.13.1.33],

Wa,b(z) = exp

(
−z
2

)
zb+

1
2U

(
b− a+

1

2
, 1 + 2b; z

)
, (A.9)
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equation (A.7) is reconfigured in the form of confluent hypergeometric function as

fη−µx (x) =
∞∑
m=0

∞∑
n=0

2m∑
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2n∑
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(
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U 1
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γ

)
. (A.10)

By the end, Theorem 1 is obtained according to the relationship between confluent hypergeo-

metric function and Meijer’s G-function [18, Eq.07.34.03.0612.01]:

G2,0
1,2

(
z
∣∣ a
b,c

)
= e−zzbU(a− c, b− c+ 1, z). (A.11)

A.2 Proof of Theorem 2

The joint PDF of end-to-end SNR from two i.i.d. κ−µ channels is generated through a similar

approach applied by the derivation for η−µ channels. Based on [17, Eq.8.445] shown in (A.4),

we first replace the modified Bessel function Iv(·) in (3.7) by infinite series:

fγ1,γ2(γ1, γ2) =f(γ1)f(γ2)

=
∞∑
m=0

∞∑
n=0

µ2m+2n+2µκm+n(1 + κ)m+n+2µγ̄−2µ−m−n
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n
2 e
−µ(1+κ)(γ1+γ2)

γ̄ . (A.12)

Setting w = γ1 + γ2, z = γ1γ2, we have:

fw,z(w, z) =fγ1,γ2(γ1(w, z), γ2(w, z))
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Then the joint end-to-end SNR can be expressed as x = z
w , therefore we have

fw,x(w, x) =fw,z(w, xw)|w|

=
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and

fx(x) =

∫ ∞
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The integral in (A.15) is achieved with the help of [17, Eq.3.383.4], shown in (A.8). Finally,

we transform (A.15) to Theorem 2, which is in the form of Meijer’s G-function, according

to [82, Eq.13.1.33] and [18, Eq.07.34.03.0612.01], given by (A.9) and (A.11), respectively.

A.3 Proof of Proposition 3

Considering (4.14), the end-to-end ergodic capacity is in the form of:

CMRC = CγMRC
1

+ CγMRC
2
− CγMRC

T
. (A.16)

The three expectations CγMRC
1

, CγMRC
2

, and CγMRC
T

are separately derived in the following.

A.3.1 Calculation of CγMRC
1

From (4.15), it is easy to find that, CγMRC
1

and CγMRC
2

are exactly the ergodic capacity in the

source-relay and relay-destination transmissions, respectively, if data is extracted by the relay.

According to [83], ergodic capacity can be derived from

Cer =
1

2ln2

∞∫
0

1− Fγ(x)

1 + x
dx. (A.17)
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The CDF of γMRC
1 is given by

FγMRC
1

(γ) = Pr

 PsR
−α
1 ||h1||2F∑

i∈Φ

PIir
−α
Ii
|h†1hIi |

2

||h1||2F
+ σ2

< γ

 , (A.18)

We can easily find that the CDF and pdf of random variable |h†1h1| are given by

f|h†1h1|(x) =
xN1−1e−x

Γ(N1)
, (A.19a)

F|h†1h1|(x) = 1−
N1−1∑
k=0

1

k!
xke−x. (A.19b)

Since h1
||h1||F is independent of hIi , for any i ∈ Φ, the variables of Īi =

|h1hIi |
2

||h1||2F
follow the unit

exponential distribution:

fI(x) = e−x, (A.20)

FI(x) = 1− e−x. (A.21)

Without loss of generality, we set all PIi = PI for any , i ∈ Φ. In order to make the expres-

sion clear, we define variable y as the aggregate interference gain, coefficients Is = PI(R1)α

Ps

and Ns = σ2(R1)α

Ps
as the power of the source and of interference signal received at the re-

lay,respectively. The expression (A.18) is hereafter derived as:
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Pulling (A.19b) into (A.22), we get:
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where Dk
s [y(x)] = dky(x)

dxk
denotes the k-th derivative of variable s, My(·) denotes the moment

generating function (MGF) of y. With the fact that

Dk
x[f(x)g(x)] =

k∑
q=0

(
k

q

)
Dq
x[f(x)]Dk−q

x [g(x)], (A.24)

we can express (A.23) as
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When the interferers are mapped into the infinite area, the MGF of aggregated interference gain

is briefly derived in the following, more details can be found from [84, Eq.15-22], including

step a and b.
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(A.26)

where gi =
|h1hIi |

2

||h1||2F
, whose pdf is given by (A.20).
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The results of multiple-derivatives of elements e−Nsγs and My(Isγs) are given by
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where (A.28) is obtained with the help of [80, Eq.0.430.1]. By substituting (A.27) and (A.28)

into (A.23), the CDF of SINR of the source-relay transmission is finally obtained as
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Substituting (A.29) into (A.17) and applying the Gauss-Chybeshev quadrature, we finally get

the expression of (4.18). The GCQ is operated according to [85], the author of witch applied a

typical GCQ method [79, Ep.(25.4.39)], and replaced the variable γ with tan(θ).

A.3.2 Calculation of CγMRC
2

Through a similar approach of CγMRC
1

, we can derive the expression of CγMRC
1

by calculating

the following formula:

CγMRC
2

=
1

2ln2

∞∫
0

1− FγMRC
2

(x)

1 + x
dx, (A.30)
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where γMRC
2 =

Pr||h2||2F (R2)−α

σ2 =
||h2||2F
Nr

. It is noticeable that ||h2||2F follows the same distri-

bution as ||h1||2F shown in (A.19b), and the CDF of γMRC
2 is given by

FγMRC
2

(γ) = 1− e−Nrγ
N1−1∑
k=0

γk(Nr)
k

k!
, (A.31)

Substituting (A.31) into (A.30), the expression of CγMRC
2

can be written as:

CγMRC
2

=
1

2ln2

N1−1∑
k=0

(Nr)
k

k!

∞∫
0

eNrγγk

1 + γ
dγ =

1

2ln2

N1−1∑
k=0

eNr(Nr)
kΓ(−k,Nr), (A.32)

the integration is operated with the help of [80, Eq.3.383.10]. Actually, in all scenarios, the

second hop has the same average capacity

Cγ2 =
1

2ln2

N1−1∑
k=0

eNr(Nr)
kΓ(−k,Nr), (A.33)

A.3.3 Calculation of CγMRC
T

Applying the expression proposed by [86]:

CγMRC
T

=
1

2ln2

∞∫
0

e−z

z
(1−MγMRC

T
(z))dt, (A.34)

Since γMRC
T = γMRC

1 + γMRC
2 , we have

MγMRC
T

(t) =

∞∫
0

∞∫
0

e−t(γ
MRC
1 +γMRC

2 )fγMRC
1

(γ1) fγMRC
2

(γ2) dγ1dγ2

=MγMRC
1

(t)MγMRC
2

(t). (A.35)

In the following, MγMRC
1

(t) and MγMRC
2

(t) are derived separately. Using integral by part, the

MGF can be obtained through calculating:

M(t) =

∞∫
0

e−tzf(z)dz =
[
e−tzF (z)

]∞
0
−
∞∫

0

−te−tzF (z)dz = t

∞∫
0

e−tzF (z)dz. (A.36)
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Substituting (A.29) into (A.36), MγMRC
1

(t) can be expressed as

MγMRC
1

(t) = 1−
N1−1∑
k=0

1

k!

k∑
q=0

Na
s

k−q∑
l=0

(−1)k−q−l
(
λπΓ

(
1− 2

α

)
Γ

(
1 +

2

α

)
I

2
α
s

)l

× t
∞∫

0

γq+
2l
α exp(−(Ns + t)γ)exp

(
λπΓ

(
1− 2

α

)
Γ

(
1 +

2

α

)
I

2
α
s γ

2
α

)
dγ

×
l∑

i=0

(−1)i
(
l

i

)
Γ
(

2
α(l − i) + 1

)
Γ
(

2
α(l − i)− k + q + 1

) (A.37)

In order to address this integral, we first express exponential elements in the form of Meijer’s

G-function [41, Eq.8.4.3.2]: exp [−bxa] = G1,0
0,1

(
bxa
∣∣∣∣−0 ), the second line of(A.37) turns to

be the integral of a production of one power function and two Meijer’s-G functions. With ar-

bitrary path-loss coefficient α, the integral can be solved directly and the output is a Fox-H

function. However, numerical calculations for Fox-H functions are not supported by most pop-

ular software. Therefore, we attempted to make the output in the form of Meijer’s G functions.

Finding positive integers u and v, satisfying v
u = 2

α , the integral can be solved with the aid

of [18, Eq.07.34.21.0013.01]. The MGF of γMRC
1 is finally given by

MγMRC
1

(t) =

1−
N1−1∑
k=0

1

k!

k∑
q=0

Na
s

k−q∑
l=0

(−1)k−q−lI
2l
α
s (Ns)

qπlλl
u

1
2 v−q−

2l
α
−1

(2π)
u+v

2
−1

×
(

Γ

(
1− 2

α

)
Γ

(
1 +

2

α

))l l∑
i=0

(−1)i
(
l
i

)
Γ
(

2
α(l − i) + 1

)
Γ
(

2
α(l − i)− k + q + 1

)
× t(Ns + t)−q−

2l
α
−1Gu,v

v,u


(
λπI

2
α
s Γ
(
1− 2

α

)
Γ
(
1 + 2

α

))u
u−u

(Ns + t)vv−v

∣∣∣∣Q(−q− 2l
α
−1,v)

Q(−1,u)

 (A.38)

where Q(a, b) =
[

1+a
b , 2+a

b · · ·
a+b
b

]
.

Since ||h2||2F obeys identical distribution with ||h1||2F , the pdf of γMRC
2 can be expressed as

fγMRC
2

(γ) =
NN1
r γN1−1e−Nrγ

Γ (N1)
(A.39)
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and the MGF of γMRC
2 is given by

MγMRC
2

(t) =
NN1
r

Γ (N1)

∞∫
0

γN1−1e−(Nr+t)γdγ

=
NN1
r

(Nr + t)N1
. (A.40)

The integral is operated according to [80, Eq.3.351.1].

Combining (A.38), (A.40), (A.35) and (A.34), and applying the GCQ technique, we finally

obtain (4.20).

A.4 Proof of Proposition 4

Considering the scenario that all the interferers are mapped in a limited area with radium R,

the statistics of the SINR in relay-destination transmission are the same as the infinite-range

interferers scenario. C lim
γMRC

2
= Cγ2 .

Focusing on the difference between the aggregate interference gain in the limited-area scenario

and the infinite-area scenario, we first derive the MGF of the interference gain. Similar to

(A.26), we have

M lim
IMRC

(t) =

∞∑
v=0

e−λπR
2 (
λπR2

)k
v!

Eg,r

{
e
−t

v∑
u=0

gu(ru)−α
}

=exp
(
−λπR2

(
1− Er,g

{
e−tg(r)

−α
}))

(A.41)

where Er,g
{
e−tg(r)

−α
}

is derived in the following,

Er,g
{
e−tg1(r1)−α

}
=Er


∞∫

0

e−g(1+tr−α)dg


a
=Er

{
1

tr−α + 1

}
=

2

R2

R∫
0

r

tr−α + 1
dr. (A.42)

112



Proofs

By setting z = r−α, we have

Er,g
{
e−tg(r)

−α
}

=− 2

R2

∞∫
R−α

z−
1
α

1 + tz
dz−

1
α =

2

αR2

∞∫
R−α

z−
2
α
−1

1 + tz
dz

b
=

2Rα

α+ 2
t−1

2F1

(
1, 1 +

2

α
; 2 +

2

α
,−R

α

t

)
. (A.43)

The integral in step a and b are operated with the aid of [80, Eq.3.381.4] and [80, Eq.3.194.2],

respectively. Substituting (A.43) into (A.41), the GMF of the limited-ranged interference can

be expressed as

M lim
IMRC

(t) =exp

(
−λπR2

(
1− 2Rα

α+ 2
t−1

2F1

(
1, 1 +

2

α
; 2 +

2

α
,−R

α

t

)))
. (A.44)

Due to the complexity of expression (A.44) for the further derivation, it is intractable to derive

the CDF and MGF of the SINR in this case. As an alternative, we present the lower bound of

the end-to-end capacity with the inequality (4.23), which leads to the expression

C limMRC > C limLMRC
= C lim

γMRC
1

+ C lim
γMRC

2
− 1

2
log2

(
1 + E{γlim1MRC}+ E{γlim2MRC}

)
(A.45)

Since C lim
γMRC

2
= Cγ2 , which has been presented in formula (A.33). We only need to derive the

expressions of elements C lim
γMRC

1
, E
{
γlim

1MRC

}
and E

{
γlim

2MRC

}
.

The expression E
{

x
ay+b

}
, can be evaluated through the frame work [87], which was proposed

for the Nakagami-m fading, where variables x and y denote the received channel gains of

source and aggregated interference. Using the coefficients a = Is and b = Ns, which have the

same definitions as in (A.22), and after a slight adjustment due to the difference between SIMO

Rayleigh and Nakagami-m channels, we have:

Ex,y
{
g

(
x

Iry +Nr

)}
= g(0) +

∞∫
0

gm(z)My(Isz)e
−Nszdz, (A.46)

where gm(z) = 1
Γ(m)

dm

dzm z
m−1g(z), m is the antenna number, or saying valid diversity of the

channel, for the MRC receiver, m = N1. My(·) is the MRF of interference.
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A.4.1 Calculation of E
{
C lim
γ

1MRC

}
According to [87], when g(z) = ln(1 + z),

gN1(z) =
1

Γ(N1)

dN1

dzN1
zN1

2F1 (1, 1; 2,−z)

=N1 2F1 (1 +N1, 1; 2,−z)

=
1

z
− 1

z(1 + z)N1
(A.47)

Substituting (A.47) and (A.44) into (A.46), C lim
1MRC can be calculated by

C limγ
1MRC

=

∞∫
0

(
1

z
− 1

z(1 + z)N1

)
exp

(
−λπR2

(
1− 2Rα

α+ 2
I−1
s z−1

× 2F1

(
1, 1 +

2

α
; 2 +

2

α
,−R

α

Isz

)))
exp(Nsz)dz (A.48)

With the aid of GCQ, the expression of C limγ
1MRC

, shown in (4.25), is finally obtained.

A.4.2 Calculation of E
{
γlim1MRC

}
Given by [87], when g(z) = z,

gN1(z) =
1

Γ(N1)

dN1

dzN1
zN1 = N1 (A.49)

Substituting (A.49) and (A.44) into (A.46) and using GCQ, the expression of E
{
γlim

1MRC

}
can

be expressed as

E
{
γlim1MRC

}
=

N∑
n=1

wnexp(Nrsn)exp

(
−λπR2

(
1− 2Rα

2 + α
I−1
r (sn)−1

)
× 2F1

(
1, 1 +

2

α
, 2 +

2

α
,− Rα

Irsn

))
(A.50)

In [87], the integrals was suggested to be made with a Gaussian quadrature in another term,

which can eliminate one exponential element exp(Nrz). Because in that way, the abscissa

and weights are difficult to be calculated with fundamental functions, we still apply the GCQ

technique in this case.

114



Proofs

A.4.3 Calculation of E
{
γlim2MRC

}
The expectation of the SINR in the second hop can be derived with a straight integral, as

E
{
γlim2MRC

}
=

∞∫
0

γfγMRC
2

(γ)dγ =

∞∫
0

NN1
r γN1e−Nrγ

Γ(N1)
= dγ =

N1

Nr
, (A.51)

where the integral is made with the aid of [80, Eq.3.351.3]. Since γ2 is independent of the

transferring schemes, this expression fits for all transferring schemes.

E {γ2} =
N1

Nr
. (A.52)

In the end, substituting (4.25), (4.26), (A.50) and (A.51) into (A.45), the final result is obtained.

A.5 Proof of Proposition 5

Since the range of interference is setted to be limited, there is a probability that the number of

interferers N2 is less than that of antennas N1, the comprehensive end-to-end capacity should

be the combination of capacities of two states, N2 < N1 and N2 > N1. Substituting (4.9) into

(4.13), the ergodic capacity for the ZF/MRT scheme is given by

CAZF = CA
γZF

1
+ CA

γZF
2
− CA

γZF
T
, (A.53)

where A denotes the states N2 < N1 or N2 ≥ N1, CAγ
iZF

= 1
2E{log2(1 + γA

iZF)} (i = 1, 2),

CA
γZF
T

= 1
2E{log2(1 + γA

1ZF + γA
2ZF)} and γA

iZF , (i = 1, 2) is given in the system model of this

chapter.

A.5.1 Calculation of CA
γZF

1

When the total number of interferersN2 is less than the number of antennasN1, all interference

is filtered by theN2-ranked null space of matrix P, and the pdf and CDF expressions of channel
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gain |h†1Ph1| are given by [88]:

fN2<N1

|h†1Ph1|
(x) =

xN1−N2−1e−x

Γ(N1 −N2)
, (A.54a)

FN2<N1

|h†1Ph1|
(x) = 1−

N1−N2−1∑
k=0

1

k!
xke−x. (A.54b)

It is noticeable that the rank of null space of P will occupy the same diversity for channel h1.

Setting Rm is the distance between the relay and the (N1 − 1)-th nearest interferer, the event

N2 < N1 can be described by event Rm ≥ R, vice versa. The pdf of Rm is given by [89], as

fN1−1(Rm) = e−λπ(Rm)2 2
(
λπ(Rm)2

)N1−1

RmΓ (N1 − 1)
. (A.55)

When N2 ≥ N1, only N1− 1 largest interference are considered, and P remains diversity 1 for

the source channel h1. The corresponding pdf and CDF are given by

fN2≥N1

|h†1Ph1|
(x) = e−x (A.56a)

FN2≥N1

|h†1Ph1|
(x) = 1− e−x. (A.56b)

Moreover, since the receiver vector is independent of the interference not considered, the ag-

gregated received interference has similar statistics properties as that in MRC scheme, shown

in (A.20) and (A.21).

By substituting γN2<N1

1ZF = x
Ns

into (A.54b), where Ns has been defined in MRC scenarios, the

pdf and CDF of γN2<N1

1ZF are defined by

fN2<N1
γ1

(γ) =
(Ns)

N1−N2γN1−N2−1e−Nsγ

Γ(N1 −N2)
, (A.57a)

FN2<N1
γ1

(γ) = 1−
N1−N2−1∑

k=0

1

k!
(Ns)

k γke−Nsγ . (A.57b)

The corresponding capacity is then derived by substituting (A.57b) into (A.17) and considering
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the probability of N2:

CN2<N1

γZF
1

=

N1−1∑
N2=0

e−λπR
2

(
λπR2

)N2

N2!

1

2ln2

N1−N2−1∑
k=0

(Ns)

k!

k
∞∫

0

eNsxxk

1 + x
dx

=
1

2ln2

N1−1∑
N2=0

e−λπR
2

(
λπR2

)N2

N2!

N1−N2−1∑
k=0

(Ns)
k eNsΓ (−k,Ns) , (A.58)

the integral is calculated with the aid of [80, 3.383.10].

In the following, we will concentrate on the caseN2 ≥ N1. As mentioned above, it is equivalent

to the event Rm ≤ R. On the condition that, the (N1 − 1)-th interferer has the distance Rm,

The effective interference are randomly mapped in a annular area RM ≤ r ≤ R, with the same

density λ. The system model is equivalent to a single antenna receiver effected by interferers in

the annular area. The system evaluation could follow the similar approach as the limited-area

MRC scenario:

FN2≥N1

γZF
1

(γ) =Ey
{
FN2≥N1
x (γ(Isy +Ns))

}
= Ey

{
1− e−γ(Isy+Ns)

}
=1−My(Isγ)eNsγ , (A.59)

and

E
{
g
(
γN2≥N1

1ZF

)}
= Ex,y

{
g

(
x

Isy +Ns

)}

= g(0) +

∞∫
0

dg(z)

dz
My(Isz)e

−Nszdz, (A.60)

Variable x denotes the source-relay channel gain of small-scale fading for source signal. For-

mula (A.60) can be obtained by substitutingm = 1 into (A.46). Variable y = gr−α denotes the

aggregated interference channel gain at relay, where g is the gain of small-scale fading. IZF,

with given Rm it can be derived as:

MIZF|Rm(t) =
∞∑
v=0

e−λπ(R
2−R2

m) (λπ (R2 −R2
m

))k
v!

Eg,r|Rm

{
e
−t

v∑
u=0

gu(ru)−α
}

=exp
(
−λπ

(
R2 −R2

m

) (
1− Er,g|Rm

{
e−tg1(r1)−α

}))
. (A.61)

Following the integral techniques used by (A.42) and (A.43) we derive the expression of
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Er,g|Rm
{
e−tg1(r1)−α

}
in the following,

Er,g|Rm
{
e−tg1(r1)−α

}
= Er


∞∫

0

e−g(1+tr−α)dg

 = Er
{

1

tr−α + 1

}

=
2

R2 −R2
m

R∫
Rm

r

tr−α + 1
dr =

2

R2 −R2
m

 R∫
0

r

tr−α + 1
dr −

Rm∫
0

r

tr−α + 1
dr


=

2
(
R2 −R2

m

)−1

α+ 2
t−1

(
Rα+2

2F1

(
1, 1 +

2

α
; 2 +

2

α
,
Rα

t

)
−Rα+2

m 2F1

(
1, 1 +

2

α
; 2 +

2

α
,
Rαm
t

))
. (A.62)

Pulling (A.62) into (A.61), the expression of MIZF|Rm(t) is then given by

MIZF|Rm(t) =

exp

(
−λπ

(
R2 −R2

m

)(
1−

2
(
R2 −R2

m

)−1

α+ 2
t−1
(
Rα+2

× 2F1

(
1, 1 +

2

α
; 2 +

2

α
,
Rα

t

)
−Rα+2

m 2F1

(
1, 1 +

2

α
; 2 +

2

α
,
Rαm
t

))))
. (A.63)

Substituting g(z) = ln(1 + z) into (A.60) and invoking the pdf of Rm shown in (A.55), the

expression of CN2≥N1

γZF
1

can be expressed as

CN2≥N1

γZF
1

=
1

2 ln 2

R∫
0

e−λπ(Rm)2 2
(
λπ(Rm)2

)N1−1

RmΓ (N1 − 1)

∞∫
0

eNsz

1 + z
exp

(
−λπ

(
R2 −R2

m

)
×

(
1−

2
(
R2 −R2

m

)−1

α+ 2
(Isz)

−1

(
Rα+2

2F1

(
1, 1 +

2

α
; 2 +

2

α
,−R

α

Isz

)
−Rα+2

m 2F1

(
1, 1 +

2

α
; 2 +

2

α
,−R

α
m

Isz

))))
dzdRm (A.64)

The integral for variable z can be calculated with the transformed GCQ used by (4.18), and the
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integral for variable Rm can be directly calculated by GCQ [79, Ep.(25.4.39)]. Finally we get,

CN2≥N1

γZF
1

=
1

2 ln 2

M∑
m=1

ame
−λπ(bm)2 2

(
λπ(bm)2

)N1−1

bmΓ (N1 − 1)

N∑
n=1

wne
Nssn

1 + sn
exp

(
−λπ

(
R2 − b2m

)
×

(
1−

2
(
R2 − b2m

)−1

α+ 2
(Issn)−1

(
Rα+2

2F1

(
1, 1 +

2

α
; 2 +

2

α
,− Rα

Issn

)
−bα+2

m 2F1

(
1, 1 +

2

α
; 2 +

2

α
,− bαm

Issn

))))
(A.65)

where the weights am and abscissas bm have been given by (4.30a) and (4.30b).

A.5.2 Calculation of CγZF
2

For all N2 ∈ Φ, the expression of CγZF
2

equals Cγ2 shown in (A.33).

A.5.3 Calculation of CA
γZF
T

In the scenario N2 < N1, all interference are completely removed, both γN2<N1

1ZF and γN2<N1

2ZF

can be treated as noise-limited, but with different transmission diversities. Applying the ex-

pression proposed by [86], we have:

CγZF
T

=
1

2ln2

∞∫
0

e−z

z
(1−MγZF

T
(z))dz, (A.66)

where MγZF
T

(z) is the MGF of γZF
T . The pdf of γN2<N1

1ZF has been given in (A.57a), and the

MGF of γN2<N1

1ZF can be calculated by

MN2<N1

γMRC
1

(t) =
NN1−N2
s

Γ (N1 −N2)

∞∫
0

γN1−N2−1e−(Ns+t)γdγ

=
NN1−N2
s

(Ns + t)N1−N2
. (A.67)

and the MGF of γZF
2 equals that for γMRC

2 , which is given by (A.40). Since γZF
1 and γZF

2 are

independent to each other, we have:

MN2<N1
γ
TZF

(t) = MN2<N1
γ

1ZF
(t)MN2<N1

γ
2ZF

(t) =

(
1

1 + t
Ns

)N1−N2
(

1

1 + t
Nr

)N1

. (A.68)
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In order to avoid the singularity problem caused by e−z/z at zero in the computation of (A.66),

we change the term MGFs above to

MN2<N1

γZF
1

(t) = 1− t

Ns

N1−N2−1∑
k=0

(
1

1 + t/Ns

)k+1

, (A.69a)

MN2<N1

γZF
2

(t) = 1− t

Nr

N1−1∑
k=0

(
1

1 + t/Nr

)k+1

, (A.69b)

then the corresponding MN2<N1

γZF
T

(t) is given by

MN2<N1

γZF
T

(t) =1− t

Ns

N1−N2−1∑
k1=0

(
1

1 + t
Ns

)k1+1

− t

Nr

N1−1∑
k2=0

(
1

1 + t
Nr

)k2+1

+
t2

NsNr

N1−N2−1∑
k1=0

N1−1∑
k2=0

(
1

1 + t
Ns

)k1+1(
1

1 + t
Nr

)k2+1

. (A.70)

Substituting (A.70) into (A.66), we can derive the CγZF
T

in the condition N2 < N1:

CN2<N1

γZF
T

=
1

2Nsln2

N1−N2−1∑
k1=0

I1 +
1

2Nrln2

N1−1∑
k2=0

I2 −
1

2NsNrln2

N1−N2−1∑
k1=0

N1−1∑
k2=0

I3 (A.71)

where

I1 =

∞∫
0

(
e−z

1 + z
Ns

)k1+1

dz = NsU (1, 1− k1;Ns) ,

I2 =

∞∫
0

(
e−z

1 + z
Nr

)k2+1

dz = NrU (1, 1− k2;Nr) ,

I3 =

∞∫
0

ze−z

(
1

1 + z
Ns

)k1+1(
1

1 + z
Nr

)k2+1

dz

=

∞∫
0

ze−zG1,1
1,1

 z

Ns

∣∣∣∣−k1

0

G1,1
1,1

 z

Nr

∣∣∣∣−k2

0

dz = G1,1,1,1,1
1,1:1,0,1:1

1/Ns

1/Nr

∣∣∣∣ 2
−k1;−k2
−
0;0

 .

(A.72)

120



Proofs

The integrals in I1 and I2 is with the aid of [80, Eq.90211.4], and I3 is integrated using the

formula [90, 2.6.2]. Finally, the CN2<N1

γZF
T

can be written as

CN2<N1

γZF
T

=
1

2ln2

N1−N2−1∑
k1=0

U (1, 1− k1;Ns) +

N1−1∑
k2=0

U (1, 1− k2;Nr)

− 1

NsNr

N1−N2−1∑
k1=0

N1−1∑
k2=0

G1,1,1,1,1
1,1:1,0,1:1

(
1/Ns
1/Nr

∣∣∣∣∣ 2
−k1;−k2
−
0;0

))
. (A.73)

In the scenario N2 ≥ N1, part of the interference is treated as the noise. Therefore, we apply

the same method explored by MRC/MRT to find the lower bound for CN2≥N1

γZF
T

.

CN2≥N1
γ
TZF

≤ 1

2
Pr (Rm < R) log2

(
1 + Eγ1|Rm<R{γ

ZF
1 }+ E{γZF

2 }
)
, (A.74)

where

E{γZF
2 } = E{γ2} =

N1

Nr
. (A.75)

and

Eγ1|Rm<R{γ
ZF
1 } =

R∫
0

fRm<R(Rm)Eγ1|Rm{γ
ZF
1 }dRm. (A.76)
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Substituting m = 1 and g(z) = z into (A.46), we have g1(z) = 1 and the expression of

Eγ1|Rm{γZF
1 } can be expressed as

Eγ1|Rm{γ
ZF
1 } =

∞∫
0

e−Nszexp

(
−λπ

(
R2 −R2

m

)(
1−

2
(
R2 −R2

m

)−1

α+ 2

×(Isz)
−1

(
Rα+2

2F1

(
1, 1 +

2

α
; 2 +

2

α
,
Rα

Isz

)
−Rα+2

m 2F1

(
1, 1 +

2

α
; 2 +

2

α
,
Rαm
Isz

))))
dz

≈
N∑
n=1

wne
−Nssnexp

(
−λπ

(
R2 −R2

m

)(
1−

2
(
R2 −R2

m

)−1

α+ 2

×(Issn)−1

(
Rα+2

2F1

(
1, 1 +

2

α
; 2 +

2

α
,− Rα

Issn

)
−Rα+2

m 2F1

(
1, 1 +

2

α
; 2 +

2

α
,− R

α
m

Issn

))))
, (A.77)

where sn and wn have been defined by (4.21) and (4.22). The pdf of Rm in the condition that

0 ≤ Rm ≤ R can be expressed as fRm≤R(Rm). Since the corresponding CDF FRm≤R(Rm)

can be expressed as

FRm≤R(Rm) =Pr (X < Rm|X < R) =
Pr (X < min(Rm, R))

Pr(X < R)

=


FN1−1(Rm)

FN1−1(R) , Rm < R

1 Rm ≥ R,
(A.78)

we have

fRm≤R(Rm) =
fN1−1(Rm)

FN1−1(R)
, Rm ∈ [0, R], (A.79)

where fN1−1(Rm) is the pdf of the (N1 − 1)-th nearest interferer when Rm ∈ (0,∞), given

by (A.55). PN1−1(R) = 1− Γ(N1−1,λπR2)
Γ(N1−1) is the probability that the distance from relay to the

(N1−1)-th interferer is smaller than R, which is given by [89]. Substituting (A.79) into (A.76)
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and applying the GCQ with am and bm defined by (4.30a) and (4.30b), respectively, we have

Eγ1|Rm<R{γ
ZF
1 } =

N∑
n=1

M∑
m=1

ame
−λπ(bm)2 2

(
λπ(bm)2

)N1−1

bmΓ (N1 − 1)PN1−1(R)

× wneNssnexp

(
−λπ

(
R2 − b2m

)(
1−

2
(
R2 − b2m

)−1

α+ 2

× (Issn)−1

(
Rα+2

2F1

(
1, 1 +

2

α
; 2 +

2

α
,− Rα

Issn

)
−bα+2

m 2F1

(
1, 1 +

2

α
; 2 +

2

α
− bαm
Issn

))))
(A.80)

Substituting (A.80), (A.75) into (A.74), , the expression of the lower bound of CN2
γ
TZF

is given

by

CN2≥N1
γ
TZF

≥ PN1−1(R)

2
log2

(
1 +

N∑
n=1

M∑
m=1

ame
−λπ(bm)2 2

(
λπ(bm)2

)N1−1

bmΓ (N1 − 1)PN1−1(R)

× wneNssnexp

(
−λπ

(
R2 − b2m

)(
1−

2
(
R2 − b2m

)−1

α+ 2

×(Issn)−1

(
Rα+2

2F1

(
1, 1 +

2

α
; 2 +

2

α
,− Rα

Issn

)
−bα+2

m 2F1

(
1, 1 +

2

α
; 2 +

2

α
,− bαm

Issn

))))
+
N1

Nr

)
, (A.81)

Combining (A.65), (A.33)and (A.81), we get the expression of CN2≥N1

ZF . By combining (A.58)

and (A.73), we obtain the expression of CN2<N1
ZF

A.6 Proof of Proposition 6

Substituting (4.12) into (4.13), the ergodic capacity in the MMSE/MRT scheme can be written

as

CMMSE = CγMRC
1

+ CγMMSE
2

− CγMMSE
T

. (A.82)

Since CγMMSE
2

= Cγ2 has been given by (A.33), we only need to find out the expressions of

CγMMSE
1

and CγMMSE
T

.
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A.6.1 Calculation of CγMMSE
1

Without considering the PPP, the CDF of SINR of the MISO system with optimal combin-

ing (OP) precoder had been studied by many researchers, but was expressed in the form of a

polynomial ratio in [91] for the first time.

Fγ1(z) = 1− exp(−zNr)

M∑
m=1

Am(z)

(m− 1)!
(zNr)

m−1 (A.83)

where

Am(z) =


1, N1 ≥ N2 +m;

1+
∑N1−m
i=1 Ciz

i∏N2
n=1(1+Γnz)

, N1 ≤ N2 +m
. (A.84)

and Ci is the coefficient of zi of function
∏N2
n=1(1 + Γnz), that is

Ci =
∑

1≤n1≤···≤ni≤N
Γn1Γn2 · · ·Γni , (A.85)

Γi = Pi|Xi|α
Ps

, Xi is the position of the i-th interferer. Based on [91], the authors of [92]

addressed the CDF of SINR for MISO systems considering PPP. Firstly, the authors rewrote

(A.83) as:

Fγ|N2,Γ1,···ΓN2
(z) = 1−

∑N1−1
i=0 aiz

i

exp(Nrz)
∏N2
j=1 (1 + Γjz)

, (A.86)

where ai, i = 1, · · · , N2 − 1, are the first N2 coefficients of Taylor expansion of function

exp(Nrz)
∏N2
j=1 (1 + Γjz), Γj has the same definition as in (A.83).

Since the definitions of Fγ|N2,Γ1,···ΓN2
(z) applied in this chapter and in [92] are very similar,

i.e. γ =
|wH1 h1|2

Is
∑
φ |Xi|−α|wH1 hIi|2+Ns

in our work, where Is and Ns have been defined in MRC

and ZF scenarios, and γ =
Rα1 |wH1 h1|2∑

φ ||Xi|−αwH1 hIi
|2+σ2 in [92], FγMMSE

1
(z) can be directly obtained
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from [92, Ep.15] by replacing |X|−α and σ2 with Ir|X|−α and Nr, respectively:

FγMMSE
1

(z) =1− exp(−Nsz)

N1−1∑
i=0

i∑
k=0

1

k!(i− k)!
(Nsz)

i−k
(
λ

∫
R2

|X|−αIsz
1 + |X|−αIsz

dX

)k
× exp

(
λ

∫
R2

−|X|−αIszdX
1 + |X|−αIsz

)

=1−
N1−1∑
i=0

(
λ
∫
R2
|X|−αIszdX
1+|X|−αIsz +Nsz

)
i!

× exp

(
−λ
∫
R2

|X|−αIszdX
1 + |X|−αIsz

−Nsz

)
(A.87)

=1−
N1−1∑
i=0

(
λ∆(Is)

2
α z

2
α +Nsz

)i
i!

exp
(
−λ∆(Is)

2
α z

2
α −Nsz

)
(A.88)

where ∆ = 2π
α Γ
(

2
α

)
Γ
(
1− 2

α

)
. The integral is derived by [92, Appendix A].

By substituting (A.88) into (A.17), we have:

Cγ
1MMSE =

1

2 ln 2

N1−1∑
i=0

∞∫
0

1

1 + z

(
λ∆(Is)

2
α z

2
α +Nsz

)i
i!

exp
(
−λ∆(Is)

2
α z

2
α −Nsz

)
dz,

(A.89)

which can be efficiently calculated through the GCQ applied in (4.18):

Cγ
1MMSE =

N1−1∑
i=0

N∑
n=1

wn

(
λ∆(Is)

2
α s

2
α
n +Nssn

)i
2 ln(2)i!(1 + sn)

exp

(
−λ∆(Is)

2
α s

2
α
n −Nssn

)
, (A.90)

the expression of sn and wn have been given by (4.21) and (4.22), respectively.

A.6.2 Calculation of CγMMSE
T

We can calculate CγMMSE
T

by following the similar approach of calculating CγMRC
T

, i.e. Apply-

ing the expression proposed by [86]:

CγMMSE
T

=
1

2ln2

∞∫
0

e−z

z
(1−MγMMSE

T
(z))dt, (A.91)
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where

MγMMSE
T

(t) = MγMMSE
1

(t)MγMMSE
2

(t). (A.92)

The expression ofMγMMSE
1

(t) is the same asMγMRC
1

(t) given by (A.40). By substituting (A.88)

into (A.36), we can obtain MγMMSE
1

(t) by calculating

MγMMSE
1

(t) = t

 ∞∫
z=0

e−zt

1−
N1−1∑
i=0

(
λ∆(Is)

2
α z

2
α +Nsz

)i
i!

exp
(
−λ∆(Is)

2
α z

2
α −Nsz

)
dz




= 1− t
∞∫

z=0

e−zt
N1−1∑
i=0

(
λ∆(Is)

2
α z

2
α +Nsz

)i
i!

exp
(
−λ∆(Is)

2
α z

2
α −Nsz

)
dz

= 1− t
N1−1∑
i=0

i∑
k=0

(
i
k

)
i!

(
λ∆I

2
α
s

)k
(Ns)

i−k
∞∫

0

z
2k
α

+i−ke−(t+Ns)ze−λ∆(Is)
2
α z

2
α dz

(A.93)

With the fact that exp (−bxa) = G1,0
0,1

(
bxa
∣∣∣∣−0 ), given by [41, Ep.8.4.3.2] we have

MγMMSE
1

(t) = 1− t
N1−1∑
i=0

i∑
k=0

(
i
k

)
i!

(
λ∆I

2
α
s

)k
(Ns)

i−k

×
∞∫

0

z
2k
α

+i−kG1,0
0,1

(
(t+Ns)z

∣∣∣∣−0 )G1,0
0,1

(
λ∆(Is)

2
α z

2
α

∣∣∣∣−0 )dz

b
= 1− t

N1−1∑
i=0

i∑
k=0

(
i
k

)
i!
λk∆k(Is)

2k
α (Ns)

i−k q
1
2 p

2k
α

+i−k+ 1
2

(2π)(p+q−2)/2

×Gp,q
q,p


(
λ∆(Is)

2
α

q

)q
(
Ns+t
p

)p ∣∣∣∣Q(− 2k
α
−i+k−1,p)
Q(−1,q)

 (A.94)

the integral is made with the aid of [18, 07.34.21.0013.01], where Q(a, b) presents a list
1+a
b , · · · , b+ab .

Combining (A.94), (A.40), (A.92) and (A.91), and use GCQ, we finally get (4.35).
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A.7 Proof of Proposition 7

The lower bound of end-to-end capacity with MMSE/MRT scheme in a infinite-area interfer-

ence circumstance can be expressed as

C limMMSE > C limLMMSE
= C lim

γMMSE
1

+ C lim
γMMSE

2
− 1

2
log2

(
1 + E{γlim1MMSE}+ E{γlim2MMSE}

)
(A.95)

The expressions C lim
γMMSE

2
= Cγ2 and E

{
γlim

2MMSE

}
= E {γ2} have been presented in for-

mula (A.33) and (A.52), respectively. We only need to derive the expressions of C lim
γMMSE

1
and

E
{
γlim

1MMSE

}
.

Recalling expression (A.87), the CDF of γlim
1MMSE can be obtained by finding the result of inte-

gration
∫
R2

|X|−αIsz
1+|X|−αIszdX in a finite area.

∫
R2

|X|−αIsz
1 + |X|−αIsz

dX =

R∫
0

2π∫
0

r1−αIsz

1 + |X|−αIsz
dθdr

=2π

R∫
0

r1−αIsz

1 + r−αIsz
dr

a
=

2π

α
(Isz)

2
α

∞∫
R−αIsz

y−
2
α

1 + y
dy

b
=πR2

2F1

(
1,

2

α
, 1 +

2

α
,−R

α

Isz

)
, (A.96)

where step a is obtained by changing the variable to y = r−αIsz, step b is calculated according

to [80, Eq.3.194.2]. Substituting (A.96) into (A.87), the expression of CDF of γlim
1MMSE can be

expressed as

F lim
γMMSE

1
(z) =1−

N1−1∑
i=0

(
λπR2

2F1

(
1, 2

α , 1 + 2
α ,−

Rα

Isz

)
+Nsz

)i
i!

× exp

(
−λπR2

2F1

(
1,

2

α
, 1 +

2

α
,−R

α

Isz

)
−Nsz

)
. (A.97)

Substituting (A.97) into (A.17), and using GCQ to operate the integral, expression of (4.37) is

finally obtained.
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The expression of E
{
γlim

1MMSE

}
is can be directly derived by E

{
γlim

1MMSE

}
=
∞∫
0

zf limγ
1MMSE

(z)dz

and f lim
γMMSE

1
(z) =

dF lim
γMMSE
1

(z)

dz . To simplify the differentiation, we first rewrite (A.97) according

to the property of incomplete gamma function γ(n, x) = Γ(n)e−x
∑n−1

i=0

(
xi

i!

)
, n is a positive

integer [82, Eq.6.5.13, Eq.6.5.1].

F lim
γMMSE

1
(z) =

1

Γ(N1)
γ

(
N1, Nsz + λπR2

2F1

(
1,

2

α
, 1 +

2

α
,−R

α

Isz

))
(A.98)

and corresponding pdf is derived in the following:

f lim
γMMSE

1
(z) =

dF lim
γMMSE

1
(z)

dz

a
=

1

Γ(N1)

(
Nsz + λπR2

2F1

(
1,

2

α
, 1 +

2

α
,−R

α

Isz

))N1−1

× exp

(
−Nsz − λπR2

2F1

(
1,

2

α
, 1 +

2

α
,−R

α

Isz

))

×
d
(
Nsz + λπR2

2F1

(
1, 2

α , 1 + 2
α ,−

Rα

Isz

))
dz

b
=

1

Γ(N1)

(
Nsz + λπR2

2F1

(
1,

2

α
, 1 +

2

α
,−R

α

Isz

))N1−1

× exp

(
−Nsz − λπR2

2F1

(
1,

2

α
, 1 +

2

α
,−R

α

Isz

))
×
(
Ns +

2λπRα+2I−1
s z−2

α+ 2
2F1

(
2, 1 +

2

α
, 2 +

2

α
,−R

α

Isz

))
(A.99)

where step a is with according to dγ(a,x)
dx = xa−1e−x [82, Eq.6.5.25], step b is with the aid of

d
dx 2F1 (a, b, c, x) = ab

c 2F1 (a+ 1, b+ 1, c+ 1, x) [82, Eq.15.2.1]. Applying GCQ with sn

and wn given in (4.21) and (4.22), the expression of E
{
γlim

1MMSE

}
is obtained.

E
{
γlim1MMSE

}
=

N∑
n=1

wnsn
Γ(N1)

(
Nssn + λπR2

2F1

(
1,

2

α
, 1 +

2

α
,− Rα

Issn

))N1−1

× exp

(
−Nsz − λπR2

2F1

(
1,

2

α
, 1 +

2

α
,− Rα

Issn

))
×
(
Ns +

2λπRα+2I−1
s s−2

n

α+ 2
2F1

(
2, 1 +

2

α
, 2 +

2

α
,− Rα

Issn

))
. (A.100)

Finally, combining (4.37), (A.33), (A.100), (A.52) and (A.95), Proposition 7 is obtained.
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A.8 Proof of Proposition 8

According to (5.9), the outage can be expressed as:

P outm = 1−
∫ ∞
θ∗m

f|h2,m|2(y)

∫ ∞
θ∗m(1+γ̄y)

γ̄(y−θ∗m)

f|h1|2(x)dxdy

= 1−
∫ ∞
θ∗m

f|h2,m|2(y)

(
1− F|h1|2

(
θ∗m (1 + γ̄y)

γ̄ (y − θ∗m)

))
dy

= F|h2,m|2(θ∗m) +

∫ ∞
θ∗m

f|h2,m|2(y)F|h1|2

(
θ∗m (1 + γ̄y)

γ̄ (y − θ∗m)

)
dy. (A.101)

To begin with, we should find out the expressions of F|h1|2(x) and f|h2|2(x). Since h1 =

g1√
1+R2

1

, we can easily get the CDF expression of |h1|2 from (5.13):

F|h1|2(x) = F|g1|2
(
x
(
1 +R2

1

))
= 1− eλ1(1+R2

1)x (A.102)

Substituting (A.102) into (A.101), we get:

P outm = F|h2,m|2(θ∗m) +

∫ ∞
θ∗m

f|h2,m|2(y)

(
1− e

−λ1(1+R2
1)

(
θ∗m(1+γ̄y)

γ̄(y−θ∗m)

))
dy

= 1−
∫ ∞
θ∗m

f|h2,m|2(y)e
−λ1(1+R2

1)

(
θ∗m(1+γ̄y)

γ̄(y−θ∗m)

)
dy (A.103)

By combining (5.10) and (5.12), the pdf of |h2|2 can be derived as

f|h2|2(y) =

R∫
0

λ2e
−λ2y(1+r2)(1 + r2)

2r

R2
dr

a
= 1− 1

R2

1+R2∫
1

e−λ2yzdz

b
= λ−1

2 R−2y−2
(

(1 + λ2y)eλ2y − (1 + (1 +R2)λ2y)e−(1+R2y)
)
, (A.104)

where step a is changing the variable r to z = 1 + r2 and the integral in step b is completed

with the help of [80, Eq.2.321,Eq.2.322]. And combining (5.11) and (5.13), the CDF of |h2|2
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can be derived through the similar approach:

F|h2|2(y) = 1−
R∫

0

e−λ2y(1+r2) 2r

R2
dr

= 1− 1

R2

1+R2∫
1

e−λ2yzdz

= 1−R−2λ−1
2 y−1

(
e−λ2y − e−λ2(1+R2)y

)
. (A.105)

When the total number of users in a NOMA group is M , according to (5.14), the channel gain

of the relay-destination transmission for the m-th user (with m-th weakest channel gain) has

the pdf shown in bellow.

f|h2,m|2(y) =
M !

(M −m)!(m− 1)!

[
F|h2|2(y)

]m−1 [
1− F|h2|2(y)

]M−m
f|h2|2(y). (A.106)

For convenience of the subsequent derivation, (A.106) is rewritten as:

f|h2,m|2(y) =
M !

(M −m)!(m− 1)!

(
1−

(
1− F|h2|2(y)

))m−1 (
1− F|h2|2(y)

)M−m
f|h2|2(y)

=
M !

(M −m)!(m− 1)!

m−1∑
i=0

(
m−1
i

)
(−1)i

(
1− F|h2|2(y)

)M−m+i
f|h2|2(y)

(A.107)

By substituting (A.104) and (A.105) into (A.107), the analytical expression of pdf of |h2,m|2 is

given by

f|h2,m|2(y) =
M !

(M −m)!(m− 1)!

m−1∑
i=0

(
m−1
i

)
R−2−2M+2m−2iλ−M+m−i

2

M−m+i∑
j=0

(−1)i+j

× y−M+m−ie−λ2(R2j+M−m+i)yf|h2|2(y)

=
M !

(M −m)!(m− 1)!

m−1∑
i=0

(
m−1
i

)R−2−2M+2m−2i

λM−m+i
2

M−m+i∑
j=0

(−1)i+j
(
y−2−M+m−i

λ2

×e−λ2(R2j+M−m+i+1)y + y−1−M+m−ie−λ2(R2j+M−m+i+1)y − λ−1
2 y−2−M+m−i

×e−λ2(R2j+R2+M−m+i+1)y −
(
1 +R2

)
y−1−M+m−ie−λ2(R2j+R2+M−m+i+1)y

)
(A.108)
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Combining (A.108) and (A.103) and by setting z = y − θ∗m, we can finally obtain (5.15).

Although it is difficult to give the analytical expression of the integration, it is easy to get the

numerical result through some software, such as Mathematica. It can be efficiently computed

with the aid of GCQ as well.

A.9 Proof of Proposition 12

Similar to (A.8), the outage probability for the m-th user in the multi-antenna relaying NOMA

system can be derived according to (5.40):

P outm = 1−
∫ ∞
θ∗m

f||h2,m||2F
(y)

∫ ∞
θ∗m(1+γ̄y)

γ̄(y−θ∗m)

f||h1||2(x)dxdy

= 1−
∫ ∞
θ∗m

f||h2,m||2F
(y)

(
1− F||h1||2

(
θ∗m (1 + γ̄y)

γ̄ (y − θ∗m)

))
dy

= F||h2,m||2F
(θ∗m) +

∫ ∞
θ∗m

f||h2,m||2F
(y)F||h1||2F

(
θ∗m (1 + γ̄y)

γ̄ (y − θ∗m)

)
dy. (A.109)

Substituting (5.43) into (A.109), we can get:

P outm =F||h2,m||2F
(θ∗m) +

∫ ∞
θ∗m

f||h2,m||2F
(y)

(
1− e−λ̃1y

N1−1∑
s=0

λ̃s1y
s

s!

)
dy

=1−
∫ ∞
θ∗m

e
−λ̃1

(
θ∗m(1+γ̄y)

γ̄(y−θ∗m)

)
N1−1∑
s=0

λ̃s1

(
θ∗m(1+γ̄y)
γ̄(y−θ∗m)

)s
s!

f||h2,m||2F
(y)dy (A.110)

The same as in the single-antenna relaying case, the expression of pdf for ordered user f||h2,m||2F
(y)

can be expressed as:

f||h2,m||2F
(y) =

M !

(M −m)!(m− 1)!
F||h2||2F

(y)m−1
(

1− F||h2||2F
(y)
)M−m

f||h2||2F
(y)

=
M !

(M −m)!(m− 1)!

M−m∑
k=0

(
M −m

k

)
(−1)kF||h2||2F

(y)m+k−1f||h2||2F
(y). (A.111)
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Pulling (5.47) and (5.48) into (A.111), we get:

f||h2,m||2F
(y) =

M !

(M −m)!(m− 1)!

M−m∑
k=0

(
M −m

k

)
(−1)k

π

nRΓ(N1)

 n∑
j=1

Tj∆j(1 + ∆α
j )N1

×λN1
2 e−λ2(1+∆α

j )yyN1−1
)

×
m+k−1∑
p=0

(
m+ k − 1

p

)(
− π

nR

n∑
i=1

Ti∆ie
−λ2(1+∆α

i )y
N1−1∑
s2=0

λs22 (1 + ∆α
i )s2

s2!

)p
︸ ︷︷ ︸

$

.

(A.112)

A tip is implemented here to express the results of
(∑b

r=1 gr

)c
, where c is a natural number.

Since there are bc elements for the expansion of
(∑b

r=1 gr

)c
, we employ a c-digit base-b

system to exhibit the permutation of the decomposition. All elements are one-to-one mapped

to the set of c-digit base-b numbers [1, · · · , bc], and numbers on different digits reflect to the

serial numbers of gr, r ∈ [1, · · · , c]. It is worthy mentioning that, this decomposition method

does not unite similar terms, however it is convenient for the machine computation in terms of

multi-loop programming. In addition, this expansion is available only for c > 0. Therefore, we

should discuss the p = 0 case separately in (A.112).

$p=0 =1;

$p 6=0 =(−1)p
(
m+ k − 1

p

)(
π

nR2

)p np−1∑
q=0


p∏

d1=1

[
TDq,n,d1+1∆Dq,n,d1+1

×e(1+∆α
Dq,n,d1

)λ2y
]Np

1−1∑
u=0


p∏

d2=1

(1 + ∆α
Dq,n,d2+1)Du,N1,d2λ

Du,N1,d2
2 yDu,N1d2

Du,N1,d2 !




(A.113)

Equations in (A.113) are derived through a two-fold decomposition of the form
(∑b

r=1 gr

)c
,

where Da,b,c denotes the c-th digit from left of a base-b number presenting the decimal value a.
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Substituting (A.113) into (A.112), the pdf of m-th channel gain is given by

f||h2,m||2F
(y) =

M !

(M −m)!(m− 1)!

n∑
j=1

M−m∑
k=0

(
M −m

k

)
λN1

2 Tj∆j(1 + ∆α
j )N1

1

Γ(N1)

m+k−1∑
p=0

{$1}

(A.114)

where

$p=0
1 =(−1)k

( π

nR

)
e−λ2(1+∆α

j )yyN1−1

$p 6=0
1 =

m+k−1∑
p=0

(−1)p+k
(
m+ k − 1

p

)( π

nR

)p+1
np−1∑
q=0


p∏

d1=1

[TDq,n,d1+1∆Dq,n,d1+1]

×
Np

1−1∑
u=0


p∏

d2=1

(1 + ∆Dαq,n,d2
)Du,N1,d2λ

Du,N1,d2
2

Du,N1,d2 !

 exp
{
−(λ2(1 + ∆α

j )

+λ2

p∑
d11=1

(1 + ∆α
Dq,n,d11

))y

× yN1−1+
p∑

d22=1

Du,N1,d22


 . (A.115)

Substituting (A.114) into (A.110), the outage probability can be written as

P outm =1− M !

(M −m)!(m− 1)!

N1−1∑
s1=0

M−m∑
k=0

(
M −m

k

)
λ̃s11

s1!Γ(N1)

n∑
j=1

{
Tj∆j(1 + ∆α

j )N1λN1
2

×
m+k−1∑
p=0

{Ξ}

 , (A.116)

where the expressions of Ξp=0 and Ξp 6=0 are presented and calculated separately in the follow-
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ing:

Ξp 6=0 =

m+k−1∑
p=0

(−1)p+k
(
m+ k − 1

p

)( π

nR

)p+k np−1∑
q=0


p∏

d2=1

[TDq,n,d1+1∆Dq,n,d1+1]

×
Np

1−1∑
u=0


p∏

d2=1

(1 + ∆Dαq,n,d2
)Du,N1,d2λ

Du,N1,d2
2

Du,N1,d2 !

 ∞∫
θ∗m

exp
{
−(λ2(1 + ∆α

j )

+λ2

p∑
d11=1

(1 + ∆α
Dq,n,d11

)− λ̃1N1θ
∗
m(1 + γ̄y)

γ̄(y − θ∗m)
)y


(
θ∗m(1 + γ̄y)

γ̄(y − θ∗m)

)s1

×y
N1−1+

p∑
d22=1

Du,N1,d22

dy


 . (A.117)

By defining z = y − θ∗m, the expression (A.117) can be rewritten as

Ξp 6=0 =
m+k−1∑
p=0

(−1)p+k
(
m+ k − 1

p

)( π

nR

)p+k np−1∑
q=0


p∏

d2=1

[TDq,n,d1+1∆Dq,n,d1+1]

×
Np

1−1∑
u=0


p∏

d2=1

(1 + ∆α
Dq,n,d2

)Du,N1,d2λ
Du,N1,d2
2

Du,N1,d2 !

 s1∑
t1=0

L1∑
t2=0

(
s1

t1

)(
L1

t1

)
θ∗L1−t2+s1−t1
m

×
(
θ∗m(1 + γ̄θ∗m)
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0
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λ2(1 + ∆α

j ) + λ2

p∑
d11=1

(1 + ∆α
Dq,n,d11

)

 z − λ̃1N1θ
∗
m(1 + γ̄z)/γ̄

z


×zt2−t1dz

}}
, (A.118)

where L1 = N1−1+
p∑

d3=1

Du,N1,d3 . Completing the integral with the help of [80, Eq.3.471.9],

∫ ∞
0

xv−1e−
β
x
−γxdx = 2

(
β

γ

) v
2

Kv

(
2
√
βγ
)

(A.119)
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the exact expression of Ξp 6=0 is given by

Ξp 6=0 = 2(−1)p+k
(
m+ k − 1

p

)(
π

nR2

)p+1 np−1∑
q=0


p∏
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u=0


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d2=1

[
(1 + ∆α
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Du,N1,d2
2 /Du,N1,d2 !

]

×
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L1∑
t2=0

(
s1

t1

)(
L1

t2

)
(θ∗m)s1−

t1
2

+L1− t22 + 1
2
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2
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2
1

L
t2−t1+1

2
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2

√
λ̃1N1θ∗m(1 + γ̄θ∗m)L3
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
 , (A.120)

with L3 = λ2(1 + ∆α
j ) + λ2

p∑
d4=1

(1 + ∆α
Dq,n,d4

). Through the same approach, the expression

of Ξp6=0 is derived as follows:

Ξp=0 =

∞∫
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− 1

2
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− 1
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 . (A.121)

Finally, (5.49) is obtained by joining (A.116), (A.120) and (A.121) together.
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Appendix B
Publications

B.1 Conference

1. Jiang Xue, Yunhan Zhang, et al. “Error exponents analysis for dual-hop η-µ fading

channel with amplify-and-forward relaying.” IEEE. Wireless Communications and Net-

working Conference (WCNC), 2014.

B.2 Journal

1. Yunhan Zhang, et al. “Error exponents analysis of dual-hop η-µ and κ-µ fading channel

with amplify-and-forward relaying.” IET Communications vol. 9, iss. 11, pp. 1367-

1379, Jul. 2015.

2. Yunhan Zhang, et al. “Capacity Analysis for Multi-Antenna Dual-Hop AF System with

Random Co-channel Interference Using Different Transferring Schemes” IET Communi-

cations vol. 11, Mar. 2017.
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