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Abstract 

The technique of Planer Laser Induced Fluorescence (PLIF) was applied to in-

vestigate the dispersion of surface films by breaking waves. The mixing caused 

by both isolated single breaking waves and pairs of identical breaking waves was 

examined. The results have a direct application to the study of dispersion of 

surface pollutants in the sea. 

PLIF was used to obtain images of the concentration distribution of a dispers-

ing methanol-rhodamine solution used to mimic a surface film. Experiments were 

carried out on seven different non-dimensional amplitudes of single breaking wave 

and three different non-dimensional amplitide of pairs of breaking waves, ranging 

from mild spilling to large plunging breakers. Spatial and temporal information 

was extracted from the recorded images in order to quantify the dispersion in 

terms of maximum depth reached, area covered, centre of mass motion, disper-

sion coefficents and fractal dimension of the water-dye boundary. 

The result expanded significantly upon, and compared favourably with, pre-

vious work carried out on isolated single breaking waves. 
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Chapter 1 

Introduction 

All life on Earth depends on water. Whether for cleaning, drinking or living in, 

water is essential for survival. However, every day more and more pollution is 

released into environment [65, 66]. Pollution takes many forms: human waste, 

oil, detergents, chemicals, even nutrients such as nitrogen and phosphorus [34]. 

Large-scale oil spills, such as the Exxon Valdez disaster in 1989 and Braer in 

1993, attract a large amount of publicity and do a massive amount of damage 

to the environment. However, accidents such as these contribute only a small 

percentage of the total oil pollution in the oceans. A Smithsonian Institution 

travelling exhibition in 1995 reported that 706 million gallons of oil enter our 

oceans each year [71], of which only 37 million, just over 5%, actually comes from 

large oil spills. Over half comes from simply being washed down the drain. 

1 



Chapter 1: Introduction 

Other forms of pollution, such as human waste and detergents, often used 

to disperse spills as well as in everyday life, cause environmental damage. Man-

made products which do not degrade naturally or harmlessly are constantly being 

introduced into the oceans, and power stations and industry can produce heat 

pollution which can affect the ecosystem if not carefully controlled and monitored 

[33]. 

It is said that "The solution to pollution is dilution" [69]; by spreading any 

pollutant, the effect on the environment can be reduced. However, when chemicals 

enter the food chain the process of biomagnification by repeated predation can 

cause concentrations to rebuild, such as the devastating effect of DDT on bird of 

prey populations first noticed by Derek Ratcliff in 1967 [53]. 

A lot of the pollution released into the environment goes unseen, and can only 

be detected by specialist equipment. One of the forms of pollution that can be 

seen are surface films. Chemicals known as surfactants (short for surface active 

agents) will form on the water's surface and, by damping the shorter, rougher, 

surface waves, make the surface smoother and reflect more light. These films can 

be seen in ports, harbours and shipping lanes, but the main cause of surfactants 

is natural biodegrading [84]. 

These films will spread largely undisturbed on the surface of the water unless 

broken by a passing ship, breaking wave or rain. In this Thesis, the mixing effect 

of breaking waves is considered, with particular reference to how the size of the 

2 



Chapter 1: Introduction 

wave affects the dispersion. 

1.1 Aim and Contents of Thesis 

The aim of this work was to examine the dispersion of a surface film caused by 

breaking waves of different sizes. This research differed from previous work as 

a comparison was made between single and double breaking waves and a wider 

range of breakers has been examined. 

The specific objectives of the research were to look in greater detail at the 

dispersion of surface films by single breaking waves, covering a wider range of 

amplitudes and placing more emphasis on obtaining relationships between am-

plitude and dispersion parameters and, for the first time, to examine the effect 

of a second breaking wave on the mixing process, in specific whether it resulted 

in a significant change to the parameters measured for the single breaking wave. 

The work in this Thesis is split into 2 parts: discussion of theory and introduc-

tion of experimental method in chapters 2 to 5, and then results and conclusions 

in chapters 6 to 8, starting with the single breaking wave results followed by those 

for the double breaking wave. 

Chapter 2 gives a description of the properties of water and the formation 

of water waves. A mathematical description of wave motion is presented with 

reference to phase and group speed of waves. Classification of breaker type is 
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explained with a review of previous work carried out studying breaking waves 

and mixing of surface films. Finally, the formation and dispersion of surface films 

are discussed. 

In Chapter 3, the experimental facilities used at The University of Edinburgh 

are reviewed. Details of the wave flume, wave generation, laser illumination, 

lightsheet formation and cameras used to record the experiment are given. The 

chapter ends with a presentation of the experimental set-up. 

Chapter 4 describes the theory of Planar Laser Induced Fluorescence and why 

it was chosen for these experiments. An outline of the technique is provided fol-

lowed by the specific application to this research. The limitations and important 

considerations are also discussed. Finally in chapter 4, the steps necessary to 

process the raw data before analysis are explained. 

The method of analysis and calculating results from the experimental data is 

discussed in chapter 5. This looks at, in turn, depth reached by the dispersing 

film, area covered by the dispersing film, the centre of mass motion, dispersion 

and fractal dimension. 

Chapter 6 contains the results and analysis for the single breaking wave exper-

iments. A qualitative description of the dispersion of a surface film by a breaking 

wave is presented followed by a discussion of the amplitudes used. The results are 

then presented for the maximum depth, area, centre of mass motion, dispersion 
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and fractal dimension for a range of breaking waves. 

A similar analysis for the second breaking wave experiments is found in chap-

ter 7. The results for the same parameters over a wider sample of spilling breakers 

is presented, with comparisons to the similar amplitudes of single breaking results. 

Finally, in chapter 8, conclusions and further work suggestions are presented. 



Chapter 2 

Breaking Waves and Surface 

Films 

2.1 Introduction 

In this chapter, the basic properties of water are discussed as well as the formation 

of waves and surface films. First, both deep and shallow water waves are examined 

and then a formal mathematical description of wave motion is given. The process 

of classifying wave breaking is explained, and finally the formation and effect of 

surface films is examined. 

PC 
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2.2 Properties of Water 

Most people consider water to be rather boring; familiarity breeds contempt, it's 

the most common substance in the biosphere. We drink it, wash in it, cook in it 

and much more. However, simple H 2 0 is one of the most interesting compounds 

on Earth. As shown by its chemical formula, water consists of two hydrogen 

atoms and one oxygen atom joined by covalent bonds, seen in figure 2.1 

H 	105° 	H 

Figure 2.1: Water molecule 

Some of the most important properties of water are its anomalies [12]. Water 

is the only naturally occurring inorganic substance and the only chemical corn-

pound found on the planet in all three states [30] .Water has a large heat capacity, 

enabling the thermal regulation required for sustaining life; both internally, hu-

man beings consist of nearly two-thirds water, and externally, for example, by 

stabilising the temperature of the oceans. Its excellent solvent properties make 

it very useful for washing and cleaning. Also, water has a melting point around 

1000 C higher than similar substances and a boiling point almost 200 0 C higher 

(see table 2.1); usually these values decrease with molecular mass [72]. 

FA 
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Molecule Molar mass Melting Point ( ° C) Boiling Point (° C) 
H21e 128.6 -51 -1.8 
H2Se 81 -60.4 -41.5 
H2S 34 -85.6 -60 
H20 18 0 100 

Table 2.1: Melting and boiling points of water (H 2 0) and similar substances 

All solids and liquids have a force of attraction between molecules. The force 

in water is known as Hydrogen Bonding. Water is a polar molecule in which there 

is a positive (H5 ) and negative (O s— ) pole. The attraction between the hydrogen 

of one molecule and the oxygen of another forms an intermolecular bond. These 

bonds are unusually strong, and although water is not the only substance to show 

hydrogen bonding, it is the most significant and commonly occurring. The special 

features of water which make it so important to life have even lead to it being 

used as an argument for the existence of a Creator. 

2.3 Water Waves 

One of the reasons we take water for granted is the vast quantities that we see 

it in. Around 70% of the Earth's surface is covered with water. For most of us, 

our experience of this is limited to watching the waves breaking or occasional 

adventures in the sea, like the North Berwick Rat Race held every year to raise 

money for the RNLI, shown in figure 2.2. Whilst the actual molecules of water 

in the waves rarely leave the coastal area, the waves themselves probably came 
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Pj 

Figure 2.2: North Berwick rat-race, 2003 

from many miles out to sea. 

Waves are formed in three different ways, the most familiar of which is wind 

generation. Fluctuations in the pressure on the water surface caused by the 

winds result in tiny ripples. The wind "catches" these tiny ripples causing them 

to grow further, producing bigger waves. The disturbances continue to grow until 

an equilibrium is reached. 

Another form of wave are the tides. Tides are very large scale waves caused 

by the gravitational attraction of the moon and sun. Since the orbits of these 

bodies are not geocentric, there are times when their attractions are stronger or 

weaker, depending on the distance from the ocean. Tides have periods of 12 or 24 

hours, semi-diurnal and diurnal respectively. There are also longer period tides 

which produce higher or lower tide lines than normal, such as the spring or neep 

tides. 
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The third cause is displacement, for example the ripples caused by throwing 

a stone into a pond. When the stone strikes the surface, the water underneath 

is pushed out of the way causing a disturbance. The size of the waves produced 

obviously depends on the size and speed of the object hitting the surface. Very 

large displacements such as earthquakes or landslides can cause huge waves, called 

tsunamis. The island of La Palma in the Canaries is home to the volcano Cumbre 

Vieja. Instabilities on the side of the volcano have led specialists to believe in 

the potential for a giant landslide in the event of another eruption. A slide on 

this scale would produce a wave approximately 600m high [7], almost entirely 

destroying the Canary islands. Although events like this are very rare, they 

should not be underestimated, with waves reaching heights of 30 metres they are 

considered highly dangerous [43, 79] Most waves are much smaller, of the order 

of decimetres. In order to discuss waves in more detail, it is essential to define 

the terms involved. 

2.3.1 Deep Water Waves 

Simple waves are defined in terms of wavelength \, frequency f, local wave height H 

and amplitude a, as shown in figure 2.3. The wavelength ) is the distance between 

two successive wave crests. Related to the wavelength is the wavenumber, k = 

For small, linear waves, ) is well defined. However, this distance is less easy 

to pin-point for non-linear waves or waves prior to breaking. H is the distance 
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between wave crest and trough, and a, the amplitude, is the distance between the 

Mean Water Level, MWL and the wave crest. For linear waves, this is equivalent 

to E. The free surface elevation, often denoted by 77, is the height of any part of 

the wave above the Mean Water Level. 

Crest 	Ha 

MWL 

Trough 
h 

X 	 Sea Bed 

Figure 2.3: Wave parameters in deep water 

The frequency, 1 is defined as the number of waves passing a fixed point 

every second and is often quoted as the angular frequency, w = 27rf. Another 

important quantity is h, the mean or local water depth. This is defined as the 

distance between the sea bed and the MWL. For water undergoing a net average 

motion, such as up and down a beach slope, it may be necessary to define the 

Still Water Level seperate from the MWL. The SWL is the level the water would 

sit at if there was no wave motion, as opposed to the average of the peaks and 

troughs. The still water depth, d is the distance between the sea bed and the 
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Still Water Level. For small linear waves, d and h are equivalent, as are MWL 

and SWL. 

For linear waves, it is possible to define a mean slope between a wave crest 

and node (where 'ii = 0) as or [4]. Therefore, the parameter ak can be 

thought of as a non-dimensional slope. For the deep water experiments carried 

out in this Thesis, the central k value is kept at 3.17ms', in effect reducing ak 

to a non-dimensional amplitude describing the wave. 

2.3.2 Shallow Water Waves 

As waves approach a beach, they begin to feel the effect of the sea bed. This 

causes them to become asymmetric, slow down and increases the height of the 

crest; an effect known as shoaling. The final effect of shoaling is breaking, and 

the different kinds of breaking will be discussed in section 2.5. 

Two important factors in determining the breaking of a wave approaching 

the shore are the beach slope /3, shown in figure 2.4, and the wave height. The 

non-linearity of shoaling waves means that the MWL is no longer the same as 

the SWL. 

A fuller discussion on shallow water waves and factors causing breaking can 

be found in Emarat [26]. 

12 
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------------- \ -- -------------- H z ------ i  

IH h Hd SWL 

Figure 2.4: Wave parameters on a beach 

2.4 Mathematical Description of Wave Motion 

Regardless of the initial cause, waves are driven by two factors: gravity and 

surface tension. Provided the amplitude of the wave is small enough for linear 

theory to apply, both can be described using potential theory by solving LaPlace's 

equation, 2.1, with correct boundary conditions [16]; 

(2.1) 

where 0 is the velocity potential 

The angular frequency of the wave motion is dependent on the wavenumber 

k, the surface tension a, density p, and the water depth d. The relationship is 

given by the dispersion equation: 

13 
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= (gk + 	tanh(kd) 	 (2.2) 

where g and a are 9.81ms 2  and 0.0728Nm 1  at room temperature, respec-

tively. 

2.4.1 Phase Speed 

The phase speed, or celerity C, of the wave is the speed that a wave crest appears 

to move on the water. It can be calculated from w by dividing by the wavenumber. 

Therefore, the celerity is given by: 

C 
= = J ( 

+ ¶.) tanh(kd) 	 (2.3) 

Of the three terms containing k in equation 2.3, 9  and 	will be examined 

first. The former depends on gravity, the latter on surface tension (assuming con-

stant density). This is the basis of saying waves can be driven by either gravity 

or surface tension. The distinction comes from the position of the wavenumber, 

which appears on the denominator of the first term and the numerator of the sec-

ond. This implies that large wavenumbers, corresponding to small wavelengths, 

are primarily driven by surface tension. Conversely, waves with large wavelengths 

are gravity driven. 

14 
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The third term containing k is tanh(kd). kd is in essence a non-dimensional 

measure of water depth. As kd increases, that is to say the shorter wavelengths 

in the same depth or the same wavelength over greater depths, tanh (kd) tends 

to 1. For a kd value of ir, tanh(kd) is 0.996, and therefore the celerity is assumed 

to be independent of depth at this point. This corresponds to A = , when the 

depth is half the wavelength. 

Assuming the case of deep water, the celerity reduces to 

CdeeP (+ 1 ) ( 2.4) 

which is dependent on wavenumber alone. A graph of celerity against wavelength, 

intuitively easier to understand than wavenumber, is shown in figure 2.5. For 

short wavelengths, where k is large, the term in equation 2.4 containing surface 

tension dominates and these waves are called capillary waves. The celerity has a 

minimum at 0.23ms_ 1 , corresponding to a wavelength of approximately 0.017m. 

If the wavelength is longer than this, the gravity term dominates and the celerity 

increases as 

However, in shallow water tanh(kd) can no longer be approximated to 1. It 

is possible to perform a MacLaurin expansion on tanh(kd): 

tanh(kd) = kd - (kd) + (kd) 5  + 0(7) 	 (2.5) 
3 	15 
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Figure 2.5: Celerity against wavelength 

If kd = 0.05, the 3rd and 5th order terms are 4.17x10 5  and 4.17x10 8  respec-

tively. Therefore tanh(kd) can be approximated to kd to greater than 0.1% 

accuracy. Hence, the definition of shallow water is when kd < 1/20 (anything in 

between this and deep water is called intermediate.) Replacing tanh(kd) with 

kd reduces equation 2.3 to 

Cshallow

\ 	
+ J " 	o- k 2  \ = tg—id 	 (2.6) 

\ 	P1 

Gravity driven waves are no longer dependent on wavelength whereas capillary 

waves now vary as k 2 . Since the surface tension driven element falls off so rapidly, 

most waves longer that 1.7cm are dominated by the gravity term and travel at 

the same speed, in shallow water, regardless of length. This is summarised 

in table 2.2. 
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Wave length Shallow water celerity Deep water celerity 

\<1.7cm v/I 
\>1.7cm 

Table 2.2: Celerity of capillary and gravity waves in shallow and deep water 

2.4.2 Beating 

Ocean waves consist of a spectrum of wavelengths. However, in the seas or deep 

coastal waters, only very long waves or tides may be treated as shallow. It is 

therefore reasonable to treat any given wave packet in deep water by examining 

it as if it exists solely of deep water waves using equation 2.4. 

Defining two arbitrary waves with angular frequencies w, and w2  and wavenum-

bers k 1  and k2  respectively, each with amplitude , the two waves can be combined 

using linearity, to give 

ij(x,t) = (cos(w i t - k ix) + cos(w2t - k2x)) 	 (2.7) 

where i is the free surface elevation, defined in section 2.3.1. Rearranging gives: 

(Wi + W2 	k 1  + k2 '\ 	(w 1  - w2 	k 1  - k2 '\ 
77 (x, t) = acos 	

2 	- 	
cos 

2 
X) 	

2 	- 	2 
X) 	(2.8) 

This is the multiple of two waves, the first with frequency w 1  + w2 , the second 

with frequency w 1  - w2 , and similarly for k. If w and k for waves 1 and 2 are 
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similar, then w1  + ci2 >> Wi - w2 . The first term in equation 2.8 will therefore 

be of a far higher frequency than the second term. This means 77 will have the 

appearance of a high modulation wave in the envelope of a much slower varying 

wave, as shown in figure 2.6 where w, = 10, w2  = 9 and a = 5. 

Figure 2.6: Beating effects with w = 10 and w2 = 9 (left) and w2  = 7 (right) 

When two sound waves of similar frequencies are played simultaneously, they 

add in the same manner as described above. The resulting sound appears to 

beat, getting louder and softer with a rate equal to the difference between the 

two frequencies. This effect is known as beating. 

However, it is important that the two frequencies are close together. If w 1  - 

is not a lower order of magnitude than w, +w2, then beating does not occur cleanly 

or at all, as shown on the right of figure 2.6. 
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2.4.3 Group Speed 

Although water waves will be made up of a range of frequencies, often these 

frequencies are close together. Therefore the effects seen in figure 2.6 can be seen 

in ocean wave packets. The high frequency component travels at a speed II 

or 	, where Wm and km are defined as the mean values of w and k respectively. 

The envelope travels at 	The group speed, Cg  is defined as the limit as k 1  

tends to k 2 . This is the derivative of equation 2.2 with respect to k: 

(A) 	(B) 

dw C

I 	

2ak2 	2kd 1 = 	
- 2  + gp + ak2 + sinh2kd)] 	

(2.9) 

A
2ak2  

- gp+ak2  
2kd 

B = sinh(2kd) 

There are four cases to consider, combining deep or shallow water, with grav-

ity or capillary waves. Term A in equation 2.9 includes wavenumber, and will 

therefore be affected by changing wavelength. Term B contains kd, the non-

dimensional water depth, and will therefore change for deep or shallow water. 
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As g and p are both constant, the value of term A will depend on the size of 

ak2  relative to this value. If ak2  is much smaller than gp, then term A will be 

very small as the denominator will be far larger than the numerator. However, 

if ak2  is much greater than gp, term A will simplify to= 2. For capillary 

waves, ) is small, and therefore k, and k 2  are large, and term A is therefore 

virtually 2. For longer gravity waves, k is smaller and term A becomes zero. 

A graph of term B against deepening water, increasing kd for constant k, is 

shown in figure 2.7. 

Figure 2.7: Graph of 2kd/sinh(2kd) against kd for 0 to ir 

The definition of deep water is when kd > pi. As the figure shows, term B 

will be virtually zero in this region. For shallow water kd is < 	and therefore 20 

2kd can be approximated to 1. sinh(2kd) 
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The resulting group velocities, in terms of a multiple of the phase velocity C, 

are shown in table 2.3. 

Wave Deep Water ( B = 0) Shallow Water (B = 1) 
Gravity (A = 0) C 

Capillary (A =2) 2C 

Table 2.3: Group velocity as a multiple of phase velocity 

2.4.4 Water Trajectories 

The actual particles of water do not move with the group velocity. The trajecto-

ries of the particles can also be calculated from equation 2.1 [78]. In deep water, 

the individual water elements move in circles, which have a maximum radius of a 

at the surface and decrease with depth as shown in figure 2.8. For intermediate 

and shallow waves, the particles move in ellipses, getting smaller and flatter as 

they approach the bottom. 

Wave Direction 

Deep Water 

Intermediate 

0 Shallow Water 

I - 	- 

Figure 2.8: Water motion under a wave 
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2.4.5 Shoaling 

As waves approach the shore they will change from deep to shallow water. As 

discussed in the previous sections, this will change the celerity of the wave. If the 

wave train is coming in at an angle, then this change in celerity will cause the wave 

fronts to bend as one side will be in shallow water, and therefore travelling slower 

than the other, which will be in deep water. This is a very similar process to 

the refraction of light changing from one medium to another, which is discussed 

in section 4.6.2. The wave fronts will become closer together as the celerity 

decreases, and hence the amplitudes will become higher. Assuming no reflection, 

conservation of energy predicts that the amplitude will increase as 

H = H0KrK8 	 (2.10) 

where Hr  is the amplitude caused by refraction, H0  is the original amplitude and 

Kr  and K3  are the refraction and shoaling coefficients. The refraction coefficient 

depends on the angle of the wave relative to the beach while the shoaling coeffi-

cient is defined as where Cd is the deep water celerity and Cg  is the local 

group velocity, as defined in section 2.4.3. The group velocity can tend to zero 

with decreasing depth, which implies that Hr  can approach infinity. However, 

long before the wave amplitudes become too large non-linear effects become im-

portant. The wave no longer has a clear sinusoidal shape; the front face becomes 
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gradually steeper until eventually breaking occurs. 

2.5 Wave Breaking and Classification 

As the wave approaches the point of breaking, the waves can no longer be de-

scribed accurately by linear approximations. As the mathematics becomes more 

complicated for non-linear waves and requires greater explanation, it is not pre-

sented here. Examples and descriptions can be found in a number of fluid dy-

namics textbooks [16, 17, 73]. 

There are many definitions of breaking [5, 8, 31, 551. One commonly used 

definition is that breaking occurs at the point where the tip curls over and entrains 

air. It is generally accepted that there are four types of breaker; spilling, plunging, 

collapsing and surging. Of these, collapsing and surging only occur on beaches. 

A brief diagram of each type can be seen in figure 2.9. 

	

Spitting Breaker 
	

Plunging Breaker 

	

Collapsing Breaker 
	 Surging Breaker 

Figure 2.9: Breaker classification 
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Spilling breakers occur when the tip of the wave crest becomes unstable and 

runs down the leading edge of the wave, creating foam. On beaches, the wave 

crest may have travelled a number of wavelengths towards the sand during this 

process. Plunging breakers are larger and more violent than spilling breakers. 

The wave crest turns over, trapping air between it and the front face of wave. 

When the crest strikes the leading edge, the enfolded air is mixed with the water 

and a large splash forward is created. This process disperses the energy far quicker 

[26], and therefore takes place over only one wavelength. Collapsing is when the 

crest and upper front face of the wave remain intact but the lower face breaks, 

entraining air. The resulting foam continues up the beach in a similar manner to 

a spilling breaker. Surging breakers occur on the steepest beaches and the wave 

crest does not actually break. Here the base of the wave rushes ahead of the 

crest, flattening the wave again, with mild breaking and reflection. 

The classification of breakers into each type is usually done visually, although 

a number of methods have been devised to define a breaker from the conditions 

under which it occurs [36]. A large number of these conditions are dependent on 

beach slopes or shallow water, but breaking is still evident in deep water [21, 37]. 

These breakers are always spilling or plunging. Breaking can also be observed 

and studied from ship wakes [6]. 

The linear theory discussed in section 2.4 is unable to predict wave shapes prior 

to breaking. Non-linear theory was first attempted by Stoke using a perturbation 
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method to include up to third order terms [73]. Higher order solutions have been 

attempted since. In addition to this numerical methods such as time stepping, the 

Boundary Integral and Boussinesq models have been developed. These methods 

can predict the wave motion up to the point of breaking, but breaking itself and 

the onset of turbulence means the models are unable to predict the water's motion 

after this [22]. 

Therefore, most work on post-breaking waves has been done experimentally 

[13, 26, 67]. As the breaking process is largely unpredictable in the ocean envi-

ronment [37], most experiments are performed in laboratory wave tanks. 

The formation and dynamics of turbulence beneath breaking waves has been 

studied before; In 1995, Ting and Kirby looked at the turbulence created by a 

plunging breaker on a beach using Laser-Doppler Anemometry [77]. 

Research on breaking waves using Particle Image Velocimetry, PIV, and Dig-

ital Ply to calculate flow patterns has also been carried out. Mocke [50] studied 

the structure of surf-zone turbulence due to wave breaking. Emarat [26] also 

studied the development of turbulence beneath breaking waves; single plungers, 

a train of weak plungers and a train of spilling breakers. 

Specifically in the area of mixing of a surface film caused by breaking waves, 

previous work has been carried out by Rapp and Melville [59] and Schlicke [67]. 

Rapp and Melville studied the mixing effect of a single plunging breaker on a 
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surface layer of blue vegetable dye. Schlicke also studied the dispersion of a 

surface film caused by a breaking wave. Schlicke examined five single breakers 

varying from mild spillers to plungers. This was the inspiration to carry out 

the work in this Thesis, expanding the number of single breakers examined and 

looking at the effect of a second breaking wave. 

2.6 Surface Films 

Despite the apparently huge size of many lakes and rivers, they account for only 

a very small percentage of the water on Earth. As can be seen in table 2.4, the 

vast majority of water is present in the oceans and seas. 

Location Percentage of water on Earth 
Oceans and seas 97.13% 
Ice caps and glaciers 2.24% 
Groundwater 0.61% 
Lakes and Rivers 0.02% 

Table 2.4: Percentage of water in different locations on Earth [30] 

The oceans themselves are approximately 96.5%, by weight, water molecules; 

the rest made up of dissolved solids, as shown in table 2.5 

Although they make up a small percentage of the total volume, the solutes 

can make a large difference to the nature of the water [72]. Certain substances, 

called surfactants, are attracted to fluid interfaces, including the water's surface. 
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Dissolved Solid Percentage by weight of ocean 
Sulfates (SO' - ) 0.27% 
Sodium (Nat) 1.05% 
Chloride (Cl- ) 1.90% 
Other 0.28% 

Table 2.5: Percentage of dissolved solids in oceans [72] 

Surfactants - surface active agents will affect the formations and evolution of 

the waves. Organic molecules often contain either carboxyl (COOH) or hydroxyl 

(OH) groups. These groups are hydrophilic, easily assimilated into water. The 

opposite effect, hydrophobic, is exhibited by long carbon chains. A molecule which 

contains both types will tend to be surfactant, the hydrophobic part drawing it 

towards the water's surface and the hydrophilic remaining in the water body, as 

shown in figure 2.10. 

Hydrophobic 

Group 

Group 

Figure 2.10: Surfactants at the water's surface 

There are a large number of sources of surfactants [65], ranging from natural 

productions by phytoplankton, or decaying vegetation to man-made sources like 

petroleum or detergent. As these molecules push to the surface, they reduce the 

number of hydrogen bonds and therefore the surface tension. It can be seen from 

equation 2.3 that altering the surface tension will have a more significant direct 

27 



Chapter 2: Breaking Waves and Surface Films 

effect on capillary waves than gravity waves. 

2.6.1 Damping of Capillary Waves by Surface Films 

The effects of surface films can be seen clearly in any harbour or shipping lane. 

By damping the shorter capillary waves the smoother surface reflects more light 

and appears brighter, as can be seen in the photograph of Kinghorn harbour, on 

the Firth of Forth in figure 2.11. 

Figure 2.11: Surface films on the Firth of Forth 

The damping effect of surface films has been known for many years, hence 

the expression "Pour oil on troubled waters" to mean calming down a situation, 

although the first scientific investigation on the effect was carried out by Benjamin 

Franklin nearly 230 years ago [29]. The boundary condition on the water's surface 

states that the sum of surface stresses must be equal and opposite to the sum of 

viscous stresses. If the water were pure and clean then the surface tension would 
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be uniform and therefore the surface stress, and subsequently the viscous stress, 

would be virtually zero. When there is a film on the surface, the contractions 

and expansions at the front and rear of the waves cause the surface tension to 

vary, and therefore produce viscous stresses. These in turn are responsible for 

significant velocity gradients, large enough to result in damping. 

The change in surface tension a, caused by a change in a given surface area, 

A, is given by the surface dilation modulus, : 

do,  
€ = d(lnA) 	

(2.11) 

If the surface is perfectly clean then changing the area has no effect on the 

surface tension, and therefore € is zero. However, for an inextensible surface, it 

would be impossible to change the area, and therefore € would be oc. 

To account for the possibility of damping over both distance and time, Lucassen-

Reynolds and Lucassen[41] defined a complex wavenumber and frequency, given 

by k = k0  - ifi and w = w0  + ia respectively. The term corresponds to damping 

occurring over distance, with the c term accounting for damping over time. This 

definition refines the surface elevation to 

llcomplex(X, t) = aeJt 	 (2.12) 
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= aee_ateiJ0t) 	 (2.13) 

For low viscosity, the ratio of a to /3 is given by the group velocity. 

The temporal damping coefficient a can be approximated as [24]: 

a 
- k8w' + 2k6'y('y - 1) 

(2.14) 
- 	('y—l) 2 +l 

where 6 is the width of the viscous shear layer and 'y  is a dimensionless parameter, 

defined as 

	

7 = (2v )pC8w k_ 2 	 (2.15) 

where ii is the kinematic viscosity and C is proportional to . Taking 6 to be 

VEY [57], then equation 2.14 can be written again in terms including v and w: 

ivw k2 1 + v2( - 1) 
a = V 2 	1 + ( - 1)2 	 (2.16) 

When there is no surface film the values of € and 'y will be 0 and oo respectively. 

As tends to oo, the second term in equation 2.16 is dominated by f-1 which 

rapidly becomes 1. Therefore, a reduces to 
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- /vwk2 [ 

- 	2 V 
= v'4v2 k 4  

= 2vk2  (2.17) 

If, however, 'y  is set to 0, representing a film of infinite dilation modulus, then 

c becomes 

Ivw k 2  1 

= V 2 1+1 

1 /vw

2

k 2  

= 	V 	 (2.18) 

These results had already be obtained by Lamb [38] independently. 

It can be seen that the maximum damping will occur when 'y  is around 1, and 

/vwk 2  

= V 2 	
(2.19) 

This is twice the value for the inextensible film. Longitudinal disturbances, called 

Marangoni waves, caused by variations in surface tension are responsible for this 

maximum value [3]. When 'y  is approximately 1, the perpendicular wave mo- 
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tions have equal wavelengths but opposite phases and therefore there is resonant 

damping. 

If the ratio of the damping coefficients for a surface with finite dilation mod-

ulus to that with a clean surface is plotted against wavelength it shows that 

damping increases with longer wavelengths [67]. However, equation 2.15 shows 

that as wavelength increases, by necessity C3  would have to decrease to maintain 

maximum damping at 'y = 1. A decrease in C8  means an increase in f, which is of 

the order of 20mNm' or less. The value of c is simply too small to accommodate 

the decrease in C3  required and 'y can no longer remain at unity, hence in real 

situations surface films can only significantly damp capillary waves. 

However, gravity waves can still be affected by surface films. As discussed in 

section 2.3, wind waves are formed largely by the force of the wind on the surface 

ripples. By removing these capillary waves, the effect is to inhibit the formation 

of the gravity waves. 

Although some field tests have been carried out to confirm this [2, 29], the 

deliberate release of surfactants is not generally used. 

2.6.2 Dispersion of Surface Films 

A surfactant substance is most stable on the surface of the water, and therefore 

will not naturally disperse below the surface unless otherwise disturbed. Without 
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disruption, films are more likely to spread on just the air-water interface. Previous 

work has been carried out on the dispersion of these films on the surface, both 

experimentally, using tracers [32, 35], or computationally [10], and has shown that 

the rate of dispersion increases with time on large scales with random variations 

caused by Stokes drift on smaller scales. 

Previous experiments have attempted to show the fate of the massive amount 

of surfactants released or formed every year. However, they either do not account 

for losses due to mixing below the surface, or else estimate these values. By 

obtaining a connection between the roughness of the sea and the amount of 

dispersion of surface films vertically, it will be possible to make more accurate 

predictions for the future of these pollutants and surfactants. 

2.7 Conclusions 

In this chapter the basic properties of water were discussed, followed by a descrip-

tion of water waves in deep and shallow water. A formal mathematical description 

of wave motion was presented and the different forms of breaking wave and their 

classification was given. Finally, the formation and dispersion of surface films 

was reviewed. 
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Chapter 3 

Experimental Facilities 

3.1 Introduction 

In this chapter, the experimental facilities employed for this research are pre-

sented. The reason for applying an experimental approach to investigating film 

dispersion is discussed, followed by a description of the processes of wave genera-

tion, laser illumination and data collection necessary to perform the Planar Laser 

Induced Fluorescence (PLIF) experiments. The chapter ends with a presentation 

of the final experimental set-up used in the experiments reported. 

34 



Chapter 3: Experimental Facilities 

3.2 Background 

There are three approaches to research; Experimental, Theoretical and Computa-

tional. Each of these methodologies has it own advantages and disadvantages. 

Theoretical physics began when the first scientists thought about the world 

around them, and continues to this day albeit assisted by more and more advanced 

technology. This advancing technology also opened up the relatively new field of 

computational simulation. Situations that are too complex to treat theoretically, 

or impractical to re-create experimentally, can often be investigated using compu-

tational simulations. However, because these simulations often require calibration 

to experimental results, the first step is to explore experimentally. 

Ever since the renaissance mankind has been learning through experiment. 

There are no equations too complex for nature to follow, and all the calculations 

are carried out in real-time; the problem is interpreting what we see. In cir-

cumstances where the theory is unsolvable analytically, progress by any method 

is extremely hard. This applies especially to fluid dynamics, governed by the 

Navier-Stokes eqauation (3.1): 

Du 
(3.1) 

Dt 

where p is the density, u is the fluid velocity, j.i the coefficient of viscosity and 
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F any body forces acting on the fluid, such as gravity. The non-linearity of this 

equation means it can only be solved directly for the simplest cases [78]. 

Advances in technology, such as the invention of lasers and digital cameras, 

and the improvement of computers, have meant that more experiments, with 

greater accuracy, can be carried out on fluid flows. Although recent theoreti-

cal and computational work has been able to predict wave motion leading up to 

breaking, models cannot carry through to post-breaking [26]. Therefore, an ex-

perimental approach was necessary for the study of the post-breaking dispersion 

of surface films. 

3.3 Selection of Experimental Method 

Innumerable attempts have been made to measure fluid flow. Leonardo Da Vinci 

attempted to study turbulence by drawing the famous image of swirls and eddies, 

shown in figure 3.1. 

More recently, many experimental techniques have been developed to obtain 

qualitative and quantitative flow measurements. Laser Doppler Anemometry 

(LDA) and Hot Wire Anemometry (HWA) methods can be used to obtain velocity 

measurements within a flow [14]. Particle Image Velocimetry (Ply), a full-field 

instantaneous technique employed to record velocities in a fluid, can be used to 

study a wide range of flows [26, 63, 81]. In PIV experiments, a flow is seeded 
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Figure 3.1: Leonardo Di Vinci's sketch of turbulence [61] 

with small particles and a cross section of the fluid is illuminated. By recording 

and analysing the positions of the particles at different times, velocity maps can 

obtained. Laser Induced Fluorescence (LIF) is a full field optical technique which 

yields concentration measurement, described in detail in chapter 4. Whereas PIV, 

LDA and Hot Wire Anemometry are excellent methods for the study of fluid flow 

or velocity, LIF makes it possible to distinguish between two similar fluids, and 

is therefore better suited to dispersion measurements. 

3.4 Wave Tank and Wave Generation 

All the breaking wave experiments in this thesis were carried out at the University 

of Edinburgh in a wave tank, shown in figure 3.2, built by David Skyner [70]. The 

tank is 9.77m long, 0.4m wide with a working water depth of 0.75m. Only fresh 

water can be used, to prevent corrosion on the structure. 
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The tank is equipped with a paddle at one end for generating waves, and an 

absorbing foam beach at the far end to prevent reflections. The wave paddle is 

capable of generating waves with a user-specified amplitude, phase and frequency. 

Breaking waves are created using the dispersion properties discussed in chapter 

2. The user specified a desired size of breaking wave and breaking position as a 

distance from the paddle. A range of frequencies was also chosen. The software 

used to run the wave paddle automatically calculated the phase and amplitude of 

each wave in the packet required to produce a breaking wave with these criteria 

[64]. Any reflections were detected by transductors and accounted for during 

operation. The paddle was able to produce frequencies in the range 0.5 to 1.6 

Hertz with a minimum wavelength of 0.6 metres. This meant all waves were 

gravity driven. 

!Ii 	Sri  
!---- U-' 

, 

,. 

Figure 3.2: Photograph of wave tank used for experimental studies 

The wave packets used in these experiments had a central frequency f,  of 

0.88Hz, corresponding to a wavelength of approximately 2 metres, with a fre- 
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quency spread Lf, of 0.64Hz. This give a frequency bandwidth, 4 = 0.73. 

A series of tests were performed to ascertain the repeatability of the breakers. 

There was only a slight difference, a few centimetres, between breaking positions 

on each wave. 

Seven different amplitudes of breaking wave were investigated: 9.9, 10.1, 10.3, 

10.5, 10.7, 10.9 and 11.1cm, allowing comparisons with Schlicke [67] and Rapp 

and Melville [59]. The repeatability of the amplitude was also tested and found 

to be consistent. 

As the tank is capable of running a series of waves, the effect of a second 

breaker on the mixing process was also examined at various amplitudes. 

The wavemaker is capable of sending electronic trigger pulses at set times 

during the experiments. For these experiments, only one pulse was used, just 

before breaking. This pulse was sent via a relay switch to start a pulse generator. 

The pulse generator then sent the regular signals used to control the camera 

timing, as discussed in section 3.7. 

3.5 Laser Illumination 

Illumination for the experiment was provided by a Class 4 Argon Ion laser. The 

laser is capable of a maximum power output of approximately 17W over a number 
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of wavelengths, the strongest of which are 488nm and 514nm, corresponding to 

a blue-green light. As with any laser, safety was an important consideration and 

this is discussed further in section 4.5.2. 

The beam left the laser with a radius of 0.79mm and a divergence 0, of 

0.56mrad. As discussed in section 4.5.2, the laser was in a separate room to 

the wave tank and had to travel approximately 9m before reaching the experi-

ment. The beam spread to approximately 10mm before being collimated as it 

entered the Scanning Beam Box. 

3.6 Scanning Beam Box 

A Scanning Beam Box was used to created a pseudo lightsheet by reflecting the 

laser beam off a rotating octagonal mirror, as shown in figure 3.3. 

The mirror was capable of rotating at frequencies from 25Hz to 250Hz. Each 

revolution swept the beam through an arc of 900  eight times, producing a fan 

of light, approximately 2m across at the water surface. As the water depth is 

0.75m, the illuminated area had a width-to-height ratio of approximately 2.66. 

The SBB was placed under the middle of the tank, equi-distant from both tank 

walls. 
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Figure 3.3: Scanning beam box 

3.7 Cameras 

Since all the images were analysed computationally, it was more efficient to use 

digital CCD (Charge Coupled Device) cameras to record the illuminated flow than 

wet film. The data from the digitally recorded images can be transferred directly 

to computer and analysed faster than wet-film images, as they do not require 

processing and scanning. 

All digital cameras rely on CCD arrays to obtain images. A CCD consists 

of a semi-conductor surrounded by an insulator, with a small voltage applied to 

create a potential well. When a photon of the correct frequency strikes the array, 

an electron-hole pair is formed. The electron is attracted to the potential well 

where it is stored, and effectively counted, whilst the hole is absorbed into the 
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p-layer of the semi-conductor. While the array is exposed to light, the amount 

of charge in the well grows proportionally with the number of photons striking 

the CCD. Each CCD is known as a pixel, short for picture element, with modern 

digital still cameras having arrays of millions of such pixels. 

The time taken to read the entire array is directly proportional to the number 

of pixels, and a new exposure cannot be started until all pixels have been read. 

This introduces a compromise between spatial and temporal resolution when 

measuring the flow. 

3.7.1 Camera Noise 

Electron-hole pairs within a pixel can also be produced by noise, such as random 

thermal noise which can produce extra electrons leading to an over-estimate of the 

amount of light received by a given pixel. Thermal noise reduces by 50% for every 

decrease in temperature of 6 - 7°C, and specifically for this reason many newer 

CCD arrays are cooled [82]. However, cooled CCD cameras were not available 

for these experiments. 

The clock frequency, which controls how fast pixel data can be processed with 

the camera and transferred, is another source of camera noise. To reduce this 

factor, many CCD cameras limit their clock speed to 20MHz [20]. 
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Array Size 768(H) x 484(V) 
Pixel Size 11.6pm (H) x 13.3jm(V) 
Maximum Frame Rate 30fs' 
Array Type Full Frame Interline Transfer 
Fill Factor 60% 
Triggering Asynchronous Reset 
Memory per Pixel 8 bit 

Table 3.1: Pulnix TM9701 camera specifications 

3.7.2 Camera Arrangement 

As discussed in section 3.6, the illuminated area was approximately twice as wide 

as it was high. In order to record this area as efficiently as possible, two CCD 

cameras were used side by side. The cameras were placed 3.25 metres away from 

the tank and had a field of view of approximately 18 degrees-Therefore they were 

placed just over 1 metre apart to cover the dispersion area. 

3.7.3 Camera Specification 

Two Pulnix TM9701 cameras were used for these experiments. Their details are 

listed in table 3.1 [58]. 

Although the cameras could capture at a maximum of 30 frames per second, 

in the experiments reported here the frame rate was set to twenty. This enabled 

a longer period after breaking to be available for recording since the amount of 

available computer RAM limited the number of images that could be recorded, 
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as discussed further in section 3.7.5. 

The array type was Full Frame Interline Transfer (FFIT), where each pixel 

has a dedicated individual area for storing charge. Rather than store the charge 

over the course of the entire exposure, it is transferred quickly (1s) to the storage 

area before being processed. This means FFIT arrays have a high maximum frame 

rate, as well as insuring that the pixels are exposed simultaneously, which is very 

important for flow measurements. 

The fill-factor is the proportion of each pixel that is actually sensitive to light, 

not including the area designated to storage or transfer. Although only one fifth 

of the actual pixel is sensitive to light in the Pulnix TM9701, a microlens placed 

in front of each CCD in these cameras increases the fill factor by a factor of three. 

Another important feature of these cameras is the asynchronous reset. This 

means the exposure could be controlled by an external trigger pulse. The cameras 

had undergone a factory modification to enable the exposure to be started on the 

falling edge of a TTL pulse and last the width of the pulse. 

As each pixel is assigned 8 bits of memory, the cameras recorded 256 grey-

scales, from 0 (black) to 255 (white). Since each exposure was approximately 3 

x 10 3 Kb in size, dedicated hardware was required to process all data received at 

sufficiently high speed. 
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3.7.4 Lenses 

The lenses used with the cameras were 28mm Micro-Nikkor with a maximum 

aperture of f/2.8 (see section 4.7.5). A square of specialised laser filter, permitting 

only the fluorescent wavelengths (see section 4.2), was placed in front of each lens 

to prevent any laser light entering the camera. 

3.7.5 Frame Grabber 

A Coreco Viper Quad frame grabber was used, running on a Windows NT PC. 

The frame grabber was capable of acquiring data from up to four asynchronous 

cameras, each using an independent channel with individual analogue to digital 

converter and synchronisation circuitry. The system is also able to provide power 

to the cameras and produce trigger signals via a 12 pin Hirose cable. 

In order to operate Viper Quad, customised software had been written by 

Tim Dewhirst using the high-level "C" based library called Sapera in a Graphic 

User Interface (GUI). This software allowed the user to record or display images 

in real-time, set the exposure time and save the image data to the hard disc on 

the Windows NT PC. The software was triggered by a pulse generator, setting 

the frame rate and start time, synchronised to the wave maker. As both cameras 

were triggered by the same pulse, there was no need for further synchronisation. 

As each camera was recording at twenty frames per second, over 28Mb of 
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memory is required every second. All data must be stored in the computer RAM 

before it can be saved to the hard-disc. The computer used had 1Gb of RAM 

which enabled 1000 images to be recorded from each camera. 

3.8 Experimental Set-up 

The final set-up of the experiment is shown on figure 3.4 where the blue values 

represent dimensions. 
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Figure 3.4: Experimental set-up 
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3.9 Summary 

In this chapter the experimental facilities were reviewed. The process of wave 

generation, laser illumination, and recording equipment were discussed. Finally, 

a plan of the final set-up was presented. 
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Chapter 4 

Planar Laser Induced 

Fluorescence 

4.1 Introduction 

As discussed in section 3.3, there are many available techniques for measuring 

fluid flow. 

The work described in this Thesis uses Planar Laser Induced Fluorescence 

(PLIF). In this chapter, a review of the method of PLIF is presented with a de-

scription of how it was applied to the study of surface film dispersion by breaking 

waves. 
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4.2 Principle of Planar Laser Induced Fluores-

cence 

PLIF is a full-field, non-intrusive, optical technique yielding concentration mea-

surements. The method relies on the absorption and subsequent emission of 

photons by a fluorescent chemical. When a photon collides with an atom of the 

given chemical, it will either be scattered or absorbed. If the photon is absorbed, 

as illustrated in figure 4.1, an electron of the atom is raised to an unstable higher 

energy level. When the electron falls to a lower energy level another photon will 

be emitted. In an isolated state, or one with very small interactions such as a 

low density gas, the frequency of the emitted photon is identical to that of the 

absorbed photon. However, in circumstances where there are interactions, such 

as a fluid or solid, the frequency of the emitted photon will be changed. 

When these frequencies fall into the visible spectrum, the material will appear 

to glow. If the absorption and emission process is of the order of iO seconds 

or less, the process is said to be fluorescence. If the process takes longer, it is 

referred to as phosphorescence. 

PLIF has been used in a number of mixing experiments for a range of different 

applications using either fluorescent tracer particles or dye [15, 18, 19, 52, 80, 

83]. Experiments carried out by Catrakis [11] and Prasad and Sreenivasan [56] 

examined area-volume properties of fluid interfaces and turbulent jets respectively 
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Figure 4.1: Process of LIP 

using PLIF. 

Three dyes are commonly used for PLIF experiments: fluorescein, rhodamine 

6G and rhodamine B [75]. The organic dye rhodamine B, C 28 H30 N 203 C1, shown 

in figure 4.2, was chosen for all the experiments presented in this Thesis due 

to its absorption and emission spectra, comparatively low cost and duration of 

fluorescence. 

a0 

C5 H2  

Figure 4.2: Chemical diagram of rhodamine 

Rhodamine B absorbs light in the blue green wavelength, approximately ) = 
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550nm as shown in figure 4.3. This corresponds to the wavelength of an Argon 

Ion laser. Rhodamine B fluoresces in the orange wavelength, A = 570nm, as 

shown in figure 4.4. This enabled the separate recording of fluoresced dye using 

filters as discussed in section 3.7.4. 
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Figure 4.3: Absorption spectrum 	 Figure 4.4: Fluorescence spec- 
of rhodamine B[23] 	 trum of rhodamine B[23} 

4.3 Surface Film 

Whilst it is very important that the films used for the experiment mimic the films 

that occur naturally, it is not practical, nor particularly environmental-friendly, to 

use oil or detergent. Instead, methanol was used as it has many similar properties 

as well as being miscible in water, buoyant and inexpensive. It also has a half-life 

of 1-7 days so degrades rapidly, into carbon dioxide and water, unlike similar 

chemicals such as Benzene [47, 491. 

It should be noted that methanol is not a surfactant. However, it acts as a 

passive tracer, following the fluid flow rather than actively effecting it and shares 
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many qualities with surfactant films; forming a thin surface layer and spreading 

only on the water-air interface unless disturbed. Since the waves in these experi-

ments were formed using a wave-paddle, the wind-damping effects of surfactants 

were unimportant and the dispersion of the surface layer was considered suffi-

ciently similar to surfactant dispersion provided the motion is still dominated by 

the turbulent motion rather than buoyancy or chemical effects. 

The rhodamine B was mixed with methanol, 0.001kg in 1 litre, to provide 

the solution for films. This concentration was used in previous PLIF experiments 

[67]. In addition to imitating naturally occurring surface films, the applied film 

must also be repeatable. This means it must be the same thickness, over the 

same area with the same total volume and position. 

Before the film was applied, the surface had to be cleaned. Overfilling a tank 

is a common method for ensuring a clean surface. Since this was not possible in 

the tank used for these experiments, any surface dirt was removed by skimming. 

Two film application methods have previously been used with this tank, each 

with advantages and disadvantages. The first method is simply to apply the film 

using a syringe. Although this ensures accuracy in the volume of film applied, it 

is difficult to control the position, thickness or area of the film and can lead to a 

small amount of dye mixing below the surface. 

The second method, used by Schlicke [67], involves soaking pieces of foam, 
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applying the dye to the foam and "washing" the dye onto the surface. This 

method is faster, and the position is better defined, but it can lead to uncertainty 

in the quantity of dye applied and the film can be disturbed by removing the 

applicators. 

In order to maintain the control over position, thickness and area obtained 

from the second method whilst enabling an accurate amount of dye to be applied, 

a combination of the two methods was employed. Two floats were placed on the 

surface of the water at the edges of where the film should spread. The dye 

was then applied by syringe to the surface between the floats and allowed to 

settle. This allowed the position and total area of the film to be kept constant 

whilst maintaining the accuracy of the volume achievable by the syringe method. 

Provided the dye was applied slowly enough, there was no mixing beneath the 

surface. 

The area to be covered was chosen by running test experiments with films 

covering the entire water line and examining where the film was undisturbed 

following breaking. Since films do not significantly effect displacement formed 

gravity waves, it was unnecessary to apply a film to areas which would not be 

disturbed. 
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4.4 Illumination 

In order to illuminate the working section of the tank, an Argon Ion laser was used 

in conjunction with a Scanning Beam Box (SBB). A more detailed explanation 

is given in section 3.6. The laser beam diverged as it left the source, and had 

to travel approximately 9 metres before reaching the SBB. By this point the 

beam was approximately 10mm in cross-section. In order to focus the beam 

again, collimating optics were used as shown in figure 4.5. The beam first passed 

through a converging lens then a diverging lens in order to create a narrow beam. 

The optimal position of the lenses was found by trial and error. 

Conc9re Lens 

Diverging Beam 
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Focused Beamn  
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Lens 

Figure 4.5: Collimating the laser beam (not to scale) 

The beam width was of great importance to the experiments as the fluores-

cence recorded by the cameras was in fact an integral over the width of the beam. 

Too thick a beam may include variation over the width whereas too thin a beam 

would be over sensitive to out of plane motion developing after breaking. This 

motion is small shortly after breaking [46, 68], but with too narrow a lightsheet, 

these effects could have been sufficient to affect measurements. A thickness of 
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approximately 1mm was found to be correct. 

4.5 Safety 

As with any experiment, safety was of vital importance. There were three main 

areas of concern with these experiments in particular, as well as general safety 

rules that must be observed. 

4.5.1 Electrical Safety 

One of the greatest hazards in the laboratory environment is faulty or damaged 

electrics [76], particularly when combining electrical equipment with large quanti-

ties of water. The apparatus was set up with all electrical equipment held at least 

a few centimetres above the floor, in order to keep them clear of any spillage. The 

SBB was mounted on rails above the floor and the power cables were insulated 

and also raised at least 2cm above the floor. 

By far the largest electrical current was drawn by the laser, approximately 45 

amps. The laser was placed 1 metre above the floor in a separate room, adjacent 

to the lab, because of the restricted space available. 
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4.5.2 Laser Safety 

The Argon Ion laser was a Class 4 laser, the most dangerous classification. Hence 

every precaution was taken to make the use of the laser as safe as possible. The 

two main areas of concern with laser safety were ensuring safety when switching 

on the laser, and minimising any danger from the beam itself. 

Before the laser could be switched on, laser locks had to be activated on 

all the laboratory doors, which could only be opened from the inside or with 

a specific key. Activating the locks automatically illuminated the laser warning 

lights situated outside the laboratory. In addition, the laser could not be switched 

on without a laser key which only authorised users had. 

Two beam dumps were positioned between the laser and the tank. The first 

was directly in front of the laser, inside an enclosed box, which was operated 

by an external handle. Once that was opened, the beam passed through copper 

pipes before reaching a second beam dump just before entering the room with the 

wave tank. The remote switch to open this dump was next to the tank, ensuring 

that under no circumstances could the laser be switched on and the beam travel 

directly into the other room. Having passed the second dump the laser travelled 

through more copper pipes until being reflected by a series of mirrors to run 

underneath the middle of the tank in the direction of the waves, as illustrated in 

figure 4.6. The beam was then shielded by a telescopic tube to the SBB. After 

the beam had been formed into a lightsheet it travelled upwards into the tank. 
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Any stray reflections under the tank were stopped by heavy black curtains, and 

once it has passed through the water the beam was stopped by a beam dump 

mounted over the tank. 

Laser path 

Main Laboratory 

Electronic Beam Dump Switch 

Electronic Beam Dump 

-Manual Beam Dump 

Laser 

Laser Room 

Figure 4.6: Diagram of laser path (not to scale) 

4.5.3 Rhodamine Safety 

Rhodamine B is classified as a "harmful" chemical if swallowed, inhaled or ab-

sorbed through the skin [48]. Therefore gloves were worn at all times when 

handling the solutions. As discussed is section 4.3, since the dye was mixed with 

methanol, it was also flammable. However, the small quantities of both rho-

damine and methanol used for each experiment meant that it was never required 

to store a large amount of either. 
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4.6 Limitations and Considerations in LIF 

4.6.1 Limitations of SBB 

One effect of using a Scanning Beam Box was a non-integer number of sweeps per 

image. The motor in the SBB was accurate to only ±1Hz, creating a variation in 

the number of lightsheets per image as the speed varied. This resulted in certain 

areas receiving one more sweep of the image than others, causing a striping effect 

which can be seen in figure 4.7, where the red box represents the area affected by 

the additional sweep of the laser on the top image. The additional intensity was 

found to be directly proportional to the extra illumination. 
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Figure 4.7: Example of striped image showing greater illumination inside red box 

In figure 4.7 the mean pixel value in the green square of the top image, which 
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received six sweeps during the exposure, is 20% higher than the mean pixel value 

in the same green box of the non-striped imaged which received five sweeps. 

Therefore it was necessary to ensure that there were sufficient lightsheets per 

image to reduce the effect to a minimum. 

Synchronising the camera to the start of a sweep would have also removed 

the problem, but would have meant the time of each image would vary from 

experiment to experiment. This would have created uncertainties in the time of 

the images and made comparisons difficult. 

The SBB ran at 150Hz, corresponding to 1200 lightsheets per second and the 

exposure time was increased. The combination of these two steps reduced the 

difference in intensity of an extra sweep of the laser beam to a value comparable 

with camera noise and much smaller than the size of one concentration band. 

Therefore it did not have a significant effect on the recorded image. 

4.6.2 Refractions 

Air-Glass-Water 

After reflecting off the rotating mirror in the SBB, the laser beam entered the 

bottom of the tank at an angle, causing two refractions. Refraction is the bending 

of light caused by a change in media, governed by Snells Law: 
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n 1 sinO1  = n2 sinO2 	 (4.1) 

where n 1  and n2  are the refractive indices of the original and final media respec-

tively and 01  and 02 the angles of incidence and refraction. 

The refractive index for air is 1.00, and the refractive indices for the glass and 

water were 1.53 and 1.33 respectively. 

The change from air to glass as the beam struck the bottom of the tank caused 

the beam to be refracted slightly toward the normal and therefore narrowed the 

lightsheet. The beam was also refracted at the glass-water boundary, but this had 

a smaller effect than the narrowing caused by the first boundary as the difference 

in refractive indices was smaller. The overall effect was therefore to produce a 

lightsheet with a slightly more acute angle than leaves the SBB. 

Water-Glass-Air 

The other, more important, refraction effect was on the path of the fluorescence. 

The light emitted from the rhodamine must pass through two changes of media 

before reaching the camera: water-glass and glass-air. The overall effect was 

opposite to that above, and caused the angle to be increased as illustrated in 

figure 4.8. This means the images were slightly stretched at the edges. 

This distortion was quantified by comparing the image of a 1cm 2  grid above 
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Figure 4.8: Refraction of fluorescent light 

and below the water level, as shown in figure 4.9. It should be noted there is 

a small translation above the water caused by the air-glass-air boundaries. The 

total stretching effect across the image is approximately 1 cm, or 10 pixels differ-

ence between above and below the waterlevel. The percentage error introduced 

by this effect was far smaller than the random variations in the experiment as 

can be seen from the results in chapters 6 and 7. 

Figure 4.9: Refractive distortion of a 1cm grid above and below waterline 
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4.7 Camera Arrangement 

The Pulnix cameras used in this study, discussed in section 3.7, were mounted to 

give three degrees of freedom: pitch, yaw and roll as shown in figure 4.10. They 

also had to be focused in the plane of the lightsheet. 

Roll Yaw 

Pitch 

Figure 4.10: Yaw, pitch and roll of camera 

4.7.1 Yaw 

The 1cm2  grid used to ascertain the distortion due to refraction in section 4.6.2 

(figure 4.9) was also used to align the cameras. Where the grid lines in the 

figure line up vertically above and below the water, there is no refraction, which 

implies a zero angle. Therefore, this point is perpendicular to the camera. By 

making sure this point was in the centre of the image, the cameras could be 

positioned exactly perpendicular to the tank. A schematic showing an aligned 

and unaligned camera can be seen in figure 4.11. The aligned camera would show 

an image similar to that in figure 4.9; the image from the unaligned camera would 
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have the point of no distortion slightly to the right of centre (from the vertical 

grid line just to the right of the "line of centre of image"). 

Line of centre of image 

Figure 4.11: Aligning the cameras 

4.7.2 Pitch 

The pitch of the camera was more difficult to control. A spirit level placed on 

top of the camera provided one method, but this assumed the case was fitted 

perfectly to the camera. Additionally, a reflective surface was placed in the view 

of the camera. If the reflection of the lens recorded on the camera was in the in 

the centre of the image, then the pitch angle must be zero. 
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4.7.3 Roll 

The roll could also be measured from the grid images. If the roll angle was zero, 

the vertical pixel value would remain the same for each horizontal bar of the grid, 

as should the water level. 

4.7.4 Focus 

In order to obtain sharp images, it was vital the cameras were focusing in the 

plane of the lightsheet. There are a number of variables involved in creating 

bright, sharp images; focal length, f-number, exposure time, pixel size, camera 

noise and sensitivity. The 28mm MicroNikkor lens has a focal range of 20cm to 

infinity and therefore could be easily focused in the plane of the lightsheet. Also, 

these lenses provided a broad enough angle to obtain a good compromise between 

distance from the experiment and resolution. 

4.7.5 F-number and Exposure Time 

The exposure time is the length of time the array is exposed to light. The f-

number, the ratio of the focal length to the diameter of aperture, controls how 

much light reaches the array during this time. Both these values must be used 

together to ensure the images have the desired brightness. If the images were too 

dark then information would be lost about the lower concentration levels and, 
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similarly, if the images were too bright there would be a loss of separation of the 

higher concentrations. There were limits on both exposure time and f-number. 

The exposure time had to be long enough to collect sufficient light whilst being 

short enough not to blur the image. 

The f-number had a maximum limited by the size of the lens and a minimum 

based on letting enough light through. Due to diffraction, a larger f-stop, that is 

to say smaller aperture, allows a greater depth-of-field. A narrow depth-of-field 

means only objects at exactly the focal distance from the camera are recorded 

clearly, a larger depth-of-field means objects both slightly closer and slightly 

further away would also be clearly recorded. In order to keep the exposure time as 

short as possible, and because depth-of-field is unimportant from such a narrow 

lightsheet, the smallest f-stop available was used, f/2.8. With this value the 

exposure time was set to 10,000 jts. 

4.8 Preparing Images 

Before the images can be analysed, they need to be pre-processed. There were 

three stages to this; correction for background and lightsheet variation, banding 

the images and joining them together. Two thousand images were recorded from 

each experiment, one thousand from each camera. Due to the large number of 

images taken, all processing and pre-processing was done computationally. A flow 
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diagram to represent the process is shown in figure 4.12. 

Image from 	 Image from 
Camera I 	I 	I 	Camera 2 

Background image 	Correction for background and intensity 

Intensity 	 Intensity 
corrected image 	 corrected image 

from camera 1 I 	I from camera 2 

Calibration of images into concentration bands 

Calibrated image 	 Calibrated image 
from camera I I 	I from camera 2 

Join the images together using pre—determined 
overlaps 

Repeat for each image 

Figure 4.12: Flow Diagram for image preparation 

4.8.1 Lightsheet Correction 

The first stage of pre-processing was correcting for variation in the lightsheet. 

Initially, the pre-processing computer program loaded the images from the left 

camera along with a background image. Background images were taken after 
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each experiment to show the variation of the lightsheet and the concentration 

of dye in the thoroughly mixed water. There was a slight over-estimate in the 

background levels, since the background image also includes the additional dye 

which had been on the surface prior to the experiment but does not contribute 

before the wave breaking occurs. However, this slight discrepancy did not affect 

the shape of the lightsheet variation, primarily caused by the decrease in power 

depending on distance from source. The grey-level of each pixel was taken and 

scaled according to the background image using the following formula: 

RawLevel 
Level = 	 * Scale 	 (4.2) 

Back groundLevel 

The scale factor was chosen to ensure the final image was neither too bright 

nor too dark, with the smallest concentrations corresponding to nearly black and 

the largest measured concentrations white. Having swept through one image like 

this, the image from the second camera received the same processing so both had 

been corrected for background. Since different CCD arrays have slightly different 

characteristics, the scale factor could be different for each camera. 

4.8.2 Calibration 

The next stage in pre-processing was to calibrate the images into bands. Although 

having removed the variation in lightsheet intensity the fluorescence of the dye 
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should be purely related to the concentration of the dye, there are still a few causes 

of deviation. Camera noise could cause the recorded grey-level to fluctuate, as 

described in section 3.7, even though the actual fluorescence is constant. Also, 

the scanning beam nature of the illumination means certain areas could have 

received more or less sweeps of the beam, as discussed in section 4.6.1. 

Since the cameras record in 8-bit grey-scale, each pixel was assigned a value 

from 0-255 depending on its intensity, with 0 corresponding to black and 255 

white. As random effects could be reduced to ±5 pixel intensity, the 12 band 

system used by Schlicke [67] was used, as explained below. 

Figure 4.13: Photograph of calibration vessel 

In order to make a direct connection between fluorescence and concentration, 

images were taken of a calibration vessel. The vessel, shown in figure 4.13, con-

sists of 13 compartments each containing a known concentration of Rhodamine 

solution. 

By recording the fluorescence of each section it was possible to calibrate the 

grey-scale images such that the largest concentration was shown as white and the 
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smallest as black, as can be seen in figure 4.14. Calibration was done by taking 

an average of a square of pixels illuminated directly by the laser beam within 

each compartment. 

Figure 4.14: Image of calibration vessel 

The levels in between could then be spaced evenly to represent the other 

concentrations, as shown in table 4.1. 

Concentration / % Pixel Level Concentration / % Pixel Level 
<0.0005% 0 0.005 <= C <0.0075 148 
0.0005 <= C < 0.001 21 0.0075 <= C <0.01 170 
0.001 <= C <0.0015 42 0.01 <= C < 0.0125 191 
0.0015 <= C < 0.002 63 0.0125 <= C < 0.015 212 
0.002 <= C < 0.003 85 0.015 <= C < 0.02 233 
0.003 <= C < 0.004 106 > 0.02 255 
0.004 <= C <0.005 127  

Table 4.1: Concentrations corresponding to each pixel value 

4.8.3 Joining the Images 

Once each image had been corrected for lightsheet variation and calibrated, it 

needed to be joined with its partner image taken at the same time on the other 

camera. This was done using custom written software in the language QT2. In 

order to allow accurate alignment, there was a small overlap between the two 
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images, typically of 8 pixels, which could be used to test by eye if the images 

lined up on a sample combined image. There may also have been a slight height 

discrepancy between the two images. By inputing the the overlap values, the 

software was able to account for both horizontal and vertical overlaps. The orig-

inal images were 768 x 484 pixels, which means the final image was 1528 x 484 

pixels. 

Once this process had been completed, it was repeated for each of the 1000 

images from an experiment. The final images were then fully pre-processed and 

ready for analysis. 

4.9 Summary 

In this chapter, the process of Planer Laser Induced Fluorescence (PLIF) was 

introduced and explained. A brief summary was given of the surface films and 

illumination used for these experiments along with a discussion of safety issues. 

The limitations and consequences of using PLIF were also discussed with expla-

nations of how they were accounted for. 
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Obtaining Results from PLIF 

5.1 Introduction 

In this chapter the process of obtaining results from PLIF is discussed. Five 

results were obtained: depth of the mixing for each concentration; area of mixing 

for each concentration; the motion of the centre of mass of the film; the dispersion 

of the film and the fractal dimension of the film, all as functions of time. 

5.2 Depth 

Of primary interest was how deep the mixing had penetrated following breaking. 

As with all the processes to extract information, measuring the depth was done 
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computationally. Each image was loaded into the analysing computer's RAM and 

scanned through pixel by pixel by the analysis program, recording the greatest 

depths reached by each of the 12 concentrations. In order to register a given 

point as the deepest, it had to be no greater than the values occurring either side 

of it. This ensured camera noise, or other random point sources near the bottom 

of the image, did not bias results. 

The depth was measured relative to the MWL, as defined in section 2.3.1, 

rather than the moving surface in that image. This reduced the computational 

time and complexity significantly, as it did not require a correction for a moving 

surface, without affecting the results for more than a couple of seconds following 

breaking. From this information, it was also possible to calculate a rate of descent 

for the mixing. 

5.3 Area 

Another important measurement was the area covered by the individual concen-

trations as they spread. During the scan through the image described in the 

previous section, the number of pixels of a given intensity was also recorded. The 

total area for each concentration could then be measured. This could also be used 

to calculate the speed with which the dye patch was expanding and diffusing. 
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5.4 Centre of Mass 

Once the area information for each concentration had been measured, it was 

possible to obtain a "21)" mass for the film; the £/h  moment, defining a moment 

as: 

m,3,k f f f xiyizcf(x, y, z, t)dxdydz 	 (5.1) 

where f(x,y,z,t) is the concentration. This simplifies to f(x,y) as z is fixed by the 

position of the lightsheet and the time, t, is constant for each image. 

More precisely, for these experiments, the moments were: 

mt = 	x 1yf(x,y) 	 (5.2) 
2 ,3 

The centre of mass of the film could be obtained by dividing the 1st  moment by 

the 0th  moment, the 1 11  moment having also been calculated during the original 

scan through the image. It was therefore possible to track the centre of mass and 

motion of the film as a whole. 

It should be noted that there was dye entering and leaving the lightsheet due 

to the developing 3D motion after breaking. However, these motions are random 

in nature and therefore had a small effect on the total 2D mass of the film. 
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5.5 Dispersion 

The images were taken from fixed cameras, meaning the measurements were 

Eulerian. It is usually better to measure dispersion from a Lagrangian frame of 

reference, moving with the particles that are dispersing. However, connecting the 

two reference frames in not a simple task [78]. 

The basis of dispersion is that particles starting very close together will follow 

different paths in space, getting further apart on average as time continues. There 

are a number of mechanisms that lead to this spreading; molecular diffusion, 

advection, shear dispersion and turbulent diffusion. 

5.5.1 Molecular Diffusion 

Molecular diffusion is the spreading of particles due to motions on an atomic scale. 

The random movement of molecules, caused by thermal excitation, means they 

travel further away from their starting position as time increases. This spread-

ing is referred to as diffusion and can be described using either concentration 

gradients or a "random walk" model of the particles of fluid. 

The relationship between the mass flux, q, and concentration gradient in that 

direction is known as Fick's equation: 
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q = —DVC 	 (5.3) 

where D is the diffusion coefficient and C is the concentration. When combined 

with the conservation of mass, the diffusion equation (5.4) is obtained: 

JC 
= —DV 2C 	 (5.4) 

it 

Solving this equation in one-dimension gives: 

M 	2 

	

C(x,t) = 
74 

_____
irDt 

eTi 	 (5.5) 

where M is the total mass of the diffusing substance. The above equation can 

also be derived from the probability distribution of a large number of particles 

obeying a random walk, combined with the central limit theorem. 

It is important to demarcate an edge to the dispersion. This is defined as the 

point where the concentration falls to below!- When the process is entirely ran-

dom, for example Brownian motion, its size is expressed in terms of the standard 

deviation, or as: 

or = (2Dt) .21 

	

(5.6) 
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where t is time. 

When the motion is not entirely random, and particles have a tendency to 

either mimic or oppose the previous move, the exponent is no longer 1 . This is 

called Fractional Brownian Motion and is discussed in section 5.5.5. 

5.5.2 Advection 

When the dispersion happens within a medium that also has a mean flow, veloc-

ity u, the net transport of the dispersing substance is referred to as advection. 

Advection can be accounted for by adding a uC term to equation 5.3 giving 

q=uC — DVC 	 (5.7) 

The diffusion equation (5.4) now becomes 

+ u.LIC = —DV 2 C 	 (5.8) 

5.5.3 Shear 

For non-uniform velocity flows u(x,t), there will be a velocity gradient, or shear, 

present in the motion. This differential in advection will cause the pollutant to 

spread faster and is called dispersion. Often this dispersion is far faster than the 
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molecular diffusion, to the extent that in the mixing process molecular diffusion 

can be effectively ignored and the spread of the pollutant is driven by variations 

in the fluid motion rather than random thermal interactions. 

However, the form of u(x,t) can often be very complex, and therefore equation 

5.8 may not be soluble analytically. In these cases, an experimental or numerical 

approach must be taken to understand the resulting dispersion. 

5.5.4 Turbulent Diffusion 

The previous example of advection assumed an exactly known, if complicated, 

flow u(x,t), but often this is not the case. Turbulent flow is responsible for even 

greater mixing than a steady mean flow. Turbulent diffusion is usually treated 

mathematically, assuming that the turbulence is both isotropic and homogeneous 

with no mean flow. 

Tracking a fluid particle moving in such a turbulent flow, the mean square of 

its displacement from its starting position at time t = 0 is proportional to t2  for 

small t and to t for large times, first calculated by Taylor [74]. Since a pollutant 

can be thought of as large number of individual particles all obeying this rule, the 

variance of the spreading increases as t, implying the standard deviation increases 

as/. 

Although this result is analogous to molecular diffusion at large t, governed 
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by a "random walk", the dispersion coefficient is significantly larger for turbu-

lent diffusion than molecular diffusion. For small t, the result is analogous to 

advection. 

However, at intermediate t, the spread is governed by Richardson diffusion 

[28, 62]. Richardon's law, obtained by considering the separation of particle pairs 

states that the size of the cloud, a, determines the diffusion coefficient, D, such 

that: 

Dorza 
	

(5.9) 

This means the diffusion coefficient is increasing as the cloud size increases; 

it expands with increasing rapidity. 

5.5.5 Fractional Brownian Motion 

Random Brownian motion predicts the size of a dispersion cloud in terms of the 

standard deviation, as shown in equation 5.6. However, when the motion is not 

entirely random the dispersion can be referred to as fractional Brownian Motion 

and the standard deviation generalised by introducing the Hurst Exponent, H: 

a = (2Dt)H 	 (5.10) 
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where H = 1  for normal Brownian motion. The variation between fractional 

and normal Brownian motion is a dependence of the current step in a random 

walk on the previous motion. Equation 5.6 assumes that each step is entirely 

without correlation with the previous, or any other, step. If the current motion 

is influenced by the previous direction, then the motion is no longer random but 

contains a pattern, albeit only visible on a statistical scale. 

When the particle is more likely to oppose the motion of the previous step, 

the process is called subdiffusive or antipersistent and the cloud will grow at a 

slower rate than random motion with 

(5.11) 

If the particle is more likely to continue in the same direction, the process is called 

superdiffusive or persistent and the cloud will grow at a faster rate than random 

motion with 

(5.12) 

Therefore, by measuring the hurst exponent, it is possible to examine whether 

the mixing is sub- or superdiffusive and how it may continue in long time scales. 
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5.5.6 Quantifying the Dispersion 

All of the processes discussed in sections 5.5.1 to 5.5.5 may be present in any 

mixing. Although each have formulae to calculate their contribution to the dis-

persion, it is virtually impossible to separate the effect of each in experimental 

results. Therefore, it is sometimes more appropriate to treat the entire disper-

sion using fractional Brownian motion. Since any measurement will apply only 

to the section of the flow being investigated and may not be fractional Brownian 

motion, any calculated exponent may not be exactly the Hurst exponent, and 

should therefore simply be referred to as a dispersion exponent. 

Equation 5.10 enables the evaluation of a dispersion coefficient, D, and a 

dispersion exponent H by taking the logarithm of each side 

loga = Hlogt + Hlog(2D) 	 (5.13) 

Plotting log or against log t, H and D can be calculated from the gradient of the 

slope and intercept respectively. The variance of the concentration distribution 

can also be calculated as the ratio of the 2,d  order moment to the 0th  order 

moment, as defined in section 5.4. 

Dispersion coefficients and exponents were also measured to quantify the area 

covered by the film and the depth reached in a similar manner to Schlicke [67]. 
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This enables direct comparisons to previous experimental results, discussed in 

section 8.4. 

5.6 Fractal Dimension 

Once the film has settled on the surface of the water, it is approximately 10 7m 

thick, six orders of magnitude thinner than the depth of the tank and therefore 

the film can be treated as essentially two-dimensional. The lightsheet produced 

by the SBB is two orders of magnitude thinner than the tank width, and can 

also be treated as a plane. The interception of the two planes produces a line, 

and therefore prior to breaking, there is a thin line of fluorescence on the water's 

surface. 

Once the breaking wave has dispersed the film beneath the surface, the depth 

component of the film is no longer negligible compared to the width and length, 

and the dye becomes essentially three-dimensional. The intersection of a volume 

and a plane is also a plane, and it is in this intersection plane that the fluorescence 

is seen and recorded. 

However, as seen in figure 5.1, it is clear the dispersion does not entirely 

occupy the plane. The outline of the film, which prior to breaking was one-

dimensional on the surface alone, has now spread below the surface but has not 

fully developed into a two-dimensional plane. This transition, of both the film 
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itself and the outline, can be described using a fractal dimension. 

Although the most commonly used definition of dimension is the topological 

dimension, there are many different definitions [54]. The topological dimension 

D, is an integral measure such that all arcs have a value of one; all areas, two; 

all volumes three, and so on. There is no room for fractionality in the topological 

dimension. Motivated by a need to find a way of quantifying the dimension of 

shapes which do not fall neatly into one of these categories, other dimensions 

were defined. 

Figure 5.1: Photograph of PLIF 

The notion of dimension that is best fitted to application in science is the Box 

Counting Dimension, which is an adaptation of Mandlebrot's original Fractal 

Dimension, itself a adaptation of the Hausdorff dimension derived by the Felix 

Hausdorif in 1919. A full description of the Hausdorif dimension can be found in 
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Peitgen [54] but a brief summary is provided here. 

The definition of a fractal has altered since it was proposed by Mandlebrot 

[1]. Currently, it is accepted that a fractal is a shape whose parts are in some way 

similar to the whole. This definition can applies to fluorescent area of mixing in 

these experiments, as seen in figure 5.1. 

A structure is said to be strictly self-similar if it can be split into smaller pieces 

each of which is a perfect replica of the original. If the smaller pieces look very 

much the same as the original but are not identical, then they are statistically self-

similar rather than strictly self-similar. Such structures are common in nature; 

trees, cauliflower and broccoli for example. 

Turbulence can be shown to be an example of statistical self-similarity [11, 56]. 

Fractal geometry has also been used with other naturally occurring processes such 

as cloud formation [40], cracking concrete [51], occurrence of breaking waves [37], 

coastlines [44] and even price fluctuations in the stock market [45]. 

A simple, but important, example of strict self-similarity is a line, as shown 

in figure 5.2. The number of sections the line is split into is entirely arbitrary, 

they are always perfect replicas. 

A square can be split in a similar manner, but only if split into a square 

number of pieces, i.e. 4, 9, 16 etc. A cube can also have self-similarity if split 

into 8, 27, 64 etc. It should be noted that self-similarity does not imply the 
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Original 

Split Parts 

Figure 5.2: Simple self-similarity 

shape requires a fractal description, as a line, square or cube do not. However, 

self-similarity is an important feature of fracture structures, such as the Koch 

curve, shown in figure 5.3. 

With every iteration in a Koch curve, each straight section is replaced with the 

original 1st iteration Koch curve, so with each passing step the outline becomes 

more complex. This can be seen from figure /reffig:koch where the curve is always 

more complex than th one above. In purely mathematical terms, there is no limit 

on the number of iterations that can be performed. 

In can be seen that the Koch curve exhibits the same strict self-similarity 

as the line or square. There are four smaller copies of the 1st iteration in the 

structure of the second iteration, each 1  the size. For lines, squares and cubes, the 

reduction factor in the separated sections was equal to the number of sections 

produced. Hence, there could be nine self-similar squares obtained from one 
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Figure 5.3: First five iterations of Koch curve (from top to bottom) 

square, each a ninth the size of the original. However, this is not the case for the 

Koch curve; there are four self-similar Koch curves, each one third the size. It is 

this difference which separates fractal and non-fractal structures when measured 

in this way. For the line, square and cube there is a simple relationship between 

the number of pieces, n, and their reduction factor from the original, r: 
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1 
n=- (5.14) 

where D is 1, 2 and 3 for the line, square and cube respectively. Therefore D 

corresponds exactly to the accepted topological dimension for those structures. 

However, for the Koch curve, n = 4 and r = . Rearranging equation 5.14 and 

defining R = 1  gives: 

D - 
logn 	

(5.15) 
- log  

If the number of self-similar parts extracted from the Koch curve increases 

to sixteen, then each is a ninth of the size of the original, essentially squaring n 

and R, which due to the nature of logarithms cancels top and bottom and the 

equation remains the same. Therefore, solving for D in the simplest case gives the 

value of D for all cases, which is 1.2619 to 5 significant figures. This is referred 

to as the self-similarity dimension of the Koch curve. 

Not all curves are as easy to define as the Koch curve, and most naturally 

occurring structures do not show strict self-similarity. For these shapes, the box-

counting dimension is a more appropriate measure. The box-counting dimension 

proposes a systematic measurement which can be applied to any structure regard-

less of the topological dimension it exists within. The structure is placed with a 

regular mesh with side length s and the number of boxes of the mesh containing 
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a piece of the outline, N(s), is counted. This is shown in figure 5.4 using the 

Koch curve, a 5 by 17 grid and an arbitrary s of 1. 

Figure 5.4: Box-counting grid with s = 1 

There are 35 grid squares containing an outline, as shown in figure 5.5. 

Figure 5.5: Box-counting grid with filled squared counted (s=1) 

By decreasing the size of s, N(s) will increase accordingly. Figure 5.6 shows 

the same Koch curve covered with a 10 by 34 grid with an s of 1 . There are 

ninety-six grid squares containing a section of outline, as shown in figure 5.7. 

This process is easy to recreate computationally for a large range of s values. 

Plotting log N(s) against log gives an approximately straight line. The gradient 

of this line is the box-counting dimension. Using only two values for s, the 

example above calculated the box-counting dimension to be 1.45, compared to 
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Figure 5.7: Box-counting grid with filled squared counted (s=) 
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the self-similarity dimension of 1.26. This is not a bad estimate using only two 

grid sizes, and up to 46 grid sizes are used to calculate results in this Thesis. 

Further reading can be found in Edgar [25] or Feder [27]. 

5.6.1 Measuring the Dimension 

Practically, the relationship between N(s) and s will not be an exact line. There-

fore, when analysing the images, a least-squares algorithm was used to provide a 

best fit to the data. Also, there was a minimum length scale set by the size of an 

individual pixel, s cannot be shorter than this size. The upper limit on s was set 

by the size of the dispersion, if a single grid square contains the entire dispersion; 
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the dimension will be calculated to be one. Therefore, it was only meaningful to 

attempt to calculate the dimension over a range of s fitting to the experiment. 

5.7 Conclusions 

In this chapter the methods of obtaining results from PLIF images were discussed. 

Five parameters are measured: depth reached for each concentration value, area 

covered by each concentration value, centre of mass motion, dispersion and fractal 

dimension. An explanation of the process used to calculate each of these values 

was given. 

MIJ 



Chapter 6 

Single Breaker Results 

6.1 Introduction 

In this chapter the quantities discussed in chapter 5 are calculated and presented 

for single breakers with non-dimensional amplitudes from 0.314 to 0.352. Previous 

work has been carried on dispersion by single breakers [59, 671 but did not cover as 

wide a range of amplitudes or give as much emphasis on the relationship between 

amplitude and the measured parameters. 

Sample images from an experiment which may be useful in the discussion of 

results can be found in Appendix A. 

KC 
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6.2 Qualitative Description of Breaking 

Once the film had been applied and settled on the water's surface, it remained 

undisturbed until a breaking wave passed. Non-breaking waves caused the film 

to translate in the direction of the wave motion due to Stoke's drift, but there 

was very little downward mixing. 

As the breaking wave approaches, the film still follows the water's surface. At 

the point of breaking, when the air is entrained into the water, the film is finally 

broken and begins to mix. The dye directly beneath the jet of the plunging 

breaker is pushed downward, entraining more dye, and the energy provided by 

the breaking fuels turbulent dispersion. In addition to this, the splash up from 

the plunging tip forms a second area of dispersion further upstream. The two 

areas then overlap to form one larger area. The process of mixing continues while 

the eddies and turbulence gradually transfer their energy to smaller scales until 

motion finally dies out and molecular diffusion, chemical and buoyancy effects 

take over the dispersion. For spilling breakers, the process is very similar but 

with a smaller secondary splash up effect and smaller and slower eddies. 

In the experiments involving a second breaking wave, the second breaker oc-

curred 32 seconds after the initial breaker, the time interval being limited by 

the input conditions to the wave paddle, while turbulent motion still dominated 

the mixing. The motion from the first breaking wave was still evident but was 
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quickly swamped by the turbulence created by the second breaker. Unlike the 

first breaking wave, the dye was no longer on the surface but had already been 

dispersed. 

Seven ak values were attempted, ranging from 0.314 to 0.352, with amplitudes 

from 0.099m to 0.111m respectively and k equal to 3.17m, covering from very 

mild spilling breakers up to large plungers, as shown in table 6.1. 

Amplitude(m) ak value Breaker Type 
0.099 0.314 Spiller 
0.101 0.320 Spiller 
0.103 0.327 Spiller 
0.105 0.333 Spiller/Plunger 
0.107 0.339 Plunger/Spiller 
0.109 0.347 Plunger 
0.111 0.352 Plunger 

Table 6.1: Breaking waves investigated 

Of these values, 0.314, 0.333 and 0.352 were also used by Schlicke, and 0.352 by 

Rapp and Melville, allowing comparisons to be made, whilst the other amplitudes 

served to increase the body of knowledge. 

6.3 Maximum Depth Results for Single Breaker 

The maximum depth for each concentration was measured as a function of time. 

In the following sections, plots of non-dimension alised depth against non-dimensionalised 

time are presented for different amplitudes. The time axis represents the time 
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since the breaking event, non-dimensionalised using the angular frequency of the 

central wave; logwt = 1 therefore represents the time of breaking. 

Table 6.2 shows the relationship between time following breaking and log10wt. 

Time after breaking (seconds) 1og10wt 
5 1.44 
10 1.74 
15 1.92 
20 2.04 
25 2.14 
30 2.22 
35 2.29 
40 2.34 
45 2.40 
50 2.44 

Table 6.2: log1owt - Time relationship 

The depth is measured relative to the mean water level, non-dimensionalised 

using the central wavenumber. Measurement from the mean water level results 

in exaggerated peaks and troughs in the graph around the breaking event but 

produces accurate results once the surface motion has been damped. This was 

approximately four seconds after breaking in the experiments described here. 

Table 6.3 shows the actual depth in metres and wavelengths for a range of 

log10  kd values. 

For each breaking wave amplitude, a sample result is presented. It is impor-

tant to note that the maximum depth, as defined in section 5.2, is recorded and 

not the average depth. Therefore these results are very sensitive to the turbulent 
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1ogiokd Depth(m) Wavelengths(A) 
0 0.32 0.16 

-0.1 0.25 0.13 
-0.2 0.20 0.10 
-0.3 0.16 0.08 
-0.4 0.13 0.07 
-0.5 0.10 0.05 
-0.6 0.08 0.04 
-0.7 0.06 0.03 
-0.8 0.05 0.03 
-0.9 0.04 0.02 

Table 6.3: logiokd - Depth relationship 

nature of the mixing. The area and centre of mass results present more precise 

indications of the film motion as a whole. 

The log10  kd values can be converted back into actual depths in metres with 

the following equation: 

1 0logiokcd 

MaximumDepth = 
	

(6.1) 
3.17  

This can then be converted into fractions of a wavelengths or waveheights using 

table 6.1. 

The percentages represent the concentration of the dye, with 100% corre-

sponding to the concentration of the undiluted rhodamine B solution. 

Gradients and intercepts are calculated by plotting the data using the software 

Tecplot 9. Linear approximations are calculated using a least square fit also using 
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Tecplot 9. Errors and uncertainties are not included, as the random nature of 

the experiments mean the variations between individual experiments are larger 

than the uncertainty in using the least square fit. 

6.3.1 Maximum Depth Results for Single ak = 0.314 Breaker 

0 	 1 	 2 
Iog10U)t 

Figure 6.1: Depth against time for single ak = 0.314 breaker 

Immediately following breaking, the maximum depth of all measurable con-

centrations increases. The smaller concentrations descend further than the larger, 

as should be expected. The line for 0.0005% represents background dye; since this 

background level is thoroughly mixed through the water column, the maximum 

depth indicated by this line corresponds to the bottom of the tank. 

0 

C) 
0 

-1.5 
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It should be noted that a higher value on the log iokd scale means a greater 

depth in the tank and an increase in maximum depth means an increase in the 

depth reached by the dispersing film. 

The largest concentration, 0.015% descends to a depth of 1og10kd = -0.8 

(corresponding to approximately 5cm, wave length or half a waveheight) and 40 

then remains steady between logwt = 1.8 and the end of the recording. This can 

be compared to the experimental images in Appendix A of an ak = 0.346 breaker. 

The line of 0.005% shows a linear relationship between logwt = 1.6 and the 

end of the experiment, with a gradient of 6.05 x 10_i  and intersection at -1.83. 

This corresponds to a dispersion coefficient, calculated using 1P  from equation 

5.13 where c is the intercept and H the dispersion exponent, of 4.72 x 10. 

The intercept c, is very sensitive to the time over which the linear region 

appears, and a small change in position can create a large difference in calculated 

dispersion coefficient. Therefore, the most important results measured from the 

maximum depth results are the gradient of the log10  kd - log 10wt relationship, 

which shows how the dye is ascending or descending, and the final maximum 

depth reached, which indicates how far the dye is penetrating beneath the surface. 

Assuming no other disturbance, the depth reached by the film d, with respect 

to the time following breaking will be given by 
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kd0005% = (9.45 x 1O 4wt) °605 	 (6.2) 

Although this steady increase continues to the end of the experiment, it would 

be limited simply by the mass of dye available. As can be seen from later exper-

iments, the maximum depth reached and area of higher concentrations falls as 

the experiment progresses as it fuels dispersion into lower concentrations. Over 

a significantly long time, even the lowest levels measured here would exhibit the 

same behaviour. 

The dispersion exponent is greater than 0.5, which implies the process is 

super-diffusive. This may be due to the additional turbulent eddy motion which 

causes the dye to spread faster than a standard random walk. 

The line inbetween these two concentrations, 0.01%, is closer to the lower 

concentration than the higher. Between four seconds (logwt = 1.2) and the end 

of the experiment the graph shows a linear growth with a gradient of 5.89 x10 -1  

and intercept of -1.81. 

The final depth values of the three concentrations are 1og10kd = -0.74, -0.37 

and -0.36 for 0.015%, 0.01% and 0.005% respectively. A summary of these results, 

with results for larger breaking waves, is presented in section 6.3.8. 
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Figure 6.2: Depth against time for single ak = 0.320 breaker 

6.3.2 Maximum Depth Results for Single ak = 0.320 Breaker 

The maximum depth reached by the same three concentrations; 0.005%, 0.01% 

and 0.015% for a breaking wave with an ak value of 0.320 are plotted in figure 

6.2. The depths reached by all three levels are very similar, reaching depths 

approximately the same as the lower concentration in the ak = 0.314 breaker. 

This suggests, in this result, the larger concentrations remained together with 

the smaller concentrations, pulled down by the turbulent motion. The smaller 

spilling breaker produces smaller eddies, and therefore the larger concentrations 

penetrate a similar depth to the lower ones. 

Between 1ogwt = 1.6 and 2.1, all three selected values show a steady increase, 
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with gradients of 2.48 x10 1  for 0.015%, 2.59 x10' for 0.01% and 3.02 x10 1  for 

0.005%. All three of these results suggest anti-persistent dispersion, although the 

region 1ogwt = 1.1 to 1.6 shows rapid depth increases for all three concentrations 

and this may affect the final results. If a small patch of dye containing a wide 

range of concentrations was carried downward near the start of the mixing; this 

would skew the maximum depth results. 

After this linear region, the 0.015% and 0.01% concentration maximum depth 

begins to decrease; i.e. getting closer to the surface. The dye is dispersing and 

hence the dye at the greater depth is being diluted and fuels the continued de-

scent of the lower concentrations, rather than the greater concentrations actually 

ascending. 

The final depths reached by the three concentrations were log1 wt = -0.40, 

-0.37 and -0.33 for 0.015%, 0.01% and 0.005% respectively. 

6.3.3 Maximum Depth Results for Single ak = 0.327 Breaker 

The next largest breaker had an ak value of 0.327 and the maximum depth results 

are shown in figure 6.3. 

The upper red line, representing 0.005%, follows an approximately linear path 

from 1og1owt = 1.4 (approximately four and a half seconds after breaking) until 

1og 1owt = 2.1. The equation of this line is 1og 1o kd = 3.40 x10' 1og 10wt— 1.06, 

WE 
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Figure 6.3: Depth against time for single ak = 0.327 breaker 

giving a dispersion coefficient of 3.81 x 10_i 

The lower green line represents the 0.015% concentration. Between 1ogt = 

1.8 and 2.1 the graph is also linear, with a gradient of 2.20 x 10_ i . The dispersion 

co-efficient is calculated to be 3.26 x 10 5 . 

After this linear section the maximum depth value fluctuates between 1og1okd 

0.5 and -0.75. This is due to small patches of dye entering and leaving the light-

sheet at the lower depth. 

The line representing the maximum depth reached by the 0.01% concentration 

is much closer to the 0.005% line than the 0.015% line. Over the same range as 
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the lower concentration, it shows a roughly linear growth with a gradient of 3.27 

x 10_i  with a similar intercept. Near the end of the experiment, the graph shows 

a very sharp decrease in maximum depth. This is caused by a patch of dye being 

pulled downward by an eddy. 

The final maximum depths reached by the three concentrations are log10kd 

= -0.72, -0.22 and -0.19 in order of decreasing concentration. 

6.3.4 Maximum Depth Results for Single ak = 0.333 Breaker 

0 

-0.1 
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Figure 6.4: Depth against time for single ak = 0.333 breaker 

Four maximum depth results are shown in figure 6.4 for concentrations of 

0.005%, 0.01%, 0.0125% and 0.015%. The maximum depths reached by 0.005% 
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and 0.01% concentrations are very similar, showing periods of approximately 

linear growth between 6 and 40 seconds after breaking (1ogiowt = 1.6 to 2.35) 

with gradients of 5.83 x 10_1  and 5.84 x 10_I  respectively. Both lines would 

intercept the y-axis at -1.42. After 40 seconds the lines appear to begin to level 

off. This could be due to the gradual decrease in turbulent energy or the effect 

of the bottom of the tank. Further work in deep tanks would be required to 

investigate this. 

Over the similar range as the lower concentrations linear growth, the max-

imum depth for the 0.0125% concentration also increases, with a gradient and 

intercept of 6.29 x 10 and 1.52 respectively. However, there is a sharp decrease 

in maximum depth just after 1og 10wt = 2.1 followed by a gradual increase in 

depth again until the end of the experiment, with a gradient of 4.97 x 10_ 1  

The maximum depth reached by the 0.015% concentration is erratic, varying 

between log1okd = -0.3 and -1.2. 

The final maximum depths reached by the four concentrations, from largest 

to smallest, are 1og10kd = -0.94, -0.11, -0.07 and -0.07. 

6.3.5 Maximum Depth Results for Single ak = 0.339 Breaker 

The maximum depth results for two ak = 0.339 breakers are presented in figures 

6.5 and 6.6 to show the difference in maximum depths reached by larger concen- 
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Figure 6.5: Depth against time for single ak = 0.339 breaker (first example) 

trations. In both figures, the maximum depth reached for three concentrations, 

0.005%, 0.01% and 0.015% is plotted. 

The lines representing the smallest concentration, 0.005%, have similar final 

maximum depths but different shapes. In figure 6.5, the line is approximately 

linear between 5 and 45 seconds after breaking, with a gradient of 3.58 x 10 

before levelling off at log10kd equals approximately -0.1. Figure 6.6 shows a 

shorter, sharper period of increasing maximum depth between 8 and 25 seconds, 

with a gradient of 6.55 x 10 . Following this is a short time of erratic fluctuation 

before reaching a final value of approximately -0.1. 

The maximum depths of both 0.01% concentrations, in figures 6.5 and 6.6, 
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Figure 6.6: Depth against time for single ak = 0.339 breaker (second example) 

again finish at similar values, but the graphs have different forms. In figure 6.5 

the line follows that of the lower concentration until log1owt is approximately 

1.6 and then the depth increases to a value similar to the 0.015% level. There is 

then a steady decrease in maximum depth, with a gradient of 2.18 x 10_i  before 

a levelling off and slight increase. 

In figure 6.6, the 0.01% concentration line detaches itself from the lower con-

centration far earlier, and then shows a series of sharp increases and decreases in 

maximum depth before reaching a steady value at the end of the experiment. 

In both graphs, the 0.015% concentrations shows a final decrease in maximum 

depth, ending very near the water's surface. In figure 6.5 there is a period of 
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steady decrease in maximum depth between 10 and 21 seconds after breaking 

with a gradient of 4.83 x 10_I  followed by periods of fluctuation and increase in 

maximum depth. In figure 6.6, the plot shows large areas where the maximum 

depth remains steady between sharp increases. These sharp increases could be 

caused either by dye leaving the lightsheet or small patches of high concentration 

dispersing into lower values. 

The final maximum depths reached for the concentrations plotted in figure 6.5 

are 1og10kd = -0.61, -0.38 and -0.07 for 0.015%, 0.01% and 0.005% respectively. 

The final maximum depths reached for the concentrations plotted in figure 6.6 

are 1og 1o kd = -1.29, -0.40 and -0.05. 

6.3.6 Maximum Depth Results for Single ak = 0.346 Breaker 

The maximum depths reached by four concentrations, 0.003%, 0.005%, 0.01% 

and 0.015%, are plotted in figure 6.7 for a breaking wave with an ak value of 

0.346. 

The smallest concentration, 0.003% shows a linear relationship between 5 

seconds and 30 seconds after breaking (logiowt = 1.4 to 2.2) with a gradient 

of 3.61 x 10_1  before levelling off at 1og 10kd equals approximately 0.05. The 

plot for maximum depth of the 0.005% concentration follows a similar line to the 

0.003% plot between 5 and 13 seconds, with a gradient of 5.24 x 10 -  Following 
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Figure 6.7: Depth against time for single ak = 0.346 breaker 

this, it decreases for approximately twelve seconds before increasing again after 

25 seconds, with a few steady areas. 

The line representing 0.01% shows a small period of linear increase in max-

imum depth between 5 and 15 seconds, with a gradient of -1.37 x 10 before 

maintaining a steady value and then erratically decreasing in maximum depth 

until the end of the experiment. 

It is possible to identify a trend in the decrease of maximum depth for 0.015%. 

Between 5 seconds and the end of the experiment this concentration shows a 

decrease of maximum depth with gradient of -9.17 xl 0 1,  although the graph is 

very unstable at points. 
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The final depths reached by the four concentrations, from largest to smallest, 

are log10kd = -1.42, -0.73, -0.28 and -0.02. 

6.3.7 Maximum Depth Results for Single ak = 0.352 Breaker 

An ak value of 0.352 was the largest used in these experiments, corresponding to 

a plunging breaker. 

-D 
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Figure 6.8: Depth against time for single ak = 0.352 breaker 

The maximum depth reached by concentrations 0.003%, 0.01% and 0.015% 

following a breaking wave with an ak value of 0.352 are presented in figure 6.8. 

The 0.003% concentration shows a steady increase in maximum depth between 20 

seconds after breaking and just before the end of the experiment with a gradient 
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of 4.35 x 10_1,  with a short period of steady maximum depth at the end of the 

experiment when fully mixed. 

The plots of 0.01% and 0.015% both decrease sharply in maximum depth 

at 1ogwt = 1.5 and 1.3 respectively and remain approximately steady at this 

depth for the remainder of the experiment, with slight decreases in maximum 

depth between 1og10wt = 1.7 and 1.9 with gradients of 7.10 x 10 and 7.99 x 

10_i 

The final depths reached by the 0.015%, 0.01% and 0.003% concentrations are 

1og1okd = -0.43, -0.38 and 0.11 respectively. 

6.3.8 Maximum Depth Results Summary 

As discussed previously, it is very difficult to compare the dispersion coefficients 

measured from the maximum depth results as they are very sensitive to slight 

alterations in time. Therefore, table 6.4 shows only the dispersion exponents for 

the measured sections on each concentration. These values are also very sensitive 

to the conditions under which they occur and are not necessarily comparing like 

with like. 

It is important to look at the depths reached by the different concentrations 

at the end of each experiment. These are shown in table 6.5. 

As the breaker size increases, the depth reached by the 0.005% concentration 
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increases, with the exception of the ak = 0.346 breaker. This suggests that larger 

breakers, with greater energies, will cause the lower concentrations to descend 

further than the smaller, less powerful breakers. 

The maximum depth reached by the 0.01% concentration increases between ak 

values of 0.314 to 0.333 and then begins to decrease again for the large breakers. 

The transition from increasing to decreasing maximum depth with breaker size 

occurs at the point where the breakers progress from being spilling to plunging. 

This implies the breaker type has a significant effect, with the more energetic 

plunging breakers being powerful enough to disperse the 0.01% concentration 

into lower levels whereas the spillers are not, simply carrying it downward. 
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ak value Concentration Dispersion Exponent 
0.314 0.005% 6.05x10' 
0.314 0.01% 5.89x10' 
0.314 0.015% 6.20x10' 
0.320 0.005% 3.02x10 1  
0.320 0.01% 2.59x10 1  
0.320 0.015% 2.48x10 1  
0.327 0.005% 3.40x10 1  
0.327 0.005% 6.86x10' 
0.327 0.01% 3.27x10 1  
0.327 0.01% 1.23 
0.327 0.015% 2.20x10' 
0.333 0.005% 5.83x10 1  
0.333 0.01% 5.84x10' 
0.333 0.0125% 6.29x10' 
0.333 0.0125% 4.97x10' 
0.339 0.005% 3.58x10 1  
0.339 0.005% 6.55x10 1  
0.339 0.01% 2.18x10' 
0.339 0.01% 8.55x10' 
0.339 0.015% 4.83x10' 
0.346 0.003% 3.61x10' 
0.346 0.005% 5.24x10' 
0.346 0.01% -1.37x10 1  
0.346 0.015% -9.17x10' 
0.352 0.003% 4.35x10' 
0.352 0.01% 7.10x10' 
0.352 0.015% 7.99x10' 

Table 6.4: Dispersion exponents from Single Breaker Depth Results 

110 



Chapter 6: Single Breaker Results 

Concentration ak value log10  kd Status 
0.0005% 0.314 0.11 level 
0.003% 0.346 -0.02 ascending 
0.003% 0.346 0.11 steady 
0.005% 0.314 -0.36 descending 
0.005% 0.320 -0.33 steady/descending 
0.005% 0.327 -0.19 descending 
0.005% 0.333 -0.07 descending/steady 
0.005% 0.339 -0.07 steady 
0.005% 0.339 -0.05 steady 
0.005% 0.346 -0.28 ascending 
0.01% 0.314 -0.37 descending 
0.01% 0.320 -0.37 ascending 
0.01% 0.327 -0.22 descending 
0.01% 0.333 -0.07 steady 
0.01% 0.339 -0.38 ascending 
0.01% 0.339 -0.40 steady 
0.01% 0.346 -0.28 descending 
0.01% 0.352 -0.38 steady 

0.0125% 0.333 -0.11 descending 
0.015% 0.314 -0.74 steady 
0.015% 0.320 -0.40 ascending 
0.015% 0.327 -0.72 - 

0.015% 0.333 -0.94 - 

0.015% 0.339 -0.61 - 

0.015% 0.339 -1.29 - 

0.015% 0.346 -1.42 - 

0.015% 0.352 -0.43 - 

Table 6.5: Maximum depth values for single breaker results 

The trend of larger breakers actually causing a shallower maximum depth to 

be reached is continued by the 0.015% concentration, where larger breaking waves 

produce the smallest maximum depths; the majority of the large concentrations 

are mixed into lower concentrations, causing a significant reduction in the depth 

they reach. 
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This is significant as it implies that small spilling breakers will result in 

a greater penetration of higher concentrations than larger plunging breakers. 

Therefore the dispersion of a surface pollutant caused by isolated spilling breakers 

may pose a larger threat to organisms living near the water's surface than that 

caused by plunging breakers. 

6.4 Area Results for Single Breaker 

The area covered by the dispersing surface film is of obvious importance. As with 

the previous section, a sample plot is presented for each breaker amplitude used. 

As the concentration lines spread more evenly, it is possible to plot the full range 

of concentrations used for most experiments. 

Time is non-dimensionalised in the same manner as the depth results, and area 

is non-dimensionalised by multiplying by the central wavenumber k, squared. As 

with the depth results, log-log graphs are used. 

Gradients and dispersion coefficients are calculated for certain lines from each 

plot and a final table of area results is presented at the end of section. Pri-

marily the concentrations of 0.004% and 0.015% are examined as these provided 

the clearest results; 0.004% was the lowest value that is always higher than the 

background level and 0.015% was the highest concentration measured. 
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6.4.1 Area Results for Single ak = 0.314 Breaker 
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Figure 6.9: Area against time for single ak = 0.314 breaker 

Figure 6.9 is a plot of non-dimensional area against non-dimensional time. 

Each line represents the number of pixels with a grey level corresponding to that 

concentration or higher, as measured from the calibration images. The large 

initial values of 0.0005% and 0.001% concentrations are due to the background 

dye. 

Sharp peaks and troughs can be seen around log owt = 1, caused by the mo-

tion of the water's surface during breaking. The smaller concentrations, 0.0015% 

to 0.004%, continue to grow following breaking whereas the higher levels begin 

to decrease following an initial expansion as they feed the expansion of lower 
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concentrations. 

The area of the 0.005% concentration remains almost constant in area, bal-

anced between expanding and being fuelled by the higher concentrations. As this 

concentration appears to maintain a constant area it will be referred to as Concen-

tration of Constant Area, CCA. The CCA for an ak = 0.314 breaker is therefore 

estimated to 0.005%. This value is significant because it represents the highest 

concentration that is not decreasing in area over the period of the experiment 

and therefore the highest concentration of pollutant to which the environment 

will be subjected to for a given time. 

The larger concentrations show a steady decrease in area following breaking. 

This corresponds to the initial mixing following breaking dispersing the greater 

concentrations. 

The area of concentrations 0.0005% to 0.004% show a steady increase between 

logwt = 1.6 and the end of the experiment, with a gradient and intercept of 3.62 x 

10' and -1.04 respectively, representing a dispersion coefficient of 6.64 x iO. 

The relationship between patch size and time is therefore 

kA = ( 2 x 6.64 x 10 x wt) °362 	 (6.3) 

Between 1og10wt = 1.7 and 2.25, the line for 0.0075% is very similar to the 

lines described in equation 6.3, with a gradient and intercept of 3.12 x 10' and 
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-1.32. However, alter log1owt = 2.25 (32 seconds after breaking), the area levels 

off, decreasing slightly. 

From tog10wt = 1.6 onward the 0.015% concentration shows a steady decline 

in area, with a gradient of —2.66 x 10'. 

The results for the final area covered for each concentration for each breaking 

wave amplitude can be found in Appendix B. 

6.4.2 Area Results for Single ak = 0.320 Breaker 
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Figure 6.10: Area against time for single ak = 0.320 breaker 

Figure 6.10 shows the evolution of dye area over time following an ak = 0.320 
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breaker. Unlike figure 6.9 where background dye from previous experiments gave 

an initial high value of the lowest concentrations, this graph clearly shows the 

sharp increase in all areas covered as the dye is mixed beneath the surface. The 

top right portion of the graph is shown expanded in figure 6.11. In this graph it 

is easier to make out the individual concentrations. 
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Figure 6.11: Area against time for single ak = 0.320 breaker (large) 

From approximately 4 seconds after breaking (logjowt = 1.35) until the end 

of the experiment, the plots of 0.0005% to 0.004% show steady growth. 0.003% 

has a gradient and intercept of 3.63 x 10_I  and —9.53 x 10', giving a dispersion 

coefficient of 1.20 x 10 

The 0.015% concentration shows similar growth between 4 seconds and ap- 
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proximately 20 seconds (logiowt = 2.05) with a gradient of 3.41 x 10. However, 

between this point and the end of the experiment, the area decreases with a gra-

dient of —5.31 x 10_ 1  

The CCA appears to be around 0.005% again. 

6.4.3 Area Results for Single ak = 0.327 Breaker 
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Figure 6.12: Area against time for single ak = 0.327 breaker 

In the graph of area against time for an ak = 0.327 breaker, shown in fig-

ure 6.12, the lower concentrations have been removed as they were swamped by 

background. The plot for 0.004% has a gradient and intercept of 2.81 x 10_1  and 

—6.77 x 10 1 . The dispersion coefficient is then calculated to be 1.9 x 10. 
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Although the concentrations follow the paths similar to other experiments, 

there is a sharp change at log1 wt = 2.3. This corresponds to a patch of dye 

entering the lightsheet, causing a rise in the areas of most concentrations. 

Between log10wt = 1.45 and this point, the line of 0.015% concentration shows 

a steady decrease with a gradient of —5.63 x 10 

The CCA is now slightly less than 0.005%. 

6.4.4 Area Results for Single ak = 0.333 Breaker 
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Figure 6.13: Area against time for single ak = 0.333 breaker 

The lines representing the concentrations 0.0005% to 0.003% in figure 6.13 
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are very close together and show very slow growth in area. This can be explained 

by how quickly the concentrations reach large values. These concentrations have 

reached a value of log10  kA = 0 within a far shorter space of time than the similar 

concentrations in figure 6.12. 

The lines for 0.004% and 0.005% are very nearly level, with gradients of 

-6.43 x 10-2  and -2.85 x 10-2  respectively. The CCA therefore lies somewhere 

between the two. 

As with the previous experiments, the area covered by the 0.015% concen-

tration falls rapidly after breaking. Between log10wt = 1.4 and the end of the 

experiment the line has a gradient of -7.06 x 10_ 1  

6.4.5 Area Results for Single ak = 0.339 Breaker 

The concentration values between 0.0005% and 0.004% show a gradual increase 

in area for the ak = 0.339 breaker, shown in figure 6.14. The line representing 

0.004% has a gradient of 2.88x10 and intercept of -5.92 x 10 1 , giving a 

dispersion coefficient of 4.4 x iO 

The line for 0.005%, although rising in area between log10wt = 1.3 and 2, be-

gins to decline after log 1 wt reaches 2. This implies the line of CCA is somewhere 

between 0.004% and 0.005%, potentially nearer 0.004%. 

The 0.015% value show a decrease between log1owt = 1.8 and the end of the 
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Figure 6.14: Area against time for single ak = 0.339 breaker 

experiment with a gradient of -1.50. 

6.4.6 Area Results for Single ak = 0.346 Breaker 

The top two lines in figure 6.15, showing the dispersion areas under an ak = 

0.346 breaking wave, can be disregarded as they correspond to a concentration 

level lower than the background. However, the concentration values 0.0015%, 

0.002% (not labeled due to lack of space) and 0.003% show a steady increase in 

area, similar to those shown in figures 6.9 to 6.14. The gradient and intercept of 

the line representing the 0.003% concentration are 2.70 x 10 and —4.02 x 10_I 

respectively. The dispersion coefficient is 1.6 x 10- 2 . 
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Figure 6.15: Area against time for single ak = 0.346 breaker 

The CCA level appears to be between 0.003% and 0.004%, with the 0.004% 

line having a gradient of —1.68 x 10-2  between 1og1owt = 1.7 and the end of the 

experiment. 

As with figure 6.12, there is a slight increase in area at the end of the experi-

ment, corresponding to a patch of dye entering the lightsheet. Prior to this point, 

the 0.015% line had a gradient of -1.36. 
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Figure 6.16: Area against time for single ak = 0.352 breaker 

6.4.7 Area Results for Single ak = 0.352 Breaker 

The final breaker is an ak = 0.352 plunging breaker. This is the largest breaker 

it was possible to use without significant amounts of dye leaving the upstream 

view of the cameras. 

As can be seen in figure 6.16, the lines for concentrations below 0.004% show a 

rapid increase and then a general levelling off, covering an area of approximately 

1og1okA = 0 to 0.2. The areas of 0.004% and greater are steady until a sudden 

drop around a time of log 1 wt = 2.1. This corresponds to dye leaving the far end 

of the vision of the cameras, and therefore is not a genuine drop in area covered 

by the film. 
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The GCA value in this plot lies between 0.003% and 0.004%. 

6.4.8 Area Results Summary 

The previous sections have discussed the gradients of the concentrations in the 

plot of area against time. A summary of these results are presented in table 6.6 

below. 

Concentration ak value Dispersion Exponent (Gradient) 
0.003% 0.320 3.63 x 10_ 1  

0.003% 0.346 2.70 x 10_ 1  

0.004% 0.314 3.62 x 10_ 1  
0.004% 0.327 2.81 x 10_ i  
0.004% 0.333 -6.43 x 10 
0.004% 0.339 2.88 x lO 
0.004% 0.346 -1.68 x 10_ 2  

0.005% 0.333 -2.85 x 10_ 2  

0.015% 0.314 -2.66 x 10_i 
0.015% 0.320 3.41 x 10_ i  
0.015% 0.320 -5.31 x 10_ 1  

0.015% 0.327 -5.63 x 10_ 1  

0.015% 0.333 -7.06 x 10_ 1  

0.015% 0.339 -1.50 x 10_ i  
0.015% 1 	0.346 1 	 -1.36 

Table 6.6: Dispersion exponents for single breaker area results 

There doesn't appear to be a direct link between breaker size and dispersion 

exponent, although since exponents are calculated at different times during the 

experiment they provide only a limited snapshot. 

However, there is a clear overall increase in spread between the concentra- 
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tion area lines as the size of the wave increases. Tables of log10kA for each 

concentration and breaking wave amplitude can be seen in appendix B. 

The CCA value shows a steady decrease with increasing wave amplitude. This 

implies that larger waves will result in smaller concentrations of dye remaining 

constant in area and will therefore be more beneficial to the dispersion of a surface 

pollutant. 

The graphs shown in figure 6.17 show the areas covered by the concentrations 

0.0005%, 0.001%, 0.0015% and 0.002% as breaker size increases. Experiments 

where the background dye may have affected these results were discarded. 

For the smallest measured concentration, 0.0005%, there is a clear linear re-

lationship between area and ak value of the breaking wave between 0.320 and 

0.352. This is given by: 

1ogiokA = 4.91ak - 1.53 	 (6.4) 

The final point on this line represents an area equal to the full image (1528 x 

484), and is therefore impossible to go beyond in this experiment. 
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Figure 6.17: Area against breaker size for (a)0.0005%, (b)0.001%, (c)0.0015% and 
(d)0.002% 

The next graph, (b), has the equation: 

log1okA = 8.39ak - 2.69 
	

(6.5) 

Graph (c) in figure 6.17 shows the area covered by the 0.0015% concentration 
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for increasing breaking wave size. There is a linear region between 0.314 and 

0.346, with a slight dip at 0.333. This linear region is described by: 

1og1o kA = 1.69 x 10 1 ak - 5.47 	 (6.6) 

The area value for the largest breaker is lower than the previous wave results. 

This could be due to the random nature of the experiment, but results for higher 

concentrations suggest this is the beginning of a different trend exhibited with 

the larger breakers. This will be discussed further when examining the higher 

concentrations. 

The final graph in figure 6.17 is very similar to the previous result. This graph 

presents the area of the 0.002% concentration for increasing breaker size. Over 

the same region as described for the previous graph, the relationship is given by: 

log10 kA = 1.62 x 10 1 ak - 5.29 	 (6.7) 

This similarity is continued onto the results for 0.003% concentration, shown 

in the top left of figure 6.18 where the gradient of the line is 1.77 x 101  with an 

intercept of -4.14. 

The graphs become qualitatively different for concentrations greater than 

0.003%. The graph of area against breaker size for 0.004% concentration, shown 
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Figure 6.18: Area against breaker size for (a)0.003%, (b)0.004%, (c)0.005% and 
(d)O.0075% 

in the top right of figure 6.18, has a definite peak for a breaker with an ak value 

of 0.339. The slight dip for the previous wave size, also exhibited by the lower 

concentrations and the 0.005% results appears to be an exception to the expected 

result caused by the random nature of the experiment. 

This maximum at 0.339, corresponding to the transition from spilling to plung-

ing breaking, is followed by a rapid decrease in area. As with the depth results 
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discussed in section 6.3.8, there is a notable change in the character of the mixing 

when the breaking process changes from spilling to plunging. 

The relationship between area and breaking wave size following the peak is 

given by: 

1og10 kA = — 3.45 x 10 1 ak + 1.18 x 101 	 (6.8) 

Graph 6.18(c), representing 0.005%, is qualitatively very similar to the previ-

ous result, again with the slight dip for the ak = 0.333 breaker. Comparing all 

four graphs in figure 6.18 it appears there is a similar structure, with the peak 

of area moving gradually to the left with increasing concentration. This suggests 

that certain breaking wave sizes will result in maximum areas for certain con-

centrations, allowing predictions of which concentrations may cause the greatest 

problems given a sea condition containing known breaker sizes. 

Between ak values of 0.327 and 0.346, the relationship between area and 

breaker size for the 0.0075% concentration is: 

1og10 kA = - 3.85 x 10'ak + 1.22 x 101 	 (6.9) 

Both the graphs for 0.005% and 0.0075% show an increase in area again for 

the largest breaker. This could be due to the specific experiment and not the 
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increase in amplitude, but the effect is exhibited for both 0.346 and 0.352 for the 

largest measured concentration. This suggests another change in behaviour, with 

further translation of the graphs as the concentration increases. 
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Figure 6.19: Area against breaker size for (a)0.01%, (b)0.0125% and (c)0.015% 

Figure 6.19 is the final set of graphs showing area against breaker amplitude. 

The top left graph shows the 0.01% concentration. The structure of the graph is 

very similar to 0.0075% graph, with the peak of area moved slightly to the left. 
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Between ak values of 0.320 and 0.339, the plot has a gradient of -4.77 x 101  with 

an intercept of -1.49 x 10 1 . 

The next largest concentration, 0.0125%, is also very similar to 0.01%. How-

ever, there is a clear increase in area after 0.339. For these concentrations the 

transition from spilling to plunging is creating greater areas again. The larger 

spilling breakers serve to disperse the higher concentrations more, reducing their 

area. However, the plunging breakers create larger areas of the higher concentra-

tions again, relative to their sizes for the largest spillers. 

The reduction in area before the transition to plunging breaking is given by: 

1og1o kA = — 6.70 x 101 + 2.10 x 10 1 	 (6.10) 

and following the transition, the relationship is: 

logiokA = 2.17 x 101 - 9.16 	 (6.11) 

The final graph shows the area covered by the 0.015% concentration. The 

two regions of the graph before and after the transition to plunging breakers are 

given by equations 6.12 and 6.13: 
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1og10kA = 7.79 x 101 + 2.44 x 10 1 	 (6.12) 

	

1og1o kA = 3.40 x 101 - 1.37 x 10 1 	 (6.13) 

The graphs presented in figures 6.17 to 6.19 represent only the final areas 

covered by the dispersing dye. 

6.4.9 2D Mass 

Before looking at the centre of mass motion, it is important to consider the effect 

of dye entering and leaving the lightsheet. During the analysis process the O 

moment of the dye, as defined in section 5.4, was calculated. This 01h  moment 

is effectively the 21) mass of the film, the sum of the concentration value of each 

pixel, and therefore gives an indication of the amount of dye entering and leaving 

the lightsheet. 

A plot of this 21) mass against time for an ak = 0.327 breaker is shown in 

figure 6.20 below. 

The initial peaks and troughs are caused by the moving surface but the mass 

settles down to an almost constant value between log owt = 1.5 and the end 

of the experiment. There are slight variations as any dye with a concentration 
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Figure 6.20: 2D mass against time for single ak = 0.327 breaker 

greater than 0.02% is just counted as 0.02% concentration, and any dye with a 

concentration of less than 0.0005% is not counted at all. Also, the motion of dye 

in and out of the lightsheet causes variations in the 2D mass. This can be seen 

more clearly on the plot for an ak = 0.346 breaker shown in figure 6.21, where 

there is a steady rise in the mass due to extra dye entering the lightsheet. 

As previously mentioned, the ak = 0.352 breaker caused dye to leave the 

upstream end of the vision of the cameras. This can be seen in the mass plot for 

this breaker in figure 6.22. 

The mass remains largely constant until approximately log10wt = 2.2 and 

then as the dye leaves the mass falls until the end of the experiment. This is one 
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Figure 6.21: 2D mass against time for single ak = 0.346 breaker 

of the limiting factors in the size of wave that could be used for these experiments. 

Also, for the second breaker experiments, when the time scale from initial breaker 

was much larger and a further breaking wave caused more dispersion, the size of 

wave was limited further, as will be discussed in chapter 7. 

This effect could be removed by scaling the area results with respect to the 2D 

mass of the film. However, this system would be very sensitive to dye entering 

and leaving the lightsheet and would not reflect the true area covered by the 

dispersing film. 
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Figure 6.22: 2D mass against time for single ak = 0.352 breaker 

6.5 Centre of Mass Results for Single Breaker 

The centre of mass, c.o.m., was also measured during these experiments. By 

tracking the position of the c.o.m. it was possible to calculate the position of the 

dye as a whole as it was dispersed by the breaking wave. Combining this result 

with the values for depth and area gives a clear picture of how and where the dye 

dispersed. 

The centre of mass was measured as separate x and y coordinates, correspond-

ing to the directions perpendicular and parallel to the wave direction respectively, 

as shown in figure 6.23. The results are plotted, non-dimensionalised by multi- 
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plication with k, against non-dimensional time. The lines are plotted relative to 

the MWL at the centre of the image. The y coordinate is represented by a red 

line, with positive values corresponding to motion in the wave direction and neg-

ative values motion opposite to the wave direction. The x, or depth, coordinate 

is represented by a green line, with negative values corresponding to increasing 

distance from the MWL. 

Wave Direction 

Horizontal centre of image 

positive x 

positive y 	 MWL 

Figure 6.23: Coordinate system for recorded images 

The depth is non-dimensionalised with respect to k rather than wave ampli-

tude to allow easy comparison with the depth results presented in section 6.3.8. 

Logarithms are not used for the c.o.m. position in order to keep the distinction 

between x and y components as clear as possible. However, time is plotted log-

arithmically to allow comparison with depth and area results and to show the 

decrease in centre of mass motion with increasing time following breaking. The 

relationship between kd and 1og10wt is often presented as a straight line with a 

gradient calculated using Tecplot 9 once again. Although this would predict the 

infinite motion downstream after infinite time, it shows that in time scales of the 

order of seconds and minutes there is a logarithmic relationship. 
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6.5.1 Centre of Mass Results for Single ak = 0.314 Breaker 
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Figure 6.24: Centre of mass against time for single ak = 0.314 breaker 

The first graph, figure 6.24, shows the motion of the centre of mass after the 

film has been dispersed by a breaking wave with a non-dimensional amplitude of 

0.314. Both lines start near a kd value around zero. This is because each value 

has been plotted as its variation from the perfect centre of mass position before 

breaking, corresponding to a film spread exactly evenly on the MWL. Slight 

variations cause the initial c.o.m. value to vary marginally from this however. 

The process of breaking itself at log owt = 1 causes sharp peaks and troughs in 

the c.o.m. values before the surface motion dies down. The c.o.m. then appears to 

move upstream, against the wave motion, for approximately 25 seconds, reaching 
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a distance of approximately a tenth of a wavelength. Following this, the c.o.m. 

of the dye patch travels downstream a short distance. 

The motion of the c.o.m. against the wave direction is due to the position of 

the breaking wave in the recordings. Before the film is disturbed the centre of 

mass is exactly in the middle of the image. However, the actual breaking point 

of the wave is slightly to the upstream direction of the centre of the image, and 

when the dispersion occurs following a breaking wave it is on the righthand side 

of the recording only. Therefore, the c.o.m. appears to move upstream, against 

the wave direction. 

The depth of the c.o.m. steadily decreases between 1og10cit = 1.5 and the 

end of the experiment with a relationship of 

kd = — 6.82 x 10 2 10g10wt + 7.82 x 10_ 2 	 (6.14) 

with a final depth of kd = -0.086. 

6.5.2 Centre of Mass Results for Single ak = 0.320 Breaker 

The most obvious feature of the graph of c.o.m. position for an ak = 0.320 breaker, 

seen in figure 6.25 is the low initial value of the y component, approximately one 

wavelength upstream of the centre of the images. 

137 



Chapter 6: Single Breaker Results 

0.25 

0 

-0.25 

- -0.5 

-0.75 

-1.25 

onent 
onent 

0 	 1 	 2 
log, 

Figure 6.25: Centre of mass against time for single ak = 0.320 breaker 

This could be caused by small areas of high concentration below the surface 

moving the c.o.m. position. However, this has the largest effect on the intercept 

of the graph and not the gradient connecting the c.o.m. to the time following 

breaking. Also, as this small area of high concentration is dispersed following 

breaking, its effect is minimised, and in effect reduces the final c.o.m. position 

by much less than 1 kd. 

Between 4 and 14 seconds after breaking, (1og1owt = 1.2 to 1.8) the c.o.m. 

moves almost 0.1 of a wavelength downstream, with a gradient of 6.88 x 10_i 

Similar short areas of motion can be seen around 1og10wt = 2 and 2.1, with 

gradients of 4.61 x 10 and 5.92 x 10_1  respectively. 
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Between 5 seconds and the end of the experiment the depth coordinate shows 

a steady decrease with the relationship 

kd = — 4.37 x 10 210gwt - 1.23 x 10_2 	 (6.15) 

although the decrease has largely levelled off by the end of experiment at a 

depth of kd = —0.11, approximately of a wavelength. so 

6.5.3 Centre of Mass Results for Single ak = 0.327 Breaker 
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Figure 6.26: Centre of mass against time for single ak = 0.327 breaker 

The time axis of the graph in figure 6.26 has been shortened to start at 1og10wt 

139 



Chapter 6: Single Breaker Results 

= 1 to enable a clearer inspection of the motion following breaking. 

The y component shows an increase in the downstream direction between 12 

and 40 seconds after breaking, with a gradient of 3.93 x 10_i  before levelling 

off at the end of the experiment with a final value of approximately kd = 0.45, 

corresponding to 0.07 wavelengths downstream. 

As with the graphs in figures 6.24 and 6.25, the depth of the c.o.m. decreases 

as time increases. The gradient between 1ogi0wt = 1.6 and the end of the exper-

iment is —6.53 x 10-2  with a final kd value of -0.138. 

6.5.4 Centre of Mass Results for Single ak = 0.333 Breaker 

Figure 6.27 shows the centre of mass motion for a breaking wave with an ak 

value of 0.333. The red line, representing downstream direction, shows two linear 

areas; between 1og1owt = 1.6 and 2, and 2.1 and the end of the experiment, 

with a slightly flatter region between. The gradients of these two sections are 

6.29 x 10_1  and 8.45 x 10_i  respectively. The final displacement of the c.o.m. is 

approximately kd = 0.772, 0.12 wavelengths downstream. 

The depth component decreases between logwt = 1.6 and the end of the 

experiment with a gradient of 6.90 x 10_i,  reaching a final depth of kd = -0.197. 
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Figure 6.27: Centre of mass against time for single ak = 0.333 breaker 

6.5.5 Centre of Mass Results for Single ak = 0.339 Breaker 

The graph of c.o.m. motion for an ak = 0.339 breaker, shown in figure 6.28, 

shows an example of a qualitatively different downstream motion. A very sharp 

rise in the kd value between 1og10wt = 1.3 and 1.8 is followed be a far slower 

increase afterwards, with a gradient of 3.02 x 10_1.  However, the final value of 

kd = 0.865 is consistent with the general trend of increasing downstream motion 

with increasing amplitude, shown in figure 6.31 in section 6.5.8. 

The depth of the centre of mass decreases in a similar manner to the smaller 

amplitudes with a gradient of —1.72 x 10_1,  reaching a final value of kd = -0.259. 
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Figure 6.28: Centre of mass against time for single ak = 0.339 breaker 

6.5.6 Centre of Mass Results for Single ak = 0.346 Breaker 

In the case of the ak = 0.346 breaker, the c.o.m. increases in depth and moves 

downstream steadily from approximately 14 seconds after breaking until the end 

of the experiment, as shown in figure 6.29. The downstream motion gradient is 

7.09 x 10 with the depth increasing with a gradient of —1.41 x 10_I.  The final 

kd values of downstream motion and depth are 1.069 and -0.246 respectively. 
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Figure 6.29: Centre of mass against time for single ak = 0.346 breaker 

6.5.7 Centre of Mass Results for Single ak = 0.352 Breaker 

The results for the centre of mass motion for the final and largest breaking wave 

are presented in figure 6.30. 

Two regions can be seen in downstream motion, the first a steady increase 

between log 1owt = 1.6 and 2.1, the second between 2.1 and the end of the exper-

iment. The first section has a gradient of 1.42, the second 3.19 x 10-1.  Combined 

with the result for an ak = 0.339 breaker shown in figure 6.28, this suggests that 

once a certain value downstream has been reached there is a resistance to contin-

ued motion at this speed and the velocity is reduced. The final c.o.m. position 

is at a kd value of 1.212, approximately 1 of a wavelength downstream. 
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Figure 6.30: Centre of mass against time for single ak = 0.352 breaker 

The centre of mass depth increases steadily between !ogiowt = 1.6 and the 

end of the experiment with a gradient of —1.07 x 10 and final kd value of 

-0.270. 

6.5.8 Centre of Mass Results Summary 

A clear relationship between breaker amplitude and centre of mass motion can 

be seen from the results in sections 6.5.1 to 6.5.7. This is plotted in figure 6.31 

where the y components for the two smaller breakers are excluded. 

The graph shows a general trend with: 
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Relationship between breaker amplitude and c.o.m. 
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Figure 6.31: Relationship between breaker amplitude and centre of mass motion 

com = 2.88 x 10 1 ak - 8.92 	 (6.16) 

comm  = —5.26ak + 1.56 	 (6.17) 

These relationships only apply to the c.o.m. positions 50 seconds after breaking. 

To obtain more accurate and a longer term relationship, the experiments 

would have to be repeated to add more points to this graph and cover more 

amplitudes between 0.314 and 0.352. 
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6.6 Dispersion Results for Single Breaker 

The horizontal and vertical components of the dispersion were examined sepa-

rately, with individual standard deviations being calculated for each. These were 

obtained taking the square root of the 2"  order moment, the variance. The re-

suits are plotted as 1ogioo 1 ,.k against log 1 wt. Figure 6.32 shows the horizontal 

and vertical dispersion for an ak = 0.346 breaker. 
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Figure 6.32: (a)X and (b)Y diffusion for an ak = 0.346 breaker 

Initially the horizontal standard deviation is large, because the film is spread 

over the whole water's surface, and the vertical standard deviation is small, be-

cause the film is very thin. Immediately following breaking, the standard de-

viation in the horizontal direction begins to decrease as the dye is mixing in a 

defined patch. This continues for the remainder of the experiment. The decrease 

is interesting as it appears to imply the patch decreases in size, which the area 
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results show is not the case. However, the nature of the standard deviation means 

that the decrease corresponds to a decreasing size of the higher concentrations, 

not necessarily the entire dye patch. 

The vertical standard deviation started very small, and grew continually as 

the experiment progressed and the dye mixed further below the surface. Here the 

standard deviation grows as the experiment continues. This shows that although 

the higher concentrations may cover a smaller horizontal area as the experiment 

continues, they cover a larger vertical area. 

The standard deviation of the horizontal or vertical components showed no 

direct amplitude dependence. This can be seen from the results for the other 

breaking wave amplitudes presented in Appendix C. 

6.7 Fractal Dimension Results for Single Breaker 

The final measured quantity was the box-counting fractal dimension. During the 

analysis program, each image was thresholded to remove any background; pixels 

above the threshold were set to black, below the threshold white. 

The thresholded image was then edge detected, once again as part of the 

analysis program, and the box counting dimension was calculated using a range 

of ruler sizes from 1 to the vertical variance. A sample graph of log N(s) against 

log 1/s can be seen in figure 6.33. 
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Figure 6.33: Graph of Log N against Log 11s 

As noted by Schlicke [67] using the same analysis software, the value of the 

threshold had a very large effect of the measured fractal dimension. Four sample 

graphs are plotted in figure 6.34 using four different threshold values to examine 

the same breaking wave with an ak amplitude of 0.327. 

Essentially, each different threshold value is measuring the box counting di-

mension of the outline of a given concentration. The most reasonable outline to 

apply has to be that of the lowest concentration band larger than background 

measurements. Therefore, for the following box counting results, the threshold 

level was decided in this manner. 

Figure 6.35 shows the box counting dimensions of the dispersion caused by 
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Figure 6.34: Fractal dimension with thresholds of (a)0.015%, (b)0.0075%, (c)0.005% 
and (d)0.003% 

the first four breaking wave amplitudes. 

The measured box-counting dimension for the dispersion caused by the break-

ing wave with a non-dimensional ak amplitude of 0.314 remains level at approxi-

mately 1.15 until 1og1owt = 2, then it rises steadily to approximately 1.25. This 

small value suggests that there is less active mixing and the dye patch has simply 

been disturbed from the surface. 
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Figure 6.35: Box counting dimension of outline of dispersion caused by breaking waves 
with ak amplitudes (a)0.314, (b)0.320, (c)0.327 and (d)0.333. 

The box-counting dimension for the ak = 0.320 breaker remains at a steady 

value between 1.2 and 1.25 for the entire experiment following the settling of the 

surface water. This value is lower than both the expected and previous results; 

this could be due to an underestimate of the necessary threshold value when 

calculating the fractal dimension. 

The next larger size of breaker, ak = 0.327 (figure 6.35(c)), shows a much 
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larger box-counting dimension than the previous two results. The value increases 

steadily between 1og1owt = 1.5 and 2.2, reaching a value of approximately 1.4. 

From logiowt = 2.2 onward the value remains steady. Comparing this result, 

and higher fractal dimensions calculated for the larger waves, to the lower values 

for the smaller two breakers suggests that the more energetic plunging processes 

will create more complex dispersion outlines. 

The box-counting dimension calculated for the outline of the mixing caused 

by a breaking wave with non-dimensional amplitude of ak = 0.333 is shown in 

plot (d) of figure 6.35. There are a number of identifiable regions on this graph. 

Between 1og 10wt = 1.5 and 1.8 and between 1.9 and 2.2, the fractal dimension 

is increasing, implying stages of active mixing by turbulence. From log1owt = 

2.2 until the end of the experiment the box-counting dimension is constant at 

approximately 1.45. 

The graphs of the calculated box-counting dimension of the outline of the 

dispersion for the three largest breaking wave amplitudes investigated are shown 

in figure 6.36. 

The graph for the ak = 0.339 breaker has a similar final dimension to the 0.333 

result but shows a far sharper rise to reach this value between log1owt = 2 and 

2.3. Prior to the increase, the box-counting dimension had been approximately 

1.3. 
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Figure 6.36: Box counting dimension of outline of dispersion caused by breaking waves 
with ak amplitudes (a)0.339, (b)0.346 and (c)0.352. 

Plot (b) in figure 6.36 shows the box-counting dimension of the outline of the 

dispersion caused by the ak = 0.346 plunging breaker. The graph is very similar 

to the plots shown for the smaller two breaking waves. There is a period with a 

steady value at approximately 1.3 before a time of increasing fractal dimension, 

levelling off at 1.45 at the end of the recording. As with the previous results, this 

could be due to an increasing dominance of smaller length scales producing more 
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complex outline as turbulence develops. 

The final graph, figure 6.36(c), shows the box-counting results for the largest 

breaking wave, with a non-dimensional ak amplitude of 0.352. This plot shows 

a more consistent constant increase in fractal dimension over the course of the 

whole experiment, but once again the final value is approximately 1.45. 

Although the actual numerical value of the box-counting dimension is highly 

dependant on the threshold value used, the qualitative nature of the evolution 

of the dimension as the experiment continues is still very important. For the 

two smaller spilling breakers, the measured box-counting dimension was around 

1.2. For the plunging breakers the value was greater than 1.4. This suggests 

that the extra energy provided by the larger breakers during plunging provides a 

greater complexity to the turbulent mixing. However, the similarity between all 

the results between ak values of 0.327 and 0.352 suggests that although there is 

a large increase in energy with larger plungers, there is a limit on the complexity 

the outline of the mixing can show. This links with the trends shown around the 

transition point between spilling and breaking shown by the maximum depth and 

area results 
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6.8 Single Breaker Conclusions 

Five different factors were measured for seven different breaking wave amplitudes. 

Examining the effect of increasing breaker size on maximum depth reached by a 

range on concentrations showed some interesting relationships. The lower con-

centrations penetrated to greater depths with increasing wave size; the larger the 

ak value, the greater the maximum depth they obtained. The larger concen-

tration values however, reached maximum depths at the cusp between spilling 

and breaking. The largest spilling breakers caused the greatest maximum depth 

to be reached by the highest concentrations with the largest plunging breakers 

producing the shallowest dispersion. 

The results in section 6.4 showed that there is a clear connection between 

breaker size and area covered by the dispersing dye. The larger breakers caused 

larger overall dispersion patterns. However, as with the maximum depth results, 

the small spilling breakers actually result in larger areas of higher concentra-

tion. Plunging breakers create more expansive mixing with a lower concentration 

whereas spilling breakers create small, higher concentration dispersion. 

By tracking the centre of mass of the film it was possible to examine how the 

film moved as a whole. The relationship between the x and y components of the 

centre of mass and the ak value of the wave was found to be approximately linear 

in the region examined with the form: 

154 



Chapter 6: Single Breaker Results 

com = 2.88 x 10'ak - 8.92 

COTfl :J;  = —5.26ak + 1.56 

implying that larger breaking waves cause greater movement downward and in 

the wave direction. 

The dispersion coefficients were independent of breaker size and demonstrated 

that the patch showed a greater spreading in the vertical than horizontal direction. 

Finally, the fractal-dimension was measured using the box-counting method. 

Although the actual numerical value was highly dependent on the threshold used, 

the general trend in the results showed that the plunging breakers produced a 

more complex outline in the mixing, suggesting greater turbulence and more 

energetic mixing than the smaller spilling breakers. 

The results presented in this chapter show that whilst plunging breakers will 

cause greater depths and areas to be covered by the dispersing dye, they also lower 

the concentrations more significantly and move the dispersion further away from 

its initial starting point than spilling breakers. Therefore, in terms of potential 

environmental damage, spilling breakers pose a greater threat to species living 

just below the surface who may be sensitive to higher concentrations of pollutant 

and plunging breakers will cause the fastest and most widespread dispersion. 
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Double Breaker Results 

7.1 Introduction 

In the previous chapter, the dispersion of a surface film caused by a single breaker 

was examined. However, in ocean conditions rough enough to produce breaking 

waves, there are likely to be more than one breaker in a given patch of water. In 

this chapter the results from experiments on the dispersion caused by a second 

breaker are examined. 

After the surface film has been disturbed by a single breaker, a second breaking 

wave of identical amplitude is created. This second wave breaks 32 seconds after 

the first breaker, the fastest the equipment was able to produce. The second 

breaker was of the same type as the first as it was assumed that in ocean conditions 
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the following breakers are more likely to be similar to the original than differing 

in any substantial way. 

Initially the maximum depths are presented, then the results for area, centre 

of mass, dispersion and fractal dimension. Comparisons and conclusions between 

the dispersion caused by single and double breakers are presented at the end of 

each section. 

7.2 Maximum Depth Results for Second Breaker 

The measurements in this chapter are taken after two breaking waves have dis-

persed the surface film. The initial wave breaks up the surface layer, and the 

second breaker, of identical amplitude, causes further dispersion. The plots are 

presented in the same manner as single breaker results; non-dimensional depth 

against non-dimensional time. The time-axis represents time since the second 

breaking event, which occurred 32 seconds after the first breaker. This corre-

sponds to a 1og 1owt1  value of 2.25 where t 1  is the time of the first breaker. 

The longer time since the original breaker and the process of a second breaking 

wave meant that the dye was more likely to leave the lightsheet than in the single 

breaker experiments. Therefore it was only possible to carry out experiments on 

three non-dimensional ak amplitudes: 0.314, 0.320 and 0.327, before significant 

amounts of dye left the lightsheet downstream. Since only three amplitudes were 
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used, more than one sample result may be presented. 

Gradients and intercepts are calculated using a least square fit on Tecplot 9. 

7.2.1 Maximum Depth Results for Second ak = 0.314 
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Figure 7.1: Depth against time for second ak = 0.314 breaker 

Figure 7.1 shows the maximum depth reached by four concentrations for 50 

seconds following a second spilling breaker with an ak value of 0.314. Initially, the 

maximum depths are spread by the first breaking wave. The values are slightly 

lower (corresponding to a higher maximum depth) than the log10wt 1  = 2.25 

point in figure 6.1. The random nature of the experiment meant it was almost 
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impossible to recreate the same conditions from the single recorded breaker for 

the first of the two breakers in these experiments. However, there is a clear 

distinction between the concentration levels prior to the second breaker. 

Following breaking the maximum depth increases for all concentrations. Be-

tween 1og1owt = 1.6 and the end of the experiment (approximately 8 to 50 sec-

onds), the plot for 0.003% shows a general increase of depth with the relationship 

1og10kd = 1.49 x 10 1 log10 it - 9.30 x 10_ 1 	 (7.1) 

There is also a period of steadily increasing maximum depth for the plot of 

0.01% concentration between 1og10wt = 1.6 and 2.1 with a gradient of 3.44 x 

10' and an intercept of -1.48. 

Both dispersion exponents are less than 0.5, implying a subdiffusive descent 

of the maximum depth. This is unsurprising as the maximum depth is very 

sensitive to individual eddies and motion within the fluid and therefore is unlikely 

to descend consistently. 

The final depths reached by the measured concentrations, 0.003%, 0.005%, 

0.01%, 0.015% were 1og1o kd = -0.55, -0.67, -0.82 and -0.90 respectively. 
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7.2.2 Maximum Depth Results for Second ak = 0.320 
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Figure 7.2: Depth against time for second ak = 0.320 breaker (first example) 

The next set of breakers examined had ak values of 0.320. The first graph of 

maximum depths reached for this amplitude of breaker is presented in figure 7.2. 

Four concentrations are plotted, 0.004%, 0.005%, 0.01% and 0.015%. The initial 

values compare well with the concentration maximum depth levels for the single 

breaker after 1og 1owt 1  = 2.25, shown in figure 6.2. 

The lower two concentrations show very similar behaviour with three definite 

regions between log10wt = 1.65 and 2.15, 2.15 and 2.3, and 2.3 and the end of the 

experiment. In the first region, from log1owt = 1.65 to 2.15, (8 to 25 seconds after 
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breaking), both lines show a steady increase in maximum depth with gradients 

and intercepts of 1.39 x 10_ 1  and 1.40 x 10 -1 , and -4.57 x 10_i  and -4.60 x 

10_ 1  for 0.004% and 0.005% respectively. 

This is followed by a period of far quicker increasing maximum depth, prob-

ably caused by a specific eddy pulling the dye further from the surface. The 

relationships for the two lower concentrations in this region are: 

1og 1okd = 6.28 x 10'log10wt - 1.50 	 (7.2) 

log 0kd = 5.75 x 10'1og 10wt - 1.39 	 (7.3) 

At log owt = 2.15, there is a sharp decrease in the maximum depth value 

followed by another steady period of growth. This final region, for the 0.004% 

concentration, has a gradient of 5.73 x 10' and intercept of 1.44. 

The larger concentrations show different behaviour. The maximum depth plot 

for the 0.01% concentration, despite a series of sharp individual peaks, shows very 

little change over the course of the whole experiment. Between log1 wt = 1.9 

and 2.1 the line is almost level, showing a very slight increase with a gradient of 

2.23 x iO. This period with no change in maximum depth suggests that the 

dye which is producing this reading reached this depth after the first breaking 

wave and was not being affected by the turbulent motion created by the second 
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breaker. 

The largest concentration measured, 0.015%, shows a series of regions where 

the maximum depth increases before falling again. Each of these regions have a 

large number of sharp peaks, possibly corresponding to small areas of dye entering 

or leaving the lightsheet. The final part of the graph, from 1og10wt = 2.25 to the 

end of the experiment shows a period of increasing maximum depth, discounting 

the sharp peaks. The gradient of this region is 7.34 x 10_i. 

The final depths reached by the 0.004%, 0.005%, 0.01% and 0.015% concen-

trations were log1 0kd = -0.04, -0.05, -0.32 and -0.34 respectively. 
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Figure 7.3: Depth against time for second ak = 0.320 breaker (second example) 

Figure 7.3 shows another set of results for a second ak = 0.320 breaker experi- 
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ment. Again, the initial concentration values match the single breaker experiment 

favourably. The smallest concentration on the graph, 0.005%, remains steady at 

1og 0kd = -0.35 until log1owt = 2.1. Between this point and log10wt = 2.4 the 

maximum depth increases with the relationship 

1og1okd = 4.93 x 10'1og10wt - 1.37 	 (7.4) 

The 0.01% concentration shows a steady increase between 22 and 38 seconds 

(1ogioLiJt = 2.1 and 2.3) with a gradient and intercept of 2.47 x 10' and -1.01 

respectively. The final value of the maximum depth for 0.01% concentration, 

log10  kd = -0.52, is very similar to the initial value, suggesting the second breaker 

has little effect on increasing the maximum depth for this concentration. 

The largest concentration, 0.015%, shows a period of steady increasing depth 

between log10wt = 1.95 and 2.2 with a gradient and intercept of 3.57 x 10_1  and 

-1.26. Following this, the maximum depth falls to log10  kd = -0.6 and remains 

around this level until the end of the experiment. This final value is less than the 

initial value, suggesting the second breaker disperses the higher concentrations 

more than a single breaker. 

The final depths reached by the three concentrations are log10  kd = -0.21, 

-0.52 and -0.54 for 0.005%, 0.01% and 0.015% respectively. 

The third graph in this section, figure 7.4, also contains plots of maximum 
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Figure 7.4: Depth against time for second ak = 0.320 breaker (third example) 

depth for 0.005%, 0.01% and 0.015% concentrations after a second ak = 0.320 

breaker. In this figure, the initial maximum depth values match very closely to 

the values at 1og10wt 1  = 2.25 in figure 6.2. 

Following breaking, the concentrations remain approximately steady before 

increasing in maximum depth in the final stages of the experiment. Between 

1og1owt = 2.22 and the end of the experiment the plot for 0.005% shows linear 

growth with the relationship 
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reaching a final value of log10  kd = -0.26. 

Between log1owt = 1.9 and the end the experiment three regions can be seen 

in the line representing the maximum depth of the 0.01% concentration. In the 

first region, log10wt = 1.9 to 2.1, the plot shows a steady increase with a gradient 

of 2.06 x 10_1.  Following this there is a sharp increase in maximum depth then 

a steady decrease with a gradient of -3.24 x 10_i.  This could be due to a patch 

of diffusing or ascending dye entering the lightsheet at log10wt = 2.1. The final 

region of the graph shows an approximately linear increase in maximum depth 

again, this time with the relationship 

log1okd = 4.71 x 	 - 1.45 	 (7.6) 

The largest concentration shows a series of sharp positive and negative peaks 

throughout the experiment. Near the end of the experiment, between 43 and 

47 seconds, there is a smooth region of linear increasing maximum depth with a 

gradient and intercept of 6.12 x 10_1  and -1.81 respectively. 

The final depths reached by the three concentrations, smallest to largest re-

spectively, were logiokd = -0.26, -0.30 and -0.56. 

Figure 7.5 shows the final graph of maximum depth against time for a second 

ak = 0.320 breaker. The initial maximum depth values exhibit a larger spread 

than the previous figure. 
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Figure 7.5: Depth against time for second ak = 0.320 breaker (fourth example) 

The maximum depths for 0.003% and 0.005% concentrations remain close 

together until 1og10wt = 2.15, when the lower concentration begins to descend 

until the end of the experiment, described by 

logjokd = 3.73 x 10' - 1.02 	 (7.7) 

The plot for 0.005% follows this descent with a series of sharp peaks until 

1og owt = 2.35 when it settles on a lower value before increasing again with a 

gradient of 3.87 x 10'. 

The line representing 0.015% shows a short period of increasing maximum 
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depth between 1ogwt = 1.84 and 2.04 with a gradient of 2.63 x 10_1  and 

similarly between log10wt = 2.2 and 2.35 with a gradient of 8.06 x 10_ 1  

The final maximum depths reached by the three concentrations are log10  kd 

= -0.20, -0.25 and -0.25 for 0.005% , 0.01% and 0.015% respectively. 

7.2.3 Maximum Depth Results for Second ak = 0.327 

Breaker 

The final size of breaking wave examined was ak = 0.327. Breakers with ak am-

plitudes of 0.333, 0.339, 0.346 and 0.352 were too large to take meaningful second 

breaker measurements on as they caused too much dye to leave the lightsheet. 

Four graphs of maximum depth reaches as a function of concentration caused 

by a second ak = 0.327 breaker are presented in this section. 

The first graph is shown in figure 7.6. This graph shows the maximum depths 

reached by 0.004%, 0.005% and 0.01% concentrations beneath a second ak = 

0.327 breaker. The depths at 1og1owt = 0 match well with the values at 1og10wt 1  

in figure 6.3. The lowest concentration, 0.004%, remains approximately steady 

until 1og10wt = 1.75 and then grows linearly between this point and 1og10wt = 

2.32 (10 to 38 seconds after breaking) as 

log1okd = 2.50 x 10'log10wt - 7.56 x 10_ 1 	 (7.8) 
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Figure 7.6: Depth against time for second ak = 0.327 breaker (first example) 

before levelling off. 

The slightly larger concentration, 0.005%, shows a similar period of increasing 

maximum depth between togowt = 1.88 and 2.17 with a gradient of 3.86 x 10_ i  

- 1.06 before becoming erratic towards the end of the experiment. 

The most interesting features of the 0.01% line are the flat regions in the plot. 

Between 1og1owt = 1.88 and 2.17 the maximum depth for 0.01% is described by 

the equation 

1og iokd = — 4.09 x 10 310giowt - 3.28 x 10_ 1 	 (7.9) 
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The maximum depths reached at the end of the experiment by concentration 

levels 0.004%, 0.005% and 0.01% were 1og10kd = -0.17, -0.26 and -0.46. 
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Figure 7.7: Depth against time for second ak = 0.327 breaker (second example) 

The second graph in this section, figure 7.7, shows the maximum depths 

reached by 0.005%, 0.01% and 0.015% concentrations after two ak = 0.327 break-

ers. The maximum depth values at 1og1owt = 0 compare favourably with the 

values for a single breaker. 

The smallest concentration on this graph, 0.005%, shows two periods of steady 

increasing maximum depth from log10wt = 1.87 to 2.02, and 2.06 and 2.18, with 

a brief decrease inbetween. The relationships between maximum depth and time 

for these two regions are given by 
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log1okd = 4.41 x 10'1og10wt - 1.10 	 (7.10) 

1og o kd = 4.50 x 101log10wt - 1.14 	 (7.11) 

The maximum depth value measured for the 0.01% concentration fluctuates 

between log10 kd = -0.34 and -0.26 until showing a steady increase at the end of 

the experiment, starting at 1og10wt = 2.4. In this region, the plot has a gradient 

of 7.26 x 10_i 

Similar behaviour is shown by the 0.015% graph at the end of the experiment, 

starting at 1og10wt = 2.35, with a gradient of 3.83 x 10_i. Prior to this, the 

maximum depth value remains approximately constant, implying the motion of 

the second breaker is not greatly affecting this maximum depth reading in this 

region. 

The final maximum depths reached by 0.005%, 0.01% and 0.015% concentra-

tion in this experiment were 1og1o kd = -0.15, -0.26 and -0.30 respectively. 

Figure 7.8 shows the same concentrations as figure 7.7. However, the largest 

concentrations reach slightly greater maximum depths. The maximum depth for 

0.005% remains approximately constant until 35 seconds after breaking (1og iowt 

= 2.29) and then increases with the relationship 
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Figure 7.8: Depth against time for second ak = 0.327 breaker(third example) 

log10kd = 5.76 x 10 1 1og1owt - 1.55 	 (7.12) 

until the end of the experiment. 

A similar increase in maximum depth for the 0.01% concentration begins 

earlier in the experiment, 1og 1owt = 2.18 and continues until the end with a 

gradient of 4.57 x 10_i.  Prior to this, the maximum depth value is approximately 

constant, as is the value for the 0.015% concentration. The largest concentration 

grows from log10wt = 2.34 until the end of the experiment with a gradient of 

5.62 x 10_ i . 
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At the end of the experiment the concentrations 0.005%, 0.01%, 0.015% had 

maximum depth values of log 10kd of 0.15, -0.15, and -0.25 respectively. 
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Figure 7.9: Depth against time for second ak = 0.327 breaker (fourth example) 

The final maximum depth results are shown in figure 7.9. This graph shows 

only two concentration values, 0.005% and 0.01%. The initial maximum depths 

are much lower than the log10wt 1  = 2.25 value for the single breaker. How-

ever, the maximum depths increase rapidly after the second breaker, in two clear 

regions for each concentration. 

The 0.005% concentration increases in maximum depth between log10wt = 

1.79 and 2.09 and again between 2.14 and 2.42. In these two regions the plot of 

log10  kd against log1owt can be described by the two equations 

0 . 6 o 

-0.3 

•0 

ci -0.4 
0 
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1og10 kd = 3.65 x 10 - 1.09 	 (7.13) 

1og1okd = 3.83 x 10_ 1  - 1.15 	 (7.14) 

Two regions of increasing depth for the 0.01% concentration can be seen be-

tween 1og10ct = 1.86 and 2.04, and 2.18 and 2.36. The relationships for these 

two sections are given by 

1ogiokd = 2.38 x 10_ 1  - 1.15 	 (7.15) 

1og okd = 3.87 x 10_ i  - 1.18 	 (7.16) 

The final maximum depths reached by 0.005% and 0.01% concentrations are 

logi0kd = -0.23 and -0.32. 

7.2.4 Maximum Depth Results Summary 

Graphs of maximum depth reached for given concentrations are presented for 

breaking waves of non-dimensional amplitudes 0.314, 0.320 and 0.327. Whilst the 

graphs are all slightly different, the same trends appear a number of times. For 

the larger concentrations of the ak = 0.327 breaking wave there are regions where 
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the maximum depth remains almost constant. This implies the second breaking 

wave is not having a large effect on the motion of the deepest areas of dye in this 

region. This can also be seen to a lesser effect on the larger concentration in the 

ak = 0.320 experiments. 

The difference between the initial and final maximum depths for the mea-

sured concentrations is obviously very important. A summary of these values is 

presented in table 7.1, where the number in parenthesis denotes the number of 

the figure where the appropriate results are displayed. 
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Concentration ak value Initial 1ogiokd Final 1og1o kd Difference 

0.003% 0.314 -0.63 -0.55 0.08 
0.005% 0.314 -0.83 -0.67 0.16 
0.01% 0.314 -0.99 -0.82 0.17 

0.015% 0.314 -1.07 -0.90 0.17 
0.004% 0.320(7.2) -0.29 -0.04 0.25 
0.005% 0.320(7.2) -0.39 -0.05 0.34 
0.01% 0.320(7.2) -0.72 -0.32 0.40 

0.015% 0.320(7.2) -0.95 -0.34 0.61 
0.005% 0.320(7.3) -0.44 -0.21 0.23 
0.01% 0.320(7.3) -0.83 -0.52 0.31 

0.015% 0.320(7.3) -0.99 -0.54 0.45 
0.005% 0.320(7.4) -0.46 -0.26 0.20 
0.01% 0.320(7.4) -0.80 -0.30 0.50 
0.015% 0.320(7.4) -1.03 -0.57 0.46 
0.003% 0.320(7.5) -0.15 -0.12 0.03 
0.005% 0.320(7.5) -0.34 -0.20 0.14 
0.01% 0.320(7.5) -0.79 -0.25 0.54 

0.015% 0.320(7.5) -0.98 -0.25 0.73 
0.004% 0.327(7.6) -0.29 -0.17 0.12 
0.005% 0.327(7.6) -0.49 -0.26 0.23 
0.01% 0.327(7.6) -0.84 -0.46 0.38 
0.005% 0.327(7.7) -0.21 -0.15 0.06 
0.01% 0.327(7.7) -0.60 -0.26 0.34 
0.015% 0.327(7.7) -0.81 -0.30 0.51 
0.005% 0.327(7.8) -0.34 -0.15 0.19 
0.01% 0.327(7.8) -0.60 -0.15 0.45 
0.015% 0.327(7.8) -0.86 -0.25 0.61 
0.005% 0.327(7.9) -0.45 -0.23 0.22 
0.01% 0.327(7.9) -0.86 -0.32 0.54 

Table 7.1: Depth values for second breaking wave results (brackets denotes figure) 
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It can be seen for all experiments (except 0.320(7.4)) that the large concentra-

tions show a greater increase in maximum depth due to the second breaker than 

the lower values. This greater increase in not necessarily due to larger breaking 

wave amplitude. 

The initial results imply that a second breaker dramatically increases the 

depth to which the greater concentrations penetrate. This will be looked at in 

more detail in the following chapter. 

Further research must be carried out to draw more conclusive results and this 

is discussed in section 8.5 

7.2.5 Comparison Between Single and Double Breaking 

Wave Maximum Depth Results 

For single breaking waves the results suggest that there is a direct link between 

wave amplitude and depth reached for the lower concentrations, around 0.005%. 

However, the results for a second breaker show that there is little difference be-

tween the depth reached by this concentration for breaking waves with amplitudes 

of 0.320 or 0.327. 

One of the most interesting results from the single breaking wave experiments 

was the discovery that the depth reached for the highest concentration band was 

at its greatest for the largest spilling breakers. As it was impossible to measure 
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second breaking wave experiments with plunging breakers, this result could not 

be examined for further breaking waves. 

In every case, a second breaking wave resulted in greater maximum depths, 

although further research must be carried out to confirm whether this is due to 

a second breaking wave or simply a longer time scale following the first breaker. 

7.3 Area Results for Second Breaker 

The next quantity calculated from the experiments to be presented is the area 

covered by the film as it disperses. Section 6.4 looked at the area results for 

a single breaking wave, this section examines the area results after a second 

breaking wave has added further energy to the mixing. 

As with graphs in section 6.4, the results are plotted as non-dimensional time 

against non-dimensional area in a log-log format. 

Gradients and dispersion coefficients are calculated and summarised at the 

end of the section. Primarily, the concentrations 0.004%, 0.005% and 0.015% are 

examined. 
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Figure 7.10: Area against time for second ak = 0.314 breaker (first example) 

7.3.1 Area Results for Second ak = 0.314 Breaker 

The first graph, figure 7.10, shows the changing area of a range concentrations 

beneath a second ak = 0.314 breaking wave. The initial spread of concentrations 

is caused by the first breaking wave and the peaks and troughs between log10wt 

= 1 and 1.3 correspond to the second breaking wave. 

The three plots of 0.003%, 0.004% and 0.005% are very similar between 

1og1owt = 1.74 and 2.42. The equations of these concentrations in this region are 

178 



Chapter 7: Double Breaker Results 

1og10kA 0. 003% = 3.16 x 10'log10wt - 1.09 	 (7.17) 

1oglØkAo.004% = 2.64 x 10'log10wt - 1.11 	 (7.18) 

1ogIokAo.005% = 1.87 x 10'log10wt - 1.06 	 (7.19) 

The three dispersion coefficients calculated from these equations are 1.78 x 

10-4 , 3.12 x iO and 1.07 x 10-6  for 0.003%, 0.004% and 0.005% respectively. 

The relationships between area and time for these three concentrations is therefore 

given by 

	

(2 x 1.78 x 10 	1 x w t" 0316  
(7.20) 

	

A0.003% 
= 	 k 

(2 x 3.12 x iO x wt) °264  

	

= 	 (7.21) 
k 

(2 x 1.07 x 10-6  x w 1 t'0 • 187  C 	 (7.22) 

	

A0.005% 
= 	 k 2  C 

The larger concentrations show a similar increase in area between 10 and 

20 seconds after breaking (1ogiowt = 1.74 to 2.04). During this time, the lines 

representing 0.01%, 0.0125% and 0.015% have the linear approximations 
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log1OkA 0 . O1% = 3.57 x 10'1og1owt - 1.64 	 (7.23) 

	

1og10 kA 0 .Øl25% = 3.01 x 10'log10wt - 1.62 	 (7.24) 

	

loglokAo.ol5% = 2.82 x 10'log1owt - 1.63 	 (7.25) 

which, in turn, gives 

(2 x 1.27 x 	x wt) 0357  
(7.26) 

k 

A0.0125% 	
(2 x 2.07 x 10-6  x wt) °301  

(7.27) = 
(2 x 8.30 x i0 7  x wt) °282  

A0Ø15% 
= 	 k2 	

(7.28) 
C 

Following the increase there is a steady decrease until the end of the experi-

ment. The three concentrations have gradients -3.37 x 10_i,  -3.92 x 10 and 

-4.15 x 10_1  for 0.01%, 0.0125% and 0.015%. 

The initial and final areas covered by the concentrations are shown in table 

7.2 and graph 7.11. Results are presented as kA to make interpretation clearer 

than using logarithmic values. 

This implies a CCA value of approximately 0.0075%. 
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Concentration Initial kA Final kA Difference 
0.0005% 1.03 1.25 0.22 
0.001% 0.595 0.816 0.221 
0.0015% 0.423 0.646 0.223 
0.002% 0.375 0.598 0.223 
0.003% 0.287 0.468 0.181 
0.004% 0.213 0.333 0.120 
0.005% 0.172 0.231 0.059 
0.0075% 0.140 0.149 0.009 

0.01% 0.111 0.092 -0.019 
0.0125% 0.097 0.072 -0.025 
0.015% 0.089 0.062 -0.027 

Table 7.2: Concentration areas for a second ak = 0.314 breaker 

The second breaker in this section, shown in figure 7.12, is also for a second ak 

= 0.314 breaker. As in figure 7.10, gradients, intercepts and dispersion coefficients 

can be calculated for the concentrations 0.003%, 0.004% and 0.005%. Between 

log owt = 1.62 and 2.18 the areas are given by 

	

1oglokA0003% = 2.50 x' -1.00 	 (7.29) 

	

2.11 x -1.05 	 (7.30) 

	

loglokA o . QQ5 % = 1.59 x' -1.03 	 (7.31) 

Calculating the dispersion coefficients gives; 
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Figure 7.11: Change in kA against concentration for a second ak = 0.314 breaker 
(first example) 

	

= (2 x 5 x 10-5wt)00 	
(7.32) 

	

(2 x 5.28 x 10-6wt)021' 	
(733) Ao.% 

= 	 k 

	

A0.5% 
= (

2 x 1.66 x 10-7wt)0159 	
(734) 

A graph of the difference between initial and final areas is presented in figure 

7.13. The red left hand axis shows the absolute change in kA over the recording 

time of the experiment and the green right hand axis shows the percentage change. 

A discussion of this result and similar results for large breakers will be given in 

the summary. 

This implies a CCA value of 0.0075%. 
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Figure 7.12: Area against time for second ak = 0.314 breaker (second example) 

7.3.2 Area Results for Second ak = 0.320 Breaker 

Five graphs of area results for second ak = 0.320 breakers are presented in this 

section. The first graph is presented in figure 7.14. 

The lines representing the smallest concentrations, 0.0005% to 0.001% are very 

close together and show only a gentle increase in area throughout the experiment, 

mirrored at a slightly lower area by the 0.002% and 0.003% readings. This implies 

the background level for this experiment was around 0.002%. 

Between 1og10wt = 1.62 and the end of the experiment, the areas of 0.004%, 

0.005% and 0.0075% have the following relationships to time 
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Figure 7.13: Change in kA against concentration for a second ak = 0.314 breaker 
(second example) 

log10kA o . 004% = 1.50 x l04og10cit - 5.37 x 10' 	(7.35) 

tog10kA O . O05 % = 5.15 x 10 2log1owt - 5.06 X 10_ 1 	(7.36) 

1og10kA o . 0o75% 	1.83 X 101Ogjowt - 3.42 X 10 	(7.37) 

Using the formula D = 4-, where D is the dispersion coefficient, c is the 

intercept and H the dispersion exponent, the area for 0.004% can be described 

by 

(2 x 1.32 x 10 4wt) 0150 
 

(7.38) Ao% = 
	k 
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Figure 7.14: Area against time for second ak = 0.320 breaker (first example) 

The plots for the largest three concentrations measured, 0.01%, 0.0125% and 

0.015%, all show similar decreasing area between 1og10wt = 1.62 and 2.18 (seven 

and a half to twenty seven and a half seconds after breaking). Following this, there 

is a period of increasing area again. In the first region, the equations describing 

the decreasing areas are 

1og lo kA o.ol % = —2.82 x 10 1 1og1owt - 3.42 x 10_i 
	

(7.39) 

1og 1 0kA0.0 1 25% = —3.15 x 10 1 1og1owt - 4.45 x 10 
	

(7.40) 

1og10kA 0 .015% = — 3.66 x 10-'log10wt - 4.86 x 10_I 
	

(7.41) 
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The differences between initial and final areas are presented in figure 7.15. 

This figure implies a CCA value of 0.005%. 
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Figure 7.15: Change in kA against concentration for an ak = 0.320 breaker (first 
example) 

The second graph of areas covered for a second ak = 0.320 breaker is shown 

in figure 7.16. 

The smaller concentrations show a greater spread in this experiment due to 

lower background dye levels. However, the lines themselves are almost level, the 

0.0015% concentration shows a gradient of 5.04 x 10-2  between log10wt = 1.64 

and the end of the experiment. 

This characteristic is shared by most of the concentration values in this experi-

ment, the relationship between log area and log time for the 0.005% concentration 

in the same period is given by 
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Figure 7.16: Area against time for second ak = 0.320 breaker (second example) 

log1okA Q .0o5% = — 1.86 x 10 1 1og 1owt — 1.18 X 10_I 	(7.42) 

The difference between initial and final areas for this experiment is graphed 

in figure 7.17. The CCA appear to be around 0.005% 
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Figure 7.17: Change in kA against concentration for a second ak = 0.320 breaker 
(second example) 

The next graph of results can be seen in figure 7.18 

The lines show a larger spread in this graph that in the previous two, with 

most showing far less increase or decrease. The 0.004% plot has a gradient of only 

-2.86 x 10-2  between 4 seconds after breaking and the end of the experiment. 

Comparing this with the larger concentrations, between 1og10wt = 1.92 and 2.29, 

the 0.0075% plot has a gradient of -1.88 x 10_1  before increasing in area after 

this period. The results for 0.01%, 0.0125% and 0.015% show similar trends over 

the same regions. 
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Figure 7.18: Area against time for second ak = 0.320 breaker (third example) 

The lines start with a large spread and show, relative to the previous graph, 

smaller gradients, the resulting change in area over the experiment is plotted in 

figure 7.19. 

The result for 0.0005% and 0.001% are not included as the high initial value 

suggestion they are already affected largely by the background dye levels. The 

CCA value appear to be around 0.004%. 
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Figure 7.19: Change in kA against concentration for a second ak = 0.320 breaker 
(third example) 

The fourth graph showing 1og 1okA against log10wt for the given range of 

concentrations after a second ak = 0.320 breaker is presented in figure 7.20. 

Again, the 0.0005% and 0.001% concentration areas appear to be largely af-

fected by the background dye levels, as does the line for 0.0015%. As with the 

previous experimental result, there are large areas where the area appears to re-

main approximately constant. There is short period of increasing growth in the 

line for 0.003% concentration between log1owt = 1.74 and 2.25 with the relation-

ship 

= 1.60 x 10 1 1og10wt - 4.90 x 10' 	(7.43) 

Calculating the dispersion coefficient for the increasing area gives a relation- 
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Figure 7.20: Area against time for second ak = 0.320 breaker (fourth example) 

ship between area and time of; 

(2 x 4.33 x 10 4wt) °16°  
(7.44) A0% 

= 	 k 

The measured area for the 0.004% concentration remains approximately con-

stant, with a gradient of only -4.90 x 10 in the region log1owt = 2.04 to the end 

of the experiment. Similar behaviour is shown by the 0.005% and 0.0075% con-

centrations. The large values show steadily decreasing area until 1og10wt = 2.35 

before increasing or remaining level. The gradient for the 0.015% concentration 

between 1og10wt and the end of the experiment is -1.53 x 10_ 1  
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A graph of the change in area over the course of the experiment is shown in 

figure 7.21. The CCA is much larger for this experiment, around 0.01%. 
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Figure 7.21: Change in kA against concentration for a second ak = 0.320 breaker 
(fourth example) 

The final graph of results in this section is shown in figure 7.22. The con-

centrations 0.0005% to 0.002% are closely bunched together again and roughly 

level. Between log1owt = 1.44 and the end of the experiment the line representing 

0.002% has the relationship 

loglokA o.002% = 2.64 x 10210g10c.it - 7.64 x 10-2 	(7.45) 

The concentration values 0.003% and 0.004% show decreases in area between 

1og10wt = 1.52 and 2.20 (6 to 29 seconds after breaking) before gradually in-

creasing in area. Between log10wt = 1.52 and 2.20, the gradient of the 0.004% 
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Figure 7.22: Area against time for second ak = 0.320 breaker (fifth example) 

line is -1.28 x 10 '. The 0.005% area shows a similar decrease in this period, 

but remains approximately constant afterwards instead of increasing in area. The 

largest three concentrations, 0.01%, 0.0125% and 0.015% show decreasing area 

between 1og10wt = 1.6 and 2.2 before increasing again at the end of the experi-

ment, by larger amounts for the larger concentrations. 

The final plot of changing in area against concentration for a breaking wave 

with non-dimensional amplitude of 0.320 is shown in figure 7.23. The CCA value 

is approximately 0.003%. 
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Figure 7.23: Change in kA against concentration for a second ak = 0.320 breaker 

(fifth example) 

7.3.3 Area Results for Second ak = 0.327 Breaker 

Figure 7.24 shows the area covered by the dispersing dye after a second ak = 0.327 

breaking wave. Once again the lines representing the lowest four concentrations: 

0.0005%, 0.001%, 0.0015% and 0.002%, appear level and are very similar. Be-

tween 1og10wt = 1.62 and the end of the experiment, the 0.002% line had the 

following linear fit: 

= 4.83 x 10 2 10g1owt - 1.07 X 10 	(7.46) 

The 0.004%, 0.005% and 0.0075% concentrations also follow very similar pat-

terns. Between approximately 18 and 40 seconds after breaking (log1owt = 1.99 

and 2.34) they all decrease in area with the following relationships: 
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Figure 7.24: Area against time for second ak = 0.327 breaker (first example) 

1ogl0kA O.0o4 % = — 3.78 x 10 1 1og10wt + 3.78 X 10_1 
	

(7.47) 

1og10kAo0o5% = —3.83 X 10'log1owt + 2.23 x 
	

(7.48) 

= —4.98 x 10 1 1og10wt + 3.56 x iO 
	

(7.49) 

At the end of the experiment the 0.004% concentration shows a slight in-

crease in area whereas the 0.005% and 0.0075% concentrations both continue to 

decrease. The three largest concentrations, 0.01%, 0.0125% and 0.015%, main-

tain a constant area between 1og10wt = 1.92 and 2.25 before decreasing rapidily 
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following this region. This rapid decrease could be due to dye leaving the light-

sheet and will be discussed in section 7.3.4. The majority of the dye that leaves 

the lightsheet belongs to the larger concentrations, as can be seen in Appendix 

A, although this shows a single breaker with only a small amount of loss. 

A graph of change between initial and final area is presented in figure 7.25. 
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Figure 7.25: Change in kA against concentration for a second ak = 0.327 breaker 

(first example) 

The next graph in this section is shown in figure 7.26. This graph is similar 

in many respects to the figure 7.24; the lower concentrations are close together 

on the graph, increasing gradually over the time of the experiment. The 0.005% 

area remains approximately constant throughout the experiment, but all values 

larger than this decrease in area. 

Between 7 and 22 seconds after breaking many of the areas remain almost 

constant. The linear fits for the 0.003%, 0.004% and 0.0075% in this region and 
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Figure 7.26: Area against time for second ak = 0.327 breaker(second example) 

0.015% (between 10 and 22 seconds), are: 

1og1OkA 0 .003% = 1.26 x 1010g 10wt - 3.93 X 
10-2 (7.50) 

	

= 1.65 x 1010g 1owt - 1.39 x 10_I 	(7.51) 

	

1og1 okA 0 . 0O75% = 3.36 x 1010g1owt - 4.35 X 10W' 	(7.52) 

	

1og lOkA O.o l5% = 6.41 x 10 210g1owt - 9.88 x 10_1 	(7.53) 

This could well imply that during this region the dispersion effects of the 

second breaking wave are not having a large effect on total areas covered by these 
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concentrations and the gradually, far slower, processes of molecular diffusion are 

actually more important. 

The relationships between area and time for the 0.003%, 0.004% and 0.015% 

concentrations between 22 seconds after breaking and the end of the experiment, 

and the 0.0075% concentrations between 22 and 37 seconds after breaking are 

shown below: 

	

loglokA0003% = 1.46 x 10'1og10wt - 3.11 x 10' 	(7.54) 

log10kA0.004% = 1.16 x 10'1og1owt - 3.70 x 10 	 (7.55) 

	

= —7.19 x 1011og1owt - 1.13 	(7.56) 

	

= —1.40log 10 it + 2.17 	(7.57) 

By examining the images taken during the experiment it is possible to see 

that the sudden decrease in area for the larger concentrations is caused by dye 

which was higher than the 0.02% limit dispersing into lower concentrations. 

The difference between initial and final areas for each of the concentrations is 

plotted in figure 7.27. 

The 0.005% line appears closest to the CCA value. 
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Figure 7.27: Change in kA against concentration for a second ak = 0.327 breaker 
(second example) 

Figure 7.28 is the third graph of area, for each concentration, as a function of 

time beneath a second ak = 0.327 breaking wave. The lowest three concentra-

tions have very similar lines with the plot for 0.002%, although at a higher area. 

Between logj0wct = 1.62 and the end of the experiment this concentration has 

the linear fit: 

loglokAo.002% = 7.21 x 10 210g1owt - 1.41 )< 10_ 2 	(7.58) 

The 0.004% concentration shows a region of almost contant area between 7 

and 32 seconds after breaking (with a gradient of 7.37 x iO) followed by a 

steady decrease in area with a gradient of -2.95 x 10 1 . Over the same two 

regions, the lines representing 0.005% and 0.01% concentrations show the follow- 
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Figure 7.28: Area against time for second ak = 0.327 breaker (third example) 

ing relationships, starting with 7 to 32 seconds (7 to 22 seconds for 0.01%) after 

breaking: 

logl0kA 0 . 005% = 2.70 x 10 210g1owt - 2.54 x 10 
	

(7.59) 

log10kA. 0 . 01 % = 1.16 x 10log 10wt - 7.90 X 10W' 
	

(7.60) 

Following this period, 
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1ogl0kA 0 .O05 % = — 3.39 x 10'log10wt + 4.17 x 10' 	(7.61) 

1og 10 kA 0 .0l% = — 5.40 x 101og i0wt + 5.82 x 10' 	(7.62) 

Figure 7.29 shows the change in area over the experiment. 
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Figure 7.29: Change in kA against concentration for a second ak = 0.327 breaker 
(third example) 

The 0.003% concentration appears closest to the CCA value. 

The last area graph is presented as figure 7.30. As with previous area graphs, 

the lower concentrations are bunched together at the larger areas and have very 

small gradients throughout the experiment. The 0.002% line has a linear fit of 

= 4.47 X 10 210giocQct - 2.61 x 10_ 1 	(7.63) 
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in the region from Log 1owt = 1.64 to the end of the experiment. 
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Figure 7.30: Area against time for second ak = 0.327 breaker (fourth example) 

The plot for 0.004% has two clear periods of changing area, between log10wt 

= 1.64 and 2.29, and 2.29 and the end of the experiment. The relationships in 

these regions are 

= —1.72 X 	 - 4.77 X 10-2 
	

(7.64) 

	

= 3.47 x 10 1 1091 0wt2.29_2.44 - 1.23 
	

(7.65) 

The largest concentrations show continual decreases in area following the sec- 
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ond breaker. The final graph of change in area over the course of the experiment 

for each of the concentrations is shown in figure 7.31. 
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Figure 7.31: Change in kA against concentration for a second ak = 0.327 breaker 
(fourth example) 

The area of concentration level 0.003% remains approximately constant. 

7.3.4 2D Mass After Second Breaker 

As with the single breaker area results it is important to look at the dye entering 

or leaving the lightsheet during the experiment. 

A sample result from an ak = 0.314 breaker is presented in figure 7.32. The 

moment is calculated using equation 5.2. The initial sharp peaks are caused by the 

water's surface dropping below the MWL and producing a large number of false 

high concentration readings. Following this, the value remains approximately 
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Figure 7.32: 2D mass against time for second ak = 0.314 breaker 

level, implying that there is very small net out of plane motion. 

The result for the next size of breaking wave, ak = 0.320, shown in figure 7.33, 

is qualatatively similar to figure 7.32 although the actual values for the mass are 

higher. 

There is a slight decrease in mass over the course of the experiment. This 

could be due to three factors. Any dye leaving the lightsheet will lower the 

0" moment, and dye entering the lightsheet will cause it to rise. As the net 

out-of-plane motion should be very small, this should have no effect on larger 

timescales. Two other possible reasons for underestimation or reduction are the 

lowest concentrations passing below measureable levels, or else being excluded as 
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Figure 7.33: 2D mass against time for second ak = 0.320 breaker 

background, and concentration higher than 0.02% being measured as 0.02%, and 

therefore underestimated. 

The final 2D mass graph, figure 7.34 shows a sample result for a second ak 

0.327 breaker. 

In this graph the surface fluctations take slightly longer to die out before a 

gradual decrease in mass is seen. Examination of the images from the experiment 

suggests that the second of the three possible causes, concentration dropping 

below measureable level, is responsible for this decrease. 
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Figure 7.34: 2D mass against time for second ak = 0.327 breaker 

Also of interest is the change in mass between the end of the first breaker 

and the end of the second breaker. Table 7.3 shows the initial and final 2D mass 

values and difference between the two. 

This provides a test of how consistent the tracking of concentration is for that 

experiment and provides evidence of areas of experimental practice that may need 

to be improved in future work. 

In can be seen that larger breaking waves tend to result in lowering of the 

mass during the experiment, in a similar manner to the single breakers. This 

means that future experiments should include greater ranges of concentrations 

and larger areas of measurement to counteract this effect. 
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ak value Initial 2D Mass Final 2D Mass Difference 
0.314 282.4 328.1 45.7 (+16.2%) 
0.314 259.8 275.1 15.3 (+5.9%) 
0.320 501.4 529.1 27.7 (+5.5%) 
0.320 478.9 476.6 -2.3 (-0.5%) 
0.320 428.5 418.8 -9.7 (-2.3%) 
0.320 541.4 598.4 -57 (-10.5%) 
0.320 546.8 475.5 -71.3 (-15%) 
0.327 476.4 388.4 -88 (-18.5%) 
0.327 682.8 600.2 -82.6 (-12.1%) 
0.327 598.9 560.4 -38.5 (-6.4%) 
0.327 374.0 313.3 -60.7 (-16.2%) 

Table 7.3: Effect of second breaker on 2D mass 

7.3.5 Area Results for Second Breaker Summary 

The effect of a second breaking wave on the area of the dispersing dye is obviously 

very important. The results show that a second breaking wave increases the area 

covered by the lower concentrations but decreases the area covered by the larger 

concentrations. For the smallest breaking wave, with an ak value of 0.314, this 

boundary was around 0.0075%; any concentration below this value increased in 

size. This value was inversely related to the wave amplitude, and the largest 

breakers reduced the area of concentrations greater than 0.004%. 

The greatest percentage increases in lower concentration area were actually 

produced by the smallest breaking waves, implying that whilst larger breaks cause 

the lower concentrations to reach greater depths, they produce smaller areas, 

relatively. 
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7.3.6 Comparison Between Single and Double Breaking 

Wave Area Results 

The single breaking wave results showed that larger breaking waves reduced the 

area covered by the higher concentrations, with the transition from spilling to 

breaking again being a very important point. This general trend is continued by 

the second breaking wave experiments, where results show that a second breaking 

wave also decreases the area covered by higher concentrations. As it was not 

possible to obtain results for plunging breaking waves, the effect of the transition 

point between spilling and plunging could not be examined. 

7.4 Centre of Mass Results for Second Breaker 

The centre of mass was also measured for the second breaking wave experiments 

in the same manner as the previous chapter. The results are presented with 

separate x and y coordinates as explained in section 6.5. 

7.4.1 Centre of Mass Results for Second ak = 0.314 Breaker 

Figure 7.35 shows the centre of mass motion following a second ak = 0.314 break- 

ing wave. Unlike the results for the single breaking wave, the initial values are 

not zero. This is because the first breaking wave has already disturbed the centre 
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Figure 7.35: Centre of mass against time for second ak = 0.314 breaker 

of mass from the origin position. The sharp peaks and troughs around 1og1owt 

= 1 are caused by the breaking wave. 

The z component, representing depth, remains approximately constant fol-

lowing breaking, decreasing slightly with the relationship 

kd = —2.59 x 10 210g 10wt + 2.26 x 10_ 2 	(7.66) 

As with the result for the single ak = 0.314 breaker, the centre of mass moves 

against the wave direction, ending upstream of the origin position. 

The change in centre of mass position caused by the second breaking wave is 
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discussed at the end of the section. 

7.4.2 Centre of Mass Results for Second ak = 0.320 Breaker 

Four sample results for the centre of mass motion after a second ak = 0.320 are 

presented in this section. The first graph is shown in figure 7.36. 
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Figure 7.36: Centre of mass against time for second ak = 0.320 breaker (first example) 

The depth component,x shows a steady decrease between log1owt = 1.2 and 

the end of the experiment with a gradient of -8.11 x 10-2.  The y component 

shows a period of slow movement downstream between log10wt = 1.1 and 1.6 

followed by a region of increased movement until the end of the experiment. The 

relationship between position and time in these regions are: 
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= 1.47 x 10'1og10wt + 4.28 x 10-i 	(7.67) 

= 7.92 x 10 1 1og10wt - 9.17 x 10_i 	(7.68) 

A very similar trend is shown in the graph presented in figure 7.37, also for a 

second ak = 0.320 breaker. 
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Figure 7.37: Centre of mass against time for second ak = 0.320 breaker (second 
example) 

Once again, the depth increases steadily following the second breaking wave. 

The downstream movement of the centre of mass is more uniform for this exper-

iment, increasing with the relationship: 
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kd = 5.58 x 10 1 1og10cit -5.53 x 10_I 	 (7.69) 

between log 1owt equals 1.2 and the end of the experiment. 

The third graph in this section, figure 7.38, shows a sharper rise in the y 

component, although the final values are very similar. 

0.8 	 I 
0.7 

0.6 . 	 y component 

0.5 	 x component 

0.4 

0.3 

0.2 

0.1• 	
..f1 

7T' 
log, 0wt 

Figure 7.38: Centre of mass against time for second ak = 0.320 breaker (third example) 

The gradient of this line between 1og10wt = 1.4 and the end of the experiment 

is 8.33 x 10. The depth increases over the course of the experiment with the 

relationship: 
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kd = —5.03 x 10 210g1owt - 7.82 x 10 -2 	(7.70) 

The final graph representing the centre of mass motion after a second ak = 

0.320 breaker is presented in figure 7.39. 
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Figure 7.39: Centre of mass against time for second ak = 0.320 breaker (fourth exam-
ple) 

The graph is very similar to figure 7.36, with the depth increasing slowly whilst 

the downstream motion shows two regions with different speeds. Between log 1 wt 

= 1.2 and the end of the experiment the depth component has the following linear 

approximation: 
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kd = —5.43 x 10 2 10g1owt - 1.44 x 10_I 	 (7.71) 

The y component of the centre of mass has the linear approximations: 

	

kd j0910t=1 . 4 _2  = 3.24 x 101og1owt - 8.86 x 10_ 2 	(7.72) 

	

kedylog iowc t=2_end = 1.1510g owt - 1.89 	(7.73) 

7.4.3 Centre of Mass Results for Second ak = 0.327 Breaker 

Four results are also presented for the centre of mass motion following a second 

ak = 0.327 breaking wave. The first is shown in figure 7.40. 

Qualitatively the graph appears very similar to the results in the previous 

section. However, the y component of the centre of mass reaches a far greater 

distance downsteam than in the ak = 0.320 examples. The linear approximation 

for the y component between logwt equals 1.2 and 2 is given by 

	

kd = 7.21 x 1011og1owt - 2.17 x 10_ 1 	 (7.74) 

After log10wt the plot levels out until the end of the recording. 
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Figure 7.40: Centre of mass against time for second ak = 0.327 breaker (first example) 

The depth increases with a gradient of -7.16 x 10_2  between log10 t = 1.4 

and the end of the experiment. 

Figure 7.41 presents another example of the centre of mass motion of the dye 

following a second ak = 0.327 breaker. 

This graph shows very similar centre of mass motion to the previous result. 

The relationships between kd and time for both x and y components are shown 

in equations 7.75 and 7.76, for log 1owt = 1.4 to the end of the experiment. 

kd = — 1.50 x 10'log10wt + 2.45 x 10_2 
	

(7.75) 
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Figure 7.41: Centre of mass against time for second ak = 0.327 breaker (second 
example) 

kd = 6.98 x 10 1 log1owt - 5.24 x 10_ 1 	 (7.76) 

The third graph in this section, figure 7.42, is very similar to figure 7.41. The 

initial value for the y component is larger than in the previous two results, and 

therefore the final value is also much larger. The relative increase in downstream 

position of the centre of mass will be discussed in section 7.4.4. The depth also 

starts at a lower value than the previous results for an ak = 0.327 breaker. 

A steady period of linear increase can be identified between 1ogiowt = 1.4 

and the end of the experiment for both x and y components. The relationships 
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Figure 7.42: Centre of mass against time for second ak = 0.327 breaker (third example) 

in this region are given by: 

kd = — 1.24 x 10'1og j0wt - 2.57 x 10_ 2 	 (7.77) 

kd = 5.91 x 10'1og 0wt + 1.64 x 10_ 1 	 (7.78) 

The final centre of mass graph is presented in figure 7.43. 

Once again, a period of steady growth 1og10wt = 1.4 and the end of the 

experiment can be identified. During this time, the linear approximations are 
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Figure 7.43: Centre of mass against time for second ak = 0.327 breaker (fourth exam-

ple) 

kd1  = —7.63 x l0 2 log1owt - 6.79 x 10 -2 	 (779) 

kd = 9.04 x 101logiowt - 1.02 	 (7.80) 

7.4.4 Centre of Mass Results Summary 

The results for the three different breaker amplitude presented here show the 

different nature of the centre of mass motion. The smallest breaking wave, with 

a non-dimensional amplitude of 0.314, resulted in the centre of mass actually 
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moving upstream of initial position whereas the next two larger breakers, 0.320 

and 0.327, both show movement downstream with kd values of ranging between 

approximately 1 and 1.5. 

As mentioned previously, of obvious importance is the change in centre of 

mass position caused by the second breaker. The clearest way to do this is to 

compare the initial and final values of each component for the presented graphs. 

These are shown in tables 7.4 and 7.5. 

ak value (fig#) Initial x (kd) Final x (kd) Difference 
0.314 -0.009 -0.036 -.027(-300%) 

0.320 (7.36) -0.183 -0.291 -0.108(-59%) 
0.320 (7.37) -0.184 -0.259 -0.075(-41%) 
0.320 (7.38) -0.133 -0.193 -0.060(-45%) 
0.320 (7.39) -0.205 -0.267 -0.062(-23%) 
0.327 (7.40) -0.215 -0.294 -0.079(-37%) 
0.327 (7.41) -0.204 -0.330 -0.126(-62%) 
0.327 (7.42) -0.225 -0.333 -0.108(-48%) 
0.327 (7.43) -0.159 -0.247 -0.088(-55%) 

Table 7.4: Change in x coordinate of centre of mass 

The small initial x value of the ak = 0.314 breaker makes the final result 

difficult to interpret but it is possible to calculate average percentage increases 

in depth for the other two amplitudes. The ak = 0.320 breakers show a average 

depth increase of 42% and the ak = 0.327 breakers 50.5%. Although the sample 

size is small, and further results should be taken, this definately implies that 

larger breakers will cause a greater increase in the average depth of the film after 

dispersion. 
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The change in downstream position for the centre of mass is shown in table 

7.5. 

ak value (flg#) Initial y (kd) Final y (kd) Difference 
0.314 -0.286 -0.223 -.063(-28%) 

0.320 (7.36) 0.307 1.010 0.703(229%) 
0.320 (7.37) 0.066 0.874 0.808(1224%) 
0.320 (7.38) -0.146 0.863 1.009(-) 
0.320 (7.39) 0.261 0.927 0.666(255%) 
0.327 (7.40) 0.636 1.412 0.776(122%) 
0.327 (7.41) 0.311 1.194 0.883(284%) 
0.327 (7.42) 0.794 1.609 0.815(103%) 
0.327 (7.43) 0.293 1.233 0.940(321%) 

Table 7.5: Change in y coordinate of centre of mass 

In this case it is more meaningful to compare the absolute, rather than per-

centage, differences. The average absolute difference for the breakers with non-

dimensional amplitudes of 0.320, is 0.797. For breakers with non-dimensional 

amplitudes of 0.327, it is 0.854. The larger breaker size implies a greater increase 

in centre of mass motion downstream of the breaking point. 

Further results would have to be taken for a range of breaking waves with 

amplitudes between 0.314 and 0.327 to provide more accurate data, although the 

initial indications show a relationship between breaker size and increased centre 

of mass motion. 
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7.4.5 Comparison Between Single and Double Breaking 

Wave Centre of Mass Results 

The single breaking wave results showed a very clear link between breaker ampli-

tude and centre of mass position, as shown in figure 6.31. The limited range of 

second breaker results make a comparison with this result difficult. The second 

breaker results show that centre of mass depth is approximately doubled by the 

ak = 0.327 breaking wave, and increased by 40% by the ak = 0.320 breaking 

wave. This shows that further breaking waves do cause greater movement in the 

centre of mass. 

7.5 Dispersion Results for Second Breaker 

The dispersion was calculated is the same manner as the single breaking wave 

experiments in section 6.6. Plots of 1og1oak and 1ogioak against log10wt are 

shown in figure 7.44. 

The horizontal standard deviation, shown in the left figure, starts at a very 

small value. This fits closely with the final value from the single breaker exper-

iment in figure 6.32. After the disturbance caused by the second breaking wave 

the coefficent decreases further in a similar manner to the single breaking wave 

experiments. 
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Figure 7.44: (a)X and (b) Y standard deviation for a second ak = 0.320 breaker 

The vertical standard deviations, shown in the right figure, is also very similar 

to the graph presented in figure 6.32. Following the second breaking wave the 

standard deviation increases as the vertical spread of the dye becomes larger, 

confirming the previous depth and area results. 

As with the results presented in Chapter 6, the horizontal and vertical stan-

dard deviations show no direct amplitude depeudance, even though such a de-

pendance is found in the depth and area results. The plots are very similar in 

form to those for the single breaking waves. 

7.6 Fractal Dimension Results for Second Breaker 

The final quantity measured was the fractal dimension. As discussed in section 

6.7, the calculation for the box counting dimension is sensitive to the value of the 
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threshold used for analysis. As with section 6.7 the threshold for each experiment 

was set by carefully examining each image to decide on the background levels. 

Figures 7.45 to 7.47 show the box counting dimensions of the dispersion caused 

by each of the three amplitudes used for the second breaker experiments. 

Unlike the single breaking wave results the box counting dimension for the 

second breaking wave experiments doesn't start at 1, as the initial wave has 

already started the dispersion. 

1.5 
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1.4 

1.35 
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1 	 1.5 	 2 
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Figure 7.45: Box counting dimension of outline of dispersion caused by a second ak = 
0.314 breaker 

For the ak = 0.314 result, shown in figure 7.45, the fractal dimension grows 

steadily between 1og1ocsJt = 1.5 and the end of the experiment, reaching a final 

value of approximately 1.25. This is almost identical to the result for a single 

breaking wave presented in figure 6.35. 
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Figure 7.46: Box counting dimension of outline of dispersion caused by a second ak = 
0.320 breaker 

The next graph, figure 7.46, shows the calculated box counting dimension 

of the outline of the dispersing dye after a second ak = 0.320 breaker. The 

fractal dimension remains almost constant around 1.3, raising only slightly as the 

experiment continues. This is larger than the single breaker result, but nearer to 

the results of Schlicke [67] for a similar sized breaking wave. 

The final graph is shown in figure 7.47 and represent the box counting dimen-

sion measured after a second breaking wave with a non-dimensional amplitude of 

0.327. As mentioned previously this was the largest breaking wave that could be 

used for the two breaker experiments without significant amounts of dye leaving 

the lightsheet downstream of the recording area. 

After the initial peaks and troughs caused by the breaking wave the box 
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Figure 7.47: Box counting dimension of outline of dispersion caused by a second ak = 
0.327 breaker 

counting dimension levels off at around 1.3 between log1owt = 1.5 and 2. Between 

log10wt = 2 and 2.3 it decreases slightly before returning to around 1.3 at the 

end of the experiment. 

As suggested by the larger amplitudes in the single breaking wave experi-

ments, the extra energy provided by an extra breaking wave in this case does 

allow the mixing to reach the levels required to produce a more complex outline. 

However, the similarity of the box counting values for both the ak = 0.320 and 

0.327 breaking waves again suggests that there is a natural limit that cannot 

be increased upon. The fractal dimension remains approximately constant for 

all amplitudes, implying the second breaker does does not significantly alter the 

process of mixing. 
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7.7 Double Breaker Conclusions 

In this chapter the effect of a second breaking wave on the dispersion process was 

examined for three different non-dimensional breaking wave amplitudes, 0.314, 

0.320 and 0.327. 

The first results presented were on the maximum depth reached by a range 

of concentration values following the second breaking wave. The results showed 

that the second breaking wave increased the depths reached by all concentrations. 

Further investigation is required to discover how much of this is due to the second 

breaking wave and how much is due simply to a long time scale. Periods of almost 

constant maximum depth for the larger concentrations implied that the mixing 

caused by the second breaking wave in some cases did not affect the dye at that 

depth for the majority of the time of the experiment. 

The next section looked at the area covered by the dispersing dye. For the 

smallest breaking wave, with an ak value of 0.314, it was shown that the second 

breaking wave increased the area covered by the smaller concentrations by around 

50% but reduced the area of the largest concentration by between 25 and 30%. 

Concentrations around 0.005% remained approximately the same in area after 

the second breaker. As the breaker size increased, the percentage increase in 

size of the small concentrations decreased and the concentration level remaining 

constant also decreased. 
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It was shown that larger breaking waves will caused a greater movement of the 

film as a whole, moving further downstream and to a greater depth. The small 

range of breaker amplitudes limits the conclusions that can be drawn, but early 

indications have shown potential for further investigation would be worthwhile. 

As with the single breaking wave results, the standard deviation of the film 

showed no dependance on breaking wave amplitude although the box-counting 

dimension increased for the larger two breaking wave amplitudes. 

Combining the results obtained for all five measurement provides an initial 

understanding of the movement of the dispersing dye after a second breaking 

wave. 
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Conclusions and Further Work 

8.1 Review of Subject 

Surface films are present in many places around the world, whether caused nat-

urally or man-made. They affect the environment both as pollutants and by 

damping capillary waves and therefore potentially inhibits gravity wave produc-

tion. These films will spread on the water's surface, but due to their surfactant 

nature, will not readily mix beneath the surface. 

One of the main causes of dispersing surface films are breaking waves. As 

waves grow, they becoming increasing non-linear with steeper crests. These crests 

eventually break and entrain air and surface water beneath them. When this 

breaking occurs where a surface film is present, the film is broken up and carried 
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under the surface. 

The purpose of this research was to investigate this mixing for both isolated 

breaking waves, and pairs of breaking waves, over a range of amplitudes. The 

surface film was created using a methanol/rhodamine solution, which was an 

adequate approximation to a surfactant. The film was spread evenly on the 

surface and then broken by a breaking wave of known amplitude. The subsequent 

dispersion was then recorded either immediately or following a second breaking 

wave of identical amplitude. 

8.2 Experimental Technique 

The technique of Planer Laser Induced Fluorescence was used for all experiments. 

A plane of laser light, created by a Scanning Beam Box, was created in the middle 

of the wave tank equidistant from each wall. The fluorescence of the illuminated 

dye was recorded on two CCD cameras at 20 frames per second for approximately 

one minute following either the first or second breaker. 

These images were then computationally prepared for analysis by removing 

the effects of variation in lightsheet intensity, calibration with known concen-

trations and joining into a single image. Each experiment produced 1000 such 

images. 

These images were then processed using custom software. The measured 
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parameters for both single and double breaking wave experiments were: 

• Depth reached as a function of concentration and amplitude 

. Area covered as a function of concentration and amplitude 

. Centre of mass motion as a function of amplitude 

• Dispersion coefficents and exponents 

• Fractal dimension of dye-water interface 

A comparison was also made between the single and double breaking wave 

results to determine the effect of a second breaking wave. 

8.3 Summary of Results 

8.3.1 Maximum Depth 

The single breaking wave results showed a clear link between breaking wave am-

plitude and the maximum depth reached by the lower concentrations, around 

0.001% to 0.005%. This was because the large energy involved in larger breaking 

waves provided more eddies and turbulence to carry the dye to greater depths. 

For the larger concentrations, 0.01% to 0.015% and above, the trend was 

rather different. The depth reached grew with increasing spilling breaker size, 
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but began to decrease once the transition to plunging had occured, around an ak 

amplitude of 0.330. This was because the larger breaking waves now caused the 

higher concentrations to be dispersed, instead of simply carried to greater depths. 

This is a significant discovery as it shows that milder sea conditions may pose 

the greatest threat to organisms living near the water's surface. 

The second breaking wave results showed that further breaking waves may 

not directly affect the maximum depths reached by larger concentrations initially 

and simply provide further energy to continue the process of dispersion. 

8.3.2 Area 

The single breaking wave results showed a similar dependance on the type of 

breaking wave for higher concentrations. The largest spilling breakers were re-

sponsible for the greatest areas of higher concentrations, whilst the plunging 

breakers were responsible for a decrease in area for 0.001% and above. 

The smallest concentrations were dispersed to greater areas proportionally to 

the breaker size. 

The area covered by the dye following a second breaking wave showed a signifi-

cant decrease at higher concentrations. The smaller breaking waves increased the 

area of concentrations up to approximately the 0.0075% band whilst the larger 

breakers showed reduction of levels nearer the 0.004% level. 
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Again, this shows that smaller, spilling, breaker may actually cause a greater 

threat to the environment. Whilst larger plunging breakers cause the general area 

of the dispersing pollutant to increase, the spilling breakers result in the largest 

areas of higher concentration. 

8.3.3 Centre of Mass Motion 

A clear link between breaking wave amplitude and centre of mass motion was 

discovered for isolated waves. 

Whilst this link was difficult to quantify for the second breaker experiments, 

it was shown that further breaking waves do cause greater centre of mass motion. 

8.3.4 Dispersion 

For both single and double breaking wave experiments it was shown that non-

dimensional breaking wave amplitude had little effect on the standard deviation 

of the dye patch. The results were similar for both sets of experiment, with only 

the starting values differing. 
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8.3.5 Fractal Dimension 

The box-counting method of measuring fractal dimension showed the evolution 

of complexity of the dye-water boundary. It was shown that the results were very 

sensitive to the threshold value used to determine what was considered to be the 

boundary. 

For both sets of experiments, the smallest breaking waves had the lowest 

fractal dimensions with the larger waves approaching values of 1.3 or 1.4. It was 

shown that once this value had been reached it remained approximately constant, 

implying that there is a natural limit to the scales of mixing that can occur. 

8.3.6 Summary of Overall Findings 

It has been shown that the dispersion of surface polutants caused by large spilling 

breakers present potentially the greatest threat to organisms living near, or de-

pending, on the water's surface. These breaking waves disturb the film sufficently 

to mix it beneath the surface, but without the addition energy required to disperse 

the higher concentrations. The effect of subsequent similar sized breakers does 

not greatly help to dilute these levels but simply translated the mixing further 

downstream. 

Large plunging breakers offer the best method of dispersion, reducing the area 

and depth of highest concentrations and diluting the pollution faster than smaller 
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waves. The effect is increased by further breaking waves. 

8.4 Comparison with Previous Work 

Previous work has been carried on isolated breaking waves by Schlicke [67] and 

Rapp and Melville [59]. The work presented by Schlicke in 2001 looked in detail 

at only breaking waves with an ak amplitude of 0.324. The results presented in 

this thesis for amplitudes of 0.320 and 0.327 compare favourable with the results 

presented by Schlicke. A larger range of experiments are shown in this thesis, with 

greater detail shown to the different concentration values and effect of amplitude. 

Rapp and Melville used food dye to study the dispersion caused by a single 

breaking wave with amplitude of 0.352. As such, they produced no concentration 

information or amplitude comparisons but had a greater emphasis on energy 

flux. The work in this thesis offers an extension of Rapp and Melville's initial 

experiments by providing a wider range of amplitudes with specific concentration 

information. 

8.5 Future Work 

The work shown in this thesis should represent the beginning of further research 

into this field. A large amount of time was spent in the initial set-up and improve- 
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ment of the experiment technique and time was lost due to unforeseen events. 

Therefore, it was not possible to persue the statisical approach that was pref-

ered. Ideally, the number of repeats for every experiment should be increased to 

remove, as much as is possible, the random effects of the experiment. The PLIF 

results have presented many interesting relationships that will need a greater 

depth of experimentation over a wider range of amplitude to investigate further. 

Investigation of second or multiple breaking waves for larger amplitudes would 

provide significant extra data to this area of study. 

Also, the results presented concentration mainly on the initial and final values 

of the qualities measured, specifically when examining the centre of mass. Future 

experimental work should consider the evolution of the quantities over time in 

greater detail. 

The initial plan of the research was to compare the dispersion on single break-

ing waves in deep water with breaking waves on a shallow beach. However, prob-

lems installing the beach into the wave tank prevented this research and caused 

significant delays. Studying and comparing the dispersion under shallow water 

breaking waves would have obvious merit and provide a greater understand of 

dispersion of polutants nearer to the coast. It would also be a benefit to consider 

the use of salt water, rather than fresh, in these experiments. 

The study of the dispersion of surfactant films by breaking waves is essential. 

It will increase our knowledge of the fate of the massive amounts of pollutants 
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released into the environment every year and hopefully contribute to greater 

measures to deal with and prevent the damage they cause. There is a great 

opportunity and need for further research. 
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Sample Images from Experiment 

This appendix contains sample images from an breaking wave with an ak value 

of 0.346. 

Figure A.1: Half a second before breaking 

Initially the water's surface is calm and the dye is undisturbed. The beginning 

of the breaking wave can be seen on the right hand side of the first image. Surface 

reflections cause a pair of small bright patches above the waterline. These are 
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not significant, as the analysis program ignores pixels above the MWL. 

Figure A.2: Two and a half seconds after breaking 

Just after the wave has broken, the dye is mixing below the surface, with most 

areas still at too high a concentration to register exactly. 

Figure A.3: Four seconds after breaking 

Four seconds after the breaking, most of the surface motion has died down 

and mean water level returns to the same level as prior to breaking. There are 

still large areas of concentration greater than 0.02%. 

Ten seconds after breaking the water surface is completely calm and the mixing 

is fueled by the motion beneath the surface. The areas of higher concentration 
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Figure A.4: Ten seconds after breaking 

are mainly at the far left of the images, downstream of the breaking point, while 

the remainder of the dispersion is largely uniform in concentration. 

Figure A.5: Fifteen seconds after breaking 

A small patch of dye appears detached on the right of the image, driven 

downwards by a specific eddy. This patch may still be attached to main body of 

mixing in a plane not illuminated by the laser. 

The dye begins to leave the field of view of the cameras and the distinction 

between medium and low concentrations becomes more obvious. 
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Figure AG: Twenty seconds after breaking 

Figure A.7: Twenty-five seconds after breaking 

Chapter A: Sample Images from Experiment 

Finally, there is a clear distinction between concentrations, with the higher 

values on the left on the image, gradually decreasing until the lower concentrations 

on the far right drop below measureable values. 
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Figure A. 1.0: Forty seconds after breaking 
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Figure A.8: Thirty seconds after breaking 

Figure A.9: Thirty-five seconds after breaking 
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Figure A.11: Forty-five seconds after breaking 
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Single Breaking Wave Area 

Results 

This appendix contains the area results for a single breaker, as discussed in section 

6.4. 

Breaker amplitude Area (log io  kA) 
0.314 -0.053 
0.320 0.046 
0.327 - 

0.333 0.108 
0.339 - 

0.346 - 

0.352 0.203 

Table B.1: 0.0005% Area results 
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Breaker amplitude Area (log10  kA) 
0.314 -0.060 
0.320 -0.007 
0.327 - 

0.333 0.100 
0.339 - 

0.346 - 

0.352 0.203 

Table B.2: 0.001% Area results 

Breaker amplitude Area (log io  k 2  A) 
0.314 -0.170 
0.320 -0.032 
0.327 - 

0.333 0.084 
0.339 0.301 
0.346 0.379 
0.352 0.123 

Table B.3: 0.0015% Area results 

Breaker amplitude Area (log 10  kA) 
0.314 -0.233 
0.320 -0.052 
0.327 - 

0.333 0.061 
0.339 0.242 
0.346 0.305 
0.352 0.075 

Table B.4: 0.002% Area results 
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Breaker amplitude Area (1og1okA) 
0.314 -0.306 
0.320 -0.078 
0.327 - 

0.333 0.043 
0.339 0.171 
0.346 0.242 
0.352 0.013 

Table B.5: 0.003% Area results 

Breaker amplitude Area (1og io kA) 
0.314 -0.427 
0.320 -0.129 
0.327 0 
0.333 -0.109 
0.339 0.084 
0.346 -0.167 
0.352 -0.364 

Table B.6: 0.004% Area results 

Breaker amplitude Area (log io  kA) 
0.314 -0.506 
0.320 -0.219 
0.327 -0.127 
0.333 -0.231 
0.339 -0.191 
0.346 -0.637 
0.352 -0.568 

Table B.7: 0.005% Area results 
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Breaker amplitude Area (1og 1o kA) 
0.314 -0.652 
0.320 -0.349 
0.327 -0.378 
0.333 -0.621 
0.339 -0.803 
0.346 -1.123 
0.352 -0.929 

Table B.8: 0.0075% Area results 

Breaker amplitude Area (1og io kA) 
0.314 -0.838 
0.320 -0.434 
0.327 -0.620 
0.333 -0.922 
0.339 -1.342 
0.346 -1.452 
0.352 -1.184 

Table B.9: 0.01% Area results 

Breaker amplitude Area (log iokA) 
0.314 -0.972 
0.320 -0.481 
0.327 -0.826 
0.333 -1.141 
0.339 -1.791 
0.346 -1.648 
0.352 -1.508 

Table B.10: 0.0125% Area results 
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Breaker amplitude Area (log1o kA) 
0.314 -1.151 
0.320 -0.580 
0.327 -1.069 
0.333 -1.465 
0.339 -2.088 
0.346 -1.962 
0.352 -1.640 

Table B.11: 0.015% Area results 
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Single Breaking Wave Dispersion 

Results 

This appendix contains the standard deviation graphs for single breaking waves 

as discussed in section 6.6. 

248 



Chapter C: Single Breaking Wave Dispersion Results 
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Figure C.1: Standard deviations for single breakers 
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Horizontal Standard Deviation against Time, ak = 0.327 breaker 
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Figure C.2: Standard deviations for single breakers (continued) 
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Horizontal Standard Deviation against Time, ak = 0.346 breaker 

oil- 

005 	 / 
0 NJ 

-0.05 

-0,1 

-0,15 

Iog 0W,t 

Horizontal Standard Deviation against Time, ak = 0.352 breaker 

0.15 - 

0.125 

0.1 

0.075 

0.05 

0.025 

-0025 

log  

Vertical Standard Deviation against Time, ak 0.346 breaker 

V 
iog 0 wt 

Vertical Standard Deviation against Time, ak = 0.352 breaker 

A 
9-0.85 V 

iog, 0 w,t 

Figure C.3: Standard deviations for a single breakers (continued) 
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Published Papers and Conference 

Presentations 

Published Papers 

"Measuring the dispersion of a surface layer by breaking waves using planer laser 

induced fluorescence" J. Opt. A 6:627-634, 2004. 
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Abstract 
Surface films can be found all over the world, from the algae blooms of the 
Mediterranean to oil or sewage pollution near harbours and cities. In this 
paper the experimental method of planar laser induced fluorescence is used 
to measure how breaking waves disperse these films. 

The method for preparing and extracting quantitative results from 
laboratory experiments is presented with sample results for depth, area and 
fractal dimension from mild spilling breakers. Two cases are examined, a 
single isolated breaker and an identical breaking wave occurring 32 s after 
an initial breaker has disturbed the film. 

Keywords: dispersion, surface films, breaking waves, planar laser induced 
fluorescence, breakers, spilling, plunging, fractal dimension, box counting 
dimension 

(Some figures in this article are in colour only in the electronic version) 

Introduction 

Surface films can be seen in most ports or harbours. Although 
the largest causes of surfactants (materials whose properties 
change at fluid interfaces) are natural [41, substances such as 
oil and detergent are common sights around waterways used by 
man. These chemicals lower the surface tension and are spread 
horizontally by a number of factors. One of the main causes 
of mixing these films into the body of the water is breaking 
waves. In these experiments the dispersion of a surface layer 
of methanol mixed with dye is studied to examine the effect of 
more than one breaking event on a surface film. 

Experimental set-up 

2.1. Ex/?erinienral ftwilifies 

Whilst the subject of this work is to be applied to natural 
conditions it was considered impractical to carry out research 

Presented at the Rank Prize Fund Mini-Symposium on Optics in Fluid 

Dynamics, Meteorology and the Atmosphere, held at (irasmere. UK, on 12-

I 5 August 2(X)2. 

Present address: The University of Auckland, Private Bag 92019, Auckland 
1020, New Wand.  

in the field. Therefore all the experiments are performed in 
a laboratory wave tank in the James Clerk Maxwell Building 
of The University of Edinburgh. The tank is 9.77 m long 
and 0.4 in wide with a working water depth of 0.75 in. The 
waves are generated at one end by a computer controlled paddle 
and an absorbing vertical foam beach at the far end prevents 
reflections. 

Breaking waves are created using superposition of linear 
waves co-ordinated by a dedicated computer running wave 
software, as described in section 2.2. Planar laser induced 
fluorescence (section 2.3) experiments are carried out on a thin 
layer spread on the water surface in the manner described in 
section 2.4, and illuminated using a scanning beam box (SBB) 
and argon ion laser (section 2.5). The experimental set-up is 
shown in figure I, adapted from [131. 

2.2. Creation of waves 

Breaking waves are generated by superposition using a band-
limited spectrum of frequencies. These waves can be classified 
by the non-dimensional wave slope, ak, where a is the 
amplitude of the waves and k is the wavenumber of the central 
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Figure 2. Scanning beam box. 

interpretation of concentration maps. Applying the film slowly 

using a syringe enables precise control over the volume of the 

film and floats placed on the water's surface control the area 

covered. The film spreads evenly over the surface to a thickness 

of 4 x 10' m, of the order of a few hundred molecules. A 

compromise must be made between a film thin enough to he 

genuinely similar to a surfactant and representative of the field, 

whilst being thick enough to measure experimentally and track 

the concentration once dispersed. 

2.5. Scanning beam box 

Illumination for the PLIF is provided by a scanning beam box 

(SBB). The SBB Consists of collimating optics and a rotating 

octagonal mirror. The beam passes through a pair of lenses to 

narrow it to I mm diameter before striking one of the facets 

of the octagonal mirror. As the mirror rotates, the angle of 

reflection changes and the beam is swept across an arc, as 

shown in figure 2. The mirror in this case rotated at 150 Hz. 

creating 1200 sweeps s* This is sufficiently fast to produce 

a constant lightshect. 

2.6. Cameras 

A pair of Pulnix TM970 I CCD cameras were used to record 

the fluorescence. As the ratio of width to height for the mixing 

process was approximately 2: I, the most efficient coverage 

is obtained by using two cameras side by side. The cameras 

have full-frame interline transfer arrays 768 by 484 pixels in 

size. Digital cameras were used rather than wet film to vastly 

increase the speed of processing and analysing the data. 

The recording time was limited by the amount of RAM 

available in the computer. Using a PC with a Viper Quad frame 

grabber and custom software with 1 GB of RAM it was possible 

to store 2000 images. Images were captured at 20 frames s 

for 50 s. 

3. Preparation of images 

Before any images can he analysed they have to he pre-

processed. This is done in three stages: correcting for 

lightsheet variation and background: setting up concentration 

hands and joining the twin images together. All processing is 

done computationally. 

3. 1. Lightsheet correction 

Because the lightsheet created by the SBB is diverging there 

is a decrease in intensity at the edges of the sheet. This can be 

seen (exaggerated in brightness for clarity) in figure 3. 

Figure 3. Lightshccl \irLtIIun 

Table I. Table of concentration and pixel values. 

Concentration (Y ) 	Pixel level 

0.021  255 
0.0 15-0.02 233 
0.0125-0.015 212 
0.01-0.0125 191 
0.0075-0.001 170 
0.005-0.0075 148 
0.004-0.005 127 
0.003-0.004 106 
0.002-0.003 95 
0.0015-0.002 63 
0.001-0.0015 42 
00005-0.001 21 
(1.()005 0 

Background images are recorded for both cameras after 

the experiment has been completed and the dye has been 

thoroughly mixed. Each experimental image is loaded into 

the computer memory and every pixel is scaled according to 

the background image using the following formula: 

Raw level 
Level = 	 Scale. 	 (I) 

Background level 

The scale factor is chosen to ensure the final image is neither 

too bright nor too dark, with the smallest concentrations 

corresponding to nearly black and the largest measured 

concentrations white. 

3.2. Calibration 

The following stage in pre-processing is to calibrate the images. 

In order to account for camera noise and other small variations 

in intensity on the image, each pixel is set into a concentration 

band. As the cameras record in eight-bit grey scale, the 

brightness value for each pixel ranges from 0 to 255. The 

values and corresponding concentrations can be seen in table I. 

The intensities can be linked to the concentrations using 

a calibration vessel which contains each of the concentrations 

listed above. By recording an image of the vessel and 

calibrating each intensity to correspond to the values in table 1, 

as seen in figure 4, intensities can he directly connected with 

concentrations for analysis. 
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in equation (3). For normal Brownian motion H = 
implying a completely random walk. Using a ID analogy, a 

particle starting at the origin can move ±1 oil ever)' time step. 

For a completely random walk, each movement is entirel\ 

independent of the last step. Conversely, if H < 0.5 the 

particle is more likely to make the move opposite to what it did 

at the last step and if H > 0.5 it is more likely to move in the 

same direction again. The former is known as subdiffusive. ui 

antipersistent. while the latter is known as superdiffusive. oi 

persistent. 

The random nature of turbulence means that a specific 

Hurst exponent of greater or less than 0.5 does not necessaii!\ 

imply the entire process is sub-or superdiffusive. Therefore. 

the Hurst exponent will he referred to as a dispersion exponent. 

The dispersion exponent and diffusion coefficient can he 

calculated by taking the logarithm of equation (6) to gie 

log (Y = H log r+Hlog(2D) 

then graphing log r against lug I where the gradient of the slp 

will he H and the tit Itiinii: LeIIlcei:t 0I\eO h\ 	\\heie  

II0_ IllielLelit. 

4.6. /,u, 1(1/ /I/)U17.S /01? 

The aim of calculating 111C IlILIJI i!ii1cii\i/,i1 illloqtlallllf .v the 

activity of the mixing in addition to measuring the dispersion 

coefficients. A fuller description of the method and concepts 

can he found in the work of Catrakis et a! LII and Prasad 

and Sreenivasan 191, both of which involve similar turbulent 

mixing. 

The film spreading on the surface of the water creates in 

essence a 2D object. The intercept between the Iightshcet and 

film is a t D line. Prior to breaking. the cameras record the 

straight line intercept. However, once the wave has dispersed 

the film the outline becomes more complicated. It is no longer 

one dimensional but does not completely fill the 2D plane of 

the lightsheet. Therefore it can be described in fractal terms 

with a dimension somewhere between one and two. 

There are many definitions of dimension [12], The most 

widely used is the topological dimension. D1 . where D1  is 

always an integer: zero for a dot, unity for an arc, two for a 

surface etc. One of the most common other definitions is the 

Hausdorff dimension. DH. For a full definition see the work 

of Saupe eta! [12].  The Hausdorff definition can be modified 

to the box counting dimension. D1, which is far more practical 

and useful from a computational perspective. 

To calculate Dn the image under inspection is covered by 

a grid, for the case of these 2D 1  images a square grid, of side 

length r. and the number ofindividual grid elements containing 

a section of outline, N. is counted. The process is then repeated 

for a range of grid sizes, ideally from approximately the size 

of the image down to an individual pixel. N and r are related 

to the box counting dimension by 

log N = D1  log  (1) + log H. 	 (8) 

Therefore DB  can be measured by plotting log N versus log( -) 

Iiiimi S I 	JHcr'I/I 	() 	() 14 .i 	10 	'I 	.1/i 

- 

*r 
A4, 

Figure 0. I) .\, 	 . 1111 I 	uHiU .i20I , itkei. Iii. 

5. Results 

Two waves are looked at in this paper. both with an (1k value, 

defined in section 2.2. of 0.320. These waves are mild spilling 

breakers, where the crest becomes unstable and spills down 

the front of the wave. 

Sample images from the single breaker taken at 10, 20 

and 40 s after breaking can be seen in figure 5, where white 

represents the highest concentration. 

Single isolated breakers are uncommon under natural 

conditions, therefore the effect of a second breaker is also 

examined. The second breaker was created exactly 32 s after 

an initial unrecorded breaker with identical characteristics. 

Example images can he seen in figure 6. 

Experiments have been carried out for a range of wave 

amplitudes from mild spilling to steep plunging. The results 

for only the mild spillers are presented here. 

Depth, area and fractal dimension results are presented 

with a comparison between the single and double breakers. 

5. 1. Depth 

The maximum depth reached for just three concentrations, for 

improved clarity, is graphed below in figures 7 and 8. These 

logarithmic plots are non-dimensionalized with respect to the 

central wavenumber kc  and its angular frequency w. The 

breaking event itself occurs at I on the non-dimensionalized 

time axis in both cases. The origin in figure 8 would correspond 

to a non-dimensional time value of approximately 2.25 in 

figure 7. This applies to all graphs. 

The depth is measured from the mean water level, which 

creates the large initial motion in the graph. The main region of 

interest in both figures is the region between 1.1 and 2.4 on the 
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Figure 11. Fractal dimension against time for a single ak = 0.320 
breaker. 
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Figure It). Area against time after a second ok = 0.320 breaker, 

Again, the end of the single-breaker results maps 
favourably to the start of the second wave. The areas do not 
change as significantly as in figure 9, although the general 
trends are continued to a much lesser extent. However, there 
is a significant departure atcv 0 f = 2.2. This corresponds to the 
plume mentioned in section 5. 1. It appears to he formed from 
an area with a concentration significantly higher than 0.02% 
which spreads into measured values. 

An important conclusion can be drawn between the 
increasing depth and comparatively constant total area. The 
dye tends to move in the wave direction, spreading downwards 
but also narrowing in width, as can be seen in figure 6. This is 
confirmed by the centre of mass motion results, not presented 
in this paper. A second breaker has the effect of transferring 
the position of the dye but not greatly increasing the speed of 
the mixing. 

5.3. Fractal dimension 

The fractal dimension of the boundary between the dye 
and water was calculated using the box counting method 
described in section 4.6. The images are prepared to leave 

1.3 

0 	 1 	 2 

log 1 0w,t 

Figure 12. Fractal dimension against time alter a second 
ak = 0.320 breaker. 

just the outline of the dispersion then the procedure is 
carried out with ruler lengths between one and the vertical 
variance. The relationship between log N and log can then 
he calculated computationally to give the fractal dimension 
for that individual image. This process is repeated for all l00() 
images. 

The graphs of fractal dimension against time can be seen 
in figures II and 12. 

Prior to breaking in figure It the dimension is 
approximately unity, the dye remaining at rest on the surface. 
Following breaking the dye patch increases rapidly in area and 
the fractal dimension grows to a value of approximately 1.22. 
This is far lower than suggested by the work carried out by 
Schlicke [13] using a slightly larger breaking wave. Increasing 
fractal dimension is caused by increasing complexity in the 
outline of the image. This is related to the development of small 
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Chapter D: Published Papers and Conference Presentations 

Conference Presentations 

Ranks Prize Funds Mini-symposium on Optics in Fluid Dynamics, Meteorol-

ogy and the Atmosphere, Grasmere, England. Measurement of the Dispersion of 

Surface Films by Breaking Waves using LIF., 12-15th August 2002. 

4th International Symposium on Particle Image Velocimetry, Goettingen, Ger-

many. Measurement of the Transition from 2D to 3D motion after wave breaking 

using Dual-Plane Particle Image Velocimetry. 17-21 September 2001. 

14th Annual Scottish Fluid Mechanic Meeting. University of Glasgow, Glas-

gow. Breaking Waves and the Dispersion of Surface Films. 30th May 2001. 
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