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Abstract

Multiple-input multiple-output (MIMO) systems are a mature technology that has been incor-
porated into current wireless broadband standards to improve the channel capacity and link
reliability. Nevertheless, due to the continuous increasing demand for wireless data traffic new
strategies are to be adopted. Very large MIMO antenna arraysrepresents a paradigm shift in
terms of theory and implementation, where the use of tens or hundreds of antennas provides
significant improvements in throughput and radiated energyefficiency compared to single an-
tennas setups. Since design constraints limit the number ofusable antennas, virtual systems can
be seen as a promising technique due to their ability to mimicand exploit the gains of multi-
antenna systems by means of wireless cooperation. Considering these arguments, in this work,
energy efficient coding and network design for large virtualMIMO systems are presented.

Firstly, a cooperative virtual MIMO (V-MIMO) system that uses a large multi-antenna trans-
mitter and implements compress-and-forward (CF) relay cooperation is investigated. Since
constructing a reliable codebook is the most computationally complex task performed by the
relay nodes in CF cooperation, reduced complexity quantisation techniques are introduced. The
analysis is focused on the block error probability (BLER) and the computational complexity for
the uniform scalar quantiser (U-SQ) and the Lloyd-Max algorithm (LM-SQ). Numerical results
show that the LM-SQ is simpler to design and can achieve a BLERperformance comparable to
the optimal vector quantiser. Furthermore, due to its low complexity, U-SQ could be consider
particularly suitable for very large wireless systems.

Even though very large MIMO systems enhance the spectral efficiency of wireless networks,
this comes at the expense of linearly increasing the power consumption due to the use of multi-
ple radio frequency chains to support the antennas. Thus, the energy efficiency and throughput
of the cooperative V-MIMO system are analysed and the impactof the imperfect channel state
information (CSI) on the system’s performance is studied. Finally, a power allocation algo-
rithm is implemented to reduce the total power consumption.Simulation results show that
wireless cooperation between users is more energy efficientthan using a high modulation order
transmission and that the larger the number of transmit antennas the lower the impact of the
imperfect CSI on the system’s performance.

Finally, the application of cooperative systems is extended to wireless self-backhauling het-
erogeneous networks, where the decode-and-forward (DF) protocol is employed to provide a
cost-effective and reliable backhaul. The associated trade-offs for a heterogeneous network
with inhomogeneous user distributions are investigated through the use of sleeping strategies.
Three different policies for switching-off base stations are considered: random, load-based and
greedy algorithms. The probability of coverage for the random and load-based sleeping poli-
cies is derived. Moreover, an energy efficient base station deployment and operation approach
is presented. Numerical results show that the average number of base stations required to sup-
port the traffic load at peak-time can be reduced by using the greedy algorithm for base station
deployment and that highly clustered networks exhibit a smaller average serving distance and
thus, a better probability of coverage.
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Chapter 1
Introduction

This thesis focuses on the design of energy-efficient multiple-input multiple-out systems with

very large antenna arrays and its integration with the concept of cooperative wireless systems.

The origin and motivation of this work are provided in Section 1.1. Followed by the overview

of the organisation of the remaining chapters in Section 1.2. Finally, the main contributions of

this thesis are summarised in Section 1.3.

1.1 Motivation

In recent years, demand for cellular data has been growing considerably and it is estimated that

the traffic generated by smart-phones will increase by 10 times between 2017 and 2023 with a

compound annual growth rate (CAGR) of 42% [6]. Current fourth-generation (4G) systems use

advanced technologies such as orthogonal frequency-division multiplexing (OFDM), multiple-

input multiple-output (MIMO) and turbo codes in order to achieve spectral efficiencies close to

theoretical limits [2].

Since the design of current wireless networks have been mainly driven by enabling high spectral

efficiency, these networks are characterised by poor energyefficiency (EE). With a total number

of mobile subscribers of more than half of the global population, the telecommunications indus-

try is becoming a major consumer of global energy. Thus, in recent years a great interest from

academia and industry has arisen in technologies that aim atdesigning wireless networks with

better coverage and higher EE [7]. The motivation is twofold. Firstly, the telecommunication

network operators are experiencing significant impact on their cash flows due to energy cost.

Secondly, the social responsibility of environmental protection by reducing the carbon footprint

due to information and communications technology has become very relevant [4]. The ultimate

goal is, thus, to design network architectures and technologies needed to meet the explosive

growth in cellular data demand without increasing the overall energy consumption.

Base station sleeping strategies, relay and cooperative communications, resource allocation

techniques and novel radio access techniques have been usedas potential solutions for energy
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efficient wireless communication systems [4, 8]. By using picocells and femtocells, network

deployment strategies have been considered as an alternative to improve the energy efficiency

of the network by decreasing the average path loss [8]. Recently, research on base station

energy saving has also gathered great interest since the energy consumption breakdown over

the mobile network elements illustrates that, although thecore and data centres are the most

energy greedy, up to 80% of the overall energy is consumed by the base stations [9]. To reduce

energy consumption, China Mobile have deployed a dynamic power algorithm saving up to

27% of the total energy consumption [10]. Moreover, a scalable base station sleeping strategy

complemented by the use of cooperative communications and power control algorithm was

proposed in [11].

The energy efficiency, defined as the number of bits transferred per Joule of energy, is affected

by many factors such as spectral efficiency, radiated transmit power, and circuit power con-

sumption [12]. Generally speaking, the design of energy efficient networks can be achieved by

using specifically designed architectures, radio technologies and resource management tech-

niques. Some of the techniques that have been identified as potential solutions for the fifth-

generation (5G) mobile systems are listed in Table 1.1.

Energy-Efficient: Solutions and Features

Architectures
- Optimization of the cell size: large vs small cell deployment
- Overlay resource: microcell, picocell or femtocell
- Relay and cooperative communications

Resource Management
- Power and resource allocation
- Single-input single-output (SISO) vs MIMO scheduling

Radio Technologies
- Heterogeneous Network deployment
- Millimetre wave communications
- Simultaneous wireless information and power transfer

Table 1.1: Techniques for energy efficiency [4].

Though relay and cooperative communications were initially introduced as an alternative to

increase coverage area, later these technologies were alsoused to increase the throughput as

well as decrease the transmission power [1,13,14]. In the Long-Term Evolution advanced (LTE-

A) standard, in-band and out-band relaying standards have been included. Nevertheless, some
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issues like full duplex relays and connectivity with mobilerelays are left for implementation in

the next generation mobile networks, where it is expected that different relay policies will be

supported.

1.2 Thesis Outline

The use of emergent techniques such as Massive MIMO, millimetre-wave frequencies as well

as the use of small cells and relays in the next generation networks impose new research chal-

lenges. This work is aimed at designing a multi-user MIMO system for optimal energy ef-

ficiency. In particular, bringing insights on how relay and cooperative techniques can be in-

tegrated with very large antenna MIMO systems. Moreover, since 5G systems are expected

to support heterogeneous networks, the trade-offs betweenspectral efficiency, probability of

coverage and energy efficiency are investigated.

1.2.1 Background

Chapter 2 provides a comprehensive basis for the research presented in Chapters 3-5. First,

some fundamental principles of MIMO systems are provided. Astudy of the system’s perfor-

mance when the number of antennas employed is increased willbe illustrated. Then, coop-

erative wireless systems are presented as a practical alternative to traditional MIMO systems.

Thus, a general overview of the benefits of using Virtual MIMOsystems are described. In

addition, an introduction to millimetre-wave communication systems is given. Finally, the

principles of stochastic geometry for heterogeneous networks are presented.

1.2.2 Low Complexity Codebook Design

Chapter 3 considers a cooperative virtual MIMO (V-MIMO) system that uses a large multi-

antenna transmitter and implements bit-interleaved codedmodulation (BICM) transmission

and compress-and-forward (CF) relay cooperation among multiple receiving nodes. Since con-

structing a reliable codebook is the most computationally complex task performed by the relay

nodes in CF cooperation, reduced complexity quantisation techniques are introduced in this

chapter. In order to focus the analysis on the block error probability (BLER) and computational

complexity, an error-free conference link between them is considered. Two different scalar
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quantisation techniques are presented, where the real and imaginary parts of the received sig-

nals are quantised independently. First, the uniform scalar quantiser (U-SQ) is considered and

the performance achieved when a large number of antennas is used both at the transmitter and

receiver is evaluated. Second, the Lloyd-Max algorithm (LM-SQ) is employed to reduce the

error distortion by taking advantage of the distribution ofthe received signals. A comparison

in terms of BLER and computational complexity for designingthe codebook and forwarding a

compressed version of the signal to the destination node arepresented. In practice, besides the

data symbols, additional control information is transmitted, thus, the overhead incurred by the

quantisation techniques is computed by calculating the number of bits required to transmit the

codebook to the destination node.

1.2.3 Energy Efficient Massive MIMO Wireless Networks

In Chapter 4, a cooperative Virtual multi-user MIMO (MU-MIMO) system that uses a large

multi-antenna transmitter and implements BICM transmission and decode-and-forward (DF)

relay cooperation among multiple receiving nodes is considered. In DF-based cooperation,

decoding, re-encoding and forwarding the estimated received signals to the destination node

for subsequent processing are the main tasks that each relayhas to perform. Even though

large multi-antenna approaches have been pointed as an effective way to enhance the spectral

efficiency (SE) of wireless networks, this comes at the expense of linearly increasing the power

consumption due to the use of multiple radio frequency (RF) chains to support the antennas.

Thus, in this chapter, the energy efficiency and the effective throughput of the wireless system

are analysed. In order to quantify any energy efficiency gains achieved by the cooperative

wireless system a common framework is required. Thus, a power consumption model that

considers not only the power consumed by the transmitter butalso that takes into account the

overhead power consumption incurred by the relays is introduced. Moreover, the impact of

the imperfect channel state information (CSI) on the throughput and energy efficiency of the

system is studied and a power allocation algorithm to reducethe total power consumption is

implemented.

1.2.4 Energy Efficient Inhomogeneous Cellular Networks

In Chapter 5, a wireless self-backhauling heterogeneous network is studied. Thus, it is assumed

that the macro-cell base station (BS) controls the user scheduling, resource allocation and sup-
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ports high-mobility users, while micro BSs, with a smaller coverage area, provide high data

rates for low-mobility users. Each micro base station is assumed to be equipped with large

multi-antenna transmitter to perform backhaul and access operations using millimetre wave

(mm-wave) frequencies. Furthermore, a DF cooperation algorithm is employed to provide a

cost-effective and reliable backhaul. An energy efficient base station deployment and dynamic

operation by using the heuristic greedy algorithm are presented. Due to the inhomogeneity of

the traffic load in 5G heterogeneous networks (HetNets), first, it is assumed that the users are

inhomogeneous distributed in space with the average numberof users varying over time. Later,

it is assumed that the average number of users to be served is fixed while their distribution in

space is modelled by a Thomas Cluster Process [15].

1.2.5 Conclusions

Finally, conclusions of the previous chapters and future work are presented in Chapter 6.

1.3 Contributions

The main contributions for this research in cooperative wireless systems with large antenna

arrays are described as follows:

• The Lloyd - Max (LM-SQ) algorithm and Uniform Scalar Quantisation (U-SQ) at each

relay node are proposed as enablers for cooperative MIMO systems with large antenna

arrays. An analysis of the design complexity and BLER of the wireless cooperative sys-

tem is presented. It is shown that the LM-SQ is less complex and achieves a comparable

performance to the optimal vector quantiser. Meanwhile, U-SQ is much simpler and

exhibits a good performance when a large cooperative array is considered, making it

suitable for these systems [16].

• A power consumption model that considers the overhead incurred by the relays is in-

troduced. Using this model as a framework, an analysis of theenergy efficiency and

throughput for a virtual MIMO system with a large transmit antenna array is presented.

Moreover, the impact of the imperfect CSI on the system’s performance is studied and

a power allocation algorithm is implemented to reduce the total power consumption. It

is shown that when the number of available resource blocks isrestricted, cooperative
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systems can be employed to meet the demand for high data rates[17].

• Using an heuristic greedy algorithm, an energy-efficient base station deployment for mm-

wave self-backhauling networks is presented. Moreover, a dynamic operation algorithm

that allows the base stations to reduce power consumption byswitching operation modes

during low traffic load conditions is introduced. It is shownthat the average number of

additional micro base stations required by the greedy algorithm to support the traffic load

at peak-time was17.6% lower compared with a random selection [18].

• A tunable model that can cover a wide range of scenarios from ahomogeneous Poisson

point process to highly heterogeneous clustered wireless networks is introduced. Using

the distribution of the serving distance, the probability of coverage and throughput of a

wireless self-backhaul system with inhomogeneous user distribution are derived. Addi-

tionally an energy saving assessment using sleeping algorithms is performed by using

random, load-based and greedy policies. It is shown that theinhomogeneous nature of

the system provides an advantage for the algorithms where the load of the BSs and the

resource allocation are considered [19].
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Chapter 2
Background

In this chapter, an essential framework for the understanding of this thesis is provided. First,

some fundamental principles of multiple-input multiple-output (MIMO) systems are given. A

study of the system’s performance when the number of antennas employed is increased will

be illustrated. Then, cooperative wireless systems are presented as a practical alternative to

traditional MIMO systems. Thus, a general overview of the benefits of using virtual MIMO

systems are provided. In addition, an introduction to millimetre wave communication sys-

tems is given. Finally, the principles of stochastic geometry for heterogeneous networks are

presented. The content of this chapter is therefore dividedinto four main sections: MIMO

Wireless Systems, Cooperative Wireless Communications, Millimetre Wave Wireless Systems

and Stochastic Geometry for Cellular Networks. Thereby, this chapter provides the reader with

the essential knowledge of the state-of-the-art which willbe frequently referred to in remainder

of the thesis.

2.1 MIMO Wireless Systems

The use of multiple antennas at the transmitter and receiverin wireless systems, referred to as

multiple-input multiple-output systems, gained attention over the past decade due their ability

to improve both the channel capacity and the link reliability of wireless communications. In

this section, the concept of MIMO systems, spatial multiplexing and spatial diversity are intro-

duced. Furthermore, the extension of MIMO systems to the so called Massive MIMO concept

is presented.

2.1.1 MIMO System Model

Consider a narrowband point-to-point MIMO communication system equipped withNt an-

tennas at the transmitter andNr antennas at the receiver, as shown in Figure 2.1(a). Assum-

ing frequency-flat block Rayleigh fading, where the channelmatrix entries are constant during
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each block but independently Rayleigh distributed on different blocks, the so-called quasi-static

MIMO channel at a given time may be represented as

H =




h11 h12 · · · h1Nt

h21 h22 · · · h2Nt

...
...

. . .
...

hNr1 hNr2 · · · hNrNt



, (2.1)

where the elementhij is the fading coefficient from thej-th transmit antenna to thei-th receive

antenna modelled as zero-mean circularly symmetric complex Gaussian random variable [20]

with E[|hij |2] = 1. The input-output relation of the system is given by

y = Hx+ n, (2.2)

wherey = [y1, y2, . . . , yNr ]
T represents the received signal vector,x = [x1, x2, . . . , xNt ]

T

is the transmitted signal vector andn = [n1, n2, . . . , nNr ]
T is the noise vector with entries

ni ∼ CN (0, N0).

Since the channel matrix at the receiver can be obtained by using training pilot signals [20], it

is assumed that the channel state information (CSI) is knownat the receiver and the transmitter

side. Typically, this training information is sent to the transmitter via a feedback channel.

With the knowledge of the CSI at the transmitter, optimal power allocation algorithms may be

utilized to assign various levels of transmitted power to each of the transmit antennas. Due to

the limitation on the feedback channel in practical wireless systems, it is not always possible

to obtain CSI at the transmitter. If that is the case, the signals are assumed to be transmitted

through each antenna with equal power level ofEs/Nt, whereEs is the total transmit power.

2.1.2 Benefits of MIMO Systems

The performance improvements achieved by MIMO systems are due to array gain, diver-

sity gain and spatial multiplexing gain. In the following, each of these gains is briefly re-

viewed considering a system withNt-transmit andNr-receive antennas, frequently referred to

asNt ×Nr MIMO system.
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Figure 2.1: Schematic representation of a (a) point-to-point and (b) multi-user MIMO wireless
system, with aNt-antenna transmitter andNr-antenna receiver orNr single-antenna users,
respectively.

2.1.2.1 Array Gain

Array gain is the increase in receive signal-to-noise-ratio (SNR) that results from the coherent

combining of wireless signals at a receiver [21]. Coherent combining may be realized through

spatial processing at the receive antenna array and/or spatial pre-processing at the transmit

antenna array and thus requires channel knowledge in the transmitter and receiver, respectively,

and depends on the number of transmit and receive antennas. Array gain improves the coverage

of the wireless network by increasing the resistance of the system to noise [20,21].

2.1.2.2 Diversity Gain

In a wireless system, the signal power at the receiver fluctuates randomly (or fades). Diversity

is a technique that mitigates fading in wireless links by providing the receiver with multiple

(ideally independent) copies of the transmitted signal in space, frequency or time [20, 21].

With an increasing number of independent copies, the probability that at least one of these

copies does not experience a deep fade increases, thereby improving the quality and reliability

of reception. A MIMO system equipped withNt-transmit antennas andNr-receive antennas

could offer a maximum ofNt×Nr independently fading links, and hence a spatial diversity of

orderNt ×Nr [22].

2.1.2.3 Spatial Multiplexing Gain

MIMO systems offer a linear (in the number of transmit-receive antenna pairs) ormin(Nt, Nr)

increase in capacity for no additional power or bandwidth expenditure [23]. This gain, referred
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to as spatial multiplexing gain is achieved by transmittingmultiple, independent data signals

from the individual antennas. Under suitable channel conditions, such as rich scattering, the

receiver can separate these data streams. Considering thateach receive antenna observes a

superposition of the transmitted signal, various detectorarchitectures, such as maximum likeli-

hood (ML), zero-forcing (ZF), minimum mean-square error (MMSE), and successive interfer-

ence cancellation (SIC) detector, can be used to achieve spatial multiplexing gain [24, 25]. In

general, the number of data streams that can be reliably supported by a MIMO channel equals

min(Nt, Nr) [26].

2.1.2.4 Capacity of Fading MIMO Channels

MIMO systems can offer substantial improvements over conventional single-input single-input

(SISO) systems by employing diversity and spatial multiplexing techniques. In this section, the

gain offered by MIMO in terms of system capacity is explored.

Assume an ergodic block fading channel model where the channel remains constant over a

block of consecutive symbols and changes independently across blocks. The average SNR at

each receive antenna is given byEs/N0 sinceE[|hij |2] = 1 in (2.2). If the transmitted symbols

span an infinite number of independently fading blocks, the Shannon capacity, also known as

ergodic capacity, is the ensemble average of the information rate over the distribution of the

elements of the channel matrixH [27]. Assuming that the channel is known at the receiver

and no channel state information at is available at the transmitter, the ergodic capacity can be

expressed as [23,28].

CMIMO = E

[
log2 det

(
INr +

Es

NtN0
HHH

)]
. (2.3)

whereE[·] denotes the mathematical expectation operator. Single-input multiple-output (SIMO)

and Multiple-input single-output (MISO) channels are specials cases of MIMO channels. Con-

sider a SIMO channelh withNt = 1 andNr-receive antennas. Then, the capacity of the SIMO

channel is given by

CSIMO = E

[
log2

(
1 +

Es

N0
||h||2

)]
. (2.4)

On the other hand, if a MISO channel withNt-transmit antennas andNr = 1 is considered,
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then the capacity of the MISO channel is given by

CMISO = E

[
log2

(
1 +

Es

NtN0
||h||2

)]
. (2.5)

Due to the inability of the MISO transmitter to exploit arraygain when the channel is unknown

at the transmitter, it is clear from equations (2.4) and (2.5) thatCSIMO > CMISO. Using

equation (2.1) to model the MIMO channel, Figure 2.2 shows the ergodic capacity of several

MIMO configurations as a function of SNR. As expected, at the same SNR, the ergodic capacity

increases withNt andNr. Since, MISO channels do not offer array gain in the absence of CSI

at the transmitter, then the ergodic capacity of a1 × 2 SIMO channel is greater than that of a

2× 1 MISO channel as shown in Figure 2.2.
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Figure 2.2: Ergodic capacity for different MIMO antenna configurations, when Rayleigh-fading
channels are considered.

2.1.3 Multi-user MIMO

Aiming to exploit the spatial multiplexing gain, MIMO technology has shifted from a point-

to-point to a multi-user approach, where several users are simultaneously served by a multiple-

antenna transmitter (see Figure 2.1(b)). Multi-user MIMO (MU-MIMO) has two advantages

over point-to-point MIMO. First, it is less vulnerable to the propagation environment, even

under line-of-sight conditions. Second, only single-antenna terminals are required [29,30].

Consider a MU-MIMO system which consists of aNt-antenna transmitter andNr single-

antenna users. The transmitter sends the modulated data symbols using a transmit vectorx
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that satisfies the power constraintE[||x||2] = Es and linearly precodes the symbols using the

channel estimate. Letsk be the symbol to be transmitted to thek-th user, withE[|sk|2] = 1.

Then, the linearly precoded vectorx can be written as

x =
√
pdFs, (2.6)

wheres ∈ C
Nr×1 is the vector of data symbols,F ∈ C

Nt×Nr is the precoding matrix and

pd = Es/E[tr(FFH)] is a normalization constant that satisfiesE[||x||2] = Es. As a result, the

received signal at thek-th user is given by

yk =
√
pdhkfksk +

∑

j 6=k

√
pdhkfjsj + nk, (2.7)

wherehk and fk are thek-th row and column of the channel and precoding matrix, respec-

tively. The Shannon sum-capacity for downlink MU-MIMO requires the solution of a convex

optimization problem [29]

CMU−MIMO = sup
a

{log2 det
(
INt + pdHDaH

H
)
}, (2.8)

with a ≥ 0, 1Ta = 1, whereDa is a diagonal matrix whose diagonal elements comprise the

vectora ∈ Nt × 1, and1 denotes theNt × 1 vector of ones.

2.1.4 Very large antenna MIMO arrays

The performance of practical MIMO systems strongly dependson properties of the antenna

arrays and the propagation environment, limiting the capacity of the system. What prevents

the Shannon-theoretic version of MU-MIMO from being scalable is, first, the exponentially

increasing complexity of coding and decoding, and second, the time spent acquiring CSI which

increases with both the number of service antennas and the number of users [29]. When the

number of antenna elements in the arrays increases, both opportunities and challenges arise.

Massive MIMO is a MU-MIMO cellular system where the number oftransmit antennas and

the number users are large. In this section, the concept behind Massive MIMO systems in

terms of communication schemes and signal detection is introduced.
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2.1.4.1 Massive MIMO

In traditional MU-MIMO systems, precoding in the downlink and detection in the uplink re-

quire CSI at the transmitter. Thus, the time-frequency resources required for channel estimation

are proportional to the number of transmit antennas and independent of the number of receive

antennas. Generally speaking, two different operating modes can be used for transmission,

frequency-division duplexing (FDD) and time-division duplexing (TDD). The downlink CSI

acquisition in a FDD operation requires a two-stage procedure. The transmitter first sends out

pilot waveforms, based on which the terminals then estimatethe channel responses, quantise

the estimates, and feed them back to the base station [31]. For systems with a large number of

transmit antennas, such a procedure would reduce the spectral efficiency significantly. Instead,

a common approach in Massive MIMO is to operate in TDD mode, and rely on the reciprocity

of the channel to compute the pre-coding coefficients based on uplink CSI [32]. In practice,

the uplink and downlink channels are not perfectly reciprocal due to mismatches of the RF

chains [33]. Nevertheless, these mismatches can be removedby calibration [32,34,35]. More-

over, as the number of transmit antennas is typically increased to several times the number of

users, simple linear precoders and decoders can be employedon the downlink (DL) and uplink

(UL) to approach the Shannon limit [29].

Massive MIMO technology relies on the coherent but computationally very simple processing

of signals from the antennas at the transmitter. Some benefits of a Massive MU-MIMO system

are [29, 30, 33]: a) improvements of the capacity and simultaneously of the radiated energy

efficiency, b) support for inexpensive low-power components, c) the reduction of latency on

the air interface, d) the simplification of the multiple access layer and e) the increment on the

robustness against interference and jamming. Nevertheless, Massive MIMO also exhibits some

limiting factors as [29, 30]: a) pilot contamination, b) itsperformance relies on a favourable

propagation channel, i.e., the channel responses from the transmitter to different user terminals

are sufficiently different, c) the increment on the internalpower consumption, d) increased

hardware and baseband processing at the transmitter.

Figure 2.3 compares the Shannon spectral efficiency (black curve) and that achieved by Mas-

sive MIMO with linear precoding (blue curve) as a function ofthe number of antennas at the

transmitter whenNr = 16 users and an average SNR= 0 dB are considered. The results in this

plot are computed according to equation (2.8) for the Shannon limit, while the linear precoding
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Figure 2.3: Comparison of the total spectral efficiency versus the number of antennas at the
transmitter of the Shannon limit (dirty-paper coding) and Massive MIMO (linear pre-coding)
systems forNr = 16 users and SNR= 0 dB.

lower bound is computed according to the zero-forcing lowerbound given in [36] as

CZF = Nr log2

(
1 +

(Nt −Nr)pd
Nr

)
. (2.9)

If the transmitter is equipped withNt = 64 antennas, then Massive MIMO provides the same

performance as the optimal dirty-paper coding forNt = 55, thus, by employing additional

antennas at the transmitter, zero-forcing can offer competitive performance compared with the

dirty-paper coding technique that is required to achieve Shannon-capacity in Massive MIMO.

2.2 Cooperative Wireless Communications

As it was mentioned in Section 2.1, MIMO systems have drawn significant interest due to

their ability to increase both capacity and reliability of modern wireless communications. Nev-

ertheless, design constraints for mobile devices limit thenumber of usable antennas; further,

closely spaced antennas entail the presence of highly correlated fading signals, limiting per-

formance [37]. Cooperative systems can be considered as a practical alternative to traditional

MIMO systems when the size and cost of the wireless device is limited, allowing single-antenna

devices in a multi-user scenario to share their messages [38]. In this section, the concept of co-

operative wireless communications is introduced. First, some cooperation configurations and

operation types are outlined, followed by an introduction of typical relaying schemes and a
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comparison of their achievable rates. Finally, an introduction to virtual MIMO systems is pro-

vided.

2.2.1 Configurations and Operation Types

Consider the three-node classical relay channel shown in Figure 2.4(a), where the source node

(S) transmits to the destination node (D) with the assistance of the relay node (R) [37], where

the source terminal, the destination and relay are equippedwith single-antenna transmitter and

receivers. Moreover, it is assumed that the nodes operate ina half-duplex mode, and thus, can-

not transmit and receive simultaneously. From the source’spoint of view, the system becomes

a multiple-access channel. At the destination, the cooperative system can be seen as broadcast

channel, with all receivers coordinating to perform joint detection [39].

The classical relay channel concept can be extended to larger network architectures. Figure 2.4

illustrates various relaying configurations that can be found in wireless networks, such as the

parallel relay channel in Figure 2.4(b), the virtual MIMO (V-MIMO) channel in Figure 2.4(c),

and the two-way relay channel in Figure 2.4(d) [24]. According to the scope of this work, the

V-MIMO system will be presented in more detail in Section 2.2.3.

R

S D S D

R1

R2

R3

Rn

S1

S2

D1

D2

R

S1 S2

a) b)

c) d)

Figure 2.4: Different cooperation architectures: (a) classical three-node relay channel, (b) par-
allel relay channel, (c) virtual MIMO (V-MIMO) channel, (d)two-way relay channel network.
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2.2.2 Relaying Protocols (DF, AF, and CF)

In a cooperative system, the relay node assists the communication with the destination node by

either amplifying-and-forwarding (AF), decoding-and-forwarding (DF) or compressing-and-

forwarding (CF) the received signal. In the AF operation mode, the relay node amplifies

and retransmits the received signal, subject to its maximumtransmit power constraint [40,41].

Meanwhile, the signal received from the source terminal is demodulated and decoded before

retransmission if the DF mode is employed. Finally, if a CF operation mode is implemented,

a quantised and compressed version of the received signal isforwarded to the destination ter-

minal using a source coding method [41]. In the following, different transmission types for

cooperative systems, the principles of these relaying protocols and their different achievable

rates are briefly introduced.

For each of the aforementioned cooperation schemes (AF, DF and CF) and using as a model the

three-node classical relay channel, three different time-division multiple-access (TDMA)-based

transmission protocols can be considered. For the transmission protocol Type I, the source node

communicates with the relay and destination node during thefirst time slot. In the second time

slot, both the relay and source node communicate with the destination node [40]. During the

operation Type II, only the relay node transmits to the destination node over the second time

slot [42]. Finally, the third Type is identical to the Type I apart for the fact that there is no direct

transmission from source to destination during the first time slot [43]. The TDMA transmission

protocols are then summarised in Table 2.1 [40].

Time Slot / Type I II III

1 S→ R, D S→ R, D S→ R
2 S→ D, R→ D R→ D S→ D, R→ D

Table 2.1: TDMA-based protocols. S, R and D stand for the source, relay and destination
nodes, respectively. A→ B represents a communication between nodes A and B.

In order to proceed with the introduction of the relaying protocols, first the three-node classical

relay channel is presented, where the subscriptss, r, andd are used to classify the transmitted

(or received) signals at the source, relay and destination,respectively. The signal transmitted

by the source during thei-th time slot is denoted byxs,i for i = 1, 2, with E[xs,i] = 0 and

E[|xs,i|2] = 1. Thus, the signal received at the relay and destination nodes in the first time slot
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are given by

yr =
√
Pshsrxs,1 + zr,1 (2.10)

yd,1 =
√
Pshsdxs,1 + zd,1 (2.11)

wherePs is the transmit power of the source node over one symbol period. Furthermore, the

data channels from the source to the nodej ∈ {r, d} are represented byhsjxs,1 wherehsj

is the small scale fading gain modelled as Rayleigh fading. Moreover,zj,i ∼ CN (0, σ2N )

represents the white noise over thei-th time slot at thej-th node. During the second time slot,

the destination node receives a superposition of the relay and source transmission according to

yd,2 =
√
Pshsdxs,2 +

√
Prhrdxr + zd,2, (2.12)

wherePr denotes the relay transmit power andxr is the re-transmitted signal from the relay to

the destination node over the second time slot.

2.2.2.1 Amplify-and-Forward

Under an amplify-and-forward protocol, the relay receivesa noisy version of the signal trans-

mitted by the source than then amplifies and retransmits to the destination node. As shown in

Table 2.1, in the first time slot, a data symbolxs,1 is transmitted by the source to the destination.

Over the second time slot, the destination receives a superposition of the relay transmission and

the source transmission. Thus the received signal at the destination over the two time slots can

be written as follows

yd,1 =
√
Pshsdxs,1 + zd,1, (2.13)

yd,2 =
√
Pshsdxs,2 +

√
Prhrdhsdaxs,1 + ẑd,2, (2.14)

where

a =

√
Er

|hsr|2Es,1 + σ2N
, (2.15)

is a normalization parameter,Es,1 = PsE[|xs,1|2] is the source power during the first time slot,

Er = PrE[|xr|2] is the relay power withxr = ayr and the accumulative noise term is given by
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ẑd,2 ∼ N (0, σ2N +σ2N |hrd|2a2). Once the data symbols have been detected, the achievable rate

for the AF protocol,RAF , can be obtained as [24,42]

RAF =
1

2
log2

(
1 + |hsd|2Es,1 +

|hsr|2|hrd|2Er

σ2N + |hsr|2Es,1 + |hrd|2Er

)
. (2.16)

2.2.2.2 Decode-and-Forward

During the first time slot of the decode-and-forward protocol, the received signal at the relay is

given by (2.10). In the second time slot, the relay node demodulates, decodes, re-encodes and

retransmits the signalxr = x̂s,1, wherex̂s,1 denotes the estimated signal ofxs,1. Assuming

thatxs,1 is successfully decoded at the relay, then the received signals at the destination over

the two time slots are given by

yd,1 =
√
Pshsdxs,1 + zd,1, (2.17)

yd,2 =
√
Pshsdxs,2 +

√
Prhrdxs,1 + ẑd,2, (2.18)

From [44] it is known that the achievable rate for the DF relaying protocol can be obtained as

RDF = min{RDF1,RDF2} ≤ min{I(xs,1; yr, yd|xr), I(xs,1;xr|yd)}, (2.19)

whereI(xs,1; yr, yd|xr) upper bounds the mutual information of the broadcast channel, i.e., the

rate of information transferred from the source to the relayand destination nodes. Meanwhile,

the mutual information of the multiple-access channel, i.e., the channel between the source and

relay nodes and the destination, is bounded byI(xs,1;xr|yd). As a result, the termsRDF1 and

RDF2 in (2.19) are given by [13,45]

RDF1 = I(xs,1; yr, yd|xr) =
1

2
log2

(
1 + |hsr|2Es,1

)
, (2.20)

RDF2 = I(xs,1;xr|yd) =
1

2
log2

(
1 + |hrd|2Er + |hsd|2Es,2

)
. (2.21)

Substituting equations (2.20) and (2.21) into (2.19), the achievable rate for the DF relaying

protocol can be written as

RDF =
1

2
min

{
log2

(
1 + |hsr|2Es,1

)
, log2

(
1 + |hrd|2Er + |hsd|2Es,2

)}
. (2.22)
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2.2.2.3 Compress-and-Forward

During the compress-and-forward protocol, the relay forwards a quantised and compressed

version of the received signal by employing standard quantisation, or some source coding tech-

niques to compress the signal. After the second time slot andaccording to [46], the three-node

relay system is equivalent to a system in which destination node has two antennas and thus the

corresponding received signals are given by


yr + zc

yd,1


 =



√
Pshsrxs,1 + zr,1 + zc
√
Pshsdxs,1 + zd,1


 , (2.23)

wherezc is the independent and identically distributed (i.i.d.) circular Gaussian noise, fre-

quently referred to as compression noise, which is independent of yr andyd,1. Besides the

widely used Wyner-Ziv (WZ) coding, a standard source codingcan be employed for practical

considerations. These include a reduced complexity at a comparable achievable rate [47] and

the fact that there is no improvement in performance for non-correlated systems [48]. As a

result, the signal received at the destination node during the second time slot is given by

yd,2 =
√
Pshsdxs,2 +

√
Prhrdxs,1 + zd,2 + zc. (2.24)

Assuming a standard source coding, then the power level of the compression noisezc is lower

bounded by [47]

σ2CF =
E[||yd,2||2]
2C − 1

, (2.25)

whereC is the capacity of the error-free conference link between the relay and the destination

nodes and is assumed to be equal to the fixed quantisation rate. Thus, the achievable rate of the

CF protocol can be expressed as

RCF =
1

2
log2

(
1 + |hsd|2Es,1 +

|hsr|2Es,1

1 + σ2CF + σ2CN

)
. (2.26)

2.2.3 Virtual MIMO Systems

Cooperative systems are considered as an effective approach to improve spectral and energy

efficiency of wireless networks without requiring multiplenumber of antennas per device. The
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basic principle of a cooperative wireless system is to groupan arbitrary number of single-

antenna devices into virtual antenna arrays to mimic and exploit the gains of multi-antenna

systems by means of wireless cooperation [49–51]. Virtual-MIMO (V-MIMO) systems are

considered a particular relaying configuration (see Figure2.4(c)), that uses distributed antennas

on multiple devices to achieve some of the benefits provided by conventional MIMO Systems.

In this section, the application of the classic three-node relay network is extended to a system

with multiple source, relay and destination nodes, as shownin Figure 2.5.

BICM

MIMO Transmitter Virtual MIMO Receiver

Relay 1

Relay N -1r

Destination

Short

range

links

x1

x2

xNt

y1

yNr-1

yNr

y^1

y^Nr-1

Figure 2.5: System model of the cooperative virtual MIMO system, that assumes a multi-
antenna transmitter and single-antenna relay and destination nodes.

V-MIMO systems lie in the integration of MIMO and relay technologies. From the MIMO

perspective, V-MIMO configurations are designed to achievediversity, multiplexing or beam-

forming gains. Meanwhile, from the relay perspective, these systems can adopt either AF,

DF, CF or even a combination of these schemes to complete the transmission in one-hop or

multiple hops [52]. Even though cooperative MIMO systems show an increase of the system

complexity and a larger signalling overhead required for supporting the wireless cooperation, a

cost-effective trade-off regarding capacity, cell edge throughput, coverage, mobility and com-

plexity is obtained. These improvements hinge on the usage of distributed antennas, which

increases the system capacity by means of spatial diversity[49]. When the separation between

the relay and destination nodes varies, the AF, DF and CF protocols exhibit different perfor-

mance in terms of capacity. If the relay is close to the destination, the CF protocol performs

the better compared with DF [53, 54]. Considering that the power consumed for each of the

protocols is relatively small compared with that of the RF circuitry, the slightly different power

consumption between the protocols can be neglected. As can be seen from Figure 2.6, when

the relay channel is weak (g < 1), DF fails to take advantage of the cooperative system, since
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Figure 2.6: Achievable rates when a weak (g = 0.5) and strong (g = 2) relay channel is
considered, whereg is the relative channel strength of the relay and receiver [1].

its performance is limited by the rate at which the relay can correctly decode the received sig-

nal. On the other hand, when a reliable channel is considered(g ≥ 1), DF outperforms CF

and meets the cut-set bound of the capacity (C) of the conference link [1]. In other words, for

large values ofg (i.e., the relative channel strength of the relay and receiver), the DF not only

outperforms the CF protocol but also is capacity-achieving(see Figure 2.7).
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Figure 2.7: Best cooperation protocol based on the capacityand power gain of the conference
link [1].

For illustrative purposes, Figures 2.8(a) and 2.8(b) show,respectively, the spectral efficiency

(SE) and energy efficiency (EE) performance of a2 × 1 MISO system,2 × 2 MIMO system

and2 × 2 V-MIMO system. The physical channel propagation parameters are adopted from
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the 3GPP LTE standard models [55] and equations (2.3) and (2.5) are used to calculate the SE

for the MIMO and MISO channels, respectively. Meanwhile, the EE, defined as the number

of bits that can be successfully delivered per unit of energy, was computed using the power

consumption model introduced in Section 4.3. The relay implements a CF protocol through

an out-of-band short-range cooperation channel and it is assumed that the maximum transmit

power of the relay is smaller than that of the source terminal. From Figure 2.8(a), it can be

noticed that the SE achieved by the cooperative MIMO system is comparable with that of a

traditional MIMO system and much larger of that of a MISO system. Moreover, from Figure

2.8(b), it is possible to notice that in the low-SE regime, V-MIMO shows a much better EE

performance than the non-cooperative MISO system and performs close to the ideal MIMO.

Meanwhile, in the high-SE regime, V-MIMO performs much better than MISO but it is out-

performed by the MIMO system, since the additional power required to carry out the wireless

cooperation reduces its EE performance.
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Figure 2.8: Comparison of the (a) spectral and (b) energy efficiency performance for the V-
MIMO that implements CF wireless cooperation, MISO and MIMOsystems.

In this chapter, only the optimal vector quantiser (VQ), i.e., the Voronoi VQ (see Section 3.4.1.1

for further details) was considered. Nevertheless, it is evident that the practicality of CF coop-

eration will be greatly enhanced if an efficient source coding technique can be used at the relay.

Thus, low complexity quantisers that enable the use of a system with large number of antennas

will be presented in Chapter 3.
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2.3 Millimetre Wave Wireless Systems

Despite research efforts to deploy efficient wireless technologies, mobile data traffic demand

has experienced a unprecedented growth [56]. Recent studies suggest that millimetre-wave

(mm-wave) frequencies could be used as an alternative to thecurrently saturated 700 MHz to

2.6 GHz radio spectrum bands for wireless communications [2]. In this section, the concept of

mm-wave communications, its opportunities and challengesare introduced.

2.3.1 Mm-wave spectrum

Almost all commercial radio communications services operate in a narrow band of the radio

frequency (RF) spectrum between 300 MHz and 3 GHz due to its favourable propagation char-

acteristics. Thus, the portion of the RF spectrum above 3 GHzhas been largely unexploited for

commercial wireless applications [2,57]. Within the 3 - 300GHz spectrum, up to 252 GHz can

potentially be suitable for mobile wireless communications as shown in Figure 2.9. Since, the

transmitted signals can experience an attenuation of about15 dB/km at around 60 GHz, and up

to tens of dBs in the range of 164 - 200 GHz [58] due to the oxygenand water vapour absorp-

tion, these bands are frequently excluded for mobile broadband applications as the transmission

range in these bands will be limited.

54 GHz 99 GHz 99 GHz

3 GHz
300 GHz57 64

164 200

Cellular mobile
communications

60 GHz oxygen
absorption band

Water vapor (H O)2

absorption band

Potential 252 GHz
available bandwidth

Figure 2.9: Millimetre wave spectrum [2].

However, considering that current cell sizes in urban environments are on the order of 200 m,

atmospheric absorption does not create significant additional path loss for mm-wave frequen-

cies. Only 7 dB/km of attenuation is expected during heavy rainfall, which can be translated to

only 1.4 dB of attenuation over the 200 m of coverage [59,60].
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2.3.2 Millimetre Wave Channel Model

As mentioned in Section 2.1.4, Massive MIMO technology and small-cells are two promising

approaches for future cellular networks. While, Massive MIMO can accurately concentrate

transmitted energy to the mobile users, small cells decrease the average distance between trans-

mitters and users by overlaying small cell access points, resulting in lower propagation losses

and higher energy efficiency [61, 62]. Both of these approaches are readily supported and en-

hanced by the mm-wave spectrum, since the small wavelengthsnot only allow for hundreds

of antenna elements to be placed in relatively small physical space, but also because by reduc-

ing the serving distance, mm-wave frequencies can overcomeattenuations due the propagation.

Furthermore, beamforming techniques can be employed to increase the link capacity in the

mm-wave regime. Beamforming is essentially a spatial filtering operation typically using an

array of antennas to radiate energy in a specific direction [63]. The gain obtained through an-

tenna beamforming can also compensate for the path loss, improve SNR, enhance the Ricean

factor gain, and reduce delay spread due to multipath dispersion [63,64].

In order to characterise the channel for mm-wave communications detailed statistical models

have been developed [58, 59, 65, 66]. Since range is one of thekey issues that mm-wave fre-

quencies face then it is important to determine how path lossvaries with distance. In standard

urban cellular models, it is common to fit the line-of-sight (LoS) and nonline-of-sight (NLoS)

path losses separately. While LoS path losses roughly follow the free space propagation based

on Friis’ law, in order to characterise the presence of NLoS,frequently a standard linear fitting

is used as follows [2,5,57]

PL(dB) = a+ 10b log10(r) + ξ, (2.27)

whereξ ∼ N (0, σ2N ) with σ2N as the log-normal shadowing variance,r is the distance in

meters,a andb are the least square fits. The values ofa, b andσN are shown in Table 2.2.

Variable 28 GHz 73 GHz

NLoS a = 72, b = 2.92, σN = 8.7 dB a = 82.7, b = 2.69, σN = 7.7 dB
LoS a = 61.4, b = 2.0, σN = 5.8 dB a = 69.8, b = 2.0, σN = 5.8 dB

Table 2.2: Statistical model for the large-scale parameters [5].

All these parameters represent large-scale fading characteristics, thus, they are associated with
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the macro-scattering environment and change relatively slowly [67]. In order to generate a ran-

dom narrowband time-varying channel, the angles of arrival(AoA) and departure (AoD) can be

used to describe each of the subpaths. Assuming a mm-wave system withNr-receive antennas

andNt-transmit antennas, the narrowband time-varying channel gain between a transmitter-

receiver pair can be represented by a matrix given by [5]

H =

√
1

Nl

K∑

k=1

Nl∑

l=1

ψk,lar(φ
r
k,l, θ

r
k,l)a

H
t (φtk,l, θ

t
k,l), (2.28)

whereψk,l is the complex small-scale fading gain on thel-th subpath of thek-th cluster,ar(·)
andat(·) are the vector response functions for the receive and transmit antenna arrays to the

angular arrivals and departures andφjk,l andθjk,l are the horizontal and vertical angles of arrival

(j = r) or departure (j = t), respectively. Further details about the time-varying channel can

be found in Section 5.3.1.

2.3.3 Challenges and Opportunities

Despite the potential of mm-wave communications, there area number of key challenges to

overcome in order to fully exploit the benefit of using mm-wave frequencies. Among these

challenges, it is possible to point out:

• Design of circuit components: with high carrier frequency and wide bandwidth in mm-

wave communications, several technical challenges in the design of circuit components

and antennas need to be addressed. From severe non-linear distortion of power amplifiers

(PA) to phase noise and IQ imbalance faced by the RF integrated circuits [68].

• Interference Management: since practical mm-wave systems are limited in range a large

number of mm-wave access points may be deployed to provide coverage, thus, interfer-

ence management mechanisms to prevent degradation of network performance could be

required [69].

• Blockage: in order to ensure robust network connectivity due to the propagation char-

acteristics of mm-wave frequencies, different approachesfrom the physical layer to the

network layer can be considered: exploiting reflection, relaying techniques, etc [57,69].

Due to the inherent limitations of mm-wave propagation, mm-wave cellular systems require to
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coexist with other systems, such as long-term evolution (LTE) and WiFi, in order to provide

uniform, robust high capacity across different deployments [57, 70]. Thus, it is expected that

mm-wave networks will be inherently heterogeneous. Therefore, in heterogeneous networks,

or HetNets, short-rage smalls cells operating in the mm-wave frequencies will coexist with

macrocells transmitting in the microwave frequencies. Interaction and cooperation between

different kinds of networks become a key factor to solve the problems of mobility management,

vertical handover and mobile data offloading in future wireless communications [57].

2.4 Stochastic Geometry for Cellular Networks

While wireless communications systems have been studied for decades, until just a few years

ago, mathematical performance analysis of these networks was not possible without extreme

simplifications. In this section, basic concepts from stochastic geometry and Poisson point

processes are introduced. For further details, the reader is advised to consider [15,71–74].

2.4.1 Point Process

Stochastic geometryis a branch of applied probability which allows the study of random phe-

nomena on the plane or in higher dimensions. It is intrinsically related to the theory of point

processes [75]. Nowadays, it is widely used in the context ofcommunication networks [76].

The most elemental object studied in stochastic geometry are the point processes. Apoint

processcan be depicted as a random collection of points in space (seeFigure 2.10).

Formally, a point process (PP),Φ = {Xi, i ∈ N}, is a random collection of points within a

measure space. In the case of cellular networks this space isthe Euclidean spaceRd [72]. A

convenient interpretation is to think ofΦ as a counting measure, where the idea is to count the

number of points falling in any setA ⊂ R
d. Thus, a point process can be defined as [71]

Ψ(A) =
∑

Xi∈Φ
1(Xi ∈ A), (2.29)

whereΨ(A) is a random variable whose distribution depends uponΦ. SinceΨ(A) represents

the number of points ofΦ in A, thenΦ(A) < ∞ for any boundedA ⊂ R
d. Recall that a set is

bounded if it is contained in a ball with finite radius [73]. Generally speaking, point processes
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in R
d exhibit some dichotomies as follows [76]:

• A PP can be eitherstationaryor not. A PP is stationary if the law of the point process is

invariant by translation. For example, ifΦ = {Xi, i ∈ 1 . . . k} is a PP, whereXi ∈ R
2

represents the location of each user of a cellular network. Then the distribution of the

shifted PPΦ + v (obtained by shifting each pointXi ∈ Φ to Xi + v) is identical to the

distribution ofΦ.

• A PP can bemarkedor not. Marks assign labels to the points of the process to define

some underlying property. They are typically independent of the PP and independent and

identically distributed. For example, a PP formed by the location of the base stations is

marked if each point is labelled asXi = 0 orXi = 1 according to their activity level.

• A PP can beisotropicor not. Isotropy holds if the law of the PP is invariant to rotation.

• A PP can bePoissonor not. A formal definition of the Poisson point process is given in

the following subsection.

-500 0 500
-500

0

500

Figure 2.10: A single realization of a Point Process where the blue lines represent the Voronoi
boundaries.

2.4.2 Poisson Point Process

A Poisson point process(PPP) is a point process with expected valueµ(A) = E [Ψ(A)] if

[71,72]

1. For all setA, the random variableΨ(A) is Poisson distributed with meanµ(A).
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2. For anym disjoints setsA1, . . . , Am, the random variablesΨ(Ai) are independent.

Due to mathematically tractability, considerable research in cellular networks has been focused

on the so calledhomogeneous Poisson point process, which essentially is a PPP with uniform

intensityλ such that

µ(A) = λℓ(A), (2.30)

whereℓ(A) is the Lebesgue measure (or size) ofA. Some of the most useful properties of the

PPP are listed below [71,72]:

• Independent thinningof a PPP results in a different PPP. If each point in a PPP is ran-

domly and independently assigned binary{0, 1} marks withP(Qi = 1) = q, then the

collection of points marked as1 form a new PPP with intensityqλ.

• Superpositionof independent PPPs results in a PPP. Thus, ifm independent homoge-

neous PPPs characterized by intensitiesλi with i = 1, 2, . . . ,m are combined to form a

new PPP, this new PP will also be a PPP, now with intensity
∑m

i=1 λi.

• Displacement of a PPPresults in a different PPP. Thus, if each point of a PPP is displaced

by some random law, for example by adding i.i.d Gaussian random variables to each

point, the PP consisting of these new random points will alsobe PPP.

2.4.3 Downlink Analysis

Consider the downlink of a cellular network that consist of base stations (BSs) located accord-

ing to a homogeneous PPP,Φ(BS) of intensityλ in the Euclidean plane and the location of the

users (UEs) independently determined by other stationary point process,Φ(UE). It is assumed

that each user is associated with the closest base station, i.e., the users in the Voronoi cell of

a BS are associated with it (see Figure 2.10). As a result, theuser is served by the BS that

provides it the highest average SINR. Moreover, it is assumed that the transmission between

the base station and the user is constant with a fixed powerP following a orthogonal multiple

access within a cell. Thus, the intended user sees interference from all other BSs in the network

except from its tagged BS. Once the signal is transmitted, itattenuates with distance according

to the standard power-law path loss propagation model, whereα > 2. Thus, the received signal

at a distancer has an average power ofP (r) = Pr−α. In order to take into account the chan-

nel effects, multiplicative random valuesH for the desired signal andIi for the i-th interferer
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are employed. For the sake of simplicity, it is assumed that these values follow a Rayleigh

distribution with unit power.

In the following the SINR, servicing distance, interference, and probability of coverage of this

cellular network are briefly introduced. Further details can be found in [15, 71–75, 77, 78] and

the references therein.

2.4.3.1 Distance to the nearest Base Station

An important measure of the cellular network is the distancer separating a typical user from

its tagged BS. From [71], it is known that no other BS can be closer thatr, since each user is

served by the closest BS. In other words, all interfering BSsare located farther thanr. Using

the fact that the null probability of a Poisson process within an area of interestA is exp(−λA),
then the probability (PDF) and cumulative (CDF) density function of r are given by [15]

fR(r) = 2πrλ exp(−πλr2), r ≥ 0, (2.31a)

FR(r) = 1− exp(−πλr2), r ≥ 0. (2.31b)

2.4.3.2 Signal-interference-to-noise-ratio (SINR)

Without loss of generality and using the Slivnyak’s theoremthat states that conditioning a PPP

on a point atx does not change the distribution of the rest of the process, it is assumed that

the user under consideration is located at the origin. Then,the SINR of the user at a random

distancer from its tagged BS can be expressed as

SINR=
HPr−α

σ2N + IR
, (2.32)

where

IR =
∑

Xi∈Φ\b(0,0)
GiP ||Xi||−α, (2.33)

is the cumulative interference from all the other BSs, excluding the tagged BS for a typical user

at the origin, which is denoted byb(0, 0). For simplicity the interferenceIR is considered a

29



Background

standard M/M shot noise [73, 74, 79], that is created by a Poisson point process of intensityλ

outside a disc,b(0, R), centred at the origin of radiusR.

2.4.3.3 Probability of Coverage

The probability of coverage is the probability that a typical user is able to achieve some thresh-

old SINR,τ , i.e., it is the complementary cumulative distribution function (CCDF) of SINR

and is defined by [71,73]

PC = P(SINR> τ). (2.34)

Equation (2.34) can also be thought as the average fraction of users who at any time achieve a

target SINRτ . Conditioning on the nearest BS being at a distancer from the typical user, the

probability of coverage of the homogeneous PPP network is given by [71]

PC =

∫

r>0
P(SINR> τ |r)fR(r)dr. (2.35)

Using equation (2.31a), the fact thatH is an exponential random variable with unit mean, i.e.,

H ∼ exp(1) and some algebraic manipulation, the probability of coverage can be simplified to

PC = 2πλ

∫

r>0
eπλr

2
e−τP−1rασ2

NLIR
(
τP−1rα

)
rdr, (2.36)

whereLIR
(
τP−1rα

)
is the Laplace transform of equation (2.33), and is given by

LIR
(
τP−1rα

)
= exp(πr2λρ(τ, α)), (2.37)

where

ρ(τ, α) = τ2/α
∫ ∞

τ−2/α

1

1 + uα/2
du. (2.38)

2.4.3.4 Validation

Practical LTE cellular networks are usually deployed in a more strategic manner than just ran-

dom independent placing, and for this reason a regular hexagonal grid has been used to model
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current cells. The hexagonal grid model can be considered asan upper bound since a perfectly

regular geometry is in fact optimal from a coverage point of view [80]. However, this approach

is idealised, since imperfections relative to the landforms and deployment costs produce in

practice irregular grids. Simulation studies account for these imperfections by perturbing the

BSs locations with a 2D Gaussian or uniform random variables[81]. Since a practical LTE

network lies somewhere between the two extremes of perfect regularity (hexagonal grid) and

complete randomness (PPP), it is expected that its SINR coverage probability be bounded by

these two extremes, as pointed by [80].
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Figure 2.11: (a) Homogeneous PPP BSs deployment compared with a (b) 2000m ×2000m
section of a LTE network in central London [3], where the black dots represent the BSs locations
and the blue lines their corresponding coverage.

Figure 2.11 compares a2000m ×2000m section of a LTE network in central London and a

sample of BSs generated from a homogeneous PPP of the same density. The main weakness

of the Poisson model is that due to the independence of the PPP, BSs will in some cases be

located very close together with significant coverage area.This is balanced by two strengths:

the characteristic inclusion of different cell sizes and shapes and the lack of edge effects, i.e.,

the network extends indefinitely in all directions [71]. Nevertheless, as it is shown in Chapter 5,

despite the analytical tractability, the assumption of a homogeneous PPP is not always the most

accurate model for future 5G wireless networks. Since the BSs are to be deployed in locations

where the users are more likely to appear, having as result a network where the uses will be

clustered towards the BS, rather than being uniformly distributed within the area of interest.

An illustrative plot is presented in Figure 2.12, where the probability of coverage of a regular
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hexagonal grid and a homogeneous PPP is presented. From thisplot, it is possible to notice

that the curves have the same shape but there is a performancegap of about 4 dB over nearly

the entire SINR range, which depends on the actual BS layout used and the path loss exponent.

Thus, the probability of coverage of a practical cellular systems is expected to lie roughly

between the grid and the PPP deployments.
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Figure 2.12: A comparison of the interference-limited coverage probability withα = 3 for a
500m× 500m regular grid and a Poisson layout.

2.5 Summary

This chapter provided some basic principles on MIMO systems, cooperative communications,

mm-wave systems and stochastic geometry. In the first section, the basic concepts for MIMO

systems were introduced. It was shown that, MIMO systems canprovide significant improve-

ments over the conventional SISO case, in terms of both achievable rate and link reliability.

In the second section, cooperative wireless communicationsystems were introduced as a prac-

tical alternative to traditional MIMO systems, when the transmitter or receiver may not be able

to support multiple antennas. Typical cooperation protocols, i.e., AF, DF and CF, and their

achievable rates were illustrated. It was shown that, DF achieves a higher rate when the relay

is close to the source, but CF outperforms DF when the relay gets closer to the destination.

In the third part, a brief review of mm-wave wireless systemswas provided. The propagation

characteristics of mm-wave frequencies were introduced and the opportunities and challenges

were presented.
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Finally, an introduction to stochastic geometry for modelling future 5G wireless communi-

cations systems was presented. Where the SINR, the serving distance and the probability of

coverage of homogeneous PPP wireless systems were characterised.
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Chapter 3
Low Complexity Codebook Design

In this chapter, a cooperative virtual MIMO (V-MIMO) systemthat uses a large multi-antenna

transmitter and implements bit-interleaved coded modulation (BICM) transmission and compress-

and-forward (CF) relay cooperation among multiple receiving nodes is presented. Since con-

structing a reliable codebook is the most computationally complex task performed by the relay

nodes in CF cooperation, reduced complexity quantisation techniques are introduced in this

chapter. In order to focus our analysis on the block error probability (BLER) and computa-

tional complexity, and considering that the relays and the destination nodes are closely spaced,

an error-free conference link is assumed between them.

Two different scalar quantisation techniques are presented in this chapter, where the real and

imaginary parts of the received signals are quantised independently. First, the uniform scalar

quantiser (U-SQ) is considered and the performance achieved when a large number of anten-

nas is used both at the transmitter and receiver is evaluated. Second, the Lloyd-Max algorithm

(LM-SQ) [82] is employed to reduce the error distortion by taking advantage of the distribution

of the received signals. A comparison in terms of BLER and computational complexity for de-

signing the codebook and forwarding a compressed version ofthe signal to the destination node

are presented. In practice, besides the data symbols, additional control information is transmit-

ted, thus, the overhead incurred by the quantisation techniques is computed by calculating the

number of bits required to transmit the codebook to the destination node.

Numerical results show that the LM-SQ is simpler to design and can achieve a BLER perfor-

mance comparable to the optimal vector quantiser (V-VQ). Furthermore, due to its low com-

plexity, U-SQ could be consider particularly suitable for very large wireless systems.

The remainder of this chapter is organised as follows. Section 3.1 presents the background and

motivation of this chapter. The system model is described inSection 3.2. The CF cooperation

at the relays is presented in Section 3.3. A description of the low complexity quantisation tech-

niques, codebook design and the corresponding complexity analysis are presented in Section

3.4. Simulation results are shown in Section 3.5. Finally, Section 3.6 concludes the chapter.
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3.1 Introduction

MIMO systems have drawn significant interest in recent years, due to their ability to increase

both capacity and reliability of modern wireless communications. Nevertheless, design con-

straints for mobile devices limit the number of usable antennas; further, closely spaced antennas

entail the presence of highly correlated fading signals, limiting performance. V-MIMO systems

have recently emerged as a promising technique due to their ability to mimic and exploit the

gains of multi-antenna systems by means of wireless cooperation [83]. A CF cooperation pro-

vides a good trade-off between performance, complexity anddata rate when the relays are

located close by the destination. In a CF - based cooperation, constructing a reliable codebook

and forwarding a compressed version of the received signalsto the destination node for subse-

quent processing are the main tasks that each relay has to perform. The codebook generation is

the most computationally complex stage in the design [84].

In [85], codebook designs of the V-VQ and the tree-structured vector quantisation (TSVQ) to

enable CF cooperation are presented. Different from the V-VQ, a multi-stage TSVQ where the

encoding task is divided into several stages is introduced.It was shown that the TSVQ is much

simpler to design and can achieve performance comparable tothe optimal V-VQ. Meanwhile,

an achievable rate based quantisation scheme is presented in [86]. This scheme based on a

scalar quantiser achieves better performance and higher compression efficiency in the AWGN

scenario.

In [87], the authors combined the improved affinity propagation (IAP) with the conventional

Linde-Buzo-Gray (LBG) algorithm to generate an effective algorithm called IAP-LBG. Ac-

cording to the experimental results, the proposed method not only improved its convergence

abilities but also provided higher-quality codebooks thanconventional LBG method does. A

fast search method based on principal component analysis (PCA) is proposed in [88]. The

PCA-LBG-based VQ algorithm outperformed other methods in terms of peak signal-to-noise

ratio and number of codewords searched.

Furthermore, in [89] a modified LBG algorithm is proposed. Itwas shown that, compared with

the conventional V-VQ, it reduces the execution time and number of iterations by shifting all the

low-utility codewords near to the cells with high utility. In [90], a channel quantised physical-

layer network coding (CQ-PNC) scheme based on VBLAST to achieve the full diversity was

presented. Specifically, the relay uses QR decomposition toconvert the received signals and es-
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timate the Gaussian integer summation. Numerical simulations showed that CQ-PNC performs

within a 2 dB gap from the theoretical bound.

A universal unitary space vector quantisation (USVQ) codebook design criterion was provided

in [91], which can design optimum codebooks for various spatial correlated channels with ar-

bitrary antenna configurations. Simulations showed that the capacity achieved is very close to

that obtained through ideal precoding and outperformed that of the schemes using the tradi-

tional Grassmannian codebooks. Further, a random vector quantisation approach that generates

the codevectors independently from a uniform distributionon the complex unit sphere, us-

ing a limited number of feedback bits was presented in [92]. Meanwhile, the authors in [93]

adopted the generalized Lloyd algorithm (GLA) to optimize the codebook in terms of maximal

average signal-to-noise ratio (SNR) for a distributed beamforming with limited feedback for

a time varying amplify-and-forward cooperative network. Numerical results showed that the

distributed beamforming with compressed feedback performs closely to the case with infinite

feedback.

In [94], the authors designed and analysed the performance of transmit beamformers for MIMO

systems, based on bandwidth-limited information, by casting the design of transmit beamform-

ing as an equivalent sphere vector quantisation (SVQ) problem. As a result, the rate-distortion

performance achieved by the generalized Lloyd’s algorithmis lower-bounded. In order to opti-

mize symmetric and asymmetric scalable multiple description quantisers, in [95], an extension

of the Lloyd-Max algorithm was described. Experimental results confirmed that, compared to

conventional schemes, the proposed quantiser account for asignificant average gain in SNR for

a wide range of packet loss rates.

Additionally, in [96], a vector quantisation technique that exploits the reduced dimensionality of

the channel Gram matrix by using Jensen’s inequality and eigen-decomposition to improve the

pairwise error probability was investigated. Moreover, in[97], a initial codebook design method

for VQ was proposed. The mean and variance characteristic values were used to partition the

training vectors into different groups and the codewords were selected from each group to

generate an initial codebook. Experimental results demonstrated that the proposed method

exhibits a better performance than the conventional ones.

In this chapter, reduced complexity quantisation techniques are proposed for V-MIMO to enable

a large cooperative system with multiple relays. This work differs from the previous research
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in that i) it is proposed using scalar quantisation at each relay node, where the Lloyd - Max

algorithm and uniform scalar quantisation are considered,ii) it analyses the complexity and iii)

presents the block error rate performance of the proposed quantisation techniques. Simulation

results show that LM-SQ is less complex and achieves a comparable performance to the optimal

V-VQ. Meanwhile, U-SQ is much simpler and exhibits a good performance when a large V-

MIMO array is considered, making it suitable for future wireless communications.

3.2 System Model

Consider a cooperative V-MIMO system with aNt-antenna transmitter and a receiver com-

prisingNr single-antenna devices, as shown in Figure 3.1. At the transmitter side, a BICM

scheme is employed to provide error correction and improve the system’s performance. The

data bits are encoded using a rate-Rb linear convolutional encoder and then passed through an

ideal bitwise interleaver, which rearranges the coded bitsusing a random permutation. Next,

the interleaved coded bits are demultiplexed intoNt streams. In each streamk = 1, . . . , Nt

a group ofmb
s coded bits are mapped to a data symbolxk from a symbol alphabetX of size

|X | = 2m
b
s . Thus, the transmission rate isNtm

b
sRb bits per channel use. Finally, the transmitter

simultaneously sends the modulated data symbols throughNt antennas using a transmit vector

given byx = [x1, . . . , xNt ]
T ∈ XNt that satisfies the power constraintE[‖ x ‖2] = Es/Nt.

Thus, the corresponding power per bit isEb = Es/(m
b
sRb).

BICM

MIMO Transmitter Virtual MIMO Receiver

Relay 1

Relay N -1r

Destination

Short

range

links

x1

x2

xNt

y1

yNr-1

yNr

y^1

y^Nr-1

Vector
Quantizer

Standard
TX

Inter-cluster
Standard RX

BICM
-1

Figure 3.1: Block diagram of MIMO transmitter and virtual MIMO receiver.

In order to model the channel effects and considering that the transmitter is located far away

from the receivers, a block fading channel is employed. Since, perfect channel state information
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(CSI) is assumed at the receivers only, then, the received signal is given by

y = Hx+ n, (3.1)

whereH denotes theNr × Nt channel matrix andn the noise vector with componentsnl ∼
CN (0, N0) andl = 1, . . . , Nr. The notationCN (µ, σ2) represents a complex Gaussian distri-

bution with meanµ and varianceσ2. Since, a slow fading propagation model is assumed,H

remains constant throughL symbol periods.

The cluster of receivers, that includes the destination node and theNc = Nr − 1 relays, are

assumed to be closely spaced, thus, it is reasonable to expect that the wireless cooperation

between the relays and destination is considerably better and more stable than that between

the transmitter and receivers. In fact, it is highly likely that a high channel capacity could be

achieved due to the high reliability of these short range links. As was considered in [1, 24, 98,

99], it is assumed that the relays and destination nodes cooperate through error-free conference

links of capacityC. The one-shot cooperation links require the destination todecode the signals

sent over the conference links. In order to handle the amountof data that is to be sent from the

relays to the destination, in this chapter, the CF protocol is considered. Hence, a compressed

version of the signals will be passed to a standard transmitter and sent over the conference link,

as will be detailed in Section 3.4.

Moreover, the destination node is assumed to be equipped with a traditional receiver which

observes the signals from the transmitter, and an intra-cluster receiver which observes signals

from the relays. Thus, the cooperation is performed at each relay through the simultaneous

and independent transmission of orthogonal signals to minimise the inter channel interference.

Later, the destination performs zero forcing (ZF) demodulation of the received signal and com-

putes the log-likelihood ratio (LLR) for each coded bit. Themulti-path LLRs are combined into

one output stream by the multiplexer, and then rearranged into their original positions by the

deinterleaver. Finally, the decoder accepts the LLRs of allcoded bits and employs a soft-input

Viterbi algorithm to decode the signals. Thus, with help from the relays, the single-antenna

destination node receivesNr-path signals. Hence, a reliable compression process wouldallow

the destination node to handle the compression noise and perform MIMO decoding [24].
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3.3 Compress-and-Forward Cooperation

Aiming to mimic the performance of a traditional MIMO system, a V-MIMO operation is

carried out at the receiver side, whereNc relays cooperate with the destination node through

error-free conference links. To avoid interfering with thedata sent by the transmitter, the con-

ference links are assumed to be carried out via orthogonal channels to the transmitter array,

i.e., different frequencies bands are used for transmitting and receiving signals at each relay.

Compared with the long range data channelH, the orthogonal conference links are shorter-

range and could be reused many times within the coverage area. Consequently, the wireless

cooperation will not affect the overall system throughput.In Chapter 2, different cooperative

techniques including the AF, DF, and CF schemes were presented. Since the AF protocol am-

plifies not only its received signal but also the associated Gaussian noise, an AF-relayed packet

may become too noisy to be decoded in practice. Moreover, theDF protocol does not take

advantage of the aggregated information provided by the rest of the nodes, since it performs a

single pass decoding at each relay and its computational complexity can be restrictive. Thus,

a better candidate to implement the V-MIMO system is the CF protocol, as it provides a better

performance when the relays are closer to the destination [46] and reduces the amount of data

that needs to be sent through the short-range links.

Assuming that the CF protocol is used for wireless cooperation, then the main tasks performed

at each relay includes designing a codebook, quantising thereceived signals and forwarding the

compressed signals. After a quantiser is employed at each relay, a compressed version of the

signal will be passed through the conference links. In [99] and [100], it was demonstrated that

if the compressed version of the signal at each relay,ŷc, follows a Gaussian distribution, then

the compression noise can be modelled by an i.i.d complex Gaussian variable as follows

ŷc = yr + n̂c (3.2)

whereyr is the received signal at each relay andn̂c ∼ CN (0, σ2CF ) with c ∈ {1, . . . , Nc} is

the compression noise [46,84], which is assumed to be independent ofyr and can be computed

according to equation (2.25) asσ2CF = E[||yc||2]
2C−1

. Along with the compressed version of the

received signal, each relay node passes to the destination node information related withσ2CF .

Once the destination knows the value ofσ2CF , it scales the received signals using a degradation

factorηc per stream so that the relayed signals and the one received directly from the transmitter
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have the same power of additive Gaussian noise [101, 102]. Thus, the cooperative system can

be modelled as follows

ỹ = H̃x+ n, (3.3)

where

H̃ ,




√
η1h1,1 · · · √

η1h1,Nt

...
. . .

...
√
ηNchNc,1 · · · √ηNchNc,Nt

hNr ,1 · · · hNr ,Nt




andηc ,
N0

N0 + σ2CF

. (3.4)

Notice that ther-th row ofH̃ corresponds to the direct link between transmitter and destination

node. Since there is no relay assisting the destination nodethen there is no degradation factor

affecting the transmission and thusηr = 1. The receiver implements a soft demodulator with

low complexity by using a linear ZF equalizer followed by per-layer max-log LLR calculation.

Following the model presented in [103], the LLR for each coded bit cλk is calculated by

L(cλk |ỹ, H̃) =
1

σ2k

[
min
x∈X 0

i

|x̂k − x|2 − min
x∈X 1

i

|x̂k − x|2
]
, (3.5)

for i = 1, . . . , log2(M) andλ ∈ {1, . . . ,mb
s × Nt}, whereX b

i denotes the set of symbols in

theM -QAM constellation whose bit label at positioni equalsb ∈ {0, 1}, x̂k is an estimate of

the symbol in layerk provided by the equalizer, andσ2k is an equalizer weight. In the ZF based

demodulator, the equalization consists of

x̂ZF = (H̃HH̃)−1H̃Hỹ = x+ ñ, (3.6)

where the post-equalization noise vector,ñ, has a covariance matrix given by

R = E{ññH} = N0(H̃
HH̃)−1. (3.7)

Therefore, the approximate bit LLRs are obtained with the symbol estimatex̂k = (x̂ZF)k

and weight factorσ2k = (R)k,k. The notation(a)k and(A)l,k represent thek-th element of

vectora and the element in rowk and columnl of matrix A, respectively. Calculating the

LLRs separately for each layer results in a significant complexity reduction. In particular, the
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complexity of evaluating (3.7) for all coded bits scales asO(NtNr|X b
i |), i.e., linearly with the

number of antennas [103,104].

3.4 Quantisation Design at the Relays

When the CF protocol is used for wireless cooperation, the main tasks performed at each re-

lay node are: (a) designing a codebook, (b) quantising the received signals and (c) forwarding

the compressed signals. Thus, the design of an efficient codebook is a critical factor to per-

form reliable CF cooperation. In this section, a standard source coding technique of rateRc

and measured in bits per/sample is employed. Moreover, it isassumed that the source coding

rateRc is equal to the error-free conference link capacity2C, whereC is measured in bits per

dimension/sample. Frequently, it is assumed that the relaynodes are equipped with a vector

quantiser (VQ) module that performs an exhaustive search tofind the correct codeword. Never-

theless, its high computational complexity make its implementation impractical for high-order

modulations, largeC or when a large-antenna system is considered. In this section, the widely

used Voronoi vector quantiser (V-VQ) algorithm is presented and alternative algorithms for low

complexity codebook design are introduced.

3.4.1 Codebook Design

During the codebook design, knowledge of the noise-free constellation and the size of the code-

book22C is required at the relay. Note that, in practice besides the data symbols and the modu-

lation order, additional control information is transmitted through the control channel. Thus, the

c-th relay is able to construct the noise-free constellationyNF
c = {hcxc +

∑
i∈[1,...,Nc]\j hixi}

of its received signals.

3.4.1.1 Voronoi Vector Quantiser

A special class of vector quantisers are the so calledVoronoior nearest neighbourvector quan-

tisers that has the feature that the partitions regions are completely determined by the codebook

and distortion measure [105, 106]. In [107], Linde, Buzo, and Gray (LBG) proposed a VQ

design algorithm based on a training sequence that bypassesthe need for multi-dimensional in-

tegration and provides an optimal codebook in the sense of minimising the average distortion.

41



Low Complexity Codebook Design

Specifically, if a mean squared error (MSE) distortion measure is assumed, then the encoding

regionsDq, are defined by the nearest neighbour criteria given by

Dq = {yq : ||yq − vq||2 ≤ ||yq − v′q||2,∀q′ = 1, 2, . . . , 22C}, (3.8)

whereDq is the encoding region associated with the codevectorvq, yq denotes the noise-free

constellation of the received signals and the number of codevectors within the codebook is2C .

This condition guarantees that the encoding region consists of all vectors that are closer tovq

than any of the other codevectors. Moreover, each codevector vq should be averaged over the

number of the training vectors within the encoding region asfollows [107]

vq =

∑
yq∈Dq

vq∑
yq∈Dq

1
, q = 1, 2, . . . , 22C . (3.9)

In implementation, it is required that at least one trainingvector belongs to each encoding

region to guarantee that (3.9) is finite. In general, given the number of codevectors required for

quantisation22C , the LBG is an iterative algorithm which provides a codebookin two steps.

Using (3.8), it provides a set of partition regions (the set of black lines) and, through (3.9),

updates the codevectors (the set of all red stars), which result in the smallest MSE distortion.

Figure 3.2 shows the partition regions and codebook obtained when the V-VQ is employed. In

practice, every received signal falling in a particular region are approximated by the red star

associated with that region. Note that in this plot there are32 regions and 32 codevectors, each

of which can be uniquely represented by 5 bits. Thus, this is a2-dimensional, 5-bit V-VQ.

3.4.1.2 Uniform Scalar Quantiser

Unlike vector quantisation that maps an-dimensional vector per unit time, a quantisation

scheme is called scalar if the source signal is quantised onesample at a time [108]. Although

this quantiser is not ideal in terms of minimising the distortion, scalar quantisation is a rather

simple technique that can be easily implemented in hardware. Scalar quantisers can be clas-

sified as uniform or non-uniform. While the decision boundaries in uniform quantisation are

equally spaced, the non-uniform schemes try to assign the size of decision intervals to be in-

versely proportional to the probability density [105, 108]. In uniform scalar quantisation each

codeword can be represented usingC = ⌈log2Ni⌉ bits per dimension, whereNi is the number

42



Low Complexity Codebook Design

Real Part

Im
ag

in
ar

y 
P

ar
t

 

 

−4 −3 −2 −1 0 1 2 3 4
−4

−3

−2

−1

0

1

2

3

4
Boundaries
Codebook
Received Symbols

Figure 3.2: Two-dimensional Voronoi vector quantiser based on the LBG algorithm withRc =
5 bits/sample. The solid black lines define the partition regions and the red starts denote the
codevectors.

of decision intervals andC is referred to as the bits per dimension/sample. Since the contri-

bution of each error to the MSE is weighted by the probabilitydensity function (PDF) of the

signal [108], the choice of the step size, or equivalently the range[xmin, xmax] determines the

quantised error obtained. Recall that the MSE not only accounts for the granular error but

also the overload distortion. As shown in Figure 3.3, if the source signal is not bounded then

the dynamic range of a uniform quantiser cannot cover the whole range. The areas beyond

[xmin, xmax] are called the overload areas, and the quantisation error introduced is the over-

load error [108]. The granular error is the component that only accounts for quantisation noise

within [xmin, xmax] (see Figure 3.3).

Note that, the uniform quantisation is only optimal (in the minimum MSE sense) for a uniform

distribution, where the MSE,σ2q can be calculated by [108]

σ2q =

Ni∑

q=1

∫ bi

bi−1

(yc − yq)2fX(x)dx. (3.10)

From (3.10), it is known that the smaller the decision intervals, the smaller the error term

(yc − yq)2, thusσ2q is inversely proportional to the number of decision intervalsNi. Given that

this value is fixed, the quantiser design should find the placement of decision boundaries and
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Figure 3.3: Histogram ofx = Re{y2c}.

quantised values so thatσ2q is minimised.

Although a vector quantisation performs better than scalarquantisation, this reduction comes

at the expense of more computational complexity, hence, forpotentially large virtual antenna

array systems low complexity processing are desirable. In this chapter, it is considered that

Ni quantisation levels,qi, fall in the middle of the boundary points. Thus, if either the real

or imaginary part of the signal received at each relay falls between the boundariesbi − 1 and

bi, then it gets assigned a quantised value,qi. Moreover, the quantisation range,[lb, ub], is

chosen as the one with the lowest MSE and depends onC. Due to the symmetric distribution

of the noise-free constellation, it is assumed thatlb = −ub. In general, when a uniform scalar

quantiser is employed, it necessary to allocatelog2(Ni) bits to store each symbol.

3.4.1.3 Lloyd-Max Quantiser

In order to compensate for the distortion introduced by a suboptimal uniform scalar quantiser,

multiple techniques can be employed; from increasing the number of bits per sample to im-

plementing a non-uniform scalar quantiser such as Lloyd-Max or LBG [107], or even concate-

nating source coding, e.g. Huffman coding, to the quantisation process. In this subsection, the

contribution of each error to the MSE weighted by its PDF is considered by employing the non-

uniform Lloyd-Max scalar quantiser; which is an algorithm particularly attractive for real-time

implementations due to its lower computational complexity[109]. The Lloyd-Max algorithm

has previously been used for image processing [110], audio coding and signal processing [108].

In the context of digital communications and particularly for large MIMO antenna arrays, it can
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be considered as an enabler for future wireless communications due to its low complexity and

ability to take in to account the distribution of the received signals.

The Lloyd-Max quantiser (LM-SQ) satisfies the conditions that i) the quantised value for each

decision interval is the centroid of the probability mass inthe interval and ii) the decision

boundary is simply the midpoint of the neighbouring quantised value [108]. Thus, given a PDF,

fX(x) and a fixed number of decision intervals,Ni, it is required to find the set of boundaries

{bq}Ni−1
0 and set of quantised values{yq}Ni−1

0 such that

yq =

∫ bq−1

bq
xfX(x)dx

∫ bq−1

bq
fX(x)dx

, (3.11)

and

bq =
1

2
(yq + yq+1). (3.12)

In order to solve (3.11) and (3.12) simultaneously, an iterative procedure is described in Al-

gorithm 1 [108], where∆ is a positive variable accounting for the increment step andǫ is an

arbitrary threshold.

Algorithm 1 Lloyd-Max quantiser per dimension

1: Initialize b0 = −∞, bNi =∞, y1 = yNF
1 , θ = ǫ

2: while |θ| ≥ ǫ do
3: for q = 1 : Ni do
4: Usingyq andbq−1 into (3.12) solve forbq.
5: Usingyq andbq into (3.11) solve foryq+1.

6: end for

7: Calculateθ = yNi −
∫ bq−1
bq

xfX(x)dx
∫ bq−1
bq

fX(x)dx

8: if θ > 0 then
9: y1 = y1 −∆

10: else
11: y1 = y1 +∆

12: end if
13: end while

From Algorithm 1, the LM-SQ could be seen as a special case of V-VQ, a one-dimensional

vector quantiser which performs a local optimization per dimension by using the LBG algo-
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rithm, where the real and imaginary components ofyc are independently quantised and achieve

an optimal minimum MSE per dimension. For example, assumingthat a 256-QAM constella-

tion is transmitted, then the real (right) and imaginary (left) components of the received signals

are shown in Figure 3.4. As can be seen, the distribution of the magnitude of the received

signals is not uniform, but is normally distributed around zero. Thus, if a U-SQ is employed

at the receiver the equally spaced partition boundaries will affect the MSE performance of the

system. An a improved BLER performance would be observed when the LM-SQ algorithm is

employed to define the decision boundaries and scalar quantised values accordingly to the PDF

distribution, as the higher the probability of occurrence the smaller the step size is assigned to

that region.
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Figure 3.4: Decision boundaries for the real (right) and imaginary (left) components of a 256-
QAM constellation, when the LM-SQ is employed at each relay.

Finally, it is assumed that the transmitter uses a 16-QAM constellation. An instantaneous ver-

sion ofyc is shown in Figure 3.5. With the knowledge of the noise free constellation, either a

LM-SQ or U-SQ approach can be used. The codebook designed by the V-VQ is also shown in

Figure 3.5(a) for comparison. Even though the scalar quantiser implemented at the relay are

suboptimal in terms of MSE, they are much simpler to design and execute and can achieve a

comparable performance to the optimal V-VQ, as will be shownin Section 3.5 .

Figure 3.5 shows the codebooks designed by (a) V-VQ, (b) LM-SQ and (c) U-SQ schemes.

As can be seen, given a training sequence, V-VQ generates a2-dimensional optimum code-

book. Meanwhile, LM-SQ optimizes the MSE per dimension by considering the distribution

of the signal. Note that, given the symmetry of theM -QAM modulation andyNF
c so is the
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codebook obtained by using U-SQ, making this even simpler todesign. Thus, even though the

proposed schemes are suboptimal, they have a low computational complexity as shown in the

next section.
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Figure 3.5: 2-dimensional codebook design atc-th relay obtained by using the (a) V-VQ, (b)
LM-SQ and (c) U-SQ quantisation schemes, withC = 2 bits per dimension/sample and 4-
QAM modulation order, where thex- andy-axis represent the|Re{yc}|2 and |Im{yc}|2, re-
spectively.

3.4.2 Complexity Analysis

Once the codebook has been designed by each relay node, it uses a look up table to assign a code

to each received signal. In order to fairly compare the complexity of V-VQ, U-SQ and LM-SQ

quantisers, in this section, the computation times for designing the codebook and encoding the

received signal, and the overhead bits required for codebook transmission are presented.

3.4.2.1 Codebook design complexity

Recall that both V-VQ and LM-SQ use the LBG algorithm to design the codebook with a dif-

ferent size of training sequence. While V-VQ performs a two dimensional vector optimization,

LM-SQ optimizes the MSE per dimension. Therefore, their design complexity mainly comes

from the LBG algorithm implementation. In [111], the computational time for implementing

the LBG algorithm is given by

TLBG = IsCbVsTd + Is(Cb − 1)VsTc, (3.13)
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whereIs is the number of iterations needed to meet the stopping criterion,Cb the codebook size

andVs the number of training vectors. The scalarsTd andTc stand for the computational times

for finding the distance between two vectors and comparing two distortion values, respectively.

For V-VQ, which implements the LBG algorithm using as training sequence the noise-free

constellation and considering thatIs ≤ Vs/Cb [111], then, the design time can be described as

Td,VQ ≤
M2Nt

22C
(22CTd + (22C − 1)Tc). (3.14)

On the other hand, for the proposed LM-SQ quantisation scheme, the computation time is given

by

Td,LM ≤ 2

√
M

2Nt

2C
(2CTd + (2C − 1)Tc). (3.15)

A justification for (3.15) is as follows, in accordance with the LM-SQ algorithm in subsection

3.4.1.3, the real and imaginary parts of the received signalyc are quantised independently at

each relay. Thus, the number of codevectors required to reconstruct theM -QAM constellation

is 2C rather than22C . During the initial stage, the LM-SQ algorithm is able to further reduce

complexity by employing training scalar values instead of vectors. Without loss of generality

and considering that the computational times for finding thedistance between two vectors and

comparing its distortion depend on the size of the vector, thenTd andTc for V-VQ are greater

that the ones required for LM-SQ.

On the other hand, when a U-SQ is considered the design time can be obtained by

Td,USQ ≤ 2(
√
MNtTd), (3.16)

where a squareM -QAM constellation is assumed. Recall that, U-SQ is not onlya non-iterative

algorithm but also avoids using a training sequence. Thus, the design complexity is reduced

to compute the maximum absolute value of the distribution points in each dimension. Even

though a training sequence is not necessary, the availability of this information at the relays

allows them to select the valueub with lowest MSE. Without loss of generality, when a large

V-MIMO system is considered, the complexity order of the design times areTd,VQ = O(MNt),

Td,LM = O(
√
M

Nt
) andTd,USQ = O(

√
MNt), respectively. Comparing the complexity for

V-VQ with the proposed schemes, the LM-SQ and U-SQ methods considerably reduce the
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design complexity.

3.4.2.2 Encoding complexity and overhead

With a reliable codebook, each relay node quantises the received symbols by finding the code-

vector with lowest Euclidean distance to the received symbol. Particularly, the encoding algo-

rithm for a V-VQ can be viewed as an exhaustive search algorithm. For a codebook of size

22C , the codevector selection for one symbol requires22C distortion evaluations and(22C − 1)

comparisons. Thus, the required time to search the codebookfor one symbol can be written

as [101]

Ts,VQ = 22CTd + (22C − 1)Tc. (3.17)

For the scalar quantisation schemes, the search requires2C evaluations and(2C − 1) compar-

isons per dimension. Therefore, the computation time for encoding each symbol is

Ts,LM = Ts,USQ = 2(2CTd + (2C − 1)Tc). (3.18)

The computation time in (3.18) represents the worst case forthe proposed schemes. Nonethe-

less, a much simpler search can also be performed by employing a slicing operation per dimen-

sion. Finally, the overhead incurred by the quantisation techniques is considered by calculating

the number of bits required to transmit the codebook to the destination node, task performed

everyL-consecutive symbol periods. For the optimal V-VQ the wholecodebook needs to be

transmitted. Considering the dimension of each codevector, the codebook size and assuming

thatB-bits are used to represent each codevector, the overhead bits are

Oh,VQ = 22C+1B/L. (3.19)

Meanwhile, the proposed schemes only require the information per dimension to reconstruct

the codebook, thus,

Oh,LM = 2C+1B/L, (3.20)

for LM-SQ and

Oh,USQ = 3B/L, (3.21)
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in the case of U-SQ, which only requires the knowledge of the valueub per dimension andC,

reducing significantly the total overhead.

3.5 Numerical results

In this section, the block error rate (BLER) performance andcomplexity analysis of the V-

MIMO system considering low complexity quantisation techniques at the relay nodes are pre-

sented. Unless stated otherwise, the results shown in this section pertain to a BICM-MIMO

system with 4-QAM Gray mapping modulation and a Rate-1/2 convolutional code with con-

straint length 7 and generator polynomials[133, 171]octal . Rayleigh block - fading with105

blocks is assumed, where each block has 200 consecutive symbol periods. Moreover, the LLRs

are computed through the max-log approximation [103] and ZFdetection is performed at the

destination node. The V-VQ is a two-dimensional vector quantiser with bit rate of2 bits per di-

mension/sample; further, the total transmitted powerEs is normalized to unity andNc = Nr−1
is the number of relays employed. The simulation results arecomputed through the Monte

Carlo method.

3.5.1 BLER evaluation of the Codebook design

Recall, that for a fixed number of decision intervals, the smaller the quantisation step is, the

smaller the granular quantisation noise becomes. However,the smaller quantisation step size

translates into a smallerub, which leads to larger overload areas, hence a larger overload quan-

tisation error [108]. For our numerical simulations,ub was selected according to Figure 3.6,

which shows the MSE obtained forC = 2, 4 and8 bits per dimension/sample.

As mentioned above, the codebook design complexity and encoding complexity of the V-VQ

quantiser is very high. To reduce the complexity and enhancethe practicality of the CF cooper-

ation, it is proposed to employ the Lloyd-Max algorithm per dimension to design the codebook

at the relay. Figure 3.7 compares the BLER performance for10 × 20 (Nc = 19) and10 × 30

(Nc = 29) V-MIMO systems when different quantisation techniques are employed. It can be

seen that, whenNr = 20 the performance gap is about 0.38 dB (LM-SQ) and 1.67 dB (U-SQ)

from the optimal V-VQ at BLER= 10−2. For the10 × 30 case, the losses are 0.30 dB and

0.83 dB, respectively. From Figure 3.7, it can be noticed that increasing the number of receiver

antennas not only improves the system’s performance but also reduces the gap between V-VQ
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Figure 3.7: BLER performance of V-MIMO system withNt = 10, Nr = 20 and30, 4-QAM
modulation andC = 2 bits per dimension/sample.

and the scalar quantisation techniques.

It is of particular interest to analyse the performance of large V-MIMO systems, thus, Figure

3.8 compares the BLER performance whenNt = 50, andNr = 100 and150 are considered.

For the50 × 100 system, LM-SQ and U-SQ perform within 0.54 dB and 1.65 dB of V-VQ,

respectively. As the number of receivers is increased toNr = 150, the proposed quantisation

techniques perform better, requiring 0.29 dB and 0.79 dB higherEb/N0 than V-VQ, respec-

tively. By comparing Figures 3.7 and 3.8, it can be seen that the performance mainly depends
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Figure 3.8: BLER performance of V-MIMO system withNt = 50,Nr = 100 and150, 4-QAM
modulation andC = 2 bits per dimension/sample.

on the ratioNr/Nt.

Continuing with the BLER performance analysis, Table 3.1 shows the performance gain of LM-

SQ over U-SQ for different system configurations at BLER= 10−2. The number of receivers

was selected to get the same ratios,Nr/Nt, whenNt = 10, 20, 50 and100 are employed. From

Table 3.1, it can be seen that (a) asNr increases the performance gap between LM-SQ and U-

SQ reduces and, (b) the performance gap between the proposedschemes is similar for systems

with different configurations but the same ratioNr/Nt.

Nt Nr LM-SQ U-SQ Eb/N0 gap (dB) Nr/Nt

10
15 11.67 18.90 7.23 1.5
20 6.60 7.89 1.29 2.0
30 3.14 3.67 0.53 3.0

20
30 11.46 18.75 7.29 1.5
40 6.72 7.93 1.21 2.0
60 3.29 3.85 0.56 3.0

50
75 12.05 20.09 8.04 1.5
100 7.13 8.24 1.11 2.0
150 3.70 4.20 0.50 3.0

100
150 13.43 > 20 ≈ 9 1.5
200 7.42 8.56 1.14 2.0
300 3.91 4.48 0.57 3.0

Table 3.1:Eb/N0 performance gap between LM-SQ and U-SQ quantiser whenC = 2 bits per
dimension/sample at BLER =10−2 and4-QAM modulation order system are considered.

52



Low Complexity Codebook Design

Number of transmitters (N
t
)

2 3 4 5 6 7 8 9 10

D
es

ig
n 

T
im

e 
(T

d,
i)

0

1000

2000

3000

4000

5000
  V-VQ
LM-SQ
  U-SQ

Figure 3.9: Computation times for designing a reliable codebook withC = 2 bits per dimen-
sion/sample and 4-QAM modulation order.

3.5.2 Complexity evaluation of the Codebook design

Figures 3.9 and 3.10 compare the design and search computation times according to equations

(3.15) and (3.16) respectively. Figure 3.9 shows the computation times required for constructing

a reliable codebook whenC = 2, M = 4 and whereTc andTd are normalized to one for sim-

plicity. As can be seen, asNt increases, the design complexity for V-VQ grows exponentially

according toTd,VQ ≤ 42Nt−2(16Td + 15Tc). Even though, the proposed LM-SQ also shows

an exponential behaviour, it has lower exponential growth rate asTd,LM ≤ 22Nt−2(4Td +3Tc).

Meanwhile, the design complexity of U-SQ only grows linearly with Nt. Further, as shown in

Figure 3.10, the computation time required for quantising the received symbols of LM-SQ and

U-SQ (8Td + 6Tc) is lower than that of V-VQ (16Td + 15Tc).

On the other hand, the overhead bits for transmitting the codebook for a given quantisation rate

of 2 bits per dimension/sample is computed consideringL = 200 consecutive symbol periods

andB = 8 bits per element. The V-VQ requires 1.28 bits/period which is four times greater

than 0.32 bits/period required by LM-SQ and much larger thanthat of U-SQ requiring 0.12

bits/period. Since, the proposed quantisation schemes aremore efficient in complexity and

achieve a comparable performance to the optimal V-VQ, they could be considered as a suitable

alternative to enable a large-scale cooperative wireless network.
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Figure 3.10: Computation times for quantising a symbol withC = 2 bits per dimension/sample
and 4-QAM modulation order.

3.6 Summary

In this chapter, a cooperative virtual MIMO system that usesa multi-antenna transmitter and

implements BICM transmission and CF cooperation among closely spaced single-antenna re-

ceivers was presented. Since constructing a reliable codebook is the most computationally

complex task performed by the relay nodes, two codebook design alternatives to the optimal

Voronoi VQ were introduced. A comparison in terms of the codebook design complexity,

encoding complexity and the overhead bits required for transmitting the codebook to the desti-

nation node was also presented.

Furthermore, from practical considerations the performance of large V-MIMO systems was

analysed. An evaluation of the BLER performance whenNt = 50 andNr = 100 and150

was presented. For the50 × 100 V-MIMO system, simulation results have shown that, the

LM-SQ and U-SQ perform within 0.54 dB and 1.65 dB of V-VQ, respectively. To illustrate the

benefit of CF cooperation in very large virtual-MIMO systems, the number of receivers was

increased up toNr = 150. It was shown that the proposed quantisation techniques required

0.29 dB and 0.79 dB higherEb/N0 than V-VQ, respectively. Moreover, simulation results

showed that the BLER performance mainly depends on the ratioof the number of antennas

at the transmitter and the number of single-antenna devicesat the receiver. In addition, for a

given quantisation rate of 2 bits per dimension/sample andB = 8 bits per element. The V-VQ

requires 1.28 bits/period which is four times greater than 0.32 bits/period required by LM-SQ

and much larger than that of U-SQ requiring 0.12 bits/period. Since, the proposed quantisation
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schemes are more efficient in terms of computational complexity and achieve a comparable

performance to the optimal V-VQ, they can be considered as a suitable alternative to enable

large-scale cooperative wireless networks.
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Chapter 4
Energy Efficient Massive MIMO

Wireless Networks

In this chapter, a novel cooperative virtual multi-user MIMO (MU-MIMO) system that uses

a large multi-antenna transmitter and implements bit-interleaved coded modulation (BICM)

transmission and decode-and-forward (DF) relay cooperation among multiple receiving nodes

is presented. In DF-based cooperation, decoding, re-encoding and forwarding the estimated

received signals to the destination node for subsequent processing are the main tasks that each

relay has to perform. Even though large multi-antenna approaches have been identified as

an effective way to enhance the spectral efficiency (SE) of wireless networks, this comes at

the expense of linearly increasing the power consumption due to the use of multiple radio

frequency (RF) chains to support the antennas. Thus, in thischapter, the energy efficiency and

the effective throughput of the proposed DF cooperation system are analysed to understand its

advantages and trade-offs.

In order to quantify any energy efficiency (EE) gains achieved by the cooperative wireless

system a common framework is required. Thus, a power consumption model that considers not

only the power consumed by the transmitter but also that takes into account the overhead power

consumption incurred by the relays is presented. Moreover,the impact of the imperfect CSI

on the throughput and energy efficiency of the system is studied. Finally, a power allocation

algorithm is used to reduce the total power consumption.

Simulation results show that, in practical scenarios wherea number of users share the radio

spectrum and thus there is a restriction on the available resource blocks, cooperative systems

can be employed to meet the demand for high data rates. Moreover, it is shown that wireless

cooperation between users is more energy efficient than using high modulation order transmis-

sion in the low resource block usage case. Numerical resultsshow that the larger the number

of transmit antennas, the lower the impact of imperfect CSI on the system’s performance.

The remainder of this chapter is organised as follows. Section 4.1 presents the background

and motivation of this chapter. The system model is described in Section 4.2. The power
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consumption model and the analysis of the spectral and energy efficiency of the virtual MU-

MIMO are presented in Section 4.3. Simulation results are shown in Section 4.4. Finally,

conclusions are presented in Section 4.5.

4.1 Introduction

Due to the forthcoming spectrum shortage and the increasingdemand for data services, the

design of current wireless networks has been focused on enabling high spectral efficiency sys-

tems [112]. Virtual MIMO (V-MIMO) and Massive MIMO approaches have been put forward

as effective means to enhance the SE performance [61, 102]. However, this comes at the ex-

pense of linearly increasing circuit power consumption dueto the use of multiple RF chains to

connect the antennas [113]. Since the requirement for ubiquitous access has significantly in-

creased the energy demands [12,112], the study and development of techniques that can provide

highly efficient energy wireless systems have recently attracted significant attention.

Previous works have been focused on studying the EE of eitherV-MIMO or Massive MIMO

systems, but not both. As an example, the authors in [14, 114,115] have studied the energy

efficiency of a standard relay channel, i.e., a three-node network where the source transmits

to the destination with the assistance of the relay. Meanwhile, the EE performance of a relay

channel corrupted by additive white Gaussian is bounded in [114]. The authors in [115] in-

vestigated the EE performance of a relay channel operating in the time division duplex (TDD)

when a low-power regime is considered. Additionally, the normalized achievable minimum

energy-per-bit that enables optimal power allocation between the source and the relay was de-

rived in [14]. Nevertheless, in these papers the circuit energy consumption is not considered,

which may become significant in practical wireless systems when the transmit antenna array is

very large.

Assuming that a space-time block coding (STBC) scheme is used by the transmitter, the energy

and delay efficiencies of a MIMO cooperative wireless sensornetwork were derived in [116]

using semi-analytic techniques. The results showed that with judicious choice of design pa-

rameters the virtual MIMO technique can provide significantimprovement in terms of energy

efficiency and transmission delay. Further, in [55] an upperbound of EE as a function of SE

for a V-MIMO system with CF cooperation is presented and based on this an EE optimiza-

tion problem is formulated. The achievable rate for the Gaussian MIMO relay channel that
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implements zero-forcing (ZF) precoding and the DF protocolwas obtained in [117], by using

standard convex optimization techniques.

Furthermore, from the Massive MIMO perspective, several studies have been conducted to

analyse the way that a large number of transmit and receive antennas impact the EE perfor-

mance. In [113], the performance of a point-to-point large-scale MIMO systems that considers

the overall power consumption on both the transmitter and the receiver was presented and the

optimal RF chain configuration to maximize the transmissionrate under power constraint was

derived. Meanwhile, in [118], the authors determined the minimum required transmit power for

a given outage probability, showing that antenna selectionis in general the most energy efficient

option as it requires a single radio-frequency chain. Additionally, the authors in [119] presented

the EE for the uplink MU-MIMO configuration and an optimal power allocation strategy while

both RF transmission power and device electronic circuit power were considered. An improved

circuit management scheme showed that user antennas shouldbe used only when the corre-

sponding spatial channels are sufficiently good and using them improves the overall EE of the

network.

Generally speaking, there are mainly two ways to reduce energy consumption: 1) by using

energy aware components in the base stations and 2) by implementing energy aware network

deployment strategies. In order to quantify the gains achieved by employing energy aware

techniques, an appropriate energy efficiency metric must bedefined [120]. In [121], a power

consumption model for a LTE user equipment was presented. The model included functions

of UL and DL power and data rate where realistic measurementsfrom handset devices for

power consumption were used. Moreover, a power consumptionmodel for mobile broadband

access networks that takes into account the backhaul, and the main trade-offs between infras-

tructure, energy, and spectrum costs when low-power micro base stations are employed was

introduced in [112]. In [120], the authors developed power models for macro and micro base

stations relying on data sheets of several Global System forMobile Communications (GSM)

and Universal Mobile Telecommunications Service (UMTS) base stations with a focus on the

component level, e.g., power amplifier and cooling equipment.

Since the effect of circuit power consumption is more serious when the transmitter is equipped

with a massive number of antennas [112], different models for power consumption that consider

the fundamental power for operating the circuit at the transmitter have been proposed. In [122],

a power consumption model that considers not only the transmit power on the power amplifier
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but also the circuit power dissipated by analogue devices and other loss factors in base stations

was presented. Simulation results showed that the energy efficiency becomes a quasi-concave

function as the number of antennas increases. Moreover, a realistic power consumption model

that reveals how the number of antennas, active users, and transmit power jointly affect the EE

was presented in [7, 123]. It was shown that the transmit power increases with the number of

antennas. This implied that energy-efficient systems can operate in high signal-to-noise ratio

regimes in which interference-suppressing signal processing is mandatory.

Furthermore, the authors in [9] presented a power model thatsupports a broad range of network

scenarios and base station types, features and configurations, including base station deactivation

and scaling factors which are used to predict the power consumption of base stations up to the

year 2020.

In this chapter, the energy efficiency and throughput for a V-MIMO system that uses a large

transmit antenna array and implements DF cooperation between the user terminals are studied.

The main contributions of this chapter can be summarised as follows: i) the total power con-

sumed considering not only the transmit and circuit power consumption but also the overhead

power consumed by the relays is computed, ii) the energy efficiency and the effective through-

put of a cooperative system, when the available resource blocks are limited, are evaluated, iii)

the impact of imperfect CSI on the system’s performance is evaluated and a power allocation

algorithm to reduce power consumption is implemented. Simulation results show that the opti-

mal throughput is obtained when there is no restriction on the use of resource blocks. However,

in a practical scenario when a number of users are sharing thefrequency resources, coopera-

tive systems could be implemented in order to meet the demandfor data rates. Such wireless

cooperation between users is more energy efficient than using a high modulation order trans-

mission in the low resource block usage case. Moreover, it isshown that the larger the number

of transmit antennas, the lower the impact of imperfect CSI on the system’s performance.

4.2 System Model

Consider the downlink transmission of a cooperative virtual MU-MIMO OFDM system with a

Nt-antenna base station (BS) andNr (≪ Nt) single-antenna user terminals (UEs), as shown in

Figure 4.1. The multicarrier system, where a block ofNrb information symbols is transmitted

in parallel onNrb subcarriers, can be efficiently implemented in discrete time using an inverse
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Figure 4.1: Block diagram of MIMO base station and virtual MU-MIMO receiver.

fast Fourier transform (IFFT) to act as a modulator and an FFTto act as a demodulator [124].

Similar to Chapter 3, at the transmitter side, a BICM scheme is employed to provide error cor-

rection and improve the system’s performance. The data bitsare encoded using a rate-Rb linear

convolutional encoder and then passed through an ideal bitwise interleaver, which rearranges

the coded bits using a random permutation. Next, the interleaved coded bits are demultiplexed

into Nt streams. In each streamk = 1, . . . , Nt a group ofmb
s coded bits are mapped to a

data symbolsk from a symbol alphabetS of size |S| = 2m
b
s . Thus, the transmission rate is

Ntm
b
sRb bits per channel use. It is further assumed that the BS uses linear precoding tech-

niques to process the signal before transmitting to all users. In order to guarantee a practical

implementation and according with Section 2.1.4, it is considered that the BS and UEs operate

according to the TDD protocol. Hence, the time-frequency resources required for CSI are inde-

pendent of the number of transmit antennas and the uplink pilots enable the BS to estimate the

UE channels. In this work, perfect hardware chain calibration is considered and thus the uplink

and downlink channels are considered reciprocal. Moreover, a block fading model, where the

small-scale fading vector remains constant during a coherence block ofL symbols and is in-

dependent in different coherence blocks, is assumed. Furthermore, it is assumed that the UEs

are closely located with non-light-sight (NLoS) conditions, where the rich scattering allows

spatial separation of the intended signal for each UE [125].Figure 4.1 shows the diagram of

a cooperative virtual MU-MIMO system that uses DF cooperation among multiple receiving

nodes to increase the capacity of the destination ones. It isfurther assumed that the relays and

destination nodes cooperate through one-shot conference links and that each destination node

is equipped with a traditional receiver which observes the signals from the transmitter, and an

intra-cluster receiver which observes signals from the relays. Section 4.2.3 provides the reader
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with further information regarding the wireless cooperation carried out at the receiver side.

4.2.1 Uplink Training

Let τu be the number of symbols per coherence interval used for uplink pilots and transmitted

simultaneously at each UE. Since the pilot sequences of theNr UEs are pair-wise orthogonal,

then, it is required thatτu ≥ Nr. Considering that the BS serves the UEs over a slow flat-

fading channel and the channel estimation error can be treated as a component that contributes

as an additional source of distortion independent of the noise component, then the minimum

mean-square error (MMSE) estimate of the channel matrix,H ∈ C
Nt×Nr is given by [126]

Ĥ =
tuPu

tuPu + 1
H+

√
tuPu

tuPu + 1
Nu, (4.1)

wherePu denotes the average transmit power of each uplink pilot symbol andNu ∈ C
Nt×Nr

represents the distortion introduced by the imperfect channel estimation with entries

nu ∼ CN (0, 1). Then the channel matrix is equivalent to

H = Ĥ+ E , (4.2)

whereE is the channel estimation error. Since MMSE channel estimation is assumed,̂H

and E are independent [127] and their elements are given byĥi,j ∼ CN
(
0, tuPu

tuPu+1

)
and

εi,j ∼ CN
(
0,

√
tuPu

tuPu+1

)
, respectively.

4.2.2 Downlink Transmission

The BS simultaneously transmits the modulated data symbolsthroughNt antennas using a

transmit vector,x = [x1, . . . , xNt ]
T, that satisfies the power constraintE[||x||2] = P . The BS

uses the channel estimatêH to linearly precode the symbols, i.e.,x is a linear combination of

the symbols intended for theNr UEs. Letsk be the symbol to be transmitted to thek-th user,

with E[|sk|2] = 1. Then, the linearly precoded vectorx can be written as

x =
√
pdFs, (4.3)
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wheres ∈ C
Nr×1 is the vector of data symbols,F ∈ C

Nt×Nr is the precoding matrix andpd is

a normalization constant chosen to satisfy the power constraintE[||x||2] = P . Thus,

pd =
P

E{tr(FFH)} . (4.4)

Collectively, the received signal vector of theNr UEs can be written as

y = HTx+ n =
√
pdH

TFs+ n, (4.5)

wheren ∈ C
Nr×1 is the additive noise vector for the UEs withnk ∼ CN (0, σ2N ). Aiming to

null out the multiuser interference by projecting each stream onto the orthogonal complement

of the inter-user interference, zero-forcing (ZF) precoding is adopted. Thus, the precoding

matrixF can be expressed as [126]

F = Ĥ∗(ĤT Ĥ∗)−1, (4.6)

where(·)∗ and(·)T denote the matrix conjugate and transpose operations, respectively. Finally,

the received signal at thek-th UE is given by

yk =
√
pdĥ

T
kFs+ nk

=
√
pdĥ

T
k fksk +

∑

j 6=k

√
pdĥ

T
k fjsj + nk, (4.7)

wherehk andfk are thek-th column of the channel and precoding matrix, respectively. Even

though linear precoder schemes are not optimal, they can be used to reduce signal processing

complexity. Moreover, when the number of antennas used at the transmitter is large enough,

then the performance of linear precoders is nearly-optimal[61,128].

4.2.3 Cooperative Virtual MU-MIMO System

At the receiver side, a cooperative virtual MU-MIMO system that uses DF cooperation among

multiple receiving nodes to increase the capacity of the destination nodes is considered. In other

words, each of theNd destination nodes is assisted byNc relays to increase their capacity. Since
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the cluster ofNr = Nd(Nc + 1) receivers are assumed to be closely spaced, it is reasonableto

expect that the wireless cooperation between the relays anddestination is considerably better

and more stable than that between the transmitter and receivers. In fact, it is highly likely that

a high channel capacity could be achieved due to the high reliability of these short range links.

The one-shot cooperation link requires the relay to decode the signals and send over to their

destination node (see Figure 4.1).

In this scenario, it is assumed that each of the single-antenna receivers acts either as a relay or

as a destination node. With a DF cooperative protocol, each relay decodes the received signal,

re-encodes and retransmits the signal

s̃k = ŝk, (4.8)

where ŝk is the relay’s estimate ofsk. Assuming that the signal is decoded correctly, i.e.,

ŝk = sk, then the signal received at the destination node can be written as

ỹk =
√
Prhrdsk + nd, (4.9)

wherePr denotes the maximum transmit power at each relay. The short-range cooperation link

between the relay and the destination is modelled as an additive white Gaussian noise channel

nd. The power gain of the cooperation channel to the power gain of the data channel is repre-

sented bygrs = SNRcoop/SNRdata, and it remains constant throughout the system (see Figure

4.2). Since a scenario where the UEs are closely located is assumed, then we are interested in

high values ofgrs [55].

Base
Station

Relay i

Destination j

Short range

link

x1

xNt

yi

yj

Wireless
Channel

SNRdata

SNRcoop

Figure 4.2: Simplified block diagram of the cooperative system, where SNRdata and SNRcoop

represent the power gain of the data and cooperative channels, respectively.

Note that in this work, it was assumed that each destination node is assisted by the same num-

ber of relays. Nevertheless, it is also possible that this number varies according to the demand
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in data rate at each destination node and the traffic load of the system. As mentioned in Sec-

tion 3.2, this scenario is feasible if the orthogonality between the cooperative one-shot links is

guaranteed, otherwise, the interference and complexity atthe decoder would make the system

impractical for implementation.

4.3 Energy Efficiency

The aim of this section is to quantify the overall power consumption of the virtual MU-MIMO

system described in Section 4.2 and to analyse its energy efficiency performance. Thus, it is

considered that the power expenditure in both the downlink and the cooperative links is the

sum of the power consumed at the BS, the destination and relays nodes and a fixed constant

accounting for the load-independent power consumption.

4.3.1 Power Consumption Model

In order to compute the power consumed by the virtual MU-MIMOsystem rather than only the

transmitted power, the three main components from the powermodelling point of view within

the network are considered: (a) the multi-antenna BS, (b) the relay cooperation and (c) the

load-independent power consumption.

For each base station within the network, the power consumption model should consider the

five main power-drawing elements: the power amplifier (PA), the analogue front-end, the digital

baseband, the control and network backhaul, and power systems [9]. Based on the models

proposed in [7, 55, 129], the power consumption at the BS of a virtual MU-MIMO system is

modelled as follows

PBS =
1

δ
P +NtPct +mb

sNrPcod+ Plo, (4.10)

whereδ denotes the efficiency of the PA,P is the total transmit power consumption andmb
s =

log2(M) is the number of bits transmitted per data symbol, since it isassumed thatsk belongs to

anM -QAM constellation. As described in [7], the power requiredto run the circuit components

(including filters, converters and mixers) is denoted asPct, and it is linearly dependent on

Nt. Further,Pcod is the power coding and scales with the number of user terminals Nr and
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the modulation efficiency. Meanwhile,Plo represents the power consumed by the single local

oscillator.

The cluster of receivers, that includes the destination andrelay nodes are assumed to be closely

spaced and cooperate through one-shot links. Each relay is required to decode, encode and

re-transmit the signal to its destination node. Thus, the power consumption at the receiver

side should account for the circuit power consumption at theUEs, signal processing power

consumption and the transmit power required to carry out thewireless cooperation. The total

power consumed at the receiver side can be computed as

PUE = NrPcr +NcNdPr +mb
sNrNdPcod+mb

s(Nr +NcNd)Pdec, (4.11)

wherePcr is the circuit power consumption per UE andPr accounts for the transmit power at

each relay. Following the assumption in [55], the power allocation ratio between the relay and

the transmitter is defined asγ = Pr/P . Thus, with the knowledge ofP , the relay decides its

own transmit power. The power for decoding and re-coding prior to the retransmission are,

respectively,Pdec andPcod, and depend on the number of bits processed. Moreover, a constant

valueP0 accounting for the fixed power consumption required for load-independent power of

the backhaul infrastructure, control signalling and site-cooling is considered [7]. Finally, the

power consumption of the cooperative system can be written as

Pcons= PBS + PUE + P0. (4.12)

4.3.2 Achievable Rate

In this subsection, the achievable rate of the system introduced in Section 4.2 is described.

Assuming that the channel can be estimated at the transmitter, the ergodic achievable rate at the

k-th node is given by

Rk = log2(1 + τ), (4.13)

whereτ is the associated signal-to-interference-plus-noise ratio (SINR) and can be calculated

using equation (4.7). Considering equation (2.22) and after substituting the value of SINR into

equation (4.13), the achievable rate at thek-th node can be written as
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Rk =





E

[
log2

(
1 +

P |ĥT
k fk|2∑

j 6=k P |ĥT
k fj |2+σ2

N

)]
, if direct link,

1
2 min

{
E

[
log2

(
1 +

P |ĥT
k fk|2∑

j 6=k P |ĥT
k fj |2+σ2

N

)]
,E
[
log2

(
1 + Pr|hrd|2

)]}
,otherwise

(4.14)

wherehrd is the channel gain between relay and destination node andP andPr are the transmit

power at the transmitter and relay node, respectively. Notice that if the destination node is

assisted by a relay, as in the lower part of (4.14), then the achievable rate is limited by the

minimum rate between the base station-relay and relay-destination links according to equation

(2.22). Finally, the sum achievable rate at thei-the destination node that is assisted byNc relays

can be computed as follows

RNc
i =

Nc∑

k=1

{
1

2
min

{
E

[
log2

(
1 +

P |ĥT
k fk|2∑

j 6=k P |ĥT
k fj|2 + σ2N

)]
,E
[
log2

(
1 + Pr|hrd|2

)]
}}

+E

[
log2

(
1 +

P |ĥT
i fi|2∑

j 6=i P |ĥT
i fj |2 + σ2N

)]
.

(4.15)

4.3.3 Energy Efficiency Analysis

In this section, the energy efficiency of the system described in Section 4.2 is studied for three

different scenarios. First, it is considered that a small number of UEs is served by the BS.

Therefore, the BS is allowed to use more than one resource block per destination node to fulfil

the target rate (See Figure 4.3). Since each resource block consists of one slot in both the time

and frequency domains, when there is no restriction on the number of resource blocks, thek-th

UE is served throughNrb carriers. Nevertheless, in a practical scenario, where thenumber

of resource blocks per user terminal is restricted, different approaches can be considered to

satisfy the UEs’ demand for data rate. On one side, a cooperative wireless system, where

the throughput is increased by the number of relays serving each destination node, can be

implemented. On the other side, it is also possible to increase the modulation order per beam.

In these two last scenarios, precoding allows multiple UEs sharing the same time-frequency

resources. Figure 4.4 shows a graphic representation of twopossible scenarios of the traffic

load of the network. On the left, the network operates under low traffic load, so the available
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resource blocks for thek-th user are not limited. On the right, the traffic load of the network

has increased and thus, the BS is required either to select different time-resource blocks for

transmission or to increase the modulation order per beam.
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Figure 4.3: Graphic representation of the network under lowtraffic load (left) and high traffic
load (right), respectively. The black, grey and white boxesare used to indicate the occupied
time-frequency resource blocks, those used by the intendedk-th user and the resources blocks
that are available for transmission, respectively.

Generally speaking, the throughput of the system depends onthe block error rate (BLER)

performance, that accounts for the number of correctly received bits. At thek-th destination

node the number of bits received without error can be expressed as follows

Tk = mb
s[(1− Pe,d) +Nc(1− Pe,r)], (4.16)

wherePe,d andPe,r are the block error probability at the destination and relaynode, respec-

tively. Thus, withNd ≥ 1 destination nodes, the packet throughput per channel use isgiven

by
∑Nd

k=1 Tk and measured in bits/s. Assuming that the system is allowed to use more than one

resource block and the transmit power per resource block isP/Nrb, then the effective packet

throughput for the virtual MU-MIMO that uses theNrb available resource blocks is given by

ET = Nrb

Nd∑

k=1

Tk. (4.17)

Finally, the average energy efficiency can be defined as

EE =
ET

Pcons
[bits/J]. (4.18)
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Figure 4.4: Base station simultaneously transmitting to multiple single-antenna users.

4.3.4 Power Allocation

Recall that for large antenna MIMO systems the transmit power increases linearly with the

number of transmit antennas at each base station. Thus, power control schemes are used to

adapt the transmit power of the base station in order to increase the capacity of the system

through interference management or managing the cell coverage [130–133]. Due to inter-user

interference, the SINR may fluctuate at the receiver side causing degradation of the system’s

performance. Power allocation is considered as a suitable way to deal with these detrimental

effects, since the transmitted power can be varied to maintain a certain quality of service, min-

imize inter-user interference or even reduce the total transmit power [134]. Nevertheless, the

design of power control schemes is not a trivial task as thereare many trade-offs and practical

constraints that should be considered. In general, the power allocation optimization problem

can be written as

max
v1,...,vNr

g(SINR1, . . . ,SINRNr)

s.t. SINRk =
|hT

k fk|2
σ2N +

∑
i 6=k |hT

k fi|2
∀k,

Nr∑

k=1

fHk fk ≤ Pd,k (4.19)

whereg(·) is a performance function dependant on the SINR values, the vectorfk is the pre-

coding vector at the transmitter for userk andPd,k is the power allocation per user at the

transmitter.

The problem in (4.19) is in general complex to solve, since there might be (a) conflicting in-
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terests between users, (b) strong inter-user interference, (c) a non-convex performance region

and (d) a large set of feasible beamforming vectors{v1, . . . ,vNr}. Nevertheless, ZF precoding

removes interference by projecting the observations as

vi =
Nr∑

k=1

(hkh
H
k )∗hi, (4.20)

which is the orthogonal complement of the interfering signals. This condition greatly simplifies

the precoding design by reducing the search-space and is of practical importance in high-SNR

scenarios where inter-user interference dominates the noise term in the SINR expression [135].

Although perfect interference nulling requires perfect CSI, ZF precoding can be implemented

under imperfect CSI by avoiding inter-user interference along some of the strongest eigenvec-

torsE
[
hkh

H
k

]
of each userk [135–137].

The power allocation,Pd,k, that will determine the operating point in the performanceregion

can be computed explicitly for ZF precoding, since all the effective interfering channels are

zero. For a set of given power coefficientsPd,k > 0 and invertible performance functionsgk(·),
the power allocation problem can be described as [138]

max
Pd,k>0

Nr∑

k=1

wkgk

(
Pd,k

ρk,k
σ2N

)

s.t.
∑

Pd,k ≤ Pmax (4.21)

whereρi,k = |hT
k fi|2, Pmax is the maximum transmit power andwk is an associated cost

function weight. The solution of (4.21) is given in [138] as follows:

Pd,k =

[
σ2N
ρk,k

d

dx
g−1
k

(
σ2N

fkwkρk,k

)]

+

, (4.22)

where the function[·]+ replaces negative values with zero, and the parameterfk ≥ 0 is selected

to use full power.
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4.4 Numerical Results

In this section, the energy efficiency analysis of the virtual MU-MIMO system described in

Section 4.2 is presented. A constraint on the number of available resource blocks and the avail-

able information used for channel estimation is considered. Unless stated otherwise, the results

shown in this section pertain to a BICM-MIMO system withM -QAM Gray mapping modu-

lation and a Rate-1/2 convolutional code with constraint length 7 and generator polynomials

[133, 171]octal . Rayleigh block-fading with105 blocks, where each block has 200 consecutive

symbol periods, is considered. Moreover, ZF linear precoding is performed before transmission

and the decode-and-forward protocol is implemented at eachrelay node to enable wireless co-

operation. Further, the total transmitted powerP is normalized to unity. The simulation results

are computed through the Monte Carlo method. Other simulation parameters are given in Table

4.1 and were adopted from [7,55,123].

Description Parameter Value

Power allocation ratio γ 0.25
Efficiency of the PA at BS δ 0.3
Fixed power consumption P0 18 W

Power consumed by oscillator Plo 2 W
Circuit power at BS Pct 1 W
Circuit power at UE Pcr 0.1 W

Power required for coding Pcod 0.1 W/(Gbit/symbol)
Power required for decoding Pdec 0.8 W/(Gbit/symbol)

Table 4.1: Simulation Parameters of Section 4.4.

4.4.1 Perfect Channel State Information

In order to understand the results presented in this section, Figure 4.5 shows the power con-

sumption model described by equation (4.12). As can been seen, the model is linearly depen-

dent on the number of transmit antennas and the transmit power consider at the base station.

Further, equation (4.14) was used to compute the spectral efficiency, SE=W×Rk, of a MIMO

system with ZF precoding. From Figure 4.6, it can be seen thatas the number of users increases

for a constant number of transmit antennas,Nt = 20, the spectral efficiency follows a quadratic

function. In other words, after reaching an optimal number of UEs (Nr = 10) served by the

BS, the reduction of the degrees of freedom in ZF beamformingscales down the achievable

rate. In the following figures, the effect that the wireless cooperation carried out at the receiver
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has on the energy efficiency performance is studied.
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Figure 4.5: Power model described by equation (4.12) as a function of the number of transmit
antennas and maximum transmit power at the base station.

Figure 4.7 compares the effective packet throughput when the target rate has been set as 8

bits/s andNd = 1 andNt = 20 remain constant. It can be seen that the optimal scenario

in terms of effective throughput is obtained when the systemuses as many resource blocks as

possible (Case 1). For this particular scenario, the degrees of freedom are higher compared

with the other cases improving the global performance. Moreover, there is no overhead power

consumed since there are no active relays. From Figure 4.7, it can also be noticed that the

power required to achieve the target rate increases as the modulation order does.
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Figure 4.6: Achievable rate of a MIMO system that implementsZF precoding withNt = 20.

As mentioned, it is of particular interest to analyse the energy consumption of V-MIMO systems
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Figure 4.7: Packet throughput of a virtual MIMO system withNt = 20, Nd = 1 and a target
rate of 8 bits/s, whereNc is the number of relays andNrb is the number of resource blocks
used for transmission andM is the modulation order. Figure 4.7(b) shows a zoomed version of
Figure 4.7(a).

with constrained resource blocks, thus Figure 4.8 shows theEE for the aforementioned settings

regarding the effective packet throughput. In order to calculate the value of EE, the transmit

power of the system was increased until the target packet throughput was reached. From Figure

4.8, it can be seen that the EE grows with ET until the system reaches the target rate of 8

bits/s. These results are related with the behaviour observed in Figure 4.7, where the throughput

increases with the transmit power. However, once the maximum packet throughput delivered
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Figure 4.8: Energy efficiency of a virtual MIMO system withNt = 20, Nd = 1 and a target
rate of 8 bits/s, whereNc is the number of relays andNrb is the number of resource blocks used
for transmission andM is the modulation order.

by the system is reached, increasing the transmit power doesnot affect the system in terms

of throughput, but it does affect the EE. Since the BS is consuming more power to achieve

the same throughput, then the EE drops as can be seen in Figure4.8. Knowing the point

where the system achieves the target throughput is important to maintain a high EE and to save

energy. Finally, it can be noticed that the highest EE is obtained when the system uses all the

available resource blocks. However, a good and practical trade-off between EE and the required

resource blocks is shown for the Cases 2 and 3. In particular,Case 3 shows a comparable EE

performance using a DF cooperation between users and only one resource block. Therefore, it

can be considered that the cooperative system is a viable option for a practical systems where

the number of available resource blocks is constrained.

Continuing with the analysis of the ET and EE, it is now considered that the system is limited to

Nrb = 1 and there is more that one destination node to be served. The target rate of the system

is set to 16 bits/s, the number of transmit antennas isNt = 20 and a variable number of relays,

Nc, per destination node is considered. From Figure 4.9 and comparing Cases 7-9, it is possible

to notice the contribution of the relays to the total power consumption. Different from Case 9,

where only one relay is assisting each destination node, theincrement in the overhead power

consumption is more evident in Case 7 where each destinationnode is assisted by 7 relays.

Recall from Section 4.3.1, that this overhead is result of the power consumed for decoding,

re-encoding and forwarding the symbol at the relays. From this plot, it can also be noted that
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the system requires less power to reach the target throughput when the number of beams is

increased and not the modulation order.
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Figure 4.9: Packet throughput of a virtual MIMO system withNt = 20, Nrb = 1 and a target
rate of 16 bits/s, whereNc andNd are the number of relays and destination nodes, respectively,
andM denotes the modulation order.
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Figure 4.10: Energy efficiency of a virtual MIMO system withNt = 20, Nrb = 1 and a target
rate of 16 bits/s, whereNc andNd are the number of relays and destination nodes, respectively,
andM denotes the modulation order.

Finally, Figure 4.10 compares the EE performance when more that one destination node is

served by the BS. As can be seen, when the number of relays per destination node goes from

Nc = 1 to Nc = 7 (Case 7 and 9) withM = 4, the EE achieves a maximum value of 0.28

and 0.27 (measured in bits/J), respectively. This reduction in the EE is result of the increase of

total power consumption (see Figure 4.9). Further, as shownin Figure 4.10, whenM = 16 the
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maximum EE achievable is 0.15 bits/J. Thus, for a fixed throughput the EE diminishes when

the modulation order increases.

4.4.2 Imperfect Channel State Information

In this subsection, the impact of the imperfect channel estimation in the performance of the

network is investigated. In order to simulate a system with imperfect CSI at the transmitter,

the channel was modelled by using equation (4.2). The analysis is particularly focused on

the energy efficiency and the trade-off between power consumption, throughput and channel

estimation error. Figure 4.11 presents the throughput achieved by the virtual MIMO system

whenNr = 4 (Nd = 1,Nc = 3) and a4-QAM modulation order is used per antenna. As can be
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Figure 4.11: Packet throughput of a virtual MIMO system withNt = 20,Nd = 1,Nc = 3 and
a target rate of 8 bits/s when equal transmit power is used perantenna.

seen, as the number of transmit antennas increases fromNt = 20 to 30 and50, the performance

gap between the system with perfect CSI and imperfect CSI measured at 4 bits/s is reduced from

0.5 J to 0.25 and 0.10 J, respectively. From this plot, it can also be pointed out that, even though

no power allocation scheme was employed, the degrees of freedom provided by increasing the

number of transmit antennas mitigated the effects of the imperfect CSI. Moreover, the system’s

performance in terms of energy efficiency is presented in Figure 4.12. As pointed out in the

previous subsection, as the number of antennas increases sodoes the total power consumption,

nevertheless the improvement in terms of throughput is considerable. This means that the

system withNt = 50 transmit antennas has the best performance in terms of energy efficiency.

Moreover, it can be seen that the performance gap for the maximum achievable EE value, when
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both perfect and imperfect CSI are considered, reduces as the number of transmit antennas

increases as a result of the trade-off between throughput and power consumption imposed by

the system.
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Figure 4.12: Energy efficiency of a virtual MIMO system withNt = 20, Nd = 1, Nc = 3 and
a target rate of 8 bits/s when equal transmit power is used perantenna.

4.4.3 Power Allocation

As it was mentioned, the transmit power of large antenna MIMOsystems increases linearly

with the number of transmit antennas. Thus, power control schemes can be used to adapt the

transmit power of the base station in order to increase the capacity and reduce the total power

consumption. In this subsection, the system’s performancein terms of energy efficiency and

throughput, when the power allocation scheme described in Section 4.3.4 is employed, is evalu-

ated. For illustrative purposes, the power coefficientsPd,k obtained by using equation (4.22) for

a virtual MIMO system equipped withNt = 4 transmit antennas are given by{0.5958, 0.6509,
0.3806, 0.2768}. Thus, instead of assuming a equal power level for transmission, the power

allocation algorithm uses the coefficients that improve thesystem’s throughput.

Continuing with the analysis and similar to the previous section, the virtual MIMO system is

assumed to be equipped withNr = 4 (Nd = 1,Nc = 3) receivers and4-QAM modulation. As

can be seen from Figure 4.13, the larger the number of transmit antennas, the lower is the power

consumption required to achieve the target packet throughput, this result is mainly associated

with the fact that the precoding matrix possesses more degrees of freedom for large antenna

MIMO systems. From this plot, it can also be pointed out that compared with the case where
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Figure 4.13: Packet throughput of a virtual MIMO system withNt = 20, Nd = 1 and a target
rate of 8 bits/s when the power allocation algorithm described by equation (4.22) is used.

the maximum transmit power is used per antenna, when the power allocation algorithm is used,

it is possible not only to reduce the total power consumptionof the system but also to use

the transmit power in an efficient way. This provides higher gains to the links that are more

affected by the Rayleigh fading. In particular, the gap between the systems with and without

the power allocation algorithm at target packet throughputof 4 bits/s andNt = 20, 30 and50

are 1.57, 0.92 and 0.52 J, respectively. Notice that the performance gap reduces as the number

of transmit antennas increases, this can be explained by considering that with a relatively low

number of transmit antennas the opportunity for improvement is considerable, while very large

MIMO systems mainly take advantage on the fact that the effects of fading, imperfect CSI and

interference vanish as the number of transmit antennas grows [139].

Considering the performance in terms of packet throughput,Figure 4.14 compares the energy

efficiency performance of the virtual MIMO system when powerallocation is implemented.

From this plot is evident that not only the larger the number of transmit antennas the better

the performance that can be achieved but also that the maximum performance gap between the

EE values decreases as the number of transmit antennas increases, going from0.014 to 0.009

and0.007 whenNt = 20, 30, 50, respectively. These results are clearly associated with those

shown in Figure 4.13 were the power required to carried out the transmission and cooperation

can lower when a power allocation algorithm is used comparedto the case where a maximum

transmit power per antenna is employed for transmission.
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Figure 4.14: Energy efficiency of a virtual MIMO system withNt = 20, Nd = 1 and a target
rate of 8 bits/s when the power allocation algorithm described by equation (4.22) is used.

4.5 Summary

In this chapter, a cooperative virtual MU-MIMO system that uses a multi-antenna transmitter

and implements BICM transmission and DF cooperation among closely spaced single-antenna

receivers was presented. Large multi-antenna systems provide an effective way to enhance

the spectral efficiency of wireless networks at the expense of linearly increasing circuit power

consumption due to the use of multiple radio frequency chains. In this chapter, the energy

efficiency and the effective throughput of this wireless cooperative system were analysed. In

order to provide a common framework, a power consumption model that considers not only

the transmit and circuit power consumed at the transmitter but also that takes into account the

overhead power consumption incurred by the wireless cooperation was introduced. Then, the

throughput and energy efficiency of the cooperative system with both perfect and imperfect

channel state information were evaluated.

When perfect channel estate information is considered, it was shown that the best performance

in terms of throughput and energy efficiency is obtained whenthe number of available resource

blocks for transmission is not restricted. Nevertheless, when a practical system was considered,

i.e., the number of resource blocks is constrained, virtualMIMO showed to be an enabler for

future wireless communication systems. It can be highlighted that when the target throughput

of the system was fixed, the maximum energy efficiency value achieved forM = 4 was 0.2

bits/J. Meanwhile whenM = 16 was employed, the maximum EE obtained was 0.15 bits/J.
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This gap was result of the increase of the total power consumption required to meet the target

rate with different modulation orders, going from 60 to 110 J.

Moreover, simulation results showed that the larger the number of transmit antennas, the lower

the impact of the imperfect CSI on the throughput and energy efficiency of the system, where

a performance gap between the system with perfect CSI and imperfect CSI measured at 4

bits/s was reduced from 0.5 J to 0.25 and 0.10 J, whenNt = 20, 30 and 50, respectively.

Finally, when a power allocation algorithm was considered,the gap between the systems with

and without power allocation at 4 bits/s andNt = 20, 30 and50 was 1.57, 1.02 and 0.52 J,

respectively. Thus, it was pointed out that the performancegap in terms of throughput reduces

as the number of transmit antennas increases. Meanwhile, the maximum EE value was obtained

for Nt = 50, the maximum number of transmit antennas considered in thisanalysis.

In the next chapter, the energy efficiency of a self-backhauling system is evaluated and sleeping

strategies are used to improve the energy efficiency of cellular systems with inhomogeneous

distribution of the users.
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Chapter 5
Energy Efficient Inhomogeneous

Cellular Networks

In this chapter, a wireless self-backhauling heterogeneous network is considered. Each micro

base station is assumed to be equipped with large multi-antenna transmitter to perform back-

haul and access operations using mm-wave frequencies. Furthermore, a decode-and-forward

(DF) cooperation algorithm is employed to provide a cost-effective and reliable backhaul links

between micro BSs.

An energy efficient base station deployment and operation byusing the heuristic greedy algo-

rithm are presented. Due to the inhomogeneity of the traffic load in 5G heterogeneous networks,

first, the users are assumed to be inhomogeneously distributed in space with the average num-

ber of users varying over time. Later, a fixed average number of users is assumed to be served

by each base station while their distribution in space is modelled by a Thomas Cluster Process.

Numerical results show that by using the greedy algorithm for base station deployment, the

average number of micro base stations required to support the traffic load at peak-time can

be reduced. On the other hand, highly clustered networks exhibit a smaller average serving

distance and thus a better probability of coverage. Hence, the greedy algorithm provides a

higher throughput than the load-based and random algorithms by considering the limitations in

frequency resources for backhauling while switching-off base stations.

The remainder of this chapter is organised as follows. Section 5.1 presents the background, mo-

tivation and problem definition of this chapter. The greedy algorithm, that is used throughout

the chapter, is introduced in Section 5.2. An efficient base station deployment for heteroge-

neous networks is presented in Section 5.3. A description ofthe sleeping strategies and their

corresponding performance analysis in terms of coverage and energy efficiency are presented

in Section 5.4. Simulation results for the base station deployment and sleeping strategies are

shown in Section 5.5. Finally, Section 5.6 concludes the chapter.
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5.1 Introduction

Heterogeneous networks (HetNets) have been considered as apromising system architecture to

meet the exponentially increasing demand for wireless datatraffic [71, 140–142]. In HetNets,

the macro-cell BSs control the user scheduling, resource allocation and support high-mobility

users, while micro BSs, with a smaller coverage area, provide high data rates for low-mobility

users. In this scenario, not only can a better frequency reuse can be achieved, but also the energy

efficiency (EE) of the network can be improved due to reduced path loss in small cells [143].

Due to the large traffic load that is passed into the core network, one of the major impediments to

deploying of HetNets is access to cost-effective, reliableand scalable backhaul networks [144].

Since the traditional optical fibre backhaul is not always available due to high deployment costs,

the use of millimetre-wave (mm-wave) bands has been proposed to enable broadband radio and

backhauling in future wireless networks [145]. The advantages of mm-wave backhaul include

overcoming geographical constraints, the availability oflarge bandwidth, easy deployment of

multi-antenna transmission and typical line-of-sight (LoS) propagation characteristics that help

to control co-channel interference [140,144,145]. Nevertheless, in order to compensate for the

high path loss large array and beamforming gains are required [144]. Since relaying allows the

system to reduce signal degradation due to path loss by shortening the distance between trans-

mitter and receiver, cooperative systems can be used to relay the backhaul data from the micro

BSs to the aggregation points, which are BSs with wired backhaul. A well-researched method to

model HetNets is the assumption of independent homogeneousPoisson point processes (PPP)

to determine both users’ and base stations’ locations. Despite the analytical tractability this

approach lacks accuracy to model future 5G HetNets, since the micro BSs are to be deployed

in locations where the users are more likely to appear, so theUEs will be clustered towards the

BS, rather than being uniformly distributed [146, 147]. Furthermore, the frequent assumption

of unlimited capacity for backhauling is unrealistic. Among the targets of the 5G mobile and

wireless communications systems is to handle the inhomogeneous distribution of increasing

traffic demand over time and space in a efficient manner [146].

In order to capture the dynamics of 5G HetNets, the spatial distribution of the users within the

area of interest (see Figure 5.1) can be viewed as an additional degree of freedom to the wire-

less network. These networks are frequently referred to as heterogeneous HetNets (HetHetNets)

since they exhibit heterogeneity in both infrastructure and user distribution [148]. The user dis-

tribution is a critical parameter that will determine the network performance in wireless cellular
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Figure 5.1: Comparison of the (a) homogeneous PPP and (b) clustered distribution of the users
within a 1000m ×1000m area of interest, where the triangles and dots represent the BSs’ and
UEs’ locations, respectively.

networks. There are two key performance metrics that are affected by the user distribution: (1)

the load of the BSs which is determined by the clustering properties of the user distribution, and

(2) the spectral efficiency of the UEs which is a function of signal-to-interference-plus-noise

ratio (SINR) and the bandwidth [141,147].

5.1.1 Related Work

In [149], the authors study the spatial traffic heterogeneity of outdoor users in dense areas

of a urban scenario via a second-order statistic: the Coefficient of Variation (CoV) of two

spatial metrics of the resulting point process, the Voronoicell areas and the Delaunay cell edge

lengths. The results show that the topology of the buildingsin a urban environment imposes a

significant degree of heterogeneity on the spatial distribution of the wireless traffic. In [150],

a tractable method of sampling UEs by conditionally thinning the BS point process shows that

the resulting framework can be used as a generative model to study current capacity-centric

deployments, where the UEs are more likely to lie closer to the BSs. Moreover, in [151], closed-

form analytical models for signal-to-interference-ratio(SIR) and coverage in cellular networks

with heterogeneous traffic are presented when macro-BSs with omnidirectional antennas are

considered.
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An adjustable spatial traffic model for HetHetNets with limited backhaul connection capacity

is introduced in [141]. It is shown that user-in-the-loop (UIL) schemes, whereby the BS load

and backhaul connections are taken into account, improve the mean user rate and the coverage

probabilities in future 5G networks. Nevertheless, all thebackhaul connections are assumed

to be wired. Meanwhile, the authors in [148] introduce a spatial traffic modelling approach

with adjustable statistical properties capturing the severity of the network heterogeneity by

using the coefficient of variation and the correlation coefficient between the spatial UE and

BS distributions. In [147], an analysis of the downlink coverage probability is presented. The

results are specialized to a particular case of a Thomas cluster process demonstrating that the

coverage probability decreases when the variance of the user location distribution increases,

ultimately collapsing to the result for the PPP user distribution. In [152], the authors provide

a formal analysis of the downlink coverage probability in terms of a general density function

describing the locations of users around the BSs. The derived results are specialized for two

cases of interest: the Thomas cluster process and the Matérn cluster process.

Furthermore, in [153], the authors proposed a greedy algorithm that finds the set of micro BSs

locations that maximizes the EE of the network while satisfying the capacity demand, though,

multiple antenna transmission is not considered in this approach. In order to minimize the

total energy consumption of a HetNet, in [154], the authors decompose the optimization into a

deployment problem at peak-time and an operation problem atoff-peak time. In other words,

the network was designed to satisfy the quality-of-serviceof a target traffic load and optimized

to operate when the traffic load falls below this threshold. For the deployment optimization,

they proposed a constant-factor approximation greedy algorithm, while the dynamic operation

problem uses a Lagrangian relaxation solution. In [155], the authors analysed the EE and its

relationship with the densities of macro and micro BSs in a HetNet. In particular, they used a

stochastic geometry based model to derive the EE and area power consumption. Meanwhile, the

area spectral efficiency (ASE) aspect of micro BS deploymentis studied in [156]. Furthermore,

aiming to save energy depending on the traffic profile of the cell, switching-off algorithms for

macro and micro BSs during off-peak times are investigated in [143] and [156].

5.1.2 Problem Definition

The following sections are aimed to improve the energy efficiency performance for the self-

backhauling heterogeneous network. Without loss of generality, the optimization problem for
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the EE can be formulated as follows

min
||r||,P

∑

b∈B
ηEE(b)

subject to Pse ≤ Pcons

fwRbh ≥ Rfh(1− fw) (5.1)

whereηEE(b) is the sum EE value that can be achieved by the set of BSs,B, the transmit

power is denoted byP , ||r|| is the serving distance andPse is the power consumption of the

network once some BSs have been switched-off. Iffw represents the fraction of resources used

for backhauling, an in-band solution is only feasible iffwRbh ≥ Rfh(1 − fw), whereRfh

denotes the sum data rate of the access links andRbh is the sum data rate of the backhaul links

supporting the network.

There are many reasons why equation (5.1) may be difficult to solve in an optimal fashion.

The most important might be: (a) conflicting interests between energy efficiency, throughput

and power consumption; (b) non-negligible inter-channel interference; (c) the performance re-

gion can be non-convex [142, 157] and (d) the computational complexity of the combinatorial

problem grows exponentially with the number of base stations within the network [154].

The contribution of this chapter can be summarised as follows:

(a) A heuristic greedy algorithm for energy-efficient BS deployment and dynamic BS oper-

ation is proposed.

(b) A tunable model that can cover a wide range of scenarios from a homogeneous PPP to

highly heterogeneous clustered wireless networks is presented. AThomas cluster process

is employed to generate the clustered UEs.

(c) An analysis of the probability of coverage and throughput is provided for a wireless self-

backhaul system with constrained frequency resources.

(d) An energy saving assessment is performed by using random, load-based and greedy

sleeping policies.

In the following, the principles of the greedy algorithm areintroduced in Section 5.2 and the

optimization problem in (5.1) is analysed from two different perspectives.
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5.2 Greedy Algorithm

Recently, the study of combinatorial problems with submodular objective functions has at-

tracted great attention, since many optimization problemscan be represented as constrained

variants of submodular maximization [158]. In general, thetechniques used to compute approx-

imate solutions to submodular maximization problems can bedivided into two main categories.

The first approach is combinatorial in nature, and is mostly based on local search techniques

and greedy rules. In this approach the solutions are usuallytailored for specific structures mak-

ing extensions quite difficult. On the other hand, the secondapproach is composed of two steps.

In the first step, a fractional solution is found for a relaxation of the problem. In the second step,

the fractional solution is rounded to obtain an integral onewhile incurring only a small loss in

the objective. Two issues arise when using this approach. First, since the objective function is

not linear, it is not clear how to formulate a relaxation which can be approximated efficiently.

Second, given a fractional solution, a rounding procedure that outputs an integral solution with-

out losing too much in the objective function is required. Inthis work, the greedy approach is

used to approximate the optimization problem presented in (5.1).

A greedy algorithm is a mathematical process that looks for simple, easy-to-implement solu-

tions to complex, multi-step problems by making the choice that at each step provides the most

obvious benefit [159]. These algorithms are called greedy because even though the optimal

solution to each smaller instance will provide an immediateoutput, the algorithm does not con-

sider the larger problem as a whole, i.e., it makes a locally optimal choice in the hope that this

choice will lead overall to a globally optimal solution. Once a decision has been made, it is

never reconsidered.

Greedy algorithms work by recursively constructing a set ofobjects from the smallest possible

constituent parts. Amongst the advantages of using a greedyalgorithm, it is possible to high-

light the fact that solutions to smaller instances of the problem can be straightforward and easy

to understand. The disadvantage is that a series of local optimal solutions may not lead to the

global optimal solution. Nevertheless, the greedy algorithm guarantees a reasonably good ap-

proximation to the optimal solution if the functionf is submodular. Assuming thatf(∅) = 0,

i.e., the empty set carries no value, then the submodularityproperty has two equivalent defini-

tions described as follows [160]

Definition 5.1 (Submodularity). Let X be a finite set, commonly called the ground set. A

functionf : 2X → R that assigns each subsetS ⊆ X a valuef(S) is called submodular if for
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all subsetsS ⊆ T ⊆ X and allx ∈ X \ T ,

f(S ∪ {x}) − f(S) ≥ f(T ∪ {x}) − f(T ). (5.2)

In other words, iff measures the”benefit” , then the marginal benefit of addingx to S is at

least as high as the marginal benefit of adding it toT . SinceS ⊂ T andx are all arbitrary,

then, addingx to a bigger set cannot provide a betterbenefitthan adding it to a smaller set.

Equivalently,

Proposition 5.1. f is a submodular function if and only if for allS, T ⊂ X, it holds that

f(S ∩ T ) + f(S ∪ T ) ≤ f(S) + f(T ). (5.3)

Therefore, submodular set functions exhibit a natural diminishing returns property [160]. A

property of submodular functions is that the non-negative linear combination of submodular

functions is also a submodular function. In other words, iff1, . . . , fk are submodular on the

same setX, andα1, . . . , αk, with αk ∈ R
+, thenα1f1 + · · · + αkfk is also a submodular

function onX [160,161].

Another property that is required on a submodular function is monotonicity. In other words, the

more elements in the ground set, the larger the value underf . Thus,f is a monotonic function

if for everyS ⊆ T thenf(S) ≤ f(T ). A useful property of functions that are both submodular

and monotonic is that the truncation of such a function is also submodular and monotonic. In

other words, the functionmin(f(S), c) is still a submodular iff is submodular and monotonic

andc ∈ R is a constant.

Definition 5.2. Let f be a monotonic, submodular, non-negative function onX. The greedy

algorithm, which starts withS as the empty set and at every step selects an elementx which

maximizes the marginal benefitf(S ∪{x})− f(S), provides as an output a setS that achieves

a (1− 1/e1)-approximation of the optimum.

The proof of Definition 5.2 can be found in [160,162]. In the following, some common exam-

ples of submodular functions are illustrated [163].

• Coverage in set. LetT1, T2, . . . , Tn be subsets of a finite setT . If S = [n] = {1, 2, ..., n}
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is the ground set, then the coverage functionf : 2S → R+ defined asf(A) = | ∪i∈A Ti|
is submodular, non-negative and monotonic.

T1

T2

T3

T4

T5

T6
T7

T8

Figure 5.2: Coverage in set system.

• Combinatorial optimization problems. Let S be a finite set withn elements and2S its

power set of cardinality2n. If f : 2S → R, thenminA⊂S f(A) is submodular.

• Entropy and Mutual information. Let X1,X2, . . . ,Xn be random variables, andS =

{1, 2, ..., n}. If XA = {Xi|i ∈ A} is the set of random variables with indices inA and

A ⊆ S. Thenf(A) = H(XA), whereH(·) is the entropy function, is submodular, non-

negative and monotonic. Additionally,f(A) = I(XA;XS|A), whereI(·; ·) is the mutual

information of two random variables, is also submodular.

5.3 Base Station Deployment

In this section, an energy-efficient BS deployment algorithm considering that the users follow

an inhomogeneous distribution in space and time is presented. Moreover, an energy-efficient

dynamic operation for the additional micro BSs during the off-peak traffic load periods is dis-

cussed.

5.3.1 System Model

Consider the downlink of a heterogeneous cellular network where a set of macro and micro base

stations,Bφ = BM ∪ B, are assumed to transmit at the powerPM andPa, respectively (see

Figure 5.3). Throughout the chapter, the subscriptM is used to denote a macro base station.

Moreover, the UEs are associated with the BS that provides the highest signal strength at the

location of the user.
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Figure 5.3: Millimetre-wave MIMO based wireless backhaul for 5G.

In this section, it is assumed that aNt-antenna micro BS communicates with aNr-antenna

micro BS viaNs data streams, whereNs ≤ Nt andNs ≤ Nr. Moreover, aNt ×Ns precoder

F is applied at the transmitting BS, with‖ F ‖2F= Ns. At the destination, a combiner is used

to process the received signal which results in

y =
√
PiW

HHFs+WH(n+ In), (5.4)

wherePi denotes the average transmit power withi ∈ {a,M}, H is theNr×Nt channel matrix,

s is theNs × 1 vector of transmitted symbols such thatE
[
ssH

]
= 1

Ns
INs , n ∼ CN (0, Ir)

is the Gaussian noise corrupting the received signal, andIn the corresponding interference.

Moreover,W is theNr × Ns combining matrix. Since mm-wave channels are expected to

have limited scattering [164], in this section, a geometricchannel model withNl scatterers

is adopted, where each scatterer is further assumed to contribute a single propagation path

between the BSs. Under this assumption, the channelH can be expressed as [165]

H =

√
NtNr

PL(x)

Nl∑

l=1

ψ1,lar(φ
r
1,l)a

H
t (φt1,l), (5.5)

wherePL(x) = Pihl|x|−α denotes the path-loss between the BSs at distancex and path

loss exponentα, andψ1,l is the complex Rayleigh distributed gain of thel-th path such that

E
[
|ψ1,l|2

]
= 1. The angles of departure or arrival (AoDs/AoAs) are denotedby φt1,l and

φr1,l. For simplicity, it is assumed that scattering only occurs in azimuth and, thus, the BSs

only implement 2D beamforming. Additionally, uniform linear arrays (ULAs) are used for the

antenna response vectors,ar(φ
r
1,l) andat(φt1,l). Thus,at(φt1,l) can be written as
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at(φ
t
1,l) =

1

Nt

[
1, ej(2π/λw)d sin(φt

1,l), . . . , ej(Nt−1)(2π/λw)d sin(φt
1,l)
]
, (5.6)

whereλw is the signal wavelength, andd is the distance between antenna elements. The array

response vectors at the receiver,ar(φ
r
1,l), can be written in a similar fashion.

5.3.2 Performance Metrics

In this subsection, the metrics used to evaluate the performance of the base station deployment

algorithm are presented.

5.3.2.1 Achievable Rate

There are several factors that support interference management in a mm-wave Massive MIMO

implementation ranging from limited range, narrow beamwidths and high spatial selectivity to

the use of the large number of degrees of freedom to facilitate subspace-based and interference

alignment methods [166]. For mm-wave MIMO systems the efficient design of the precoders

and combiners maximizes the sum-rate of the system. Thus, the achievable rate per base station

can be written as follows [165]

Rk = log2

(
det

∣∣∣∣Ir +
Pi

Ns
R−1WHHFFHHHW

∣∣∣∣
)
, (5.7)

where the noise covariance matrix after combining,R, is given by

R = E
{
(WH(n+ In))(W

H (n+ In))
T
}
− E

{
WH(n+ In)

}
E
{
WH(n+ In)

}T

E
{
WHW∗ +WHInIn

TW∗}− E
{
WHIn

}
E
{
In

TW∗}T (5.8)

5.3.2.2 Power Consumption Model

The total energy consumption of the HetNet can be consideredas the sum of the power con-

sumed during access and backhauling operations. The total power consumed by a conventional

BS during access includes the power consumed by the RF power amplifier (PA), analogue fil-

ters, as well as the power consumed by the baseband and digital signal processing. If a macro

BS is considered, a fixed power consumption required for site-cooling should also be taken into
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account. Meanwhile, the power consumption for backhaulingincludes the power consumed

during the transmission to the core network and the power required to carry out the wireless

cooperation. Thus, the power consumption of the network canbe computed as follows

Pcons =

(
1

δ
PM + P0

)
+

|B|∑

k=1

(
1

δ
(fa,kPa + fb,kPb) + Pcr + Ppr + fw,kPw

)
fid,k, (5.9)

whereδ denotes the efficiency of the PA andPa andPb are the power consumption values

for access and backhaul, respectively.Pcr is the power required to run the circuit components

(including filters, converters and mixers),Ppr denotes the power for signal processing andP0

is a constant accounting for the fixed power consumption required for control signalling and

site-cooling when a macro BS is considered. Moreover,fa,k, fb,k, andfid,k are equal to one

when the dynamic modesfronthaul-backhaul(fh-bh), relay or idle of the k-th BS are active

(refer to Section 5.3.4 for further information) and zero where they are not, respectively. The

notation x̄ is used for the NOT Boolean operator. Additionally,fw,k is used to indicate the

presence (fw,k = 1) or absence (fw,k = 0) of a wired connection to the core of the network and

Pw is the corresponding power consumed.

5.3.2.3 Energy Efficiency

Energy efficiency metrics play a vital role in the comprehensive assessment of the energy per-

formance of wireless communication systems providing detailed information on the energy

consumption of the entire network [167]. It also provides a general framework for the quan-

tification of energy consumption reduction achieved when dynamic operation algorithms are

employed. In this section, the classical and widely-used Bit-per-Joule measurement is used to

evaluate energy efficiency and defined as

EE =
Data Rate

Power Consumption
=

∑
b∈Bφ

Rk

Pcons
[bits/J]. (5.10)

5.3.3 Energy-Efficient BS Deployment Algorithm

Finding an optimal deployment of micro BSs which can supportthe peak-time wireless traffic in

a cost-effective way can be an extremely complex optimization problem, due to the conflicting
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interests in terms of throughput and power consumption, andcomputational complexity. A sub-

optimal but practical approach is to choose a setBc of candidate locations and select a subset

of these to deploy the additional small cells such that the EEof the network is optimized.

Algorithm 2 Base Station Deployment Algorithm
1: Initialize B = ∅
2: SetηEE(Bφ) = ηEE(BM )
3: while fwRbh < Rmax

fh (1− fw) do
4: b = argmaxb∈Bc

∑
b∈Bφ

(CEE(Bφ ∪ b)− CEE(Bφ))
5: B ← B ∪ b
6: Bc ← Bc\b
7: end while

The heuristic greedy algorithm described in Section 5.2 is employed to select in each step the

micro BS that maximizes a weighted cost function,CEE(Bφ) = ηEE(Bφ) − wbcb(Bφ). This

function takes into account the EE of the system and penalizes the additional network cost,

wbcb(Bφ), for deploying and operating the BSs, with0 < wb ≤ 1 as the normalized cost for

deploying a micro BS at an specific location andcb a proportional cost for operating the BS.

Moreover, it is assumed the existence of a macro BS located atthe geographical centre of the

area of interest, that provides scheduling and resource allocation for the micro BS and support

to high-mobility users. The BS deployment algorithm is described in Algorithm 2.

meters
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Figure 5.4: Cost associated for deploying micro BSs at each candidate locationc©Google Maps,
where the triangle denotes the macro BS’ location and light grey and black dots show the
locations with the lower and higher cost for deployment, respectively.
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In Algorithm 2,Bc represents the set of micro BS candidates. If some locationsare not available

for deployment due to the local terrain, higher weights,wb, are assigned to these locations. In

this work, the area of interest is divided into an equally distributed grid, where each location

has a cost associated with the suitability for BS deployment. An example of this scenario is

shown in Figure 5.4, where the feasible locations for the macro and micro BS are denoted by a

triangle and circles, respectively. The grey scale code indicates the cost for deploying a BS at

each candidate location, where the light grey and black dotsshow the locations with the lowest

and highest cost for deployment, respectively.

CEE(Bθ ∪ b)− CEE(Bθ)
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Figure 5.5: Submodularity test of the cost functionCEE(Bφ), where the red line,CEE(Bφ ∪
b)−CEE(Bφ) = CEE(B

′

φ ∪ b)−CEE(B
′

φ), indicates the regions where the incremental value
of the function increases (right) or decreases (left) as thesize of the input set increases.

From Section 5.2, it is known that the greedy algorithm guarantees an optimal solution if i)

CEE(∅) = 0, ii) CEE(Bφ) is a non-decreasing function, and iii)CEE(Bφ) is submodular.

Even though the EE function violates condition ii), in [154]and [153], it was shown that under

a fixed area and bandwidth the SE satisfies the three properties. Figure 5.5 shows that the

proposed algorithm achieves submodularity, i.e., the difference in the incremental value of the

function that a single element makes when added to an input set decreases as the size of the

input set increases for most of the locations (> 81%).

5.3.4 Traffic-Aware Dynamic BS Operation

Even when a base station experiences little to no activity, they may consume more than the 50%

of their peak energy [168]. Considering that the traffic of the network is less than the 20% of
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the peak-time traffic for 50% of the time, then, the BSs deployed to satisfy the requirements of

the network are under-utilized most of the time [168,169]. In order to obtain energy savings, a

coordinated dynamic operation approach that allows the network to switch-off BSs and transfer

their user load to different cells during periods of low utilization could be considered. Further-

more, cooperative techniques have been identified as an attractive approach to improve the EE

of cellular networks [170, 171]. From the backhauling perspective, allowing some micro BSs

to relay their traffic to the core of the network not only reduces the cost for operation but also

ensures that shutting down micro BSs does not leave coverageholes. For this aim, it is assumed

that the daily traffic profile for each type of BS follows the pattern shown in Figure 5.6, which

is based on [168]. Once the network has been deployed to meet the requirements of the traffic

at peak-time, a dynamic BS operation is considered to reducethe total energy consumption.
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Figure 5.6: Normalized traffic load of small and macro cells regarding the time of the day.

During the dynamic or load-aware operation of the micro BSs,it is assumed that each of them

can adopt one of the following modes:

• Full operation (full): where the BS not only performs access and backhaul operations

but also has a wired connection that allows it to forward the data traffic to the core of the

network;

• Access/Fronthaul and Backhaul(fh-bh): the BS performs wireless backhauling and ac-

cess;

• Relay: The BS only relays the data traffic from other micro BSs;
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• Switched-off(idle): the BS is switched-off to save energy.

Moreover, it is assumed that the number of micro BSs providedwith a wired connection to the

core of the network depends on the density factor,ηop = |Bop|/|Bθ| with Bθ = Bop ∪ Bw,

whereBop andBw are, respectively, the sets of BSs with optical fibre and wireless backhaul

connection. Then, the energy optimization problem can be written as

max
ηop,Bθ

Pcons,

subject to fwRbh ≥ Rt
fh(1− fw). (5.11)

Most combinatorial optimization problems, as the one described by equation (5.11), are NP-

hard to solve optimally [172]. Since they cannot be solved inpolynomial time unlessP = NP ,

a natural approach to cope with this intractability is to usean approximation algorithm. In this

section, a heuristic greedy algorithm is employed in Algorithm 3 to solve the optimization

problem.

Algorithm 3 Dynamic base station operation
1: OrderBc = (Bop ∪ Bw)\BM according the traffic load
2: SetBd = BM
3: SetQ = {full, fh− bh, relay, idle} as set of the operational mode for a BS
4: while fwRbh < Rt

fh(1− fw) do

5: b = argmaxQ,Bd(b)

∑
Bd

∑
Rk(Q)

Pcons(Q)

6: Bd ← Bd ∪ b(Q)
7: Bc ← Bc\b(Q)

8: end while

In Algorithm 3, two assumptions are made: additional optical fibre connections are not allowed

andRt
fh ≤ Rmax

fh . Moreover, the total power consumptionPcons(Q) depends on the operation

mode adopted by the BSs. In equation (5.9), some flags are usedto indicate the energy con-

sumption for each operational mode. Thus, if the micro BS is switched-off,fid,k is set to one.

Otherwise,fa,k andfb,h are activated according to the operation mode. Notice that in (5.9), the

power consumption for signal processing and running the circuit are always considered when

the BS remains active. Since the aim of Algorithm 3 is to maximize theEE =
∑

Rk(Q)
Pcons(Q) perfor-

mance of the system, Section 5.5 presents the numerical results obtained by using Algorithms

2 and 3 for base station deployment and dynamic operation, respectively.

In the next section, the associated trade-offs of an energy-efficient self-backhauling heteroge-
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neous network with inhomogeneous distribution of the usersare investigated.

5.4 Sleeping Strategies for Inhomogeneous Cellular Network

A well-researched method to model HetNets is the assumptionof independent homogeneous

Poisson point processes to model the locations of both usersand base stations. Despite the

analytical tractability this approach lacks accuracy to model future 5G wireless networks, since

base stations are usually deployed in locations where the users are more likely to appear, so the

UEs will be clustered towards the BS, rather than being uniformly distributed. In this section,

the associated trade-offs for the downlink of an energy-efficient self-backhauling heterogeneous

network with inhomogeneous user distribution are analysedthrough the employment of sleep-

ing strategies. Three different policies for switching-off base stations are considered: random,

load-based and greedy algorithms. Moreover, the probability of coverage for the random and

load-based sleeping policies and study of the performance of the heuristic greedy algorithm are

presented.

5.4.1 System Model

Consider a heterogeneous cellular network where a set of micro BSs,B, are assumed to transmit

at the same powerP . The locations of the BSs are modelled by an independent homogeneous

PPP,Φ(BS)
1 , of densityλ1 > 0. A fractionω of the BSs, called anchored BS (A-BS) henceforth,

have a wired connection to the core of the network while the rest backhaul wirelessly to A-BSs;

this results in single-hop and two-hop links to the users associated with the A-BSs and BSs,

respectively (see Figure 5.7) [173]. Thus, a Bernoulli random variable with probabilityω is

used to assign a wired backhaul (or not) to each BS. Unlike prior works which were mainly

focused on the backhaul performance analysis when the UEs are uniformly distributed, in this

section, the analysis is focused on scenarios with a non-homogeneous user distribution.

As mentioned in [141], while the homogeneous PPP assumptionfor the UE distribution is not

practical, highly clustered distributions with no UEs in-between are also unlikely in practice.

Thus, a tunable model that covers a wide range of scenarios from a highly homogeneous PPP

to a highly heterogeneous clustered case is considered in this section. As a result, users can be

divided into two main categories: (a) users that are correlated with the BSs or points of interest

and (b) users that are not correlated with the points of interest, i.e., the distribution of these
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Figure 5.7: Diagram of the HetHetNet wireless network considered.

users is independent from the location of the BSs.

In particular, the distribution of UEs can be considered as the superposition of two independent

distributions. The first one is a homogeneous PPP with density pλ(UE) and the second one is a

cluster process with total density of(1− p)λ(UE) [141]. Thus, in a network withp = 0, all the

users locations are correlated with the points of interest,and the resulting network is a clustered

point process. On the contrary, a PPP generated withp = 1 models a uniform user distribution

in space. Any other value of0 < p < 1 results in the superposition of a homogeneous PPP and

a Thomas cluster process (see Figure 5.8).

When the users are correlated (p = 0) with a given BS located atxi ∈ R
2, then, the users

are assumed to be symmetrically, independently, and identically distributed (i.i.d.) around

xi ∈ Φ
(BS)
1 . Thus, aPoisson cluster processdenoted byΦu

1 is formed by the union of all

such locations of users. In other words, the points ofΦ
(BS)
1 serve as cluster centres forΦu

1 .

Moreover, it is assumed that the user locationz ∈ R
2 with respect to its cluster centre,xi,

follows a probability density function (PDF)f(z). Following [147], the PPΦu
1 is modelled

as a Thomas cluster process, where the cluster members (or UEs) are scattered according to a

symmetric normal distribution with varianceσ2 around the BS. Thus, [15]

f(z) =
1√
2πσ2

exp

(− ‖ z ‖2
2σ2

)
, z ∈ R

2. (5.12)

Without loss of generality and according to the independence property of the PPPs, which

suggests that conditioning the process on a randomly chosenpoint of the cluster does not change
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Figure 5.8: Various UE distributions in a1000m ×1000m network with different clustering
properties: (a)p = 0, (b) p = 0.20, (c) p = 0.40, (d) p = 0.60, (e)p = 0.80 and (f)p = 1.00.
Starting from a pure Thomas cluster process until a homogeneous PPP. The number of BSs is
10 and the cluster variance is100m. Black triangles denote the BSs and small blue dots denote
the UEs.

its distribution, the downlink analysis is performed at a typical user ofΦu
1 [15]. Since the PPPs

are stationary processes, then the origin can be transformed to the location of the typical user.

Thus, given that the typical user is at the origin, the location of the cluster centre isy ∈ Φ
(BS)
1 .

Slivnyak’s theorem guarantees that if this point is excluded fromΦ
(BS)
1 , i.e.,Φ(BS)

1 \ {y}, the

remaining process has the same distribution asΦ
(BS)
1 [15,147].

For simplicity and following the notation suggested in [147], an additional tier,Φ(BS)
0 , is

formed. This tier consists of only of the cluster centre, i.e., Φ(BS)
0 = {y}. As a result, the

set of indices of this 2-tier HetNet can be defined asK = K0 = {0} ∪ K1 = {1}. Thus, the

user can either connect to its own cluster centre, i.e., the BS in Φ
(BS)
0 , or, to some other BS

∈ Φ
(BS)
1 . Assuming that the typical user is served by the BS atxj ∈ Φ

(BS)
k with k ∈ K, the

received power can be expressed as

P (xj) = Phj ‖ xj ‖−α, (5.13)

whereα is the path loss exponent andP is the transmit power. In order to incorporate the ran-
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dom effects of the channel a multiplicative random valuehj is considered. Under the Rayleigh

fading assumption, the channel coefficientshj are i.i.d. exponential random variables with unit

mean. Throughout this chapter, the notationhj ∼ exp(1) describes an exponential random

variable with unit mean.

Average power-based cell selection in which a user (or BS) connects to the BS (or A-BS) that

provides maximum received power is assumed. Considering that the average power from a BS

at xj ∈ Φ
(BS)
k is P ‖ xj ‖−α, then the set of serving BSs is the set of closest BS from each

tier [174].

5.4.2 Performance Metrics

In this subsection, the metrics used to evaluate the performance of the sleeping strategies are

presented.

5.4.2.1 Access and Backhaul Load

From the above discussion, access and backhaul links are assumed to share the available radio

resources (or bandwidth) and hence the throughput of the network depends on the user load at

the BSs/A-BSs. LetNb, Nu,w, andNu denote the number of BSs with wireless backhaul links

to the tagged A-BS, the number of users served by the tagged A-BS, and the number of users

associated with the tagged BS, respectively.

Since an A-BS serves both users and BSs, the radio resources allocated to the associated BSs

are assumed to be proportional to their user load. Every useris labelled as BS-independent with

probability p or BS-correlated with probability(1 − p). The average number of independent

users per BS isκ1 = pλ(UE)/(λ1 + λ0), meanwhile, the average number of correlated users

per BS isκ0 = (1− p)λ(UE)/(λ1 + λ0). Thus, the fraction of radio resources available for all

the associated BSs at an A-BS are

ηb =
(κ0 + κ1)Nb

(κ0 + κ1)Nb +Nu,w
, (5.14)
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and the fraction for the access link with the associated users are

ηa = 1− ηb =
Nu,w

(κ0 + κ1)Nb +Nu,w
. (5.15)

Generally speaking, the number of UEs clustered towards each BS may be different due to

strategic base station locations and transmit power. Nevertheless, in this work, it is assumed

that the number of dependent users per BS is uniform across the network.

Moreover, the fraction of bandwidth available for the BSs served by an A-BS are assumed to

be shared equally among the BSs and hence the fraction of radio resources available to the

tagged BS from the tagged A-BS areηb/Nb, which is equivalent to the resource fraction used

for backhaul by the corresponding BS. The access and backhaul capacity at each BS is assumed

to be shared equally among the associated users [173] .

5.4.2.2 SINR Model

Considering the cooperative system model described in Section 5.4.1, the value of SINR at the

typical receiver when it is served by the BS or A-BS (see Figure 5.9 located at a distance‖ x ‖
can be described as [173],

SINRa =
PGBGUha ‖ xa ‖−α

Ia + σ2N
, SINRb =

PG2
Bhb ‖ xb ‖−α

Ib + σ2N
(5.16)

whereσ2N = N0B is the thermal noise power,ha andhb ∼ exp(1), GB andGU denote

the antenna gain of the BS and user, respectively. Recall, when a interference limited system

is consideredσ2N = 0 and (5.16) reduces to the SIR parameter. Furthermore,Ia andIb are

the corresponding interference for access and backhaul links, respectively. These terms are

dependent on the service distance and details on how to calculate them are provided in Section

5.4.3.

5.4.2.3 Throughput and Data Rate

A user cannot be served by a BS unless the received SINR reaches a given threshold, i.e.,

PC(SINR > τ), whereτ is a prescribed quality-of-service (QoS) SINR value. Thus,the
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Figure 5.9: SINR model of the HetHetNet described in Section5.4.1.

throughput attained at a given BS - UE link is given by

T = PC(SINR> τ) log2(1 + τ). (5.17)

Considering the resource allocation model (eqs. (5.14) and(5.15)), the SINR equation in (5.16)

and the achievable rate for the DF protocol in equation (2.22), the rate for a typical user is given

by [173]

Rk =W log2(1+τ) =





W
Nu,w+(κ0+κ1)Nb

log2(1 + SINRa), if associated with a wired A-BS,

W
Nu

min
{(

1− (κ0+κ1)
(κ0+κ1)Nb+Nu,w

)
log2(1 + SINRa),

(κ0+κ1)
(κ0+κ1)Nb+Nu,w

log2(1 + SINRb)
}
,otherwise

(5.18)

whereW is the bandwidth of the system. Notice, if the typical user isserved by a BS, due to

the two-hop cooperative link, then the rate is limited by theminimum rate between the access

and backhaul links, as in the lower part of (5.18).

5.4.2.4 Power Consumption Model

As mentioned in Section 5.3.4, the traffic of the network is less than the 20% of the peak-

time traffic for 50% of the time. Thus, the network becomes under-utilized most of the time.

Rewriting the power consumption model presented in Section5.3.2.2, the power consumed by

the network can be calculated as follows
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Pcons =

|B|∑

k=1

(
1

δ
(P + fb,kP ) + Pcr + Ppr

)
, (5.19)

whereδ denotes the efficiency of the PA,Pcr is the power required to run the circuit components

(including filters, converters and mixers), andPpr denotes the power for signal processing. The

variablefb,k indicates if thek-th micro BS performs a wireless (fb,k = 1) or wired (fb,k = 0)

backhaul operation.

5.4.2.5 Energy Efficiency

Theoretically, in order to compare the performance of two systems, it is enough to set a target

throughput and measure the power drawn by each of the systems. Nevertheless, discrepancies

on the systems’ capabilities and cost to run the tests make normalizing the energy consumption

by the effective throughput more suitable for practical implementation. Thus, in this section,

the reciprocal of Bit-per-Joule measurement, namely energy consumption per delivered infor-

mation bit, referred to as the energy consumption ratio (ECR) [169] is used and defined as

ECR =
Power Consumption

Data Rate
[J/bit]. (5.20)

5.4.3 Probability of Coverage

In this section, the effect of the inhomogeneous user distribution in the performance of the

network is investigated. The analysis is mainly focused on the distance distribution between a

typical user and its tagged A-BS or BS and its impact on the probability of coverage. Recall

that a user cannot be served by a BS unless the received SINR reaches a desired threshold.

The probability of coverage can be defined asPC(SINR> τ) [77], which can be seen as the

probability that a randomly chosen user can achieve a targetSINR τ [72].

To begin, letR1 be a random variable denoting the distance from a typical user at the origin

to the nearest point of the Poisson point processΦ
(BS)
1 . Since the typical user is served by the

closest base station, no other base station can be closer than R1. Thus, the PDF ofR1 can be

derived using the fact that the null probability of a spatialPoisson process within an areaA of
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interest isexp(−λ1A) [71]

P(r > R1) = P(No BS closer thanR1)

= exp(−λ1πR2
1). (5.21)

From the above discussion, it is known that the typical user is served by a BS located at a

distanceR1. Since, the probability that two BSs lie on this boundary is zero [73], there exists

no other BS within the discb(0, R1) of radiusR1. The notationb(c, x) is used to describe a

disc centred atc of radiusx. Accordingly, the PDF and cumulative density function (CDF) of

R1 are given by [15]

fR1(r) = 2πrλ1 exp(−πλ1r2), r ≥ 0, (5.22a)

FR1(r) = 1− exp(−πλ1r2), r ≥ 0. (5.22b)

Following the notation introduced in Section 5.4.1, the distribution ofR0 needs to be treated

differently asΦ(BS)
0 contains only a single point with a predefined distance distribution. As-

suming thatΦu
0 is a Thomas cluster process, R0 is Rayleigh distributed with PDF and CDF

given by [147,175,176]

fR0(r) =
r

σ2
exp

(
− r2

2σ2

)
, r ≥ 0, (5.23a)

FR0(r) = 1− exp

(
− r2

2σ2

)
, r ≥ 0. (5.23b)

Recalling that the superposition of two independent Poisson processes results in a new Poisson

process where its density equals the sum of the individual densities, then the PDF and CDF of

the superposition of an homogeneous and clustered distributions can be computed as
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fp(r) = pfR1 + (1− p)fR0 (5.24a)

= 2πrλ1p exp(−πλ1r2) +
1

σ2

(
r(1− p) exp

(
− r2

2σ2

))
, r ≥ 0

Fp(r) = pFR1 + (1− p)FR0 (5.24b)

= 1 + (p − 1) exp

(
− r2

2σ2

)
− p exp(−λ1πr2), r ≥ 0,
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Figure 5.10: Probability density function of the serving distance between the typical user and
its tagged BS for NumBS = 30, NumUE = 1000, Area =1000m×1000m and the superposition
probabilityp = 0, 0.25, 0.5, 0.75 and1.

Figure 5.10 shows the PDF of the serving distance between a typical user and its tagged BS.

It is clear from the plot that analytical and numerical results match and that the superposition

probability p plays a vital role in determining the performance of the HetHetNet. Before the

probability of coverage of the HetHetNet is formally introduced, the effect of the inhomoge-

neous user distribution is studied by calculating the ratioof the distances from a typical user

to its tagged A-BS or BS (RS) and to the second closest BS, i.e., its dominant interferer(RI ).

Following the approach in [151] and assuming a interference-limited system, the SIR,γ, in dB

can be calculated as

γ = PS +G− Iagg, (5.25)

whereG = GUGB is the antenna gain, the transmit power associated with the tagged A-BS or
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BS is given by

PS = P +G− PLS + hS , (5.26)

and the aggregate interference is

Iagg =
∑

j∈Φ(BS)
k \S

(P +G− PLj + hj), (5.27)

with hS andhj following a normal Gaussian distributionN (µ, σ2N ). Thus, the SIR can be

upper-bounded considering only the strongest interferer as follows

γ = PS − Iagg ≤ γ̂ = PS − PI (5.28a)

= PLS − PLI + h, (5.28b)

wherePLi[dB] = 10α log10(Ri) with i ∈ {S, I} is the path loss andh = hS + hI ∼
N (2µ, 2σ2N ). Furthermore,

γ̂ = − 10

log(10)
· α · log

(
RS

RI

)
+ h (5.29a)

γ̂ = − 10

log(10)
· α · log(RS,I) + h, (5.29b)

where0 ≤ RS ≤ RI , and as resultRS,I ∈ [0, 1] has the following CDF and PDF

Fr(RS,I) = (1− p)
R2

S,I

R2
S,I − 2πλ1(R

2
S,I − 1)s2

+ pR2
S,I , 0 ≤ RS,I ≤ 1 (5.30a)

fr(RS,I) = 2pRS,I + (1− p)
(
−
R2

S,I(2RS,I − 4πλ1RS,Iσ
2)

(R2
S,I − 2πλ1(R

2
S,I − 1)σ2)2

+ (5.30b)

2RS,I

R2
S,I − 2πλ1(R

2
S,I − 1)σ2

)
, 0 ≤ RS,I ≤ 1.
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Further details of the derivation of (5.30) are presented inAppendix A.
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Figure 5.11: Probability density function of the ratioRS,I = RS/RI .

Figure 5.11 shows the analytical results closely match the numerical results for the PDF of the

ratioRS,I = RS/RI . It can be seen that the average ofRS,I is lower for a highly clustered

system compared with the average obtained with a homogeneous distribution. From this obser-

vation it can be pointed out that the distance between the first and second nearest BS increases

asp → 0. Moreover, there is a crossing point atRS,I = 0.31 that is essentially defined by

the cluster variance and the density of the homogeneous distribution. Furthermore, in terms

of interference the smaller the ratioRS,I , the lower the interference a typical user experiences.

Finally, this crossing point shows where the cluster or homogeneous distribution becomes more

dominant in the system’s performance.

For the sake of clarity and using the inverse transform theorem, the PDF of the logarithm of

RS,I , i.e.,Y = log(RS,I) can be obtained as

fY (y) = ey
[
2pey + (1− p)

(
− e2y(2ey − 4πλ1e

yσ2)

(e2y − 2πλ1(e2y − 1)σ2)2
+

2ey

e2y − 2πλ1(e2y − 1)σ2

)]
,

y ≤ 0. (5.31)

For further details of the derivation of (5.31), see Appendix A.

The analytical and numerical results of (5.31) are shown in Figure 5.12. In this analysis, the
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discussion will be focused on the case wherep = 0.5, since the results for the inhomogeneous

case in Section 5.5.2 are closely related to performance exhibited in this plot. As can be seen,

unlike the homogeneous case (p = 1) where the PDF ofRS,I follows an exponential growth or

the highly clustered network (p = 0) that follows a log-normal distribution, when the superpo-

sition of the two user distributions occurs, the PDF ofRS,I has a peak around -2 dB. This can

be explained considering the crossing point in Figure 5.11.When the probability ofRS,I → 0

the stronger interferer is located far away from the servingBS and thus it is highly likely that

the typical user and the tagged BS are correlated. Nevertheless, whenRS,I approaches the

crossing point at0.31, the typical user can be served either by its cluster centre or another BS.

As can be seen from Figure 5.12, on the left hand side of the crossing point the inhomogeneous

distribution of the network becomes dominant, but the opposite applies if instead the right hand

side is considered. The oscillatory behaviour at -2 dB can beattributed to the different weights

that each of the distributions impose when the serving distances are varied. As will be seen

in Section 5.5.2, the load-based algorithm, where the serving distance is not a crucial decision

parameter, is going to be penalized in terms of overall throughput. In general, the performance

of the HetHetNet is heavily dependent of the cluster variance, the density of BSs in the area of

interest and the inhomogeneity of the user distribution.
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Figure 5.12: PDF of thelog(RS,I) = log(RS/RI).

From the discussion above, it can be deduced that if a typicaluser associates with a BS of

locationxj ∈ Φ
(BS)
1 , then the total interference experienced by the typical user is generated

from two independent sets: (1) the centre of its cluster,I0 = Ph0 ‖ x0 ‖−α and (2) the

cumulative interference from all the other BSs excluding the tagged BS, in other words,I1 =

106



Energy Efficient Inhomogeneous Cellular Networks

∑
xk∈Φ(BS)

1 \xj
Pkhk ‖ xk ‖−α. Moreover, if the typical user is served by its cluster centre,

the interferenceIH is generated by the remaining BSs, i.e.,
∑

xk∈Φ(BS)
1 \b(0,x0)

Pkhk ‖ xk ‖−α.

Thus,Ia andIb in (5.16) can be calculated based on the termsI0, I1 andIH .

Considering the fact that under the Rayleigh fading assumption all the sources of interference

are independent of each other and using the Campbell-Mecke theorem, the probability of cov-

erage can be expressed as a product of their Laplace transforms [177, 178]. Thus, the overall

coverage probability can be defined in terms of the per-tier coverage probability as follows

PC = p · PCH
+ (1− p) · PCT

, (5.32)

where the valuesPCH
andPCT

account for the probability of coverage of the homogeneous

and the Thomas cluster processes cases, respectively. From[147], it is known that the

PCH
=

∫

r>0

∏

k∈K
LIH (τrαP−1)fR(r)dr, (5.33a)

whereLIH (s) = E[−sIH ] denotes the Laplace transform of the interference terms andfR(r)

the PDF of the distance distribution. Given that the BS’ locations follow a homogeneous PPP

distribution, the Laplace transform ofLIH evaluated atτrαP−1 is

LIH (τrαP−1) = exp(−π(λ0 + λ1)ρ(τ, α)r
2), (5.34)

whereρ(τ, α) = 2τ
α−2 2F1[1, 1 − 2/α; 2 − 2/α,−τ ] is the Gaussian Hypergeometric function.

On the other hand, considering the inhomogeneity of the network, the probability of coverage

corresponding to the Thomas cluster process,PCT
can be written as

PCT
= PC0 + PC1, (5.35)

wherePC0 andPC1 are the probabilities of coverage associated to the BS∈ Φ
(BS)
0 andΦ(BS)

1 ,

respectively. From [147, 152], the Laplace transforms fromthe different components of the

clustered Poisson process are given by

LI0(τrαP−1) = exp(−π(λ0 + λ1)ρ(τ, α)r
2), (5.36)
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LI1(s) =
∫ ∞

xi

1

1 + sPr−α

fR0(r)

1− FR0(xi)
dr, (5.37)

where (5.36) deals with the interference from all the BSs, except the cluster centre. Recall that

since the0th tier is created where the typical user is located, the exclusion zone will be the ball

b(0, x0). In the case of (5.37), a virtual exclusion zone is formed around the typical user, since

the cluster centre acting as a interferer lies outside this ball. As a result, the distance distribution

fR0(r) will be conditioned onR0 > x0 = xi. The per-tier probability of coveragePC0 and

PC1 can be described as [147]

PC0 =
λ0

ρ(τ, α)λ1 + λ0
, (5.38)

PC1 = 2πλ1

∫ ∞

0

∫ ∞

xi

[
1

σ2
r

1 + τ(r/xi)−α
exp

(−r2 + x2i
2σ2

)
dr

]
(5.39)

× x · exp
(
−πx2(1 + ρ(τ, α))λ1 + λ0)

)
dx.

Once the inhomogeneity of the network and its impact on the probability of coverage have been

accounted for, the next section aims to improve the system’sperformance by using sleeping

strategies to reduce the power consumption during low activity periods.

5.4.4 Sleeping Strategies

Since full operation of the micro BSs is not required at all times and all locations due to the in-

homogeneous distribution of traffic over time and space, in the next subsections, three policies

to optimize the power consumption and throughput of the network are presented. The effect of

dynamically switching-off micro BSs based on a random policy and two deterministic policies

(load-based and greedy algorithms) is investigated. The system’s performance is quantified by

using two metrics: probability of coverage and ECR. Previous works, studying the coverage

in homogeneous scenarios shown that the probability of coverage is independent of the trans-

mit power in the interference-limited regime, i.e.,σ2 −→ 0 [155]. This effect is a result of

increasing the density of the network by adding more BSs and therefore not only improving

the received signal but also increasing the interference tothe tagged user. As it is shown in the
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following subsections, this effect can be more evident and severe as the network becomes more

inhomogeneous.

5.4.4.1 Random Sleeping

This sleeping strategy can be modelled as a Bernoulli trial [155] such that each micro BS

operates with probabilityq and is turned off with probability(1 − q), independent of all the

other base stations’ load or the throughput of the network. Therefore, after applying random

sleeping over the micro BSs within the area of interest, the average total power consumption of

the network can be calculated as

PRS = q(λ1 · Pcons) + (1− q)(λ1 · P0), (5.40)

wherePcons andP0 are the consumed power of each micro BS when it is active and idle,

respectively. In inhomogeneous HetHetNets with random sleeping, the coverage probability is

given by

PCRS
= (1− p)

{∫

x>0
2πqλ0r exp(−πqλ0(ρ(τ, α) + 1)r2) exp(τrασ2NP

−1)dr (5.41)

+ 2πqλ1

∫ ∞

0

∫ ∞

xi

[
1

σ2
r

1 + τ(r/xi)−α
exp

(−r2 + x2i
2σ2

)
dr

]

× x · exp
(
−πx2(1 + ρ(τ, α)qλ1 + λ0)

)
dx

}

+ p

{∫ ∞

0
2πqλ1r exp(−πqλ1(ρ(τ, α) + 1)r2) exp(τrασ2NP

−1)dr

}
.

When the background noise is not considered,σ2N = 0, it reduces to

PCRS
= (1− p)

(
q (PC0 + PC1) +

1− q
1 + ρ(τ, α)

)
+ p

1

1 + ρ(τ, α)
, (5.42)

wherePC0 andPC1 are the probabilities of coverage described in equations (5.38) and (5.39),

respectively. Compared with the results in [155], where a homogeneous system is considered,

with an inhomogeneous distribution every time a centre of a cluster is switched-off, its load is

shifted to surrounding BSs, changing the percentage of BS-correlated users. Moreover, ifp is

set to one for the scenario under consideration, equation (5.42) reduces to the results presented
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in [155]. Figure 5.13 shows the probability of coverage achieved by the random sleeping al-

gorithm when an arbitrary QoSτ is considered. As can be seen, whenτ < −20 dB all the

users achieved the desired QoS. Nevertheless, as the targetτ increases, the probability that the

SIR parameter achieves this value reduces and thus the probability of coverage tends to zero for

τ ≥ 50 dB. Finally, Figure 5.13 clearly indicates that the analytical curves match the numerical

results obtained through simulation.

Proof: See Appendix B.
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Figure 5.13: Probability of coverage when a random sleepingis employed forq = 0.7, σ2N = 0
andp = 0, 0.5 and1.

5.4.4.2 Strategic Sleeping 1: Balancing the Load - A VoronoiBased Scheme

Instead of randomly switching micro BSs off, they can be switched-off based on their activity

levels. This sleeping strategy can be seen as a load-aware policy that incorporates a traffic pro-

file in the optimization problem. Specifically, this strategic sleeping is modelled as a function

s : x 7−→ [0, 1] which implies that if the activity level of the coverage areaassociated with the

BS has activity levelx ∈ [0, 1], then it operates with probabilitys(x) and sleeps with probabil-

ity (1 − s(x)), independently [155]. In other words, a user located in a Poisson-Voronoi cell

of activity levela is active with the same probabilitya, and thus a cell with a higher level of

activity will exhibit a higher probability of remaining active. As a result, the average power

consumption of the HetHetNet when a load-aware sleeping strategy is employed is given by
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PLB = E[a](λ1 · Pcons) + (1− E[a])(λ1 · P0), (5.43)

whereE[a] =
∫
a(x)fA(x)dx andfA(x) is the pdf of the variableA, which denotes the activity

within the Poisson-Voronoi cell. Moreover, if the probability of coverage is conditioned on the

activity of a typical cell, then the probability of coveragefor the inhomogeneous case presented

can be described as follows

PCLB
=

1

E[a(x)]

∫ 1

0
xP(SINR> τ |x)fA(x)dx (5.44a)

=
1

E[a(x)]

∫ 1

0
xs(x)P(SINR> τ |N = 1)fA(x)dx (5.44b)

+
1

E[a(x)]

∫ 1

0
x(1− s(x))P(SINR> τ |N > 1)fA(x)dx,

whereP(SINR> τ |N = i) is the probability of coverage for the typical user when it isserved

by the i-th BS. While the probabilityP(SINR> τ |N = 1) was defined by equation (5.32),

P(SINR> τ |N > 1) can be defined as

P(SINR> τ |N > 1) =

∞∑

i=2

P(N = i|N > 1)P(SINR> τ |N = i) (5.45a)

=

∞∑

i=2

(
E[s](1− E[s])i−2

∫ ∞

x=0
exp

(−πx2E[s]λ1
ρ(τ, α)−1

+
−xασ2Nτ

P

)
gidx

)

+

∫ ∞

x=0
exp

(−πx2E[s]λ1
ρ(τ, α)−1

+
−xασ2Nτ

P

)
x

σ2
exp

(
− x2

2σ2

)
dx.

(5.45b)

Proof: See Appendix C.

Figure 5.14 clearly shows that the analytical curves match the numerical results obtained through

simulation. For simplicity, a interference-limited scenario, i.e.,σ2N = 0, is considered.
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Figure 5.14: Probability of coverage when a load-based algorithm is employed forσ2N = 0 and
p = 0, 0.5 and1.

5.4.4.3 Strategic Sleeping 2: Balancing the frequency resource allocation - A Greedy

Algorithm based Strategy

Compared with the load-aware algorithm presented above where only the load at each micro

BS was considered, in this section, an heuristic greedy algorithm to provide a fair distribution

of the resources among the users and improve the throughput of the network is proposed. Since

increasing the throughput of a network subject to a power consumption constraint is of interest,

an optimization problem is formulated as follows

min
||χ||,P

∑

b∈B
ηECR(b)

subject to Pse ≤ Pcons (5.46)

whereηECR(b) is the sum ECR value based on equation (5.20) that can be achieved by the set of

BSs,B, andPse is the power consumption of the network once some BSs have been switched-

off. The optimal solution for energy saving that considers self-backhauling and relaying can

be found by exhaustive search. Moreover, as pointed out by [179] and the references therein,

convex optimization-based algorithms and their relaxations are computationally expensive for

large-scale networks. Thus, the proposed heuristic greedyalgorithm is employed to activate in

each step the micro BS that minimizes the energy consumptionratio of the system as shown

in Algorithm 4. The greedy switching-off algorithm starts with the empty set and iteratively
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adds one micro BS location at each step which has the highest energy saving among the set of

candidate locations until the saved energy reaches a targetvalue [19].

Algorithm 4 Strategic sleeping 2: Greedy algorithm

1: Initialize B = ∅,Bc = BS ∈ Φ
(BS)
k , Pse = 0

2: SetηECR(B) = 0
3: while Pse < Pcons do
4: b = argminb∈Bc

∑
b∈B(ηECR(B ∪ b)− ηECR(B))

5: B ← B ∪ b
6: Bc ← Bc\b
7: Pse = Pse + Pcons(b)

8: end while

A greedy algorithm guarantees an optimal solution if i)ηECR(∅) = 0, ii) ηECR(B) is a non-

decreasing function, and iii)ηECR(B) is submodular [153,154]. In [154], it is shown that under

a constant area and bandwidth the throughput satisfies thesethree properties. In order to show

that the greedy algorithm is still a viable solution for an inhomogeneous traffic distribution, the

probability that the submodularity condition holds for

ηECR(B ∪ {b}) − ηECR(B) ≥ ηECR(B′ ∪ {b})− ηECR(B′), (5.47)

is investigated. The scatter plot in Figure 5.15, shows thatabout 5% of the cases do not satisfy

the inequality. However, the throughput reductions in those cases are relatively small and more

than95% of cases still meet the condition in equation (5.47). Thus, it can be considered that

the greedy algorithm should improve the performance of the other two sleeping algorithms, and

later in Section 5.5.2, simulation results that support this result are provided.

From the discussion above, it can be pointed out that the greedy switching-off algorithm is

the only one among the three algorithms that can take into account the restriction in backhaul

links for balancing the network resource allocation and thus achieving an improvement in the

system’s throughput.

5.5 Numerical Results

In this section, the analytical and numerical results are compared in terms of energy efficiency

for the base station deployment and sleeping strategies described in Sections 5.3 and 5.4, re-

spectively.
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Figure 5.15: Submodularity test under an inhomogeneous traffic distribution.

5.5.1 Base Station Deployment

This subsection presents the energy efficiency analysis forthe mm-wave Massive MIMO based

wireless backhaul considering the deployment and dynamic operation algorithms presented in

Section 5.3. Unless stated otherwise, the results shown in this section pertain to a MIMO system

operating at 28 GHz. A narrow band block-fading propagationchannel described in equation

(2.28) is considered. Moreover, a DF protocol is implemented as the cooperative technique

between BSs. For simplicity, the precoder and combiner are assumed to be optimal andNs = 5

data streams are used for transmission. Other important parameters for the simulation can be

found in Table 5.1.

Description Parameter Value

Transmit power of the micro BS P 30 dBm
Path Loss exponent α Access: LoS = 2.0, NLoS = 3.3

Backhaul: LoS = 2.0, NLoS = 3.5
Carrier frequency v 28 GHz

Noise power σ2N -174 dBm/Hz +10 log10(W ) +10
Number of data streams Ns 5

Number of transmit antennas Nt 20

Table 5.1: Simulation Parameters of Section 5.5.1.

Firstly, the benefit of considering additional micro BSs within the area of interest is presented.

From Figure 5.16, it can be seen that as the number of micro BSsadded to the network increases

so does the SE. Meanwhile, the EE performance is limited by the additional power consumption

incurred by the deployment of micro BSs, so for the sake of comparison, the results obtained
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with the optimal solution are also presented. Throughout this section, the optimal solution for

the optimization problems described in Algorithms 2 and 3 iscomputed through an exhaustive

search.
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Figure 5.16: Achievable spectral efficiency as a function the number of additional micro BS
deployed.

In order to obtain practical results, the traffic profile shown in Figure 5.6 is further consid-

ered. As can be seen, low traffic load conditions (lower than 20% of the peak-time) occur for

about 67% of the day for a micro BS. Thus, during this period a dynamic operation can be

implemented to reduce the energy consumption of the network.

Figure 5.17(a) shows the deployment of the additional microBSs to support the traffic load

at peak-time (12 - 14hrs and 15 - 20 hrs) obtained through Algorithm 3. Meanwhile, Figure

5.17(b) presents the reconfiguration and wireless cooperation carried out by the BSs for a low

load period. As it is noted, as the traffic load and distribution of the users vary, the tasks

performed by each of the BS may change as well. The only exception is the macro BS, which is

considered to be active the whole time to carry out scheduling, resource allocation and support

for high-mobility users. In particular, it can be noticed that in areas where the traffic load is

low the BSs adopt relaying tasks or are switched-off. In bothcases, the EE of the network is

improved by reducing the total power consumption. Specially, the EE performance is improved

when a cooperative system is implemented as the distances between BSs are scaled down and

therefore, the high path loss that mm-wave frequencies experience is reduced.

Figure 5.18 shows the average number of BSs that are active regarding the time of the day.
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Figure 5.17: (a) Full operation mode of the additional microBSs during peak-time traffic load
(2pm) and (b) dynamic operation mode of each micro BSs when the traffic load reduces (4pm).
The arrows indicate the association between BSs when Algorithm 3 is used to dynamically
change the operating mode of the BSs.

During peak-time traffic most of the BSs remain active to meetthe traffic demand. When

the load of the network reduces, the dynamic algorithm switches-off some of the BSs to save

energy. The results obtained through Algorithms 2 and 3 are compared with a random selection,

where the BSs are deployed without taking into account traffic profiles and deployment costs.

From Figure 5.18, it can be seen that, in general, the number of active antennas are lower for

the greedy algorithm. Furthermore, on average a reduction of 17.6% in terms of the number of

BS required to satisfy the demand at peak-time is achieved, compared to random allocation.

Considering that it is of particular interest to analyse theenergy efficiency of the system for

dynamic operation, Figures 5.19(a) and 5.19(b) show the operation modes adopted by the micro

BSs regarding the traffic profile. As can be seen, when the demand in data rate reduces, some

of the micro BSs operating in fronthaul-backhaul mode are instead used as a relay or switched-
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Figure 5.18: Number of active BSs regarding the time of the day.

off. Furthermore, it can also be noticed that the number of BSs required to support the traffic

demand during different times of the days follows the results shown in Figure 5.18, as expected.

Time of the Day (hr)
0 5 10 15 20

N
u

m
b

e
r 

o
f 

a
c
ti
v
e

 B
S

s

0

5

10

15

20
full
fh-bh
relay
idle

(a)

Time of the Day (hr)
0 5 10 15 20

N
u

m
b

e
r 

o
f 

a
c
ti
v
e

 B
S

s

0

5

10

15

20
full
fh-bh
relay
idle

(b)

Figure 5.19: Operation mode when a (a) greedy algorithm and (b) random selection are used
for deploying the additional BSs.

As a result, in Figure 5.20, it can be seen that the EE of the system considerably improves when

the dynamic operation algorithm is considered, achieving amaximum value of 0.34 compared

with the 0.22 bits/s/Hz for the random selection. This is canbe explained considering the

fact that the traffic aware algorithm can better determine the number of active BSs required to

satisfy the current demand for data rate. Compared with a system without dynamic operation,

a significant reduction in the power consumption is achievedwhen the system is under-utilized

during the low traffic load periods.

5.5.2 Sleeping Strategies

In this section, the numerical and analytical results for the random, load-based and greedy

sleeping policies described in Section 5.4 are compared. Unless stated otherwise, the results
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Figure 5.20: Energy consumption considering the active/inactive BSs for a specific traffic dis-
tribution.

shown in this subsection pertain to a mm-wave system operating at 73 GHz. A narrow band

block-fading propagation channel is considered. Moreover, a DF protocol is implemented as the

cooperative technique between BS and its tagged A-BS. Otherimportant simulation parameters

can be found in Table 5.2.

Description Parameter Value

Fraction of anchored (wired) BSs w 0.3
BS PPP density λ1 50 per km2

UE PPP density λ(UE) 1000 per km2

Variance of the Thomas cluster process σ2 100 m
mm-wave bandwidth W 2 GHz

Transmit power of micro BS P 30 dBm
Path Loss exponent α Access: LoS = 2.0, NLoS = 3.3

Backhaul: LoS = 2.0, NLoS = 3.5
Carrier frequency v 73 GHz

Antenna gain at the BS GB 18 dB
Noise power σ2N -174 dBm/Hz +10 log10(W ) +10

Table 5.2: Simulation Parameters of Section 5.5.2.

Figure 5.21 shows the probability of coverage for differentvalues of the cluster varianceσ2 and

a fixed valuep = 0.5, which implies that half of the traffic of the network is not correlated with

any BS. From Figure 5.21 and following the discussion in Section 5.4.3 is evident that reducing

the cluster variance reduces the distance between the typical user and its tagged BS, thus the

probability of coverage is improved. Moreover, the plot clearly indicates that the analytical

curves match the numerical results obtained through simulation.
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Figure 5.21: Probability of coverage for different densityof BSs and cluster variance,σ2.

Continuing with the analysis of the system’s performance, in the following, the trade-off be-

tween the probability of coverage and throughput when sleeping strategies are employed to

reduce the power consumption of HetHetNets is analysed. Figure 5.22(a) compares the prob-

ability of coverage for the sleeping policies discussed in Section 5.4 when the inhomogeneity

of the network is set top = 0, i.e., all the users are correlated with the BS. It is shown that the

random algorithm performs the worst when switching-off BSs, showing a gap of about9J in

saved energy with respect to the greedy algorithm (atPC = 0.9). It is important to note that in a

highly clustered network, the greedy algorithm performs5J better than the load-based algorithm

since switching-off BSs based on the load inevitably increases the average distance between the

typical user and its tagged BS. Comparing these results withthose in Figure 5.23(a), it can be

noticed that when the superposition of the user distributions, i.e.,p = 0.5, is considered the

load-based algorithm outperforms the greedy algorithm by about 13J. The reason for this be-

haviour is two-fold, first, the cost function of the greedy algorithm prioritizes the throughput

and not the probability of coverage and second, in highly clustered networks, the serving dis-

tance is reduced.

Figure 5.22(b) shows the total throughput of the HetHetNet whenp = 0. In order to fairly

compare the performance of the sleeping polices, the probability of coverage is set at90% for

each algorithm. Blue, red and green squares are used to indicate the throughput of the system

when the random, load-based and greedy algorithms are employed, respectively. Based on the

results in Figure 5.22(b), it can be noticed that the greedy algorithm considerably outperforms
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Figure 5.22: (a) Probability of coverage and (b) throughputvs. saved energy for a HetHetNet
with NumBS = 50, NumUEs = 1000,p = 0 andτ = 0 dB. The squares indicate the saved energy
when the probability of coverage is at90%.

the other sleeping polices for a data rate of 150 MB/s. From Figures 5.22(a) and 5.22(b), it can

be pointed out that even though the load-based algorithm shows improvement in terms of saved

energy with respect to the random algorithm, the trade-off in this case is seen in the overall

throughput, since the random policy provides a higher throughput when a fixed probability of

coverage is considered.

In order to understand how the throughput of the system is affected when independent users
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are considered in the system,p is set to 0.5 (p = 0.5). Figure 5.23(b) shows that in terms of

throughput the greedy algorithm achieves the best trade-off of energy saving and data through-

put for a wide range of scenarios, including highly homogeneous PPP and highly heterogeneous

clustered wireless networks. From this plot, it can also be noticed that the throughput obtained

by the load-based algorithm is very affected by the presenceof A-BS base stations that limit

the available bandwidth per user and by the reduction of the interference when the BSs are

switched-off.
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Figure 5.23: (a) Probability of coverage and (b) throughputvs. saved energy for a HetHetNet
with NumBS = 50, NumUEs = 1000,p = 0.5 andτ = 0 dB. The squares indicate the saved
energy when the probability of coverage is at90%.
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NumBS = 50, p = 0, UEs = 1000
PC Marker colour Algorithm Energy (J) Throughput (bits/s)

0.90
blue R 3.5 0.16e9
red L 6.3 0.15e9

green G 10.8 0.18e9

NumBS = 50, p = 0.5, UEs = 1000
PC Marker Algorithm Energy (J) Throughput (bits/s)

0.90
blue R 3.6 2.92e9
red L 24 1.39e9

green G 10.5 3.24e9
R = random, L = load-based, G = greedy algorithm

Table 5.3: Comparison of the saved energy and throughput when the system is highly clustered
and the superposition of cluster and homogeneous processesis considered.

Finally, the ECR performance of the system is analysed. Figures 5.24(a) and 5.24(b) show the

ECR achieved by the sleeping polices whenp = 0 andp = 0.5, respectively. From these plots,

it can be seen that the best performance is achieved by the greedy algorithm having the lowest

ECR value for the whole range of saved energy intervals. Moreover, a better performance from

all the sleeping policies can be achieved in a highly clustered network due to the throughput

depending on the serving distance. On the other hand, it can be noticed the ECR value of

the load-algorithm shows a heavy dependence on the interference and the fraction of A-BSs

available according to the throughput results in Figures 5.22 and 5.23.

From Figure 5.24(a), it can also be noticed that the ECR performance of all sleeping policies

tends to the same value as the number of BSs that are switched-off increases, i.e., there is a

saturation in throughput that can be achieved by the greedy algorithm and thus, continuing to

switch BSs off increases the power consumed to carry out the cooperation between the BSs and

the A-BSs. Hence, after this crossing point, the advantage provided by the greedy algorithm in

terms of ECR is negligible compared with the other two algorithms.

In general, the more clustered the network, the smaller the serving distance between the typical

user and its tagged BS and thus, the better the performance interms of probability of coverage

and throughput. For the sake of clarity, a summary of the saved energy using the three sleeping

policies is presented in Table 5.3, where the target probability of coverage is set to 0.9 and

the blue, red and green squares in Figures 5.22 and 5.23 are the corresponding markers for the

random, load-based and greedy algorithm, respectively.
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Figure 5.24: Energy consumption ratio (ECR) with NumBS = 50,NumUEs = 1000,τ = 0 dB
and (a) p = 0 and (b) p = 0.5, respectively.

5.6 Summary

In this chapter, a millimetre-wave system to enable self-backhauling in future wireless networks

was considered. Aiming to handle the inhomogeneous distribution of increasing traffic demand

over time and space in 5G wireless communications systems, atunable model that can cover a

wide range of scenarios from a homogeneous PPP to highly heterogeneous clustered wireless

networks was presented, where a Thomas cluster process is employed to generate the clustered
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users. Moreover, energy-efficient base station deploymentand traffic aware dynamic operation

algorithms for time-varying scenarios were presented. Furthermore, the distribution of the

serving distance was analysed and the probability of coverage and throughput when the wireless

self-backhaul system with constrained frequency resources is employed were provided.

Numerical results showed that the average number of additional micro BS required to support

the traffic load at peak-time was17.6% lower compared with a random selection. Addition-

ally, it was shown that the EE performance of the network can be improved from 0.22 to 0.34

bits/s/Hz when the dynamic operation algorithm is considered.

Finally, aiming to optimize the energy efficiency of the system, the use of energy-efficient

sleeping algorithms was investigated. Three different policies for switching-off base stations

were considered: random, load-based and greedy algorithms. The probability of coverage for

the random and load-based sleeping policies was derived andthe performance of the heuristic

greedy algorithm studied.

Numerical results showed that highly clustered networks exhibit a smaller average serving dis-

tance and thus a better probability of coverage. Moreover, the greedy algorithm provided a

higher throughput since the load-based and random algorithms do not consider limitations in

frequency resources for backhauling while switching-off base stations. Nevertheless, the load-

based algorithm outperformed the greedy algorithm in termsof probability of coverage in mod-

erately clustered scenarios since the overall throughput of the network is prioritized by the cost

function of the greedy algorithm. The load-based algorithmattained energy savings of 13.5 J

higher than the greedy algorithm, but the greedy algorithm achieved 1.85 Gb/s higher overall

throughput compared with the load-base algorithm.
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Chapter 6
Conclusions and Future Work

This thesis has contributed to the design of energy-efficient cooperative wireless systems when

a large number of antennas at the transmitter is considered.In this chapter, Section 6.1 will

emphasize the key contributions of the thesis. Meanwhile, some limitations of the work and

suggestions for future work will be discussed in Section 6.2.

6.1 Conclusions

This thesis extended the application of cooperative communications to MIMO wireless systems

equipped with large transmit antenna arrays. Focused on providing insights for energy-efficient

systems, different approaches were considered such as: designing low complexity quantisation

techniques, deploying and operating a network for energy-efficient performance and studying

self-backhauling mm-wave systems. The key contributions of this thesis are summarised as

follows.

6.1.1 Low Complexity Design

When the number of antennas employed for transmission increases from tens to hundreds dif-

ferent challenges are imposed for the system’s implementation. One of them related with the

computational complexity required to carried out the cooperation between terminals. Consid-

ering that the codebook design plays a key role in the system’s complexity and its implemen-

tation, when a CF protocol is used for wireless cooperation,then the design of low complexity

and reliable codebooks is required to enable future 5G systems. In this work, low complexity

quantisation techniques were proposed. Numerical simulations suggest that a comparable per-

formance with the optimum vector quantiser can be achieved when the probability distribution

function of the signal is considered during the codebook design. In particular, if the signals

follows a Gaussian distribution the granular and overload errors should be taken into account

before quantisation. The reduced complexity of the scalar techniques presented is particularly
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valuable and attractive for practical wireless communication systems, and enables scaling up

the benefits of cooperative MIMO systems.

6.1.2 Massive Cooperative MIMO systems

Despite the benefits provided from multi-antenna cooperative systems, this comes at the ex-

pense of linearly increasing the power consumption at the transmitter due to the use of multiple

radio frequency chains to drive the antennas. Thus, in this work, the trade-off between capacity

and total power consumption was evaluated. Numerical results suggest that not only a practi-

cal trade-off between capacity and power consumption can beobtained but also that Massive

cooperative MIMO systems are suitable for practical implementation when limited information

of the channel is available at the transmitter, making thesesystems robust not only to chan-

nel estimation errors but also to imperfections of the circuit components. Additionally, it was

shown that even though the design of power control schemes isin general not a trivial task, the

degrees of freedom in Massive MIMO systems allows using simple linear precoding schemes,

greatly simplifying its design. Numerical results suggestthat the implementation of power al-

location algorithms are more significant when the ratio between the number of transmit and

receive antennas approaches to the unit.

6.1.3 Energy Efficient Backhaul systems

Compared with 4G systems where the locations of both users and base stations were mod-

elled as homogeneous Poisson point processes, due to the nature of 5G deployments, the users

are more likely to appear clustered towards the base stations, rather than being uniformly dis-

tributed around them. In this work, a millimetre-wave system to enable self-backhauling for in-

homogeneous wireless networks was considered. Numerical results suggest that mm-wave can

be considered as an enabler for 5G systems, since highly clustered networks exhibit a smaller

average serving distance and thus mm-wave frequencies can overcome attenuations due the

propagation. Moreover, the use of large number of antennas at the transmitter supported and

enhanced by the mm-wave spectrum provides a solution to the backhaul bottleneck, enabling

the adoption of self-backhauling systems. Finally, numerical results show that policies for

switching-off base stations can be considered as an alternative to improve the energy efficiency

of the system when a backhaul network with limited frequencyresources is considered.
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6.2 Future Work

This work has identified promising technologies for energy-efficient 5G systems using coop-

erative wireless communications. Nevertheless, the proposed schemes have some limitations

due to the initial modelling assumptions. Thus, there are several research directions that can be

extended. Some suggestions are listed below:

• In Chapter 3, low complexity quantisation algorithms were presented. Simulations results

showed that the distribution of the signals plays a key role in the performance of the

quantiser. Even though the Lloyd-Max algorithm takes into account the distribution of

the signals during the codebook design, a further improvement in the trade-off between

complexity and performance can be achieved if a two-stage quantiser is considered [180].

Additionally, new approaches to improve the performance ofthe compress-and-forward

protocol such as: bottleneck graphs, bi-section method andlattices can be considered in

cooperative wireless systems with large antenna arrays [181].

• In Chapter 4, multiple relays assist the destination node toincrease its throughput via

wireless cooperation. Nevertheless, it was assumed that the destination and relays nodes

share their data through error free links. Since in large scale wireless networks, coopera-

tion can lead to severe interference and thus higher packet loss and throughput reduction,

the results of this chapter can be improved by incorporatinginterference-aware wireless

cooperation algorithms. System level simulations are required to evaluate the trade-off

between alleviating co-channel interference and exploiting cooperative diversity in large

antenna arrays setups.

• Even though the gap between 5G backhaul requirements and backhaul capabilities has

been significantly reduced with the use of mm-waves systems.In Chapter 5, it was

assumed that the backhaul network was only restricted in terms of total power consump-

tion and capacity. Thus, the results presented can be further improved if the modelling

of inhomogeneous HetNets includes disparities in terms of synchronisation and latency.

Enabling the 5G backhaul solutions to exploit the heterogeneity of the network while

offering the quality of service required by the users.

• In Chapter 5, the design of an energy-efficient self-backhauling mm-wave cooperative

system was proposed. Nevertheless, it was assumed that perfect channel state informa-

tion was available at the transmitter and that digital baseband beamforming was carried
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out at the base station before transmission. Unfortunately, perfect channel state infor-

mation is difficult to achieve due to the large number of antennas and the small signal-

to-noise ratio before beamforming. Moreover, the high costof mixed signal components

makes digital baseband beamforming an impractical solution. Thus, an extended analysis

of the system’s performance when channel estimation algorithms and hybrid precoding

solutions tailored to mm-wave frequencies are considered could enriched the modelling

and provide more insights into the application of mm-wave systems for 5G deployments.
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Appendix A
Ratio of the distances to the tagged BS

and strongest interferer

With a interference-limited network, the noise power can beconsidered as negligible. The SIR,

γ, in dB can be calculated asγ = PS − Iagg, wherePS is the transmit power associated with

the tagged A-BS or BS andIagg the aggregate interference. Thus, the SIR considering onlythe

strongest interferer can be upper-bounded as follows

γ = PS − Iagg ≤ γ̂ = PS − PI (A.1a)

= P +G− PLS + hS − (P +G− PLI + hI) (A.1b)

= PLS − PLI + (hS − hI) (A.1c)

wherePLi[dB] = 10α log10(Ri) with i ∈ {S, I} is the path loss ,α > 2, hS ∼ N (µ, σ2N ) and

hI ∼ N (µ, σ2N ). Thus, the upper-bound̂γ can be rewritten as

γ̂ = 10 log10(R
α
S)− 10 log10(R

α
I ) + h (A.2a)

γ̂ = − 10

log(10)
· α · log

(
RS

RI

)
+ h (A.2b)

γ̂ = − 10

log(10)
· α · log(RS,I) + h (A.2c)

where0 ≤ RS ≤ RI andRS,I ∈ [0, 1] andh = hS + hI ∼ N (2µ, 2σ2N ). Considering the

PDF distribution of the serving distance and strongest interferer, the CDF of the ratio of the

distances to the tagged BS and strongest interferer,Fr(RS,I), is given by
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Fr(RS,I) = P (r ≤ RS,I) = (1− p)
∫ ∞

0

∫ r2RS,I

0
fR0(r1, r2)dr1dr2

+ p

∫ ∞

0

∫ r2R

0
fR1(r1, r2)dr1dr2 (A.3a)

= (1− p)
∫ ∞

0

∫ r2RS,I

0

(
2πλ1r2e

−π(r22−r21)
)( r1

σ2
e

−r21
2σ2

)
dr1dr2

+ pR2
S,I (A.3b)

= (1− p)
R2

S,I

R2
S,I − 2πλ1(R2

S,I − 1)σ2
+ pR2

S,I . (A.3c)

where equation (A.3a) accounts for the closest BS and strongest interferer in each of the tiers.

Taking the derivative ofFr(RS,I), the PDF of the ratio of the distances,fr(RS,I), can be

obtained as follows

fr(RS,I) = (1− p)
(
−
R2

S,I(2RS,I − 4πλ1RS,Iσ
2)

(R2
S,I − 2πλ1(R2

S,I − 1)σ2)2
+

2RS,I

R2
S,I − 2πλ1(R2

S,I − 1)σ2

)

+ 2pRS,I , 0 ≤ RS,I ≤ 1. (A.4a)

Finally, using the inverse transform theorem, the PDF of thelogarithm ofRS,I , i.e., Y =

log(RS,I), is obtained as

fY (y) = ey(1− p)
(
− e2y(2ey − 4πλ1e

yσ2)

(e2y − 2πλ1(e2y − 1)σ2)2
+

2ey

e2y − 2πλ1(e2y − 1)σ2

)

+ 2pe2y, y ≤ 0. (A.5a)
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Appendix B
Probability of Coverage with Random

Sleeping

In order to account for the background noise,σ2N , its contribution is incorporated to the proba-

bility of coverage (equation (5.32)) by multiplying its Laplace transform as follows

P
σN
CH

=

∫

r>0
2πqλ1r exp(−πqλ1(ρ(τ, α) + 1)r2) exp(τrασ2NP

−1)dr, (B.1)

P
σN
C0 =

∫

r>0
2πqλ0r exp(−πqλ0(ρ(τ, α) + 1)r2) exp(τrασ2NP

−1)dr, (B.2)

and

P
σN
C1 = 2πqλ1

∫ ∞

0

∫ ∞

xi

[
1

σ2
r

1 + τ(r/xi)−α
exp

(−r2 + x2i
2σ2

)
dr

]

× x · exp
(
−πx2(1 + ρ(τ, α))qλ1 + λ0)

)
dx. (B.3a)

Substituting equations (B.1), (B.2) and (B.3a) into (5.32), the probability of coverage of the

random sleeping algorithm is given by

PCRS
= (1− p)(PσN

C0 + P
σN
C1 ) + pPσN

CH
. (B.4)

If the background noise,σ2N = 0, is not considered, then equation (B.4) reduces to

PCRS
= (1− p)

(
q (PC0 + PC1) +

1− q
1 +G

)
+ p

1

1 +G
. (B.5)

131



Appendix C
Probability of Coverage with the

Load-based Algorithm

As suggested in [155], the first step to obtain the probability of coverage is to condition the

sleeping algorithm on the activity of a Poisson-Voronoi region a(x). Thus, all the micro BSs

are enumerated in increasing order of distance from the typical user, starting fromN = 1, i.e.,

the serving BS. Moreover, i.i.d. random variables,Ai ∼ A, are assigned to each micro BS such

thatA ∈ [0, 1], whereAi represents the user activity within the Poisson-Voronoi cell andfA(x)

describes its PDF. From [155], it is known that the probability of coverage of the load-based

algorithm can be described by

PCLB
=

1

E[a(x)]

∫ 1

0
xP(SINR> τ |x)fA(x)dx (C.1a)

=
1

E[a(x)]

∫ 1

0
xP(N = 1)P(SINR> τ |N = 1)fA(x)dx

+
1

E[a(x)]

∫ 1

0
xP(N > 1)P(SINR> τ |N > 1)fA(x)dx (C.1b)

=
1

E[a(x)]

∫ 1

0
xs(x)P(SINR> τ |N = 1)fA(x)dx

+
1

E[a(x)]

∫ 1

0
x(1− s(x))P(SINR> τ |N > 1)fA(x)dx (C.1c)

where (C.1a) is, by definition, the coverage of probability weighted over the active user links,

(C.1b) partitions the probability of coverage into the event when the nearest micro BS is awake

and the event when it is asleep, (C.1c) uses the Laplace transform of the remaining interferers to

represent the probability of coverage. The termP(SINR> τ |N = 1) corresponds to the PDF

presented by equations (5.23a) or (5.22a) if the nearest BS is correlated or not with the user

location, respectively. In order to calculate,P(SINR> τ |N > 1), two cases are considered:

if the closest BS to the typical user is (a) its cluster centreor (b) any other micro BS. When

case (a) occurs, then the interferers are uniform distributed regarding the typical user location.

Nevertheless, when case (b) is considered, the contribution of the cluster centre as an interferer
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must be considered as follows,

P(SINR> τ |N > 1) =
∞∑

i=2

P(N = i|N > 1)P(SINR> τ |N = i) (C.2a)

=

∞∑

i=2

[
E[s](1− E[s])i−2

∫ ∞

x=0
exp

(
−πx2E[s]λ1ρ(τ, α) +

−xασ2Nτ
P

)

× gidx
]
+

∫ ∞

x=0

x

σ2
exp

(
−πx2E[s]λ1ρ(τ, α) +

−xασ2N τ
P

− x2

2σ2

)
dx

(C.2b)

wheregi = 2(πλ1)
ix2i−1/(i− 1)! exp(−πx2λ1). Notice that the last term in (C.2b) should be

discarded if the cluster centre is switched-off as a result of the sleeping strategy adopted and

thus, (C.2a) reduces to the results derived in [155].
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Publication List

Journal Papers

1. Miryam Gonzalez-Perez and J. Thompson, ”Energy Efficient Inhomogeneous Cellular

Networks, ” Submitted toIEEE Transactions on Communications.

Conference Papers

1. M. Gonzalez and J. Thompson, ”An energy efficient base station deployment for mm-

wave based wireless backhaul,” 2016 IEEE 27th Annual International Symposium on

Personal, Indoor, and Mobile Radio Communications (PIMRC), Valencia, 2016, pp. 1-6.

2. M. G. Gonzalez-Perez and J. Thompson, ”Analysis of the energy efficiency of a Virtual

MIMO system with a large antenna array,” IEEE EUROCON 2015 - International Con-

ference on Computer as a Tool (EUROCON), Salamanca, 2015, pp. 1-6.

3. M. G. Gonzalez-Perez and J. Thompson, ”A Low Complexity Quantization Technique

for Virtual MIMO Systems,” 2015 IEEE 81st Vehicular Technology Conference (VTC

Spring), Glasgow, 2015, pp. 1-5.
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