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Abstract 	

N*ASO  

Molecular Dynamics simulations have been carried out on systems of increasing 

complexity and biological relevance, in particular aqueous solutions of ions and 

peptides, in order to establish the local association patterns of solute and solvent 

molecules, as well as the structure formed by the solvent around the solvated 

ions/molecules. 

Due to the high irregularity in the energy landscapes of the systems in question, 

techniques developed to mitigate against the challenges thus posed have been employed, 

including parallel tempering. To account for quantum effects not readily observed in 

classical MD, ab initio Car-Parrinello simulations have been carried out. 

To establish a connection with experimental findings and thus underpin simulation 

results, techniques were developed to compute and refine structure factors from simu-

lations to compare with experimental scattering data. Based on these findings, water 

models' qualities as a solvent have been evaluated, resulting in a firm disinclination to 

the TIP3P model. 

Further tools to quantify local structure have been developed and implemented, 

including the development of an order parameter to gauge the four-fold coordination of 

water in pure and mixed form as a function of a parameter of interest, here temperature, 

and spatial density calculations to visualise the local neighbourhood of molecules. 

A key objective was to elucidate previously disputed areas in the fundamental 

findings surrounding the systems in question. This has been achieved in the case 

of aqueous solution of L-proline with regards to the formation of macromolecular 

association and the formation of intermediate structure, as well as the question of 

close ion contact and local ion solvation structure and coordination of aqueous NaCl. 

Beyond that, new insight into the mechanism of exchange of members of the first 

solvation shell of Na, as well as into the molecular mechanism based on the hydrogen 

bonding pattern of inter-proline and proline-water association as a facilitator to the 

cryoprotectant nature of proline was gained. Finally, the nature of the helix formed by 
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Chapter 1 

1 	

1 r>,dEY :•;e 
Introduction 

t1, 

1.1 Organisation Structure is the key to success 

As the title suggests, there is a bio-slant to this thesis'. Thus, any introduction 

should really start off by treating just that. At this time, phrases like 'biological 

organisms', 'the genome project', 'DNA', 'genetic(-ally modified)' etc. have very much 

become everyday conversation terminology. So if these have become common topic 

and knowledge, what is happening at the cutting edge of the research world? Where 

are we lacking in knowledge? Well, the obvious answer is that there is still a lot that 

can be derived from what we know, and similarly from what we know we don't know. 

There is also a slightly more subtle point, which is that, despite having found out a lot 

about the workings of life, some intrinsic and fundamentally simple things remain in 

the realm of the unknown. The reasons for this are twofold. For one, it is often very 

hard to know where to look to find an answer to a well known problem, since the level 

of complexity is extremely high. Second, once we do find the place to look, we often 

lack the necessary tools to cast our probing scientific eye upon it. As a result, we are 

often left under-informed about particular structures of our problem-system. 

The reason we should be bothered by this is that it is often based on our 

understanding of a specific structure that we learn to understand mechanisms that arise 

from, or are aided by, structural features. This becomes particularly important in cases 

where the systems become very complex, like when we seek to know just exactly how 

a drug enters a cell; exactly how a virus docks to a cell; exactly how certain molecules 

keep frogs from freezing. So that's the sort of detail, and the sort of structure we seek 

to find. 

'Clearly, the computer-slant is not negligible. It will be dealt with in due course. 
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1.2. Where does my work with Computer Simulation fit in the Grand Scheme? 

1.1.3 Joint ventures, all the rage 

Since it seems that simulation and experiment are hampered - broadly speaking - by 

equal and opposite problems (e.g. on timescale and detail reproduction), we would 

ideally simply join forces between them and live happily ever after. This is impeded by 

what one might call language barriers. The output from experiment is usually based on 

a bulk property, or an average, or represents a particular measurable variable, whereas 

simulation is a priori more flexible than that, but has a default output of different, 

small-scale detail based functions and distributions. 

Finding an "Esperanto" 2  is not trivial, but the symbiosis of experiment and simu-

lation allows for predictions and assessments to be made by scaling and extrapolating 

from small-scale simulation results via the reality check and verification by experiment 

to the bigger picture - and maybe one day even to a level where we can see the result 

with our bare eyes. 

In order to achieve this joint venture, which I view as one of the most powerful scien-

tific ones since the combination of cathode-ray tubes with logic to make the calculator, 

techniques have been developed, including the well established Empirical Potential 

Structure Refinement (EPSR) [94] and recent advances to meet with experiment from 

the simulation side via the static structure factor[104] and light scattering[106] (c.f. 

section 2.5). 

1.2 Where does my work with Computer Simulation fit 

in the Grand Scheme? 

Many previous studies involving computer simulations of biological systems have been 

conducted, so in order to contribute something worthwhile, I am operating at a number 

of interfaces in that realm. By choice of topic, I am already working in the tn-field 

area of biology, chemistry and physics. Physics, since it is the fundament of all science, 

and, in a less pompous manner, the experimental data with which I seek comparison 

is fundamentally obtained through techniques of physics. Chemistry, because in the 

systems I worked with, chemical bonds make the molecules of interest. Finally biology, 

because all of the molecules and molecular constellations I will describe have an impact 

on larger scale biological problems. I will extend the information from a small test 

sample to the bigger picture, so to speak, as the ultimate goal (see above). 

Further, I am working on an interface, or maybe intermediary phase, between 

completely ordered things and completely disordered things (e.g. crystals and gases, 

2  a artificial language designed to connect people of different background without favouring one 
language over another[126] 
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1.3. Let's motivate the problems I've examined 

key to this research and most all of my simulations have included water. 

Water is still a puzzling substance in many ways[36], as alluded to before, and 

remains at the forefront of scientific interest. Since, for me, water was more the stage 

rather than an actor on the stage, I offer no additional insight into aspects of pure 

water, and instead recycle previous research results[27, 66, 79, 93]. Nonetheless, it is 

because of its ubiquity that water deserves first mention. 

1.3.2 Ions 

Ions, or more specifically salt ions, in the context of aqueous mixtures have been of 

particular interest to science, and indeed the general public as a result of that, for 

many decades, even centuries. This interest can be split in two: the interest in the 

effects of salt on water per Se, such as the lowering of the freezing temperature in 

salty water, and the effect of the presence of salts in water on a tertiary component 

in a mixture, namely proteins. It is thus not surprising that the influence on aqueous 

systems, from sea water to boiling pasta to the stability of proteins in solution, has 

been studied particularly widely. (The term protein is used here, precariously, before 

a formal introduction of it. This will follow below.) 

In terms of biological research, very early work by Hofmeisterj451 organised 

various ions in a series according to the extent to which they influence protein 

solubility; the so called Hofmeister series. Referring to a diverse range of salt-

induced phenomena in protein solutions, including denaturation, structure and enzyme 

kinetics[22, 81], Hofmeister effects have been the focus of active research, in both model 

and experimental techniques. 

Setting the stage experimentally, one key hypothesis is that salt induces changes to 

the structure of water which then determine an effect on biomolecular properties. This 

is underpinned by neutron diffraction measurements of binary water-salt mixtures[57] 

and further so by recent work[64], which confirms that the perturbation of the water 

structure extends firmly beyond the first hydration shell. 

However, recent calorimetric measurements [6], which have revealed no correlation 

between the influence that an ion has on water structure and its effect on protein 

stability, have challenged this widely held expectation. Additionally, recent dynamical 

measurements based on femtosecond pump-probe spectroscopies have shown that 

the rotational dynamics of water molecules outside the first hydration shell remain 

unperturbed by the presence of hydrated ions[82]. This seems to suggest that the 

extent of solvent restructuring is weaker than expected on the basis of the diffraction 

data [57] 

Computer simulation is in a good position to arbitrate these disputes, and as a 
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1.3. Let's motivate the problems I've examined 

1.3.3 Amino acids 

Amino acids take the central role as both building blocks of proteins and intermediates 

in metabolism. The 17 proteinogenic amino acids, those of which proteins are made, 

display tremendous chemical versatility individually, ranging from acidic to basic, 

highly hydrophobic to hydropathic (that is water-fearing and water-loving, respectively) 

and so forth. 

It is the specific sequence of different amino acid types that defines a particular 

protein, which in turn is determined by the sequence of the bases in the gene that 

encodes that protein. Via the chemical properties of the amino acids, the biological 

activity of the protein is created. 

Since, within their amino acid sequence, proteins also encode the required 

information to establish how they will fold into a three dimensional structure, research 

in protein folding - the holy grail of simulation and indeed the relevant scientific 

community - will invariably rely heavily on knowledge about individual amino acids. 

The amino acids used in proteins fall into two classes. Those which the human 

body can produce on its own and those required in the diet. The latter are called the 

essential amino acids. 

In addition to their rOle in proteins, amino acids have other features assigned to 

them. In my line of research, I focused particularly on proline (a non-essential amino 

acid), which will be introduced separately later. This specimen exhibits functions of 

bio-protective nature, and the molecular structure involved in the underlying process 

shall be explored in section 5 on page 105. 

1.3.4 Poly-peptides 

what are they? 

A peptide is merely a short molecule consisting of at least two chemically bonded a-

amino acids. The link between one amino acid and the next is called an amide bond, 

or peptide bond. 

Technically, proteins are merely polypeptides (i.e. more than two amino acids), 

or several groups of sub-polypeptides. Conventions for differentiating between 

polypeptides and proteins are muddy, but a fairly common sense one stipulates that 

peptides can be made synthetically from amino acid constituents; with the advancement 

of synthesising techniques, this seems to be muddied further. 

7 



Chapter 2  

Methods 	 : 

In this chapter we shall be exploring the basics of Molecular Dynamics methods, 

including some of the reasons why certain things are done the way they are. Only very 

few of these things are actually new, and there is no claim to completeness. Further 

reading should in particular include first Allen and Tildesley[2] and then Fenkel and 

Smit[38]. This presentation will hopefully prove useful for someone who has no prior 

exposure to the topic and provide depth for the more knowledgeable reader. My goal 

in this chapter is to author the type of introduction to Molecular Dynamics I would 

have liked for someone to have written before I first started in the field and yet provide 

a presentation that does not sacrifice insight. 

2.0.0 Very brief, Soft-Core, Rough-Guide to Simulation 

To simulate a "system" of atoms, molecules etc., one needs to define a set of interaction 

rules. Underlying the rules are, of course, physics and its laws, but depending on what 

level of detail is sought, one can choose different ways of defining a set of interaction 

rules. 

Let me draw the comparison to finding "properties of car journey" from, say, 

Waterloo to Salzburg. We won't actually take the journey, because that would be 

the experimental part, which we are not interested in for now. 

We have a few options: We can look at a map of the world and get a good idea 

about where the two are with respect to one-another. We can log onto Google-Maps 

and have a route calculated for us. We can refer to loads of Ordnance Survey Maps and 

get a route from those, which will also have information about altitude at all points 

on the route. All methods will yield a route, but because we make varying degrees of 

assumptions about the general applicability of the information, there will be varying 



We use a map of the world: 

We only care about the fact that there is a Waterloo 

and a Salzburg, and given the right set of mind, one 

could go there. 

We are happy to make assumptions, say, about the 

fact that there will be roads. 

We use Online-Maps (Google, Mapquest RAC): 

We care about the actual route and know which 

mode of transport (car, bike) we want to use, but need 

a fast way of finding the route. 
We are happy to make assumptions about details of 

the route (road conditions, petrol stations), and only 

worry about bulk properties like miles travelled. 

We use Ordnance Survey Maps: 

We are extremely concerned (and therefore 

unhappy to make assumptions) about the intricate 

details about the route from Waterloo to Salzburg and 

want to make sure that the internal workings of our 

journey (say, the vehicle) will be able to deal with all 

route-related elements, like altitude, water crossings, 

tightness of corners etc., we have a long time to plan 

the journey very carefully at all cost. 

We use an implicit model of water, i.e. no 

individual water molecules get simulated: 

We only care about water as a means to an end, 

and don't care about its structure or electronic 

properties at all. 

We are happy to assume that our choice will not 

reduce the validity of our result. 

We use a parametensed force-field model with 

a known model of water (SPC/ E, TIP3P, TIP4P): 

We care about water as an explicit solvent, we are 

interested in structural properties and associations 
between individual molecules in a quick-check 

method, we don't worry about intramolecular 

contributions and changes. 

We are happy to assume that the intra-molecular 
mechanisms have no bearing on the bulk property. 

We use a an approach that uses quantum 

mechanical calculations, ab initio and/or 

density functional theory (DFT): 

We are concerned with both internal and 

external findings concerning water molecules 

(structure, electronic properties, bonding, exchange 

of protons etc.), we aren't worried about not 

simulating the system for very long since we care 

more about small-scale properties. 

Figure 2.1: Crib-sheet: A brief outline of the different techniques available, along with the parallels to an 

every-day life example. 

11 



2. 1. General Classical Molecular Dynamics 

xi (2At) = X i ( At; X1 (At) ... x(t).  il (At) . . . xN(t)) 	 (2.3) 

As we anticipate At to be chosen fairly small, this implies many computations of the 

force. As N increases, so does the number of interactions; if we assume a pair potential, 

this scales as N2 . The combination of these two issues makes for a problem that is 

ultimately the core of MD. 

2.1.2 Connection to Thermodynamics and Statistical Mechanics 

This is going to be a fast crash-course, taking a few conditions implicitly as read. There 

are numerous publications on statistical mechanics and thermodynamics that go into 

deeper detail[35, 65, 73]. 

In order to arrive at a Hamiltonian formulation of MD (which we shall do in the 

next section), that connects back to thermodynamics and statistical mechanics and 

paves the way for important, but somewhat heavy mathing, let's start with the first 

law of thermodynamics ("Conservation of Energy, or Energy is a state function"), and 

the second law ("Entropy is a state function"), where a state function only depends on 

the conditions, not on history, to arrive at an expression for the infinitesimal change in 

energy 

dE = TdS - pdV + udN. 	 (2.4) 

Here, as expected, p is the pressure, V the volume, p the chemical potential and N the 

particle number. Since energy is a state function, dE is an exact differential, and thus 

S, V and i must be variables of state. As entropy is the variable that's hard to set, it 

is often expressed as the independent variable, which yields 

dS = dE + dV - dN, 	 (2.5) 

implying that S(NVE) can be used to obtain 

	

1 - 	
(8S) VN T - 

p -  fas\ 

	

- 	'W)E,N 	 (2.6) 

	

- 	 fas\ 
T -- 

from which we will develop a link to molecular, microscopic systems. 

There are two more functions with different independent variables, the Helmholtz 

Free Energy A(NVT) and the Gibbs Free Energy G(NpT), which can be defined via 

Legendre transformations to yield 

AE — TSandGmA — TS+pV 	 (2.7) 

13 



2.1. General Classical Molecular Dynamics 

the positions and momenta. Let us also define the vector function ff, t) as 

(r,t)=r. 	 (2.15) 

Let us further consider a normalised distribution function, f(r, t), describing an 

ensemble of states whose evolution obeys Hamilton's equations. An equation of motion 

for this distribution function can be derived by balancing the rate of change of the 

number of ensemble members inside a phase space volume V by the flux through the 

boundary surface 

IV  drf(r,t) = -f dSr[n(r,t)]f(F,t) = _f(r,t)Vif(rt) 	(2.16) 
dt  

where phase space is assumed to be Euclidean[73] and Liouville's theorem has been 

used (i.e. phase space volume is preserved, so that the volume element is unity, which 

is embodied by the condition & V = 0 valid for Hamiltonian dynamics. In 1D 

Ei  V1 = > 41d/dq + id/dp; i = 1 . . . N) If this result is to hold for all possible 

volumes, the local result holds 

df 
af(r,t) +e(r,t)vf(r,t) - -dt 

=0. 	 (2.17) 
at 

This is called the Liouville equation. 

We are interested in equilibrium solutions, { 0. In this case, f = f(H), since 

L_ L0 dH 
 (2.18) 

dt 	dHdt 

Consistent with Gibbs' postulations of statistical mechanics, we need to construct 

a distribution function which allows us to visit all states, created equal in the eye of 

[insert favourite deity or equivalent here], in phase space, subject to the constraints 

imposed by the Hamiltonian, H, with equal a priori probability. Evidently 

f(H(F)) = C(H(F) - E), (2.19) 

with C a constant. We can thus define the phase space volume and ensemble partition 

function 

1(NVE) =.- f dF6(H() - E), 	 (2.20) 

such that an average quantity 

(0) =h'fZ 
CN  
(NVE) 

f dö(H(F) - E)0(I') 	 (2.21) 

15 



2. 1. General Classical Molecular Dynamics 

and the definition of the Poisson Bracket 

dA.ÔA .OA ÔHÔA ÔHOA 
= q— +p— = 	- ----- { A, HI 	(2.27) 

leads to the definition of the Liouville operator 

1•1' _'• q 	.8 i - L. jO +p 

- 	8 	ii 81_-18HO 	8H8 	 22 - L 

These results hold for arbitrary H(q, p), not just equation (2.26)[40]. We have as 

before, the state of the system, F, defined as the set of positions and momenta, {q, p}. 

The state of the system, I', is a function of time, and evolves in time according to 

r = 	icr 
(2.29) 

IF(At) = T(t)F(0), 

where F(0) is the state at time t = 0 and T(t) is the classical time evolution operator 

T(At) = e tC . 	 (2.30) 

Clearly, T(At) is a unitary operator and equation (2.29) is time reversible, since 

F(0) = T(—Lt)r(t) = T(—A)T(At)F(0) = e_tCetCF(0) = r(o). (2.31) 

Hamilton's equations can, in general, not be solved analytically, and numerical 

integration schemes must be employed. These are subject to approximation, and thus 

involve the introduction of error, as we move from the exact trajectory F(t) to the 

approximate trajectory F(nt), where At is the finite time-step, such that t = nat. 

In order to generate numerical integrators within controlled approximations, we 

exploit the freedom to decompose the Liouville operator into two parts, such that 

£= L 1  +2 = {...,hi} + {..., h2}, 	 (2.32) 

where we have defined 

H = h1 + h2 	 (2.33) 

at the same time. It follows that 

T(it) = eiatc = et12) 0 et11etC2, 	 (2.34) 

17 



2.1. General Classical Molecular Dynamics 

Campbell-Hausdorff (BCH) expansion[121] of equation (2.35) on the preceding page, 

the integrator can be shown' to yield the solution to the continuous time equations of 

motion 
00 

	

t(f'(t)), 	 (2.40) 

where (i'(t)) = f'(t) and '(t) 	r(t). Recall that the original equations have a 

conserved quantity 

dH(r(t)) 
= 0, or iJ H(T) = (I') . VqH(r) = 0. 	 (2.41) 

dt 

If we can determine conditions under which equation (2.40) will have a corresponding 

conservation law H(Lt, I') , this will bound the error in equation (2.36) and allow us 

to consider MD as sampling f dI'ö(E - (t)), assuming ergodicity. In this way, we 

can compute any experimental observable as an ensemble average a la Gibbs from the 

approximate dynamics. 

Since the integrator is reversible by construction, the expansion of H must occur in 

even powers of At, and we can expand formally as 

ñ(['(o); t) 
=z

t22H(r(0)). 	 (2.42) 

So now we must find conditions for H to exist. First, the perturbation dynamics defined 

by decompositions of the classical Hamiltonian as in equations (2.32,2.33) can be shown 

to be of the form 

	

= 	g, 	 (2.43) 

where we introduce the constant skew symmetric matrix g(F(0)), 

	

g' = ( 	). 	
(2.44) 

In this case, each perturbation dynamics clearly has the conservation law ,)p 

0, and equation (2.42) holds. 

Now let us connect the decomposition of £ = £ + £ 2 = {. . . , H1} + I.. . , H2} to 

equations (2.42,2.43) to square the circle. Since the original equations are Hamiltonian, 

1 equation (2.24) in [76] 
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2.1. General Classical Molecular Dynamics 

property of Hamiltonian systems, and integrators of Hamiltonian systems with this be-

haviours are referred to as symplectic integrators. Any integrator derived via a Liouville 

operator decomposition of a Hamiltonian dynamics, as in equations (2.32,2.33), will be 

a symplectic integrator, possess a H and have a guarantee of long stability and the 

existence of well defined phase space averages. 

2.1.4 Other ensembles 

Equations of motion that generate other ensembles, such as NVT and NPT, are more 

complex, and so in order to understand them we need to explore some more mathing 

first. 

Let us express the traversal along the trajectory of a (for simplicity sake 1-

dimensional) system 

X(0) - x(t) 	 (2.50) 

as a variable transformation, which will involve a Jacobian, J(xt; xo), such that 

dx t  = J(xt;xo)dxo. 	 (2.51) 

In a system involving more than one particle/dimension, the Jacobian will be the 

determinant of a matrix. In a Hamiltonian system, J(xt; xo) = 1 for all t, a property 

referred to as phase space volume preservation, which is a consequence of Liouville's 

theorem, as discussed above. 

It can be shown (see Ref. [1091 for more detail) that 

	

J(xt; xo) = J(xt; xo)V . 	 (2.52) d log J(xt;xo) = 
	. ij di 

which we can integrate, formally, 

	

J(xt; x0) = exp (f V2  . i5ds) 	
(2.53) 

= exp(w(xt,t) - 

and substitute into equation (2.51) to yield, first, 

	

exp(—w(xt, t))dxt = exp(—w(xo, 	0) )dxo 	 (2.54) 

and then 

	

Jg(xt ,t)dx t  = ,/9(xo,0)dxo, 	 (2.55) 

where we have introduced the metric determinant /g(x j , t). Therefore, for a general 
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Pi 	= 	F2 - 

 PV=  

1 7?1 	= Iv'N 	.2L 
m - dNkT] - 

P 71k 	= 
3 ' 7k-1 

__ 	_ 
1 	'1k--1 

P - 71k  

PIJM 	= I Q j _ k  M T] ,  

where k=1.....M 

(2.61) 

where k=2,...,M-1 

2. 1. General Classical Molecular Dynamics 

Canonical ensemble 

Starting from the Nose-Hoover-chain equations of motion postulated by Martyna, 

Tobias, Klein 

éi- = RL  
- 	mi 

where the system has N particles, and the forces F7  = -Vq,0 are derived from the N-

body potential function 46, and dN is the number of degrees of freedom. The extra 

variables {ij, p,7} are considered to be a a chain of thermostats, which control the 

fluctuations in the total kinetic energy of the system about kT. Finally, Qk  determines 

the timescale on which the thermostat evolves, and is found to be best described by 

Qi = dNkTr2 ,Qk=2  M = kT-r2 . Here, r is the frequency upon which the chain 

removes/adds energy from/to the physical system. 

Our conserved quantity for equation (2.61) case is 

	

H' = H(p,q)±>f_ 	+kTii, 	 (2.62) 

where H(p, q) is the physical Hamiltonian and i 	dN71 +E2 77k/Qk. The dynamics 

has the phase space metric factor 

	

= exp(ij) 	 (2.63) 

Following the derivation of the previous section 

I1T(N, V, H') = f dNp fD(v)  dNq f dp71  f dr exp(17) 

	

xo(H(pq)+ 
	 (2.64) 
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2.1. General Classical Molecular Dynamics 

As before, we apply the non-Hamiltonian procedure, whereby the microcanonical 

function is given as 

fT,P (N, H') = f dV  f 
dNpdNqdMp,1d7)1d7)dp 	

( 2.69) 
x exp(77)8(H' - E). 

Performing the 5-function integration, we finally arrive at 

fTZ(N, P, E,T) x fdMp,7exp(?j) fdpexp(Q)f dVexp(/3PV) 

x f d V p f () dN qexp(_3H(p,q)) 	 (2.70) 

X A (N,Pext,T), 

which, again assuming ergodicity, is the correct reproduction of the isotropic NPT 

ensemble! 



2.2. Force Field 

of these as pseudo-springs, we can assign a potential energy to a deviation from these 

equilibrium distances, angles and so forth by means of a spring-constant, or better a 

force constant, which we then just put in with the rest of the parameters. We arrive at 

= 	> 	k?., (b, - bç.,, )2 

Vd8  = 

Vdtheja  = 	k[1 + cos(nq5 - 

Vimproper = 	/ç,(W - 

VUrey_Brwjley =>12 k,(u - uo)2, 

where all the k represent the force constant, b, 9, 0 , w and u are bondlength, bond angle 

between three bonded atoms, dihedral angle, the out of plane angle, and the distance 

between the 1,3 atoms in a harmonic bond, respectively. n is the multiplicity of the 

system (selected to describe the number of minima/maxima in the torsional surface, 

e.g. butane C—C—C—C torsion has 3 minima and 3 maxima, thus ii = 3), and 5 is a 

phase shift. The xo represent the equilibrium value of the variables. Of course, these 

are all intramolecular energy terms, nevertheless, we'll need them to get the overall 

force. 

Since some of these contributions are recognised to evolve in time fax slower than 

others (e.g. bond vibrations need to be sampled at a higher frequency than, say, the 

Lennard-Jones interaction), we can make use of multiple timescale techniques already 

alluded to in section 2.1.3 by exploiting equation 2.36, which allow us to compute the 

computationally more expensive forces less frequently, e.g. by writing H = > k hk and 

introducing multiple time-steps at which to apply their associated Liouville operators. 

For further reading, please refer to Refs. [3, 69, 70, 87]. 

There is one more contribution to the energy, which is the electrostatic interaction, 

here modelled by a Coulombic potential, 

Veieratic 
= q qb
- 	 ( 2.73) 
rab 

where q is the charge of the atom in question, rab is the distance between atoms a and 

b. The electrostatic potential is a long range interaction, which in 3D and including 
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2.2. Force Field 

Strengths 

The power of a force field such as CHARMM is its extreme versatility dealing with many 

different types of systems quite efficaciously. Its ability to treat amino acids and other 

common building block molecules, as well as whole proteins, explains its wide use. 

Pitfalls 

It may already have sounded a little bold to simply assume that we can decide on a 

parameter for our model for a category of atoms, and forget about it. Consider now 

the fact that in addition to this generalisation, we will often also, mainly to allow for 

a large At in the numerical integration, make certain bonds/bends rigid through the 

introduction of Lagrange multipliers[3, 40, 87]. This works fairly well in many cases, 

and has the bonus of speeding the simulation up significantly, but will also introduce 

artificial results which have to be eyed carefully. 

As mentioned before, water is an extremely important part in life, and hence 

an important one in simulation. Sadly water is also rather unique in many bulk 

property respects, as well as in its intermolecular interactions, which makes it hard 

to find a good simple model. Particularly, the polarisation of water molecules, that 

is the redistribution of the atoms' charges across the water molecules, due to the 

presence of other charged particles (and water molecules), is a big factor. No force-field 

fully captures the polarisation of water to be included in the interactions, although 

polarisable force fields are being built. 
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Figure 2.2: O,, - O Radial distribution functions for three water models for aqueous proline are shown in the 
three solid colour lines. The corresponding functions for pure water are shown as dashed lines. 

The water model that comes as the house-brand of CHARMM, TIP3P, describes 

the water molecule as a rigid three-charge site molecule with fixed bond length bOH = 
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2.3. Parallel Tempering 

2.3 Parallel Tempering 

Let us spend a brief moment thinking about what we will actually be simulating, in 

terms of where the system in question can evolve. There is a large number of different 

states that the system could potentially occupy. We might call this "state space", 

but it is commonly referred to as phase space, as a point or state is defined by Jp, q}. 
Different states will cost different amounts of energy or entropy, this is as a result of the 

distances, angles, torsions etc. between atoms and within molecules. Loosely expressed, 

one of the underlying principles of physics is, that, given a choice, a system will try 

and be in the lowest energy state it can. 

In the canonical ensemble, due to fluctuations in a complex system consisting of 

several hundreds or thousand of atoms, a system may sometimes go from a low energy 

state to one that is slightly higher and, as a result, might go to a different one which is 

lower than the one before. 

In real life, the processes of evolution between states happen rapidly, so that one 

can assume that overall, the system is in an adequate state. When we set up a liquid 

simulation, we often start from a rather contrived structure, not uncommonly in fact 

from a lattice configuration of the molecules involved. Even though we then equilibrate, 

that doesn't give us confidence that the resulting simulation will in fact be running in a 

state that is the representation of the equilibrium distribution. It may well be the case, 

that we are stuck in a local minimum of energy, from which we cannot escape. "We" 

in this case means the system, and as a result the simulator, since he/she is stuck with 

a potentially incomplete or wrong result. Commonly, we refer to this as "not sampling 

enough of phase space", or lack of ergodicity, which we assumed in previous subsections 

(c.f. equation (2.22) on page 16). 

2.3.1 A look at phase space, or the Alps 

In order to visualise the problem at hand, let us briefly hark back to the introduction 

with its concept of journeys. If we now make our journey an expedition in the Alps 

and consult figure 2.3 for an elevation map of the Berner Oberland in the Alps, then 

it is easy to see that we might have trouble getting to the top of the Jungfrau in our 

[insert model of really lame car here], and in fact we may not even get over the pass 

of a given mountain and to the next valley, say, from Brig to Interlaken. So we end 

up stuck driving around a valley, over and over again. We may see many interesting 

things there, but it may not be representative of Switzerland. In fact, we might have 

been stuck in a particularly special or even peculiar part of the country, and we'll end 

up knowing that part really well, but won't have the correct impression of the country 

as a whole. 
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2.3. Parallel Tempering 

to that, but let's dwell on that example. 

If we were a little team in the Alps, we could do the following: We could have 

different cars (different replica of our system) starting in different valleys (states) with 

different engines (temperatures). Some would be strong (hot) enough to make it over 

the hills (energy boundaries). Now and then we could share information on the current 

scenery (configuration, motifs). 

The analogy is starting to lack somewhat, since per se there is no drawback to 

having a LandRover in the Alps (other than maybe price, fuel efficiency), whereas a 

system whose properties we would like to explore at ambient conditions we cannot very 

well simulate at 100 K hotter. We need to find a clever way. 

2.3.2 Replica exchange - a clever way 

Freshly back from the Alps, we can now think about the intricacies of molecular 

dynamics and the trick we hinted at. Parallel tempering (PT) is first sourced in a 

paper by Swendsen and Wang[98] and is based on the idea of simulating M replicas in 

a series of temperatures (again, other variables like pressure could similarly be used). 

The highest temperature is picked such that easy traversal through phase space is given, 

while low temperatures will sample very accurately (since trapped in) a small area of 

phase space. This is visualised in figure 2.3. 

The ingenious trick is that at regular intervals during the simulation adjacent 

replica, or temperers, are allowed to swap configurations (as in the Alps people 

might swap cars), which was first formulated by Geyer in 1991 [39]. This way, the 

states accessed at higher temperature have a chance of trickling down into a lower 

temperatures' replica. The exchange between temperers i and j is accepted with 

probability[23] 

Pij = min 1,1 
	 } 	

(2.76) 

where AOij and AEij  are the difference in inverse temperature and total energy 

respectively. Since the temperatures enter into the acceptance criterion explicitly, the 

probability of accepting a move decreases exponentially with a widening temperature 

gap between temperers. This is also the reason why commonly only neighbouring 

temperers are swapped, even though in principle a swap could be attempted between 

any two temperers. 

Picking temperatures - or: eating the broth as hot as it is boiled? 

Exactly how one should choose the temperatures is what one might call a dark art, but 

there have been advances (some quite rigorous) about how to pick them ideally[52]. 
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2.3. Parallel Tempering 

At the time of analysis, we can refer back to these probabilities, and fold them 

into the calculation of, say, a radial distribution function. The distance distribution 

between two types of atoms, which for one temperer at temperature T is A(r, t), and 

integrated over time becomes 

A(r) = .fdt'A(r,t'). 	 (2.77) 

Note that, due to the switches, A(r, t) does not vary smoothly. In addition, since we 

use a finite integrator, 

A(r)=J 	 (2.78) 
0 	 o 

where t = Nat. In our new scheme, where we include all M temperers, we find that 

the distribution at temperature 7'3  is Ai(r) as 

A (r) 	f dt' 	Pjj(t')A(r, t') 	 (2.79) 

which is properly normalised as long as we ensure that 

M 

P3 (t) = 1 	 (2.80) 

for all t. Note, if the system is ergodic, we recover phase space averages. 

So as a matter of fact, what we achieve this way is a double whammy of PT power. 

Not only do we improve sampling for our target temperature, we also include the results 

of the non-target temperatures legitimately into our analysis of the target temperature. 

An example of the resulting difference in a 1D radial distribution function can be seen 

in figure 2.4. 
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2.4. Car-Parrinello Molecular Dynamics 

2.4 Car-Parrinello Molecular Dynamics 

So far, we have treated atoms and molecules as simple ball and stick constructs, which 

is also the way we usually visualise an atom, as is in fact the case in all illustrations 

in this works. This is, of course, an extreme simplifiction. What really goes on under 

the bonnet of an atom and a covalent bond is rather more complicated, and arguably 

should enter the way we model the interactions. 

Let us briefly sum up the drawbacks of relying on a force-field model of point 

particles. First of all, charges appear as static attributes in the force field, and thus 

effects due to electronic polarisation are not captured, except in a mean field sense. 

Attempts to overcome this problem have been made, and include polarisable models, 

in which charges and induced dipoles respond to changes in the (local) environment. 

Recent efforts to make a polarisable water model that will otherwise incorporate a 

regular force field are promising. Another huge limitation, certainly in a general force 

field applicable to all systems, is the presumed connectivity of molecules. Clearly, 

chemical reactions are thus a priori excluded from being sampled, unless a specific 

(thus not transferable) technique is included, which may in turn bias towards some 

particular reaction inadvertently. 

Fortunately, the (at this point still fairly) recent technique of ab initio molecular 

dynamics (AIMD) method has been developed to overcome some of these problems. 

It includes the forces obtained from an approximate electronic structure, computing 

this contribution as it goes along. Because of this explicit treatment of the electronic 

structure, electronic polarisation, bond forming and breaking events, and many-body 

forces are expressed to within the accuracy of that treatment. Sadly, despite heroic 

efforts to scale small systems onto large buildings full of computers (namely IBM's 

BlueGene/L)[10, 1141, this treatment only allows for small (0(10) atoms) systems to 

be simulated long enough to generate ensemble averages. 

For the real enthusiast, the formulation of AIMD is also compatible with Feynman's 

path integral approach, and can thus be extended to include quantum effects of the 

nucleus in the ground state surface. Since even with computing power available these 

days, that approach is rather the slow (if very exact) one, we won't look into it any 

further. Of course, path integrals can also be used in conjunction with classical force 

fields. 

2.4.1 Complicating the story 

Previously, we had stated that we are treating ions as point particles in the Born- 

Oppenheimer approximation on the ground state electronic structure, and we still are. 

The treatment of the electronic structure has already been alluded to briefly, but it 
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2.4. Car-Parrinello Molecular Dynamics 

Indeed, a series of approximations are used to employ DFT in practice. First, 

largely for computational efficiency, only the valence electrons are treated, and the core 

electrons are replaced by norm-conserving nonlocal pseudopotentiaLs. Next, a plane-

wave basis set is introduced to describe the states 

(r) = 	I& j (g)exp(ig r), 	 (2.84) 

lgI<Ecut  

where { 'I'(g) } is a set of expansion coefficients and g is a reciprocal lattice vector. The 

expansion is truncated using an energy cutoff E ut  > 1g 2 . Last, we take the local 

density approximation, whereby 

	

Eex_cor[p} J 	 (2.85) 

where ,c_co (p(r), Vp(r)) only depends on the electron density p(r) and its gradients[7, 

581. This type of approximation to the exchange-correlation functional is referred to as 

a generalised gradient approximation, or a "GGA". In this thesis, we will be working 

with KS-GGA-DFT in general, and the B-LYP[7, 58] functional in particular. 

Car-Parrinello, arriving at the equations of motion again 

We now have all the tools to finally formulate the Car-Parrinello approach[15], which 

is quite inventive. In fact, it starts by proposing a fictitious dynamics for the plane-

wave coefficients f11(g) } of the states. This allows an electronic configuration that 

is initially minimised to co-move with the nuclei to produce nuclear dynamics on the 

ground state along the Born-Oppenheimer surface, This is accomplished by positing 

an adiabatic separation between the fictitious state dynamics and the real dynamics of 

the nuclei, which allows for the electrons and nuclei to be treated on equivalent grounds 

mathematically. The electrons can be kept at a far lower temperature than the nuclei, 

and can also be allowed to move fax faster. This is not an immediately obvious thing 

to do, but it does mean that under these conditions the electrons will approximately 

minimise the density functional as the nuclei propagate slowly along their trajectory. 

We arrive at a new expression for the equations of motion 

p*.(g)+EjAijI1j(g) 

	

= 	 (2.86) 

M1R1 - äE - 
— — wi --I.  

Here, i(g) is a mass-like parameter with units [energy'time 2] for the electronic motion, 

and the orthogonality condition is enforced by a set of Lagrange multipliers A 3  [3, 40, 
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2.5 Analysis Tools 

In this part, we will briefly dive into the techniques employed to, once we have obtained 

simulation data, pull out significant information from the trajectory. To this end, we 

will introduce briefly the idea of the radial distribution function - the mothership 

of all analysis in a way -, and continue on with an extension into multidimensional 

distribution function, radial as well as angular. I will then outline the way we 

compute the static scattering structure factor, which is a key quantity in connecting to 

experiment. Finally, a novel way of probing water structure is introduced. 

2.5.1 1D-g(r)s - the power-house of analysis 

When we talk about radial distribution functions (RDF, g(r)), we refer to the 

quintessential tool in the analysis tool box of any simulator. It is, mathematically, 

the probability density as a function of the distance, r, of two atoms, or, vernacularly, 

the probability density of finding an atom at distance r, given that you sit on an atom 

(at distance r = 0). In a liquid, we expect that probability density to approach unity at 

large separation, which arises from the relative disorder at large separation. In contrast 

to a regular solid (the best example being a monatomic crystal), this is not the case, 

since even at long distances, the positions of atoms are well defined with reference to 

the "origin", i.e. the atom we currently sit on. 

Since we are dealing with a probability density function, we can find the expectation 

value of an operator A(r), dependent only on r, as 

(A) = 47rp 10 drA( r)g (r)r2 , 	 (2.87) 

where p is the density of the system (Note that if we are looking at only a specific 

species in a multi component system, say oxygen, we must use the density of that 

species). This may prove useful in many instances, an obvious one being that we can 

compute the coordination number ri(ri, r2), i.e. the expected number of "guys" in a 

certain interval, [rj,r2], as 

rr2 
n(rlr2)=41rPj drg(r)r2 . 	 (2.88) 

ri  

Importantly, we can now find the number of atoms in a first coordination shell, i.e. 

the number of "guys" which are those on closest approach (and cause the first peak 

in figure 2.2 on page 29). 

The concept of the g(r) is paramount to any operation involving simulation to 

elucidate structure, since it is an easy and cheap way to extract basic correlations 
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L4V Loy:.G• 

Figure 2.5: Schematics of potential 2D distributions one might consider of interest. Of course, any distribution 
is possible, and the only limitation beyond creativity is the computing time available to the analyst. 

Since these methods are now well established, I believe it sufficient to refer to 

Whitfield et al. 1120, 118], who introduced them formally in the papers cited. 

It's time to look at an example of this, which is displayed in figure 2.6 on the next 

page. Shown there is the example of the distribution of radial and angular components 

as depicted in figure 2.5, along with the standard 1D-g(r) overlaid to show the value-

add. The ensuing results chapters are strewn with the types of plots seen in figure 2.6, 

as the 2D distribution has proven to be an invaluable tool. 
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2.5.3 Radial density visualisation in 3D - the swooshy 

While the distribution functions discussed in the previous sections serve well to find 

particular contacts, pull out coordination numbers, and use them as an easy and cheap 

way to represent structural features, sometimes we just want to be able to look at a 

molecule and see where its constituents were likely to "swoosh" to over the course of 

a simulation. Or where a particular neighbour molecule has its likely location in a 

contact. 

We can do this using a spatial function, by defining a set of axes from sites on 

a molecule, and then for each occurrence of it, we rotate the whole system to make 

the molecule sit on those same points. Then we look where the sought neighbours 

or, intramolecularly, where the other atoms of the molecule are. With a little careful 

rasterisation of space we can then calculate a statistical density function at every point 

in space in and around the molecule, much like in the 1D and 2D cases. The resulting 

files are huge and tedious, but they can be used to visualise a molecule. An example 

is shown in figure 2.7. Via these distributions it is possible to probe the spatial 

Figure 2.7: Example of a spatial density function of the internal movements of a proline molecule. The solid 
and translucent areas correspond to 10 and 5 times uniform density respectively. Because the 
representation allows the visualisation of the swooshing movement of the atoms, the image has 
been dubbed "swooshy". 
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2.5.4 Evaluation of the static structure factor from simulation 

Neutron diffraction (particularly on a set of isotopically labelled samples) is perhaps 

the most powerful technique for the study of liquid structure in aqueous solutions. 

Experiment yields the total static structure factor, S(Q), directly from the scattered 

neutron intensity, once various corrections for container scattering, multiple scattering 

and inelasticity are applied to the raw data. Structural information is obtained in the 

form of the total real space pair correlation function, G(r), related to S(Q) via Fourier 

inversion in an infinite system[8, 31]. The total pair correlation function is a linear 

combination of partial atomic pair correlation functions defined by 

G(r) = E b2 bjcjcjg2j (r) 	 (2.92) 
ij 

where the b1  and Cj represent the coherent neutron scattering lengths and mole fractions 

of atomic species i, respectively. The site-site distributions gjj  (r) are therefore not 

directly accessible from a single measurement, and angular correlations, which cannot 

be reconstructed from molecular connectivity, are not included at all. 

The total distribution is related to S(Q) via a continuous sine transform of 

H(r) = E bb3 c.jc3  [gjj (r) - 11 	 (2.93) 
i,j 

only in thermodynamic limit, N - oo where N is the total number of particles in the 

system. Comparison between experiment and simulation at low Q is therefore most 

properly explored by direct evaluation of S(Q) from the molecular dynamics trajectories 

and comparison of the result to the diffraction data, as discussed in section 2.5.5. At 

high Q, the continuous transform relation represents a good approximation in the finite 

system. 

Composite partial structure factor 

As mentioned above, experimentally it is not possible to extract the real-space site-site 

correlations directly. However, by making use of partial physical substitutions in the 

sample (hydrogen/deuterium conventionally), in simple systems it is viable to extract 

some of them at least. 

In the example of aqueous NaCl, there are only 4 components in the solution. 

Since the experimental scattering lengths, b, for materials are well known, partial 

substitution of H/D allows for the extraction of distributions concerning hydrogen, H, 

and everything else, X (here 0, Na and Cl). These functions, referred to as composite 

partial structure factors, are then SHH, SxH and  Sxx. 
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system can be re-expressed as a configurational average over a partition function as 

n2(r) = 	 - r - hl - 	 (2.96) 
N 

( U' 

where N is the number of particles in the system, ri is the position of the i1h  particle, h 

is the matrix describing the simulation parallelepiped with volume V = det h and 1 are 

the lattice indices such that h = LI and V = L 3  in a cubic box of edge, L. In this way, 

n2(r) is defined at all distances although 'spurious' correlations or finite size effects will 

be present when r> V113  in comparison to the result obtained in the thermodynamic 

limit. 

The real space expression for the pair distribution function of a finite system can 

now be transformed into reciprocal space. Combining equation (2.96) and the Poisson 

summation formula, 

,F(hl)- I - v(') 	 (2.97) 

= faspace dr"P (_i2 rch_'r") F(r"), 

where 2irh' is the reciprocal lattice vector with reciprocal lattice index, Q, yields 

n2 (r) = 	(ImQ 2 ) 
47rr2 	 sin Qr 

(2.98) I 	 Qr 
Q 

Here, the atomic (single particle) density function in its reciprocal space form is given 

by 

n(Q) = 	e2I'j. 	 (2.99) 

Taking ft to be the number of reciprocal lattice vectors, Q, with magnitude, Q = 

27rQh 1 1, in the finite system, it is possible to define the angle and ensemble averaged 

structure factor, 

S(Q) 	 (in'ii), 	 (2.100) 
Q 

where the prime restricts the sum such that IQ'I = Q. Hence, in a finite system, 

5(r)  
g(r) + 27rr2p = 	

8(Q) 
 s

in  Qr, 	
(2.101) 

 Qr 

where 	= ft/N. Note, the sum over lattice vector magnitude is discrete with 
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systems to the thermodynamic limit. It is a well defined mathematical operation to 

compute the Fourier Sine transform of equation (2.101), 

fdr47rr2p [g(r) - 1] ifl.!: 
Qr 	 (2.102) 

{p 0 S(Q') [47rfdr 	E]}  

where R is the prelimit factor that takes the system size to infinity. Clearly, the limit 

R - oo cannot be taken without changing the sum over the discrete Q' to an integral or 

equivalently taking the system to size infinity limit in reciprocal space simultaneously. 

In order to develop a correct limiting formalism, it is useful to define the prelimit 

5-function, 

(Q,Q';Q) es 
2 IR 

 dr sin Qr sin Q'r, 	 (2.103) 

where o• 	R. Inserting equation (2.103) into equation (2.102) yields the useful 

result 

fd r47rr2p [g(r) - i] !i 	
= 	 (2.104) 

1 
1-v. 	0I,S(Q') 

() 

L(Q,Q';O.Q)} —1. 

In the thermodynamic limit, it is possible to simplify equation (2.104) using 

8,3 

	

47rfdQ'Q 	
(2.105) 

(Q,Q';oQ) -p 5(Q-Q') 
to generate the standard result 

r inr 

	

I dr41rr2p [g(r) - 
s 

Qr 
= S(Q) - 1 	Q> 0. 	(2.106) 

Jo 

It is interesting to consider the approach of the prelimit form of the Fourier 

Sine Transformation of the radial distribution function, equation (2.104), to the 

thermodynamic limit. Using the Euler-Maclaurin summation techniques, it is clear 

that if the density of states is large around some Q and the prelimit 5-function is 

strongly peaked at Q' = Q, then the continuum limit will be approximately valid. 

Thus, it can be expected that equation (2.104) will generate an accurate representation 

of S(Q) at large Q and fail to generate an accurate representation of S(Q) at small Q. 
In figure 2.9, Fourier Sine transformations of radial distribution functions are compared 

to a direct computation of S(Q) in finite systems of various size. Indeed, the agreement 
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where N is the number of atoms of type a. The partial radial distribution function is 

given by 

= 41rpr2 
	

[
j 1Z 	

6(Ir0 - 	 - hil - r)  

which approaches unity as r —* 00. The notation r i,  denotes the position of the i 

atom of type a. The associated partial structure factor is defined to be 

	

1 	
(7l(Q)fl*(Q 1)) 	 (2.109) cQcS(Q) 

where 
N 

	

n(Q) = 	 (2.110) 
j=1  

so that 
ö(r)  

(2.111) 
1 2-7rr2pe.co

g(r) + 	
] 	

= 	S$(Q)sm Qr 

Q 	
Qr' 

in a finite system. The quantity S (Q) is real due to the "time reversal symmetry" of 

the restricted sum. In the thermodynamic limit, 

JO dr47rr2 pcctc  [g.$ (r) - 
1] sinQr —

CO   
Q>0, 	(2.112) 

Qr - 

as expected. 

The total cross section in a neutron scattering experiment is 

~:L I Thneutron (QF)I 2 ) 	 (2.113) 

	

Sneutron(Q) 	, 

where 

	

ii,neutron(Q) 	 (2.114) 

is the (single particle) atomic density function weighted by the coherent neutron 

scattering of each atom bj  following the first Born approximation. The total cross-

section can be decomposed into the partials 

	

Sneutron (Q) = 	 (2.115) 
/I3 

Note, Sneutron(Q) approaches 	as Q - oo. Therefore, the unit-less cross- 
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2.5. Analysis Tools 

2.5.6 Probing water and its surrogates - Ratio for 4 

Water has been subject to much scrutiny by both experiment and simulation. While 

molecular dynamics simulation models still struggle to reproduce all the micro-, and 

macroscopic features satisfactorily at the same time[67}, advances have been made in 

the study of local structure based on well established models[25]. The order parameters 

proposed in[25} give a clearer picture of the quality of the coordination shell around a 

water molecule, albeit on the premise that the molecule indeed has four neighbours. My 

efforts are primarily concerned with supramolecular, structural motifs; I am particularly 

interested to see how the presence of a second type of molecule might influence the water 

structure. Since it is known that water forms extended networks of tetrahedral type 

four-fold coordination even in the liquid, finding the ratio of molecules coordinated in 

such a manner gives direct insight into the structure and its change. 

Since often the tools that have a lot of clout afford us an intuitive insight, the 

quantity I propose to extract from simulation data is in effect and by design a simple 

one: it is the ratio of molecules which have four distinct (tetrahedral-style) neighbours 

within a cutoff, r, to the number of molecules in the system, thus 

Rffc = 
N 
	

(2.119) 

Because life is not quite that simple, we need to discuss some details. 

First, neighbours need to be distinct, which is achieved trivially. The method shown 

here, much like Debenedetti's order parameter [25],  is based only on the position of the 

oxygen atoms in the system. A cutoff distance r, corresponding to the first minimum 

in the radial distribution function g(ro_o), is imposed. Any angular information was 

deliberately not taken into consideration. 

For pure water, this quantity is indeed very intuitive, since it relies solely on the 

H-bonding distance between water molecules and the resulting 0-0 separation. 

In a system where water is one of n types of molecules, an interesting opportunity 

arises, since water will solvate the other ion or molecule. Potential H-bonds between 

water and molecule type x can be identified, and, resulting from these, atoms which can 

act as surrogate neighbours in a four-fold coordination (FFC) can be found and included 

in the calculation. For instance, in a system containing water and (let's randomly pick) 

the proline amino acid, the potential for H-bond formation between its polar groups 

and water molecules arises. Hence, the amide group's Np can act as a surrogate FFC 

site. 

Of course, unlike the 213-g(r) discussed in section 2.5.2 on page 42, this parameter 

is rather reducing the whole system's information content to one number. As a result, 

we need to vary a parameter of interest and do several simulations (or indeed use the 
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Findings 

In the following you shall find the fruit of my work and research. The ensuing chapters 

are based on the papers listed below. 

R.Z. Troitzsch, G.J. Martyna, and J. Cram. Structure and hydration shell mobility in 

concentrated aqueous NaCl solutions. J. Am. Chem. Soc., submitted, 2007. 

R.Z. Troitzsch, G.J. Martyna, S.E. McLain, A.K. Soper, and J. Cram. Structure of 

aqueous proline via parallel tempering molecular dynamics and neutron diffraction. J. 

Phys. Chem. B, 111(28):8210-8222, 2007. 

R.Z. Troitzsch, J. Cram, and G.J. Martyna. A simplified model of local structure in 

aqueous proline amino acid revealed by first principles molecular dynamics simulations. 

J. Am. Chem. Soc., submitted, 2007. 

R.Z. Troitzsch, H. Vass, W.J. Hossack, G.J. Martyna, and J. Cram. 	Molecular 

mechanisms of cryoprotection in aqueous proline: light scattering and molecular 

dynamics simulations. J. Phys. Chem. B, accepted, 2007. 

R.Z. Troitzsch, G.J. Martyna, S. Thobhani, E. Cerasoli, G. Tranter, and J. Cram. 

Solution structure of an hiv-1 antibody epitope: Parallel tempering molecular dynamics 

and circular dichroism spectroscopy of peptide gp416 59_671 . Biophys. J., submitted, 

2007. 
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Chapter 3 

Salt in solution 

Novel structural and dynamical features 

3.1 Motivation for studying salts 

As alluded to in section 1.3, there remain open questions concerning aqueous saline 

solutions and the resulting effects and impact on biotic systems. 

In principle, computer simulation is well placed to resolve these issues and, 

consequently, the structure of aqueous salts has received considerable attention. In 

recapitulation, atomistic simulation can reveal (1) the degree of water restructuring, 

(2) the hydration shells (including coordination number) around individual ions, (3) 

the nature of ion-ion pair correlations and (4) mechanisms for exchange of waters of 

ion solvation with the bulk. With the exception of the third point, the majority of 

prior investigations have focused on a single ion or ion pair in solution. However, 

ion-ion correlations are directly related to the potential of mean force between them 

and they are therefore an important structural property[59]. Previous reports have 

led to contradictory conclusions concerning the nature of this contact under ambient 

conditions. The majority of simulations show two minima in the anion-cation effective 

interaction potential, leading to the formation of close contact ion pairs and to 

more distant solvent-separated configurations [59, 84, 127] (see figure 3.1). However, 

there is very wide variation in the height and position of the first maximum in 

anion-cation radial distribution function. The origin of this variation may lie in 

sensitivity to interaction potentials, although a systematic exploration has not been 

performed. Moreover, slow ion diffusion and the presence of energy barriers between the 

close-contact and various solvent separated anion-cation structures leads to inefficient 

configurational sampling and the equilibrium between solvated and de-solvated ion 

pairs may be difficult to achieve in conventional MD simulations where the force fields 

used are empirical, typically involve non-polarisable treatments and thereby neglect 
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3.3. Simulation Results 
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Figure 3.2: Radial distribution function for 0-0 contact. The hydrogen bond network of the pure water system 
is significantly perturbed in the solutions, as expected. 

As expected, compared to the pure water distribution, the second maximum in the 

distribution is lowered and the density is shifted into the minimum. It has been 

suggested that the addition of salt to water introduces an effective pressure[64]. 

Hydration Let us next consider the local hydration structure around the Na+  ion 

represented in figure 3.3 by the joint distribution g(rNa_o; cos(ONa_O_H)). This gives 

the distance between Na and 0 atoms versus the cosine of the angle formed by the 

triplet Na-0-H (0 at vertex). As discussed in section 2.5.2, integration over the angular 

degrees of freedom recovers the properly normalised 1D distribution, g(rr.4a_o),  which 

is also shown on the 2D plot. This description allows the orientational contributions 

to the radial structure to be separated. It is evident that the second hydration shell of 

sodium (giving a peak in the radial function at around 4.5 A) arises from two distinct 

orientational contributions. The primary one occurs as a diffuse feature in the range 

cos (0) = —1... 0.3 and corresponds to the expected motif in which the oxygen atoms 

point toward the Na+  ion. The weaker feature near cos(9) = 1 is clearly separated from 

the primary one and corresponds to a concentration-dependent minority population of 

water molecules (also referred to as the "special guy") in the second shell having a 
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3.3. Simulation Results 

distinct orientational relationship relative to the ion they hydrate: according to the 

sign convention, the peak at cos(0) 1 corresponds to a configuration in which the H 

atom of a water molecule points toward the Na atom. The ab initio calculations reveal 

the same feature in approximately the same position (see figure 3.3). Visual inspection 

of the MD trajectories clearly identifies the inverted orientation as a persistent motif 

in the hydration structure. Table 3.1 offers a full list of coordination numbers as 

obtained from the simulations and from the EPSR data, including, where applicable, 

a population number for the inverted feature, labelled Na-Ow if, which we extract 

by integration from the relevant area r = 3... 5, cos (0) = 0.7... 1. The coordination 

number corresponding to this motif is lowest at the highest concentration, but it seems 

that each Na+  has approximately one "special guy" on average. 

distribution CI-Hw Na-Ow Ow-Ow Ow-Hw Na-Cl Na-Ow if 

conc.[M] 1.5 	3.0 1.5 	3.0 1.5 	3.0 1.5 	3.0 1.5 	3.0 1.5 	3.0 
coordination numbers 

rmin [A] 2.86 3.13 3.37 2.38 3.56 
TIP3P 6.59 	6.44 5.93 	5.86 4.92 	4.45 1.59 	1.30 .002 	.003 1.32 	1.16 
TIP4P 6.63 	6.53 5.98 	5.93 4.74 	4.33 1.65 	1.38 .003 	.002 1.37 	1.13 
CP 5.54 	5.52 4.61 	4.51 4.54 	4.01 1.66 	1.42 .000 	.013 1.31 	1.14 
EPSR 5.60 	5.29 5.00 	4.70 4.44 	4.47 1.62 	1.51 .483 	.401 
CPoo N/A 4.29 4.31 1.73 N/A N/A 

first peak position rm 	[A] 
TIP3P 2.42 	2.42 2.29 	2.28 2.83 	2.81 1.87 	1.86 5.16 5.19 
TIP41? 2.37 	2,39 2.32 	2.30 2.78 	2.28 1.84 	1.84 4.98 4.83 
CP 2.23 	2.24 2.10 	2.07 2.81 	2.84 1.82 	1.85 4.95 4.82 
EPSR 2.17 	2.17 2.34 	2.33 2.74 	2.75 1.77 	1.77 2.69 2.70 
CPoo N/A 2.06 2.80 1.77 N/A 	N/A 

Table 3.1: Coordination numbers of contacts in Na-Cl solution for different models used in MD, CPAIMD, and 
in comparison to EPSR results. Further listed is the re-computed result for the, infinitely diluted 
Na+ system described in Ref. [117]. 

Evolution of the trajectories shows that water molecules in this orientation 

participate in exchange events between water molecules in the first and second hydration 

shells (see figure 3.4). The inverted orientation allows for hydrogen bonding between 

the members of first and second shells and subsequent exchange of positions. Solvent 

exchange between the first and second hydration shells around the Na+  ion has also 

been suggested in first principles simulations of a single ion[117] and may be the 

origin of dynamical processes recently reported in the power spectral analysis of NaC1 

solut ions [78]. Finally, the inverted water molecule forms an 0-0 contact at about 3.5 A, 
which is not a normal water-water distance and the structures involved in the solvent 

exchange process possibly contribute to the well known blurring of the g(ro_o) on 
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3.3. Simulation Results 

Fluctuations in the geometry of the coordination shells of the ions are examined 

through the probability distribution of the angles LO - Na - 0 and LH - Cl --  H, 

which are shown in figure 3.5. 
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Figure 3.5: Probability density of cos(Oo_N S+..0) and cos(BH_CI_H), with running coordination numbers 
(dashed lines) at 3.OM for PTMD and CPAIMD. 

In the case of Na two distinct shell geometries can be identified, (1) tetragonal 

bipyramidal and (2) regular tetrahedral, described by the angle pairs (1800, 90 0) and 

( 109°, 109°) and with coordination numbers 6 and 4 respectively. The PTMD 

result has two well-defined peaks at 180° and 900,  indicating the bipyramidal geometry. 

Since the 90°-peak is asymmetric and much broader relative to the 180 0-peak, this 

suggests a second, not clearly separated feature around 109°, given rise to by the 

tetrahedral geometry. Careful integration under the PDF yields a probability of being 

in the bipyramidal configuration of 90%, which cross-checks with the observed average 

coordination number of 5.8-5.9 very well. Under CPAIMD, peaks are less pronounced, 

and the population at 1800  is clearly less compared with PTMD. Performing the 

integration as before yields a probability of being in the bipyramid of 30%, which 

suggests an average coordination number of 4.66, which is very close to the observed 

result. Interestingly, the ab initio result favours the tetrahedral hydration geometry, 

while the classical result is dominated by the tetragonal bipyramid. This dependence 
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3.3. Simulation Results 

panel (b) in figure 3.1 on page 60. 

(a) 	 (b) 

CP1.51A 
11P3PPTI.44M - 
1]P4PPT1.51M - 

TIP4PPT422K1.51M - 

fI 	t" 
J/.  I 

CP1.51M 
TIP3P PT 1.4.4M - 
TIP4PPT1.51M- 

EPSA iSOM - 

I 
CP1.51M 

TIP3P PT 1.44M 
ATIP4P  PT 1.51M - 

EPSR 1.50M - 

2.5 

2 
Na-Cl 1.5 

0.5 

10 

8.0 
Na-C 6.0 

4.0 

2.0 

3.5 
3.0 

Cl-H 2.5 

1.5 

0.5 
A 

CP 3.00M - 
TIP3P PT 3.00M - 
TIP4P PT 3.00M - 

TIP PT 422K 3.00M 

CP3.00M 
TIP4P PT 3.00M - 

EPSR 3.60M - 

CP 3.00M 
T1P4P PT 3.00M - 

EPSA 3.60M - 

2.5 

2 

ZZ 15 
SC 	

1 

0.5 

10 

8.0 

... 6.0 
SC 

4.0 

2.0 

3.0 
2.5 

2 
1.5 

0.5 
A 

- 1 1.5 2 2.5 3 3.5 4 4.5 5 5.5 	 1 1.5 2 2.5 3 3.5 4 4.5 5 5.5 
r[A] 	 rIA] 

Figure 3.6: Comparison of g(r) between EPSR[64] results and simulation for (a) 1.5M and (b) 3.0 M. In the 
top panels a comparison to the highest temperature in the PT simulation is also shown. All 
distributions labelled "PT" are based on the virtual move PT technique proposed in Ref. (23] 

In previous work Lyubartsev and Laaksonen Ref. [59] observed that the formation 

of the close-contact ion pair was a sensitive function of concentration. At 0.9M 

approximately 10% of the ions are in close contact. This rises to about 50% in 4M 

solutions and decreases to about 4% at 0-5M. These authors also comment on the 

instability of the NaCl radial distribution function in their simulations which they 

attribute to high energy barrier (several kBT)  between solvated and de-solvated pairs. 

This situation is significantly improved in the PTMD simulations at hand, where 

sampling efficiency is greater. The results also differ from the recent simulations by 

Uchida and Matsuoka[1 13] who report coexistence of both close contact and solvent 

separated species. 

While the detection that the contact ion pair is not a significant structural feature 

of the solution is in conflict with several previous simulations, it is consistent with 

experimental measurements of the dielectric spectra in the microwave region[13, 127]. 

Here, the expectation is that, because the dipole moment of the contact ion pair is 

approximately three times that of a water molecule, there should be an appreciable 

signature at low frequencies. This is not observed and to this author's knowledge 

no direct experimental evidence exists for the formation of such pairs under ambient 

conditions. 
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3.3. Simulation Results 
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Figure 3.7: Comparison of partial structure factors as obtained experimentally[64] and those drawn from 
simulations. Shown here is the scattering off all non-hydrogenous species, Sxx. Agreement 
between experiment and simulation is particularly notable for the TIP4P and CPAIMD 
calculations. 

According to the prescription given in section 2.5.4, Sxx(Q) is computed directly 

from MD trajectories . At the concentrations of interest here, Sxx (Q) is dominated 

by water-water correlations ( 90%) near 1.5M and is therefore an effective measure 

of solvent restructuring that does not involve invoking inverse procedures such as the 

empirical potential structure refinement scheme (EPSR). In figure 3.7, the experimental 

data and the results of CPAIMD and classical PTMD simulations using the TIP3P 

and TIP4P empirical potentials are given. It is clear that the TIP3P system does not 

capture the main features of the experimental data. The width and structure of the 

first peak is not reproduced and the position of the second main peak (Q 4.5 A') 

and first minimum (Q 3.7A')is underestimated. In contrast, the CPAIMD and 

TIP4P-PTMD systems perform significantly better. However, only the CPAIMD 

system shows a clearly resolved shoulder on the first peak. This shoulder becomes more 

prominent at lower salinity in reasonable agreement with the experimental S(Q) (see 

inset). The CPAIMD system also gives the first minimum and second peak maximum 

position in best agreement with the measured Sxx (Q) but the height is overestimated 
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3.5. Methods and Ingredients 

SHAKE[87], RATTLE[3] and ROLL[69] were used in combination with multiple time-

step integrators, constraint algorithms and a 15.999 a.u. hydrogen mass, to maintain an 

average 5.0 fs "outer" time-step[68, 69, 70]. Periodic boundary conditions were assumed 

and Ewald summation was employed to compute long range interactions, enabled by 

the Smooth Particle Mesh[32] approximation to the reciprocal space part. 

3.5.2 Parallel tempering 

Systems were replicated nT-fold  for parallel tempering in the canonical ensemble and 

distributed equally across the temperature range. For nT and the relevant ranges, see 

table 3.2. The probability of acceptance was defined as 

P = exp(3E)/(1 + exp(3E)) 	 (3.1) 

where A,3 and AE are the differences of the inverse temperatures and energies of the 

replicas, respectively. Data were collected over a period of 3.5 us, with an attempt 

to switch configurations every 1 ps. Statistics were collected on the traversal of the 

temperers through temperature space and used to ensure adequate sampling, as well 

as the rate of switch-acceptance, which was found to average at 50% across all 

temperatures. Finally, the statistics required for the virtual move technique proposed 

by Collusza and Frenkel[23] were collected and used in the ensuing analysis. 

3.5.3 Ab initio model 

CPAIMD simulations of aqueous NaCl using norm conserving pseudopotentials[4] and a 

plane wave basis set with the energy cutoff set to 70 Ry were carried out. The gradient-

corrected B-LYP functional for exchange and correlation is used. Car-Parrinello ab 

initio molecular dynamics was performed in the canonical ensemble with a 0.125 fs 

molarity water Na ,ci H2O nT  Tow Thigh f ttot 

[M] model [K] [K] [kg m-1 1 [ns] 
1.44 TIP3P 48 1840 32 275 423 1077 0.6 
1.51 TIP4P 3 110 44 281 398 1083 1.0 
1.51 CP 3 110 1 300 300 1083 0.08 
3.00 TIP3P 4 66 44 281 398 1066 20 
3.00 TIP4P 4 66 44 281 398 1066 0.4 
3.00 CF 4 66 1 300 300 1066 0.185 
00 CP 1 Na 53 1 300 300 1000 0.015 

Table 3.2: Outline of the systems' parameters. flNa+ CI-: number of salt ions each, fl530 number of water 
molecules, itT: number of parallel temperers, t0: total run-time of simulation. 
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3.5. Methods and Ingredients 

3.5.4 Empirical Potential Structure Refinement (EPSR) 

Empirical Potential Structure Refinement (EPSR) [94] of neutron diffraction data 

has been established as a powerful data analysis tool for extracting 3D structural 

information on disordered matter. The basic technique relies on construction of a 

plausible 3D model of a liquid using a reference potential that removes unphysical 

contacts and provides a plausible starting configuration. The experimental diffraction 

data (composite partial structure factors) are then introduced as a constraint and the 

3D structure is iteratively updated until an ensemble of structures are produced which 

are consistent with the available diffraction data. 
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Chapter 4 

Proline 
	 IN 

Structural motifs in aqueous solution1 

4.1 Motivation to study the amino acid proline 

In several respects, proline is unique among the twenty amino acids. In high 

concentration aqueous solutions (over 3.5M) it exhibits hydrotropism - the property 

which allows it to increase the solubility of hydrophobic compounds in water[86]. 

Linked to this is the assumption that proline may act as a non-complex chemical 

pharmacological chaperone, assisting the process of protein folding[17, 21]. Both in 

vivo and in vitro experiments have shown that proline disfavours protein aggregation 

and rnisfolding, which cause conditions such as Alzheimer's disease[85, 89]. Perhaps 

most intriguing, and linked to the above chaperone characteristics, is the expression 

of proline in plants and other organisms (bacteria, protozoa, frogs) under inauspicious 

conditions, like desiccation or extreme temperatures, thus acting as a bio-protectant[42, 

55, 77, 80, 83, 1251. (This particular feature is explored further in chapter 5). 

Structurally, proline is the only cyclic amino acid in which the side chain is covalently 

linked to the backbone amine forming a pyrrolidine ring'. This has a highly restrictive 

impart on the conformational freedom, resulting in the prevalence of proline in the 

bend regions of polypeptides and proteins. 

Further, among the amino acids proline exhibits the highest solubility in water 

(up to 6.5 M). These solutions are signified by unusual colligative properties[91, 92]; 

transport properties are also affected, and it has been shown that solutions of> 3.5 M 

acquire viscosities that are unexpectedly large for such low molecular weight species[181. 

Proline's unusual properties have led to the suggestion that the mixtures may form 

'This difference further means that formally proline is considered an imino acid, since its amino 
group is of secondary rather than primary nature, but that shall not keep us from calling it an amino 
acid throughout. 
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4.2. How this work explores proline 

supported by evidence from protein structural studies which suggest that proline 

residues frequently occur on the exterior of proteins, in contact with solvent[741. 

4.2 How this work explores proline 

To address some of the above contradictions, in this section is presented work which has 

been partly published in Ref. [104] and partly submitted for publication in Ref. [102]. 

The solution state structure and properties of aqueous L-proline are examined 

using classical parallel tempering molecular dynamics simulations (PTMD) of large 

systems (6860/343 water/proline molecules respectively) to ensure good sampling, while 

comparisons to solution phase neutron diffraction experiments and x-ray crystal data 

are employed to probe model accuracy. The x-ray crystal (of two molecular crystals, 

L-proline and L-proline monohydrate) data is compared to Parrinello-Rahman type 

constant pressure MD simulations. The comparison between the neutron diffraction 

data and simulation is made directly through the static structure factor, S(Q). The 

three empirical water models TIP3P, TIP4P and SPC/E are used and the effects 

of nuclear delocalisation on S(Q) are included approximately through path integral 

molecular dynamics simulations on gas phase molecules. The objective is to draw firm 

conclusions about the local and mesoscale structure of aqueous proline mixtures by 

combining simulation and diffraction data, to explore the sensitivity of those conclusions 

to the empirical water potential and the force field, and to assess the effect of quantum 

corrections on the liquid structure. 

Further, preempting the shortfalls of the empirical model calculations of the 

liquid phase, Car-Parrinello ab initio simulations (CPAIIvID) are performed on two 

different system sizes. This makes it possible to assess the influence of flexibility and 

polarisability on the structural properties of this important system. 

In order to present clearly the results of the studies, it is useful to adopt a naming 

convention for the atoms in the proline molecule; the one used in this thesis is given in 

figure 4.1. 

4.3 Simulation Results and Comparison to Experiment 

In order to develop a complete and convincing picture of proline-water solutions via 

experiment-simulation comparisons, a variety of results is presented. First, the force 

field models are validated by comparison to structural data on molecular crystals. 

Second, in selected cases, parallel tempering MD (PTMD) results are employed to 

validate the sampling of the force field at room temperature in the more challenging 

liquid state. Next, the validity of the force field is stringently probed by detailed 
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4.3. Simulation Results and Comparison to Experiment 

prominent. The amine H appear to make no water 0 contacts. Further, in proline-

proline contact HC - . Oc bonding is more prominent than the ring-ring contact, or 

hydrophobic association; the prominence of each of these in the context of aqueous 

proline shall be discussed later. 

In contrast, the CHARMM22 model does not yield L-proline crystallographic 

parameters in satisfactory agreement with experiment (see table 4.2). The force field 

model predicts a structure that is much too expanded, particularly along the a and b 

crystal axes. This indicates that the non-hydrogen bonded structural motifs involved 

in crystal packing given in figure 4.3, are not properly described. it is therefore likely 

that the CHARMM22 model will at least slightly underestimate proline-proline ring 

association. 

4.3.2 Effect of quantum corrections on S(Q) 

The total S(Q) for a fully hydrogenous system is shown in figure 4.4, using the 

TIP4P model as an example and with quantum corrections applied as described in 

section 4.5.4. The effects of the corrections are visible across the entire Q range but are 

most prominent in the high Q region, where the intramolecular contributions dominate. 

In general, the peaks in S(Q) are lowered. As will be shown later, this behaviour 

tends to bring the quantum-corrected structure factor into closer agreement with the 

experimental diffraction data. While only the TIP4P data is shown here, the results 

are representative of all the models and the effects are largest in the fully hydrogenous 

samples, as expected. The effect of the quantum correction on the intramolecular 

structure factors is shown in figure 4.4, insets (a) and (b). 

The assumption intrinsic to the quantum correction is that intramolecular liquid and 

gas phase structures are similar. This is tested by extracting an average intramolecular 

liquid state structure factor from the MD simulations of the aqueous solution and 

comparing it to the corresponding gas-phase structure factor. The results of the 

comparison are shown for proline in figure 4.4, inset (c), where it is evident that there is 

negligible perturbation of the gas phase structure in solution. Therefore, the subtraction 

and substitution procedure outlined in section 4.5.4 on page 103 is indeed justified. 

a b c o 
experiment 20.4 6.2 5.1 90.0 95.8 90.0 
SPC/E 20.8 6.4 5.2 90.0 91.0 89.7 
TIP3P 20.8 6.4 5.2 89.7 89.6 90.3 
TIP4P 20.8 6.4 5.2 89.8 89.6 90.3 

Table 4.1: Unit cell lengths in A and angles in degrees, for the monohydrate crystal 
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4.3. Simulation Results and Comparison to Experiment 

Figure 4.3: The backbone contacts in the L-proline crystal, visible as stacking of the pyrrolidine rings. The 
indicated distances (green) are 3.8 A. 

dominant contributions to the total structure factor. The neat liquid water data is 

given in figure 4.6 for comparison. 

First, based on the discussion in the preceding section, in all cases, the agreement 

between simulated and experimental S(Q) is improved upon application of the quantum 

correction procedure. There are, however, a number of notable differences that remain: 

First, in the fully hydrogenated sample (figure 4.5(a)) the position of the first peak 

is well described by all the models but the peak height is best accounted for by the 

TIP4P solvated system. Hydration by TIP3P and SPC/E water leads to slight over-

and under-structuring, respectively. The height of the second peak at Q 5.5 A 1  is 

slightly overestimated, albeit by the same amount for all the models, relative to the 

diffraction data, but the peak position is in uniformly good agreement. 

Second, in the fully deuterated sample (figure 4.5(b)) the first peak in S(Q) is 

observed to be distinctly higher in all the simulated systems than is observed in the 

experimental data. The other features in S(Q) appear to be reasonably well described 
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4.3. Simulation Results and Comparison to Experiment 
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Figure 4.5: Three isotopic substitutions of the proline—water mixture. (a) fully hydrogenated samples, (b) fully 
deuterated samples, (c) deuteration only on proline amine hydrogen and water sites, The adjacent 
diagrams indicate these substitutions graphically, where purple and white spheres correspond to 
deuterium and hydrogen respectively. 
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4.3. Simulation Results and Comparison to Experiment 

Isolation of S(Q) contributions 

Subtraction of total S(Q)s with different isotopic substitutions from each other can 

reveal contributions to the scattering data, arising from particular atom types (e.g. 

particular partials). Let us define 

LS(Q)re(i = 
	

(bSj(Q) - sj(Q)), 	 (4.1) 

where the weights, b/B = 	b,B/N are required because unitless S(Q) are plotted A EiV  
as discussed in section 2.5.4. Figure 4.6(c) emphasises the polar contacts, obtained by 

subtracting figure 4.5(c) from (a) and correcting for water contributions by subtracting 

the difference of figure 4.6(a) and (b) with appropriate weight. Figure 4.6(d) shows 

the backbone interactions, obtained by subtraction of figure 4.5(c) from (b). The 

discrepancies between experiment and simulation are evident in the region Q < 2.5 A, 
and absent outside this region. This indicates that any misrepresentations originate 

from intermediary scale structures. 
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Figure 4.7: Static structure factor, S(Q), as obtained from the trajectories for classical and ab initio 
calculations, as well as from neutron experiments[72]. Panels show (a) fully hydrogenous (b) 
fully deuterated system and (c) the system fully deuterated, apart from the proline backbone. 
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4.3. Simulation Results and Comparison to Experiment 

water[116]. 

Finally, close approaches between the pyrrolidine ring segments of the proline 

molecule occur without facilitating hydrogen bonding interactions. These are con-

sidered to be primarily hydrophobically driven contacts (figure 4.8(d)). 

EF 

(a) 

(c) 

-3 

	
(d) 

Figure 4.8: Short range associations of proline: (a) (doubly bonded) dimer, (b) oligomeric chain segment, (c) 
bifurcated H-bond, (d) (hydrophobic) backbone contact 

In order to quantify the importance of the H-bonded and hydrophobic contact motifs 

above, radial and joint distribution functions, designed such that the major features 

specific to these motifs can be assigned easily, have been computed. The construction 
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4.3. Simulation Results and Comparison to Experiment 
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Figure 4.9: 1D and 2D distributions for Np-Os and cos(ONp_o_OC)  indicating the features in question. 

H-bond bifurcation 

Let us further consider the H-bond patterns. A high level of bifurcated H-bonds 

formed with the amine hydrogens, H, is observed in the classical trajectory snapshots. 

The relative energetics of conventional two-centre and the rarer three-centre hydrogen 

bonds remain a matter of debate[124, 1231. In principle, two bifurcated bond types 

are possible: type I involves a single donor and two acceptors (0 . .H. . .0) and type 

II involves a single acceptor shared by two donors (H ... 0. .H). In order to explore 

bifurcation in the solution, the corresponding areas in the 2D distributions (figure 4.10) 

are identified. In panels (a,d), the large classical system is explored and shows clear 

peakage in the bifurcation sensitive areas. The results for a smaller system size and 

shorter time classical simulation are shown in figure 4.10(b,e), where similar evidence for 

bifurcation is observed. This is in stark contrast to the ab initio calculations in panels 

(c,f), where the corresponding area is devoid of signal, indicating complete absence of 

bifurcated bonding. Coordination numbers drawn from the relevant distributions are 

given in table 4.5 for panels (a,c,d,f). They are calculated as given in figure 4.11, by 

integration under the shaded areas bounded as indicated. From this analysis, classically 

H3 appears to predominantly donate bifurcated H-bonds, while H2 displays no 

preference. A similar study, not depicted, shows that type II bifurcation does not 

form between prolines, neither classically nor from first principles simulation. 
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4.3. Simulation Results and Comparison to Experiment 

TIP4P SPC/E CPAIMD EPSR[72] 	a b 
H2 bifurcated 0.01 0.01 0.00 2.4 2.1 
H2 0.03 0.03 0.06 2.4 2.1 
H3 bifurcated 0.06 0.01 0.01 2.4 2.1 
H3 0.05 0.04 0.11 2.4 2.1 
Hw bifurcated 0.42 0.50 0.03 2.4 2.1 
Hw 2.29 2.28 1.53 2.4 2.1 
total Hw 2.71 2.78 1.56 1.67 	2.4 
total bifurcated 0.49 0.52 0.04 
total non-bifur. 2.37 2.35 1.80 
total 2.86 2.86 1.84 1.96 

Table 4.5: Coordination numbers for bifurcated and conventional H-bonds in proline-proline and proline-water 
contacts at the carboxyl group. Figures 4.10, 4.16 show the corresponding distributions, a and b 
(in A) delimit the symmetric shaded areas in figure 4.11 used for integration. 

Figure 4.11: Areas of bifurcated and conventional H-bonds; symmetric around .r = p and marked by dark and 
light shades respectively, a and b represent the edges for integration used in table 4.5. 

Hydrophobic contacts 

Defining a coordination number to describe the inter-pyrrolidine ring contact is not 

as simple as defining a coordination number to describe H-bonding. However, from 

examination of the molecular crystals, the C.,-C-, distance gives a good description 

of the backbone inter-proline contact. That is, the C.1  carbon is furthest from 

the polar groups and therefore taken as the centre of the hydrophobic end (see 

figure 4.1). Figure 4.13(top) shows the g(rc_C.5)  radial distribution function. Clearly, 

the extension of the plateau down to r = 3.8 A indicates the presence of a hydrophobic 

contact, since at this distance no water molecules can act as bridges between the rings. 

In an effort to pin down orientation of the rings to one another, the joint distribution 

of the distances of C. 1  to the carbons either side (CO 3  C5), is explored in figure 4.13(a-

c). The corresponding 1D-g(r) are overlaid. From visual inspection, the peakage 

corresponding to the hydrophobic contact is found to occur chiefly in the region between 

3.8 - 4.8A on the x-axis and 5.9 - 6.8A on the y-axis in the classical cases. For the 
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4.3. Simulation Results and Comparison to Experiment 
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Figure 4.13: 1D and 2D distributions for the distances between C. and the atoms located either side in the 
backbone ring of proline, C, and CO; corresponding to a close range, dry contact of the backbone 
rings (figure 4.8 (d)). The corresponding 1D distributions are overlaid. 
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4.3. Simulation Results and Comparison to Experiment 

Figure 4.14: Network of prolme-proline association, using water molecules as bridges. Of note is the bifurcated 
H-bond. 

water network. This network is evidently most loosely associated in the TIP3P solvent, 

relative to either TIP4P or SPC/E. The energy penalty for hydrating the proline 11- 

bonded dimer is, therefore, expected to be lowest in TIP3P water and the population 

of such dimers somewhat higher, as is indeed observed. 

In the SPC/E and TIP4P water model mixture, the presence of the proline even at 

a concentration of 1:20, has a clear effect on g(ro_o). Specifically, the second shell 

is contracted to shorter distance and the separation between the first and second shell 

peaks becomes less well defined. 

The coordination numbers in table 4.7 indicate that both the simulations and the 

experimental inversion (EPSR) are close to one another. In all cases the coordination 

numbers from EPSR fits to the neutron data are higher than those from any of the 

models considered here. While TIP3P is closest to EPSR, the TIP3P g(ro_o) 
is significantly understructured, and overall provides a poor description of the water 

structure. A further point of note is that the SPC/E MD system is under-coordinated 
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Figure 4.18: 1D and 2D distributions indicating the distances of Hw amine hydrogen to carboxyl oxygens, 
labelled OC16 and 0C17 The main peak indicates a strong level of bifurcation. 
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4.4. Conclusion 

TIP4P 
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Figure 4.17: S(Q) data corresponding to the fully deuterated isotopic substitution (c) in figure 4.5. Shown are 
the single temperature TIP41? simulation result, as well as the graph obtained from the target 
(ambient) temperature of the parallel tempering. 

Indeed, the low Q neutron diffraction data provides a strong argument against such 

structures being present. However, the SANS measurements are sensitive to assemblies 

in which the characteristic lengthscales are at least 30A in size. Smaller or very 

diffuse aggregates may still be present. Very recent optical measurements of a high 

Landau-Placzek ratio in proline solutions support a picture of strong concentration 

fluctuations [106]. At present, a more complete model of proline, perhaps one which 

takes into account polarisation effects, may be necessary to fully resolve the nature of 

any long-range associations. 

4.4 Conclusion 

An extensive series of classical and ab initio MD simulations has been performed 

to investigate the local and mesoscale structure of aqueous L-proline amino acid 

which has been the subject of considerable attention as well as conflicting reports. 

The simulated structures (obtained using several different empirical potentials for 

water) capture the main features of the experimentally-determined static structure 

factor, S(Q), over most of the Q range of the measurement and for all three isotopic 
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4.5. Computational Models and Methods 

(H/D) compositions investigated. Quantum corrections improve slightly the agreement 

between classical simulation and experiment, and CPAIMD results yield the best fit of 

S(Q) to experimental EPSR data. The resulting local structures comprise populations 

of well-defined motifs assignable as hydrogen-bonded dimers and chains, a proportion of 

which show H-bond bifurcation. Also present are hydrophobically associated assemblies 

in contact via the non-polar backbone. The relative populations of these show some 

sensitivity to both the empirical model for the water solvent and ab initio calculations. 

Longer-range correlations comprising stacked pyrrolidine rings that have long been 

implicated as the origin of the anomalous solution state properties of aqueous proline 

do not form spontaneously in the simulations starting from well-mixed configurations. 

Moreover, supramolecular assemblies of the proposed type can be created artificially 

by tuning the potential parameters to increase the hydrophobicity of the pyrrolidine 

rings. These motifs are annealed away when equilibrated under the correct CHARMM22 

parameterisation and by PTMD simulation. Our MD simulations cannot rule out the 

presence of longer range correlations in the form of diffuse or transient aggregates. 

However existing SANS data shows no evidence of such structures. 

4.5 Computational Models and Methods 

4.5.1 Classical empirical force field model 

Classical molecular dynamics (MD) simulations were performed to examine the 

properties of 2.75 M aqueous proline solution, a 20:1 mixture, at T = 300K using 

the CHARMM22 force field[60] and three well-known empirical potentials for water 

(TIP3P, SPC/E and TIP4P). These water potentials are all rigid (fixed geometry) and 

non-polarisable. TIP3P and SPC/E are both three-site potentials with charges and 

Lennard-Jones parameters assigned to each of the atom positions. TIP4P is a four-site 

model in which an additional site associated with the oxygen charge is displaced along 

the bisector of the HOH angle. It should be noted that the CHARMM22 force field is 

designed for use with TIP3P water model but it is nonetheless informative to explore 

the effect of changing the water model. 

A simulation cell containing 6860 and 343 water and proline molecules, respectively, 

was prepared by placing the molecules on a cubic lattice with randomised orientations. 

The system was then equilibrated in the canonical ensemble, for 300 ps at a temperature 

of T = 300 K in order to anneal out any unphysical high-energy contacts. At this stage 

the configuration was copied three-fold, to create initial conditions for independent 

simulations involving each of the three water models, TIP3P, TIP4P and SPC/E. 
After another 60 Ps relaxation of each of the systems, production runs of 2 us were 
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4.5. Computational Models and Methods 

4.5.4 Nuclear quantum effects on the static structure factor: gas 

phase path integral simulations 

Compounds containing light atoms are known to exhibit quantum effects that impact 

their structural properties[56}, and hence the structure factor. Therefore, a simple, 

approximate method of incorporating intramolecular quantum effects into S(Q) 

obtained from classical MD has been developed. First, classical gas phase simulations 

of proline and water are performed and the classical molecular structure factors 
S(c1,proe) (Q) and S(c1,wat)  (Q) generated. Assuming the gas phase structure is not 

significantly perturbed in the liquid, the classical [intralmolecular  structure factors 

can be subtracted from the total S(Q) and molecular structure factors, obtained from 

gas phase simulations in which nuclear delocalisation is included using imaginary-time 

path integration [34], (qm,ProIine) (Q) and (qm,water) (Q), can be added. Specifically, 

path integral molecular dynamics (PIMD)[108] computations with 64 pseudoparticles 

have been performed. The 1 molecule systems were equilibrated for 20 Ps using PIMD. 

The time-step was set to 0.25 fs and data were collected during 200 ps of production for 

each isotopic composition. The quantum-corrected structure factor is defined by 

S(Q)(qm,tota.1) = 	
scItotaI(Q) 

• cprolme r(qmProIIne)(Q) - (clProlme)(Q)] 	(4.2) 

• ten [(qm,water)(Q) - (c1water)(Q)1 

where c is the concentration. Further discussion is provided in section 2.5.4, along with 

a definition of S(Q). 
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Chapter 5 

Natural antifreeze! 

Ought Proline to be in your windscreen washer? 

5.1 Motivation 

As mentioned in section 4.1, proline is known to exhibit natural cryoprotectant 

properties. It is further commonly known that salts are used to de-ice roads in winter 

(a cause of sweat to many an environmentalist) and it is also relatively well known that 

saline water freezes at lower temperature, so I feel salt needs no extra justification or 

motivation in this context. 

For proline, it has been known for several decades that accumulation of free proline 

occurs in plants upon exposure to low temperature stress[42]. In numerous cases, a 

direct relationship has been established between the accumulation of prolirie during 

cold acclimation and freezing tolerance{55, 831. It is also known that certain transgenic 

plants having enhanced proline levels show higher freezing tolerance than do the 

corresponding wild types[80]. In this sense, proline is considered a common natural 

cryoprotectant (osmolyte) and its expression under adverse conditions has also been 

observed in bacteria, invertebrates, protozoa and algae[125}. 

So far, considerable attention has been focused on the biochemical and signal trans-

duction pathways governing proline level regulation under low-temperature conditions. 

However, the molecular properties of simple aqueous proline amino acid solutions at 

low temperatures remain largely unexplored. As a result, the mechanisms underlying 

its protective properties are not understood from this perspective. This is of course 

something computer simulation is potentially well suited for, since it can explore the 

structural mechanisms of the phenomena. 

Without much further ado, let us dive into how the present work will explore the 

realm of natural antifreeze. 
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5.3. Mechanisms of Cryoprotection 
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Figure 5.1: Radial distribution functions for water oxygen contacts in solution (main panel) and pure water 
(inset) at —45,-15 and 15°C. In the pure liquid a distinct sharpening of the peaks is observed 
with decreasing temperature. This behaviour is absent in the solution where we find very modest 
structural changes for the lowest temperature, and, perhaps more surprisingly, a decrease in 
structure for the intermediate temperature. The results suggest that, proline suppresses the normal 
low-temperature evolution of water structure. The low temperature structure therefore corresponds 
to a higher effective temperature. 

function, g(r), we will work from the pure water case to the proline solution; table 5.1 

lists the values of the ratio at the three key temperatures. As expected, the ratio of 

four-fold coordinated water molecules as a fraction of all molecules rises upon cooling 

in the pure water case. However, a similar study of the water constituent of the proline 

solution yields that the ratio remains at the same level, irrespective of temperature. 

As indicated in section 2.5.6, the FFCR lends itself to exploring the assumption 

that the polar groups in non-water molecules may de facto act as "pseudo"-waters. 

The shape of the amide group in proline is such that we can approximate it to a water 

molecule protruding from a larger molecule, which itself is of no interest in the FFCR 

since it is beyond the cutoff, r. We can thus include the nitrogen site as a "substitute" 

oxygen. 

Similarly, we can argue that the carboxyl oxygens are of similar quality in that 

they can serve as a "substitute" water oxygen by position and hydrogen bond proxy. 

Accordingly, the table 5.1 also lists the case where the carboxyl and amide group can 

act as coordinating partners (we will refer to this as the protine+  configuration). 
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5.3. Mechanisms of Cryoprotection 
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Figure 5.2: FFCR for various sets of "allowed" neighbours of four-fold in proline-water solution, as well as in 
the pure liquid. Refer to table 5.2 for details on sets. 

different ways. In the case of the proline solution, this is achieved by including proline 

polar groups into the network, satisfying each water molecule's four-fold coordination 

need, but preventing the lattice structure from forming. In the case of salt, the presence 

of the ions, and thus strong local charge density, prevents that a sufficient number of 

water molecules are in the four-fold coordinated environment needed to form ice, by 

re-orientating them. 

Comparison to experimental evidence 

In order to reconcile these conclusions with recently published Rayleigh-Brillouin light 

scattering and Raman spectra[106], let us briefly consider the conclusions from these 

experiments: upon cooling (1) the Brillouin spectra indicate glassy dynamics and 

an increase in viscoelasticity, and (2) the Raman spectra undergo the water-typical 

redshift, indicating a redistribution of the charge density away from the covalent bonds, 

into the intermolecular H-bonds, which weakens the covalent bonds as a result of 

stronger H-bonds; the ice-typical lattice phonons, however, are absent. 

The Brillouin data is straightforwardly compatible with the simulation data FFCR 

conclusions, even though it can give no further indication of structural features beyond 
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5.5. Methods and Ingredients 

pure water. Even at very low temperatures (< —30'C) a vitreous liquid forms instead 

of an ice-like crystal structure. 

Saline solution appears to achieve a similar effect by preventing the formation of a 

tetrahedral structure due to the strong local charge of the ions. 

5.5 Methods and Ingredients 

5.5.1 Proline solution 

Classical molecular dynamics (MD) simulations were performed on the 2.75 M aqueous 

proline solution at T = —45, —15,+15'C using the CHARMM 22[33, 60] force field and 

the TIP4P[44] empirical potentials for water. This well-known four-site model is rigid 

and non-polarisable. 
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Figure 5.4: Time-correlation function of neutron scattering in the proline solution at select Q-vectors and for 
the the three target temperatures. Since all the curves decay satisfactorily on timescales small to 
the total run-time, the systems are taken to be well relaxed and in an equilibrium state. 

A primitive cell containing 6860 and 343 water and proline molecules respectively, 

was initially placed on a cubic lattice with randomised molecular orientations in a 

simulation box of edge length 62.8 A. The system was then equilibrated to anneal 

out any unphysical high-energy contacts, using the canonical ensemble, for 300 p at 

a temperature of T = 27°C. To improve equilibration and minimise configurational 
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5.6. Why the FFCR has value-add 

equilibration of 80 ps, the data were collected over simulation time of 400 Ps. 

5.6 Why the FFCR has value-add 

Both the four-fold coordination ratio (FFCR) and the Debenedetti order number were 

calculated from the configurations, resulting in figure 5.2 on page 109 and figure 5.5, 

respectively. 

For the pure water case, only one curve exists. For the solution, four distinct curves 

were computed; they correspond to different sets of "allowed" neighbours in the search 

for coordination (see above and table 5.2). 

In examining figure 5.5, it becomes apparent that the temperature dependence of 

the Debenedetti order number is marginal, a change of less than 3% is observed over 

the entire temperature range. it is also noteworthy that the there appears to be no 

difference in the gradient of what is in essence a straight line between the various ways 

of picking "allowed" neighbours, and indeed the pure water itself. 

The scenario is different for the FFCR, where significant change is observed over 

the temperature range in both the pure liquid ('-.48%) and the various solution curves 

(1-7%) (see section 5.3 for more extensive analysis and physical interpretation). 

curve in figure 5.2 "allowed" neighbours 

Ow 
OW, Oproiine 

Ow, Nproiine 

OW, Oproline, Nproiine ("proline+") 
Ow (pure water system) 

Table 5.2: The four sets of allowed sets of neighbours for the computation of FFCR and Debenedetti order 
numbers from the solution system. 
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Chapter 6 

Curbing HIV 
	

L 	UrE 
Steps toward a vaccine 

	
STOP   Al US 

It is clear that 11W remains an acute and incurable super-virus affliction, and in some 

parts of the world dominates in presence and fatality (actually really assistance thereof) 

over many other horrid diseases. It is also fairly common knowledge that it is transferred 

between humans by the transfer of blood and other bodily fluids. In that respect, 

knowledge of both the virus, its transfer 1  and its symptoms, namely that it levers out 

the human immune system will be assumed. 

6.1 HIV infection on the molecular level 

Once it has entered the bloodstream, the human immunodeficiency virus (11W-1) infects 

the CD4+ T cells, which provide the immune system with "memory" of past infections. 

The mechanical work-flow of the infection of the cell is conceptually very simple. It 

occurs via the combined action of two envelope glycoproteins, gp120 and gp4 1, both of 

which sit on the outside of the virus (see figure 6.1). gp120 is responsible for initial 

host cell recognition and interaction with target CD4 and chemokine receptor sites 

on the target cell's surface. The docking to the target happens via this protein. An 

artists impression of the docking process is displayed in figure 6.2. Once docked via the 

gp120, the gp4l peptide "shoots out" in a harpoon-like fashion and enters the target's 

membrane. Structurally, the main features of the extracellular domain of gp4l consists 

of a glycine rich fusion domain at the N-terminus, followed by two highly conserved 

helical regions (N- and C- heptad repeats) running into the membrane proximal domain. 

Upon insertion of the fusion peptide into the target cell, the two helical domains of gp41 

fold to form a 6-helix bundle with an open central channel, referred to as a hairpin 

I an excellent and witty coverage in four languages, dealing with the topic can be found at 
www.lovelife.ch  

115 



6.2. The knowledge needed to make drugs 

Figure 8.2: Schematics of the HI virus docking to the target cell via the gp120  tentacles. 

transmembrane) segment can prevent fusion[9, 88]. This region also spans the synthetic 

peptide T-20 (gp41 638_673) derived from the C-terminal heptad repeat: referred to in 

the literature by various names, including Fazeon and Enfuviritide, it is the first FDA-

approved fusion inhibitor targeting the gp4l transmembrane subunit. Its mechanism 

is still debated but current thinking suggests it binds competitively to the N-helix and 

forms a steric blockade of the conformational changes required for infection [49]. A 

second strategy in vaccine development is to elicit broadly neutralising antibodies that 

target conserved epitopes of the gp120 or gp4l surface glycoproteins. The membrane 

proximal domain gp4lss9_871 (containing a segment of T20) also spans the complete 

epitope ELDKWA for the 2F5 monoclonal antibody[101] which shows high binding 

affinity for this peptide[128]. The affinity is reduced after binding between gp120 and 

CD4, suggesting that the gp41659_671 epitope is solvent exposed in the prefusogenic 

form but becomes less accessible or restructured after fusion[9, 24]. Also, Barbato 

suggests that the prohibition of fusion of the HI virus with the cell occurs in a transition 

phase of the gp4l peptide between turn, extended and helical structure[5]. The solution 

structure of this peptide (in prefusogenic form) is therefore recognised to be important 

for the development of peptide antigens, which links nicely back to the claim in the 

introduction chapter that structure is in fact the key to success. Very loosely speaking, 

if one knows not the shape of the shaft, making a sheath that fits is a little tricky. 

However, attempts to elicit antibody responses using recombinant gp4l and 

synthetic sequences overlapping the 2F5 core epitope have not been effective[12]. One 

possible reason for their failure may be that current synthetic peptides do not adopt 

a structure sufficiently similar to that of real, prefusogenic viral gp4l. Molecular 
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scattering [1] than is evident in the NMR data[9]. Using the spectra of the backbone 

Amide III bands as a reporter of secondary structure, these authors find evidence for 

significant populations of fl-turn  motifs as well as poly-proline II (pP1j), 310-  and r-

helices. Only small populations of -helices are inferred from the spectra. Moreover, 

the spectroscopic evidence implies that the relative populations of folded vs. unfolded 

conformations show an unexpectedly weak dependence on temperature[1]. It has to 

be noted that available circular dichroism data are not in agreement over the 30 

propensities: The data of Biron et at. imply a higher degree of 3 10-helical content 

than does that of Ahmed and Asher[1] and Barbato et al. 

Also, in related systems, a longer peptide spanning residues 665 to 683 shows c-

helical folds in a membrane mimetic solvent of dodecyl phosphocholine micelles[ 901. 
Finally, the epitope region spanning residues 662-667 is reported to form type-I fl-turn 

crystalline complexes with the monoclonal antibody 2F5 2 . 

6.3 How this work studies gp41 59_71  

Here, the structure in aqueous solution of the gp41659_671 peptide will be established 

using classical atomistic molecular dynamics simulations. As in previous chapters, 

the efficiency of configurational sampling is improved through the implementation of 

parallel tempering (or replica exchange) on the CHARMM22 empirical potential surface. 

Further, to account for sensitivity to water models, both TIP3P and TIP4P are 

employed, and the CMAP correction established by MacKerell et at. [61, 62, 63] is 

employed to account for backbone torsional corrections. 

Based on data published in Ref. [105], comparison to circular dichroism spectroscopy 

(CD) of the peptide conformation will be drawn to elucidate various findings and put 

them in experimental context. 

6.4 Structural revelations from simulations 

In the structural analysis, the hydrogen bonding propensities between Amide proton 

based on a geometric definition of a hydrogen bond as well as the Ramachandran 

(, 1')-map of backbone angles is explored. First, the classification of hydrogen bonding 

propensities is addressed, based on the connectivity of residue ito residue i+n, with n 

3,4, 5 for 310,  c and it helices respectively, directly from the trajectories. A summary 

of results of this procedure for each residue is shown in figure 6.3. Here, the proportion 

of 310  and a is given for each residue, averaged over the entire parallel tempering 

simulation (3.5 us) at T = 300 K. The occurrence (18% on average over all residues and 

'World Intellectual Property Organisation patent WO-00/61618 
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rJ 
 

phi=-75° 

sIn 150 °  

(d) 

Figure 6.4: Snapshots of the molecular trajectory showing examples of (a) alpha helical (b) 3-10 helical. (c) pPjj 
motifs. Hydrogen bonding the side chain groups in the flexible N-terminal is shown in (d). In all 
panels the region of the epitope is signified by a red ribbon in the backbone. 

prevalence of ct-helical contact is reduced with CMAP but, where present, is more 

tightly confined to the prescriptive angles of (, ') = (-60, —45). 

The region of the peptide immediately preceeding the ELDKWA emerges as being 

very flexible under ambient conditions. Visual inspection of the MD trajectories 

reveals occasional hydrogen bonding between side chain atoms. An example is shown 

in figure 6.4(d). Also in this region, a small population of conformers with angles 

(, ) (-75, 150) is found, which is similar to that expected for poly-proline II (pPj) 
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persistent motif. Outwith the epitope region, the peptide is vastly more flexible and 

contains elements of pPj1, as well as hydrogen bonding of side chains. 

6.4.1 Comparison to experiment 

The simulation results are in qualitative agreement with the results of both NMR 

and UV resonance Raman measurements[5, 9]. However, the NMR data suggest that 

the 3 10-helix is the dominant secondary structure, with the a-helix appearing as a 

minority population. In the simulation result this is found to be less stable than 

the a-helical motif for all empirical potentials. As discussed above, however, there is 

considerable solvent and temperature sensitivity for certain residues, suggesting that 

buffer conditions in the experiment (which are not exactly matched in the simulations) 

may account for some of the difference in populations. 

With regard to UV resonance Raman data[1], various Amide bands can be taken as 

indirect reporters of secondary structure. Much of the analysis is based on the features 

of the Amide III band (combination of C-N stretch and N-H bending modes in the range 

spanning 1200cm' to 1350cm 1 ) and the analysis of Mikhonin et al. [75], which gives 

a prescription by which the 0 dihedral angle can be inferred from the spectra. The 

physical origins of the connection lies in the apparent sinusoidal variation[75] in the 

Ca-H and N-H bending modes with dihedral angle. By contrast, the Amide III 

bands vary only weakly with the 0 backbone angle. The analysis is complicated, 

however, because it is necessary to separate the hydrogen bonding dependence of 

the Amide III bands from that on backbone conformation[75]. In the spectroscopic 

data[1], a broad Amide III band is observed near 1257cm'. Whereas it is expected 

that a pure a-helical backbone conformation gives rise to a narrow Amide III band, 

here the spectroscopic observation is taken as evidence for multiple conformations. 

The 1254 cm 1  band represents a 9 cm 1  redshift relative to a-helical peptides and 

is assigned as the spectroscopic signature of the 3 1 0-helix. The authors point out 

that while no strong spectroscopic evidence exists for high a-helical populations, some 

proportion may be consistent with the breadth of the Amide III bands. Based on the 

temperature dependence of the Amide III band and that of Ca-H bending bands, it 

was noted that a similar behaviour was observed for water-exposed pP11-type peptide 

and therefore that pP1j may also be present. These authors also observe no decrease 

in helicity over the temperature range 1 - 30°C, in agreement with Biron[9]. Other 

spectral features (e.g., the 1224cm 1 ) indicate the presence of 3-turn motifs. Also 

significant is the sub-band of the Amide III complex centred around 1293 cm -1 . Again, 

following the data of Mikhonin et al. [75], this band is assigned to a dihedral angle 

750 which corresponds to ir-helices (i i + 5) hydrogen bonding patterns. 
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However the cr-helix is over-expressed relative to 310 and the number of other competing 

secondary structures (turns, ir-helix) is fewer than that inferred from the optical 

spectroscopic data. 

6.6 Where to from here? 

All this is fine and well, but of course we are still a long way from routinely vaccinating 

against HIV. However, understanding the structure, and as a result the mechanisms of 

the "evil ways" of the virus from the molecular level up is an immense advancement in 

postulating ways to stop the disease. So, in a way the first step has now been taken: 

what does the solution structure of this vital part of the virus look like. Following on 

from this should surely come a simulation of 1) the structure of the "real" gp4l (see 

section 6.2), 2) the docking process of either the gp120 peptide, but just as importantly 

3) insight into the harpooning of the gp4l into a cell membrane should be sought. 

Additionally, the docking process of the virus to one of the synthetically produced (and 

thus structurally known) drugs could and should be explored. 

Of course, these are long shots, involving huge scale simulations, all hampered by 

the same problems as even the smaller systems, and ideally approached with ab initio 

calculations to account for the sensitivity of non-covalent, yet strong bonds involved in 

the docking. 

There are many grants to be written, many collaborations to be struck, many hours 

spent developing more tools to accelerate simulations of this type, many inspired ways 

of linking simulation to experiment to be found, before we can truly formulate a script 

of how to effectively oust HIV. However, this approach is a promising one, and it has 

as a reward something no money can buy. 

6.7 Computational methods 

A system of one gp4l peptide and 1853 water molecules, as well as 4 Cl — ions to 

balance overall charge, with random molecular orientations was set up on a cubic 

lattice in a box of length 38 A. The system was equilibrated at 300 K in the canonical 

ensemble for 300 Ps with a time-step of 0.1 fs to anneal out unphysical contacts. The 

system was then run for 500 ps with a time-step of 1.5 fs in the isothermal-isobaric 

ensemble to allow for spatial relaxation. At this stage the system was triplicated and set 

aside for each of the three simulations (using water models TIP3P, TIP4P and TIP4P-

CMAP (see below)). These rigid, non-polarisable models are used in combination 

with the CHARMM22 force field[60]. Periodic boundary conditions were applied and 
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Chapter 7 

Outroduction 

If I still have your attention at this point, it is either because I really managed to grip 

you, or because you skipped most of it and wanted to just get a quick impression of 

whether my work came to some fruition. Either way, this is indeed the time to sum 

it all up, to see if the grand plan outlined in the introduction was mostly realised and 

where one might opt to invest time beyond the contents of this thesis. 

7.1 Conclusion 

In the introduction, a few key objectives were laid out for examination. it is probably 

instructive to recapitulate them briefly. Foremost, we were interested to look into the 

specific structure formed of particular systems with biological impact. The scope of 

these systems was to grow from elementary problems to rather involved ones, all along 

driven by the idea that we may learn something on the way. Better yet, instead of just 

gathering knowledge, we strove to recycle results, be they new insight into applicability 

of certain approximations in modelling systems, or simply intermediary results which 

will aid us in future, understanding systems at the next level of complexity. 

Further, comparison with experiment was heralded as a key player, since, as 

discussed in the introduction, we can only draw confidence about our results from 

verification with experiment. 

7.1.1 Insights into local structure 

Extensive insight was achieved into the structures of all the systems studied. In 

particular, the solvation of the Na+  ion in aqueous solution was of interest. Here, 

it was found that there are molecular mechanisms which, through a non-intuitive 

spatial conformation, facilitate the exchange of water molecules in the first solvation 
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7.1.3 Linking to experiment 

In order to address the connection of simulation to experiment, the static structure 

factor was employed to compare simulation data to experimental neutron diffraction 

data. This was found to be a powerful means to confirm the quality of the simulation 

data, allowing for the assumption that subsequent statements about local structure 

were vindicated. Particularly in the case of aqueous proline, this method allowed for 

a high level of confidence. Quite generally, it was found that simulations based on 

lower levels of detail (or alternatively on a higher level of assumption at the outset; see 

section 2.0.0 on page 9) in the model yielded results that matched the experimental 

data less. While not surprising, this does indicate the need for the establishment of 

models that include more detail (like polarisability) while remaining computationally 

viable for large systems (> 010 2  atoms). 

Where possible, reconciliation was sought of measurements carried out on bulk 

systems, like light scattering and Raman spectroscopy, and mechanisms found in the 

systems based on simulation. While of a qualitative nature, these links were key 

in elucidating the aforementioned bio-protective properties of proline, as well as the 

structural properties of the HIV's gp4l peptide. 

7.1.4 The significance of it all 

Has it, overall, made sense to do this work? What's the take-home message? What 

have we learned that won't go out of date? 

Yes, it has made sense. Not just because scientific findings have surfaced, or because 

some decades down the line someone might say "ah, there was this guy, he did this, 

it applies like so, hence this can be explained like yae". It made sense because actual 

ways to link techniques were found; actual tools were developed and expanded. That 

should also be the take-home message: neither experiment not simulation alone are 

the one and only. They need to feed off one another, they need each other to make a 

statement possible, or at the very least supportable. 

If there is one thing I have learned that shall not go out of date, is that collaboration 

between people is as important as their input into a common project. Pooling expertise, 

across boundaries of scientific discipline, across language and continents, is vital and 

makes for a better picture and for a more harmonious environment. Heed it. 

7.2 Vision 

It may seem pompous to announce a vision in a thesis, since by the time it sits on a 

shelf for others to peruse, the vehicle of research will have rolled on and much of what 
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7.2. Vision 

Epilogue 

As the hands on the clock of this PhD creak past the zenith position, and the shadows 

of the studies shorten and those of the long night of real life are looming ahead, the 

distant tolls of an Old Bell can be heard. All that remains to say is... 
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