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Abstract

This work is the result of the definition, design and evalrabtf a novel method to interconnect
the computational elements - commonly known as Configurabldogue Blocks (CABS) - of
a programmable analogue array. This method is proposedt@irar partial replacement of the

conventional methods due to serious limitations of thetatt terms of scalability.

With this method, named Asynchronous Spike Event Codindd@8scheme, analogue signals
from CABs outputs are encoded as time instants (spike évdapendent upon those signals
activity and are transmitted asynchronously by employhey Address Event Representation
(AER) protocol. Power dissipation is dependent upon inprtad activity and no spike events

are generated when the input signal is constant.

On-line, programmable computation is intrinsic to ASECesuk and is performed without ad-
ditional hardware. The ability of the communication schémperform computation enhances
the computation power of the programmable analogue arrlg design methodology and a
CMOS implementation of the scheme are presented togethiertegt results from prototype

integrated circuits (ICs).
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Chapter 1
Introduction

1.1 Motivation

Electronic engineering attempt to realize mathematicalef®using electrical devices config-
ured and connected appropriately. In general such modeld&amplemented using digital,
analogue or combined approaches. Each approach has thmgrasadigms, techniques, advan-

tages and limitations.

Analogue systems use continuous variables to represantriafion whilst digital ones uses
discrete - usually binary - numbers. The continuous charastic of the information implies
analogue systems are more vulnerable to a wide humber ofgahysfects than digital ones.
Therefore the digital approach tends to make complex sydesigns easier and faster than the
analogue approach. This characteristic helps to explaietkr-increasing popularity of digital

designs.

The robustness of digital designs allows for automation féedbility and both of them are
difficult to achieve with analogue designs. These charisties allow for complex systems like
digital Central Processing Units (CPUs), micro-contmslleDigital Signal Processors (DSPSs)
and Field-Programmable Gate Arrays (FPGAS). In particlHHRGAS are digital systems used
specially for rapid prototyping. They contain a large numtifebasic digital circuits which can
be configured and connected to implement specific functi@ng this is much faster than

designing a different system whenever you need to implemélifterent function.

With these crucial advantages of digital circuits, anatdasigns survive due to specific appli-
cations. In particular, analogue circuits are used tofaterwith real world because most of its
information — measurements and controls — are continuotiablas as well. Moreover ana-

logue designs usually present a more fitted solution thatatigircuits because they are usually

smaller, spend less power and presents a higher proceggiag for the same applications.

Therefore, if the main reason that drives the popularityhefdigital circuits is design automa-

tion and operation flexibility, it is a reasonable ambitioriricorporate these characteristics to
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an analogue design. This would shorten analogue desiges;yariovides reconfiguration levels
similar to the digital case and, furthermore, will benefitrfr the analogue properties listed in

the previous paragraph.

Some efforts have been made on the automation field, as irgumadto-Digital Converters
(ADC) designs [1]. Regarding the flexibility, studies haweeh made on analogue CPUs [2, 3]

and on programmable analogue arrays.

Several researchers in institutions and companies havetbgag to achieve a level of pro-
grammability in analogue systems similar to digital arrageme had coined terms as “Field-
Programmable Analogue Arrays” (FPAA) [4] and “Field-Pragmable Mixed-signal Arrays”
(FPMA) [5] to define the class of circuits that are the anaébgnd mixed-signal counterparts

of the digital FPGA, respectively.

In general these architectures are built from a number @€ pasgrammable processing blocks,
known as Configurable Analogue Blocks (CABs). The configleréiocks are then intercon-
nected using specific configurable signal routing. Thisaigouting is usually implemented in
a similar fashion as it is in a digital array, i.e., using ®lhéd-matrices: a collection of wires and
switches connected in a special pattern, defined by desigrreenents. However this routing

method imposes serious limitations to the number of CABsadt in the array.

The limitation on the scalability of programmable analogireuits was the main motivation
for this thesis whose objectives are described in next@eclio achieve this objectives, other
research fields with similar properties were investigatedinly the systems developed to im-

plement neuromorphic circuits which are reviewed in thet capter.

1.2 Statement of hypothesis

The main objectives of this thesis are:

1. to propose an alternative method for analogue commuaichetween functional blocks

in a low-to-medium resolution, large-scale programmahblk#@gue arrays context and

2. to demonstrate that this method is able to perform a sebmwifpatations on analogue

signals independently of or when combined with the configleranalogue blocks.
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1.3 Thesis overview

The chapters of this thesis are as follows:

The next chapter presents a brief history of FPAAs and theenustate of those systems, fo-
cusing on the communication methods used on them. The tiorigof the current communi-
cation strategies are highlighted. Paradigms of neurohiogystems leading to an alternative

communication methods are therefore reviewed.

A novel method to interconnect the CABs of a programmablédogiue array is then introduced
in the third chapter. The heart of this new architecture tinghe appropriate choice of the
coding scheme. A set of asynchronous pulse-based differeméthods are also considered. A

figure of merit is used to choose the most suitable optionhferspecifications.

The fourth chapter introduces computational operatioasdan be performed by the proposed

communication method and are demonstrated with chip sesult

The fifth chapter presents the design flow and parameterg attbsen coding scheme. It also
describes CMOS circuits designed for the implementatidh@method with chip results being

shown.

Conclusions and possible future work are them discussdteisikth and last chapter.
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Chapter 2
Communication in programmable

analogue arrays

2.1 Introduction

The first step taken in this work to achieve the goals statédarintroduction was a compre-
hensive bibliographic review of work done in the programbaamalogue arrays field up to

date. This review is synthesized in this chapter.

The general concept and reasons for using programmablegaahrrays are presented. Both
commercial and academic programmable analogue array$odedeso far are revisited, cat-
egorised and analysed. A list of implementations is giveth wieir main characteristics and

differences.

The issue of the transmission of information both betweendllements inside the array and
with the external world is studied. Despite being the mosiveational method to perform
this communication, voltage or current signal represamaising switch matrices for signal
routing present some limitations. An alternative methaskleon timing rather than voltage or

current is presented.

Using this alternative method, a novel programmable an&a@gray communication architec-

ture is described.

2.2 Programmable analogue architectures

Analogue circuits are much less robust than digital onesalege of their greater sensitivity to
noise, cross-coupling, process and temperature driftqigrothers. This characteristic makes
more difficult to change parameters and functionality ofl@gae circuits without degrading
the system performance. Therefore most of analogue Grewmé the result of full-custom,
application-specific designs — presenting no reconfigomatiapabilities — to provide high-

performance operations.
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The greater flexibility offered by digital systems has mduan very popular. Digital comput-
ers have replaced their analogue counterparts a long timaraymost of the signal processing

is done in digital domain.

However analogue circuits have intrinsic advantageousackeristics comparing to digital cir-
cuits, in general being faster, smaller and less energy deimg [6, 7]. Naturally, these ad-
vantages lead engineers and researchers to a quest toglamallogue architectures that also
provide the high degree of flexibility experienced by FPGBS§Ps or digital microproces-
sors [2].

Similarly to FPGAs, there are a wide range of potential aygpions for programmable analogue

systems, including low-power computing [8], remote sem$8], rapid prototyping [10].

Although it was written in 1998, a good review of patents acabe@mic and commercial circuits
point is presented in [5]. In this work, the authors first di the general idea of the Field
Programmable Analogue Array (FPAA), proposed some claasiifins and gave examples of
implementations. Usually, the characteristics of progreable analogue architectures can be

defined using different classifications. Some of these ifieatons are:

Programming capability - A system can be defined according to how many times it can be
programmed. Different systems vary from being only progrehle once, like fused or
anti-fused architectures [11] and metal-mask programenaibhlogue arrays, to allowing
several — possible infinite — reconfigurations, like swittteapacitor circuits [12] and

neural networks [13].

Programming method - This classification defines how to change the system behiavitnese
changing can be obtained by either direct programming, evtrer designer or designer
tool has the detailed knowledge of the signal flow [4], or hix@g and adapting tech-
nigues, where the system is seen as a “black box”. Usualiyiatier is achieved using

genetic algorithms [14, 15] or neural networks [16, 17].

Structure flexibility - A system can also be characterized according to its vétgattome
architectures allow only their parameters to be prograntendike programmable auto-
matic gain control (AGC) amplifiers and adaptive filters [$8]ilst other systems allow

the signal path be changed [19], by changing the intercaimmeof different circuits.
Granularity - The basic idea behind FPAAs is the use of basic units — yskalbwn as

6
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Configurable Analogue Blocks (CABs) — to implement a rangiin€tions. In general,
the complexity of these basic blocks is a trade-off betwesnfiopmance and flexibility.
The block complexity can range from fine granularity, whére basic blocks are basic
components, like transistors, resistors and capacitprio[@oarse granularity, with more
complex circuits like capacitively coupled current cormesy(C4) and vector-matrix mul-

tipliers [20].

Signal representation - Signals need some sort of physical representation to lmpsed by
electronic circuits. Analogue circuits are defined as dpggan one or more domains,
usually voltage, current or charge domain. Voltage domsithé classical choice for
analogue engineers, but current and charge techniquesheveommon applications,
like power control and CCD image sensors, respectivelyeRthg timing has been used
as another possible representation. This representatidrit@abenefits and drawbacks

will be presented in detail in the next section.

Other FPAA characteristics can be used to define other fitg®ns. For instance, signal
timing characteristics employed, by using discrete oriooious time circuitry [21, 22]; design
techniques implemented, for instance sub-thresholdistan®peration [4] or fully-differential
versus single-ended circuit structures; and signal rgudimproaches, e.g. global, hierarchical

or local routing [13].

Since the 1990s lot of work has been done to develop analaghéextures with a functional

philosophy similar to the digital FPGAs. This work resuliedvarious techniques and some
commercial products. It is worth describing in brief somenogercial products that appeared
in the last two decades. Some of them were discontinuedihéérst three examples, but some

still are available:

e Totally Reconfigurable Analogue Circuit (TRAY) IC family from Zetex Semiconduc-
tors Inc. - Fast Analogue Solutions branch of Zetex groumihiced this technology
about twenty years ago. This architecture operates inmamiis mode and is essentially
a collection of operational amplifiers configured as one oftao$ predefined functions
to process analogue signals [23]. For instance, TRAC02Q@4Ai if a chip with twenty
CABs where each one can be configured to perform summatianv(s$ignals), nega-
tion, logarithm compression, anti-log expansion, redifan, amplification, differentia-

tion and integration (the last three operations performadguexternal components, like

7
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resistors and capacitors). Further operations are pessihbining them, like RMS
conversion, filtering and others. Every CAB input and outzngt available outside and

internal routing is done connecting theses CABs terminals.

e Field Programmable System on a Chip (FIPSOC) from Sidsas 3ystem is a mixed
mode programmable circuit originally aimed to general fiemd and data acquisition [25].
The chip contains twelve differential amplifiers combinedfaur input channels, four
comparators, one analogue multiplexer, ADC/DAC blocks axiital micro-controller
and memory [26]. The system is configured by the micro-cdletror the internal logic
using the ADC and DAC blocks. Signal routing is performed by ainalogue multi-

plexer.

e In-system programmable analogue circuit (ispEB3Gamily from Lattice Semiconduc-
tor Corp™- These circuits are hierarchically built from basic ceR&Cell™) grouped
in functional modules (PACblock') and using an Analogue Rooting Pool (ARP) to
connect PACell and PACblocks inputs and outputs, DACs awrddivice pins [27].
Each product in the family was designed to one specific fancéind each one has its
own PACells [28]. PACells of ispPAR10 — targeted to signal conditioning functions,
like amplification and filtering — consist of four PCAblocksrttaining instrumentation
and summing amplifiers and arrays of capacitors. Elemekdscibmparators and po-
larity switches are added to the ispPAC10's PACells to idelaon-linear processing in
ispPAC® 20 architecture. IspPAR30’s PACells include multiplying DACs, which make
ita FPMA.

¢ Mixed-Signal Programmable System-on-Chip (P8)@om Cypress Semiconductdt-
Itis a family of architectures comprising both digital anthbbgue programmable blocks,
with supporting circuits, as SRAMSs, clock generators andraacontrollers (M8, 8051
or ARM). Each block of PSo@1 sub-family consists of one operational amplifier. Addi-
tional circuitry determines whether they will operate eitin continuous-time or discrete-
time fashion. Rather than providing universal connegtidihd switch programming,
each block presents multiplexers sourcing the amplifieatsmpresistor strings, capaci-
tor terminals from its neighbour blocks outputs [29]. Blabisigns were optimized to
support a few key functions such as a delta sigma modulagaireamplifier, digital-to-

analogue converter (DAC), or differencing amplifier [30].

e Dynamically programmed Analogue Signal Processors (dpasé Field Programmable

8
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Analogue Arrays (FPAA) from Anadigff - The former Motorola’s reconfigurable ana-
logue group [31] designed new system consisting of a matrinlly Configurable Ana-
logue Blocks (CABSs), surrounded by programmable intereshresources and analogue
inputs and output cells with active elements and supportincuits. The first gener-
ation of these systems presented up to twenty CABs [32], brent products work
with just four CABs [33] in order to present greater sigrahbise ratio and bandwidth.
Anadigm’s products are based on switched-capacitor titeahniques. Therefore, the
core of their CABs is one operational amplifier and a progratlie bank of capacitors
and they are surrounded by a fabric of programmable intescinresources, such as
bandgap circuits, clock generators and lookup tables. &f6#s8s are routed inside and

to external pins using local and global switch-matrices.

e Cellular Visual Microprocessor (CVM) from AnalLogic Compus Ltd. (Eutecus Inc. in
USA) - This system is a visual sensor and processor basedlbdaC&leural Networks
(CNN) technique which is explained further in this sectidfor instance, ACE16kis
an 128x128 Focal-Plane Analogue Programmable Array Psocdés work with high-
speed and moderate accuracy (around 8bits) requiremetjtsH&ch ACE16k’'s CAB is
built with several different circuits like analogue muligrs, non-linear dynamic blocks,
analogue memory, optical detection circuits and othershEEsAB is analogue connected
with other eight adjacent CABs and digitally connected wittumn ADC and DAC.

The previous list of commercial FPAAs are not exclusive,hesé are other systems that in-
corporate some analogue array processing. Figure 2.1 diiagsams of cited architectures
whilst table 2.1 shows a comparison between the commenmadupts using the classifications

presented before.

1ACE16k is the analogue core of the CVM system and was desigyéustituto de Microelectronica de Sevilla
(CNM-CSIC), Spain.
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Figure 2.1: Architecture diagrams of the commercial FPAAs cited in thisrk. (a)
TRACO20LH [24] from Zetex, (b) FipSoc [26] from Sidsa, (@)RAC10 [27]
from Lattice, (d) PSoC CY8C27x43 [29] from Cypress, (e) ANEZB! [33] from
Anadigm and (f) ACE16k [34] from CNM-CSIC.
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Architecture Type  Method Flexibility Granularity  Routing Applications
Zetex’'s TRAC ANA  Direct PAR (using external Medium External General signal processing. Able to
components), FUN (op-amp) implement functions like filtering,
and ROUT amplification, envelope and peak
detection.

Sidsa’s FIPSOC MS Direct PAR and ROUT Coarse Internal General purpose front-end for sig-
(op-amp, multiplexer nal conditioning and data acquisi-
DAC and tion.

ADC)
Lattice’s ispPAC ANA/ Direct PAR, FUN and ROUT Medium Crossbar/ General signal processing with dif-
MS (op-amp) switch matrices ferent architectures for specific ap-
plications, e.g. signal condition-
ing, control loop and monitoring
and analogue front-ends.

Cypress’s PsoC MS Direct PAR, FUN and ROUT Medium Local General signal processing with dif-
(op-amp, multiplexers ferent architectures for specific ap-
comparators) (PSoC1l), plications, e.g. touch screen sen-

multiplexers sors, LED Back-light, Motor Con-
and crossbars  trol, Power Management and Gyro
(PSoC3) Sensing.

Anadigm’s dpASP ANA/ Direct

PAR, FUN and ROUT Coarse

Switch matrices

General signal processing like sig-

MS (op-amp, nal conditioning, filtering and pro-
comparator, cess control.
SAR)
AnaLogic's CVM  ANA  Direct/ PAR and FUN Coarse Crossbar/ direct Complex image processing imple-
Adaptation (multipliers,  connection mented locally like terrain feature
memories, classification, multi-target tracking
photo- and optical flow calculation.
detectors)

Table 2.1: Characterization of commercial programmable analoguehdectures. These systems are classified according tagissprocessing
type - either Analogue (ANA) or Mixed-Signal (MS); prograimgrmethod; flexibility for configure CABs parameters (PARN)ctions
(FUN) and routing (ROUT); the granularity level; signalsuting techniques and target applications. All architeeipresent infinite
programmable capability and signals are represented itags-domain.

sAe.Lre anbojeue ajqewwrelboid ul uoneIIUNWWOD
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In academia, research groups in these areas were identifiegnajects related to FPAA field:

e Electronic Systems Design Group at University of Southampivhere continuous time
FPAA architectures were developed. This group was activé 2008. In [35], the
group presented the continuous-time Hierarchical FiemyRimmable Analogue Array
(HFPAA). This system presents a Differential Difference glifler (DDA) as the CAB.
This is an example of mixed signal representation due it$ dolgage/current output
mode. The architecture uses hierarchical interconnestigtches to achieve maximum

routing capability between CABs and minimum number of nogitiesources.

e Cooperative Analogue and Digital Signal Processing (CAP&RGeorgia Technology
Institute, where Dr. Paul Hasler's group continues the ldgveent of floating gate tech-
nique in FPAA [36, 37, 38] architectures and in the neurorhimrgystems. By using
floating gates as a switch for signal routing or even to regondi the function param-
eters, the group aims at very high-density field-programeabalogue arrays. Several
CABs architectures can be implemented using this technigaeinstance, in [20], two
CABs were implemented, containing a mixture of fine-grail@SFETs and capaci-
tors), medium-grained (OTASs), and coarse-grained (céipealsi coupled current convey-
ors) computational blocks. Signals are routed using cersséind switch-matrices using

floating gate devices.

e NASA's JPL Evolvable Hardware Laboratory, where Dr. Adr&toica’s group works on
adaptive techniques for the use in analogue processing f@jr work objective is to de-
velop a class of self-configurable and evolvable hardwah&madapts to its working en-
vironment to obtain optimal signal processing and provfdal tolerant functionality. In
special the group has been working with Field Programmatdesistor Array (FPTA),
where the CABs are fine-grained components like MOSFETshdrBvolutionary Ori-
ented Reconfigurable Architecture [39], CABs are made o@8distors, being 4 PMOS
and 4 NMOS, and 24 switches. CABs are divided in clustersravbach cluster presents
CABs with different transistor sizes. The routing are perfed by switches and multi-
plexers. FPTA has also been the subject of other groups weldsiiy of Heldelberg [40],
whose architecture is based on all-PMOS and all-NMOS CABdigorable in up to 75
different sizes in a checker-board pattern and routed wswswitch-matrices and mul-
tiplexers. Recently, JPL group has designed another aotbie — Self-Reconfigurable
Analogue Array (SRAA) [41] — which presents a medium coansaglarity (OTA).

12
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e Dr.-Ing. Joachim Becker from Department for Microelectosnat the University of
Ulm. His Ph.D. studies at Institute of Microsystem Techg@ldMTEK) with supervi-
sion of Prof. Yiannos Manoli resulted in an architecturedobsn digitally configurable
transconductors. These continuous-time CABs presentsndeu(normally seven), bi-
nary weighted sizes (z-cells that can be turned on or off. These cells are configurad
parallel fashion to obtain different transconductancee T#Bs are also used to routing
the signals inside the system and, therefore, avoiding $leeofi switches in the signal
path [42]. A more recent implementation of this architeetuse floating-gates to add

current programmability and a 3-bit capacitor array [43].

e Prof. Leon O. Chua on Control, Robotics & Biosystems grouprversity of Califor-
nia Berkeley works on Cellular Neural (or Non-linear) Netk®(CNN). The Universal
Machine version of this architecture (CNN-UM) is based anabncept of specific con-
nectivity model and analogue circuit dynamic with continsi@alued state variables [44].
Signals are routed through direct, local interactions witnfinite radius, however fur-
ther cells can be “virtually” connected due to dynamic pgaigon. The research of CNN
techniques and applications involved other groups andreers like Dr. Tamas Roska
at Neural Computing Lab at Hungarian Academy of Scienceis drchitecture is chiefly
used to model physical phenomena, neuromorphic controtiifedent applications like

visual processing [45].

The diagrams for these architectures are shown in figureAl.2pproaches mentioned so far
face the problem of sensibility of analogue signal to irdexfhices in different ways, either by
careful layout routing [27], using specific circuit techmégs [20] or trying to limit the scope of

routing [13, 42]. This research differs from these appreads we aim to use timing represen-
tation for convey analogue variables instead of tradifienliages and currents. The inspiration

for this idea came from in a specific class of systems destrieat.

2.2.1 Neuromorphic systems as FPAAs

While general purpose FPAAs architectures have been ecanisty undermined by successive
failures and struggle on producing viable and popular ntastdeitions, at least one application
field has provided a better prospectus: artificial neuralagkts with neuromorphic systems in

particular.
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Figure 2.2: Architecture diagrams of some academic FPAAs. (a) HieliaathField Pro-
grammable Analogue Array [46], (b) Large scale FPAA as in][2() Field
Programmable Transistor Array (FPTA) presented in [9], @BIf-Reconfigurable
Analog Array (SRAA) [41], (e) the &C based Field Programmable Analogue

Array with floating gate transistors [43] and (f) analogueogrammable Cellular
Neural Network (CNN) chip [45].
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Artificial Neural Networks (ANNSs) are computational arattures where each element per-
form a similar computational role of biological neurons ayhapses. The computation is
highly associated with the interconnection between theelds in the network rather than
with the elements functionality. Usually its configuratisnadaptive and it is defined though

the use of learning algorithms.

Although ANN can be implemented in software, its hardwar@lamentations (HNN) lead
to greater computational performance [47]. These hardaant@tectures can be implemented
either using specific designed IC (ASIC) or a more generitfgrim. Examples of ASIC ICs
include digital-based designs [48, 49], analogue [50, Bil¥ed-mode [52] or even optical [53]
designs. More recently, artificial neural networks desiboe programmable platforms have

appeared, both in digital [54], analogue [55, 16] and mireatie domains [17].

ANN computations are biologically inspired but they intdadeplicate the computational func-
tions of biological neurons rather than reproduce in deteblr working principles. In other
words, ANN aims to mimic the biological neurons computadiqorinciples but not their struc-
tures. For this goal the concept of neuromorphic systemscvessed. Neuromorphic systems
are VLSI systems designed to mimic at least some functiomdicamputational properties of

the biological nervous systems [6].

Most of the neuromorphic systems are classified as SpikeaNalatwork (SNN), based on
the concept that the information is transferred betweemamsuusing temporal information
conveyed on the onset of spikes [59]. Accurate representatdf the neuron functionality
may include complex and non-linear mathematical modeks file Hodgkin and Huxley or
Izhikevich [60] models of ions channels on the neuron memdraAs an example of VLSI

implementation of such ion channels is the Field Prograninblieural Array (FPNA) [56].

It is an array of neurons (one per line) with sub-threshotduiis emulating dendrite sections
(columns) and the soma. Regarding the connectivity, indinguit external inputs and soma

outputs are routed back to dendrite sections throughossdrars.

However most of the neuromorphic architectures are basateosimpler integrate-and-fire
(I&F) representation of the neuron [61]. From this prineipVery simple basic blocks were
designed to represent neurons and synapses [62, 63, 64Jouglh some recent approaches
use digital architectures, traditionally these circuiterevdesigned using analogue circuitry

mainly [65, 57] due their smaller sizes.
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Figure 2.3: Examples of neuromorphic architectures. (a) Field prognaable neural ar-
ray (FPNA) presented in [56] is an array of sub-thresholdcdiits to mimic ion
channels presented in neuron membrane; (b) an event-bak&d hetwork of
integrate-and-fire (I&F) neurons from [57] with neurons gfyezoids) and excita-
tory (E) and inhibitory (1) synapses; (c) a FPGA-based nemoophic architecture
as in [58] and (d) a neuromorphic system implemented intoAN@21E04 FPAA
from Anadigm Inc. presented in [55].

Most neuromorphic systems are very specialised progratenaatays, where neurons, synapses
and other functional blocks act as CABs. In [57] the systelbuit from 32 neurons with 22
synapses each. However these systems can also be impldmeing generic programmable
arrays, both digital — DSPs [66] and FPGAs [58, 67] — and amnado[68, 69]. The last two
systems implement an I&F SNN and a pulsed coupled oscillegspectively, into Anadigm’s
FPAAs. Due to limited hardware resources on these FPAA4&RESNN system were imple-

mented using multiple devices. Figure 2.3 shows some ANNhaatomorphic systems.
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Figure 2.4: Altera and Xilinx FPGA routing styles. (a) Altera’s Stratbarchitecture presented
in [70] and (b) the Xilinx XC4000 family as presented in [71].

Despite all these interesting and innovative “analogugammmable architectures”, the main
contribution to this thesis from neuromorphic systems é&riost common method (Address
Event Representation — AER, described on next chapter) tasemlt information among its

elements, which differs from the conventional analogudingumethods used so far.

2.3 Analogue information routing

As said before, one of the main issues faced by programmalblegue systems is the com-
munication of information between their computationaldid® The main characteristics of
analogue routings are their degree of connectivity, sigriafrity and power and area used by
them. The ideal routing architecture would present a mawindiegree of connectivity, con-
necting every signal of any CAB to any other CAB in the systdtnvould also convey the
signals with no degradation, either from the routing itselfrom other signals, and present the

minimum area and power consumption overhead.

In FPGAs the signals are usually routed using switch-bagetbrs and buffers with each ven-
dor presenting different routing implementations. Xilimplements island-style architectures
with each logic block surrounded by connection blocks witichnect them to different wires
segments that end at switching blocks. The different wiggrants allows for short, direct
interconnection for speed optimization to long wires tgéafan-out and clock signals. Local
and global connections are used by Altera FPGAs as depiatégdure 2.4(a) whilst a Xilinx

routing example is illustrated in figure 2.4(b).
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Figure 2.5: FPAA routing example. (a) An example of a programmable anaoarray as
presented in [73] and (b) an example of CABs connection patte

Similar approaches are used by most of the programmable@malsystems [72], with the
figure 2.5 showing an example architecture and connectiamples. Examples of commer-
cial systems include architectures from Lattice, Cypress Anadigm as shown in table 2.1.
Academic examples that use switch-based routers are HFBBRAdnd floating-gate based
FPAAs [20], among others.

Using switch matrices and crossbars leads to some desigesidige connectivity and signal
integrity. The degree of connectivity is related to the poaed area usade The degree of

connectivity (fanout) presented by these techniques amndiy Rent’s rule, after E.F. Rent’s
empirical work on sockets for digital computers to IBM [74idacan be applied even for brain
connectivity [75]. In one interpretation of this rule [76f,a group of elements is arbitrary

bounded, then it defines the number of links crossing thisidary:

P = PyN? (2.1)

with P being the number of links (wires)y?, being the number of pins of eacki elements

2In digital systems, timing is also affected by the degreeoninectivity
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inside the boundary artdis an empirical constant dependent of specificity and ogtition of
the system. For programmable gate arrays close to 1 [75] where different algorithms are

employed to optimise number of switches and wire lengths.
Considering a chip withlv elements, Sivilotti [76] defined as the fanout of each element:

N

b= Py2N

2.2)

whereN; is the number of switches to connect these elements. In &igoarchical connection

pattern withPy N inputs andP outputs then applying equation 2.1:

N, = P}NH! (2.3)

which gives3 = N°. For full connectivity, each element needs to connect toadingr element,
giving b = 1. Therefore, the number of switches needed for a full convigctising crossbars
increases proportionally to the square of the number of etésn Hierarchical approaches can

reduce this number [76].

The switch-based analogue routing is used by many analaggegmmable arrays implemen-
tations. As crossbars are efficient only for small size aechires [75], current systems tend to

present a small number of CABs [77].

Other issues appear with the use of switches for routingognal signals and one is related to
the linearity of switches. When implemented with MOS tratwis, the switch resistance is
heavily dependent of the signal amplitude, which leadsdaaidistortion. CMOS transmis-
sion gates and, more recently, floating-gate transistarg@duce but not eliminate this limi-
tation [20], as shown in figure 2.6. However, floating-gasmsistors require highly complex

programming methods due the high voltage required for therggion of tunnelling effect.

In a programmable array a signal is normally connected teragwther CABs, i.e. the signal
has a high fanout. These CABs are located at different disgafrom the signal origin and,
therefore, the connections present different dynamicoresgs. These responses are due to dif-
ferent capacitances and resistances (wire lengths anderuwhbwitches) of each connection.
These differences results in destination-dependent Isitistartion due to the different delays

(phase shift) applied to the signal.
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Figure 2.6: Non-linear switch resistance. Typical MOS switch (pFE@nsmission gate (TG)
and floating-gate switch (FG pFET) resistance as a functibinut signal ampli-
tude (Vs), from [20]. This input amplitude dependence dbute to signal distor-
tion on switch-based routing.

In a switch-based routing, signals are transmitted usimgsmaid orthogonally. Capacitive
coupling between these wires leads to another source @irtilist known as inter-channel in-
terference. Longer the routing path, higher is the proiighuf a signal suffer interference from

other signals.

When a high fanout is required, CABs are designed with bsiffer their output signals. As
these buffers are designed to meet the worst case condiiigimet fanout) their inclusion leads

to high power consumption.

If crossbars are in one extreme point presenting full cotivigg in the other extreme are sys-
tems where each cell is allowed to connect only to its neighfidike in CNN topologies [44]
and in hexagonal FPAAs [42]. Whilst these approaches avaist of the area overhead of
routing-dedicated circuitry, they tend to use the CABs thelves as routing channels. Unless
these systems target very specific applications, they ®neuire a high level of CABs used

exclusively for routing.

2.3.1 Timing communication

Analogue signals conveys information which using a limiteoge of continuous values chang-
ing in continuous or discrete times. The continuous charatics of its amplitude, although
allows for more compact information representation, makestorage and transmission less

accurate due to presence of noise and distortion amongsother
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Modulation methods are used to increase the efficiency ¢f sigmals because they use a more
robust carrier for transmission. Information is then codg@hanging one or more characteris-
tics of the carrier. Because this carrier is more easilyadeteand measured, its use can reduce

information loss common to analogue signals.

Modulations are usually classified into digital, analogund aulse modulations. In analogue
modulations the carrier is also an analogue signal with defihed characteristics such a sine
wave. The information is then coded into the carrier's atagké (AM), frequency (FM) or
phase (PM). Although it presents greater immunity then tiggral representation, these mod-
ulations are also susceptible to the same effects due itsqaeacharacteristics. Digital mod-
ulations also use analogue carriers but coded with a digialesentation according to the
information to be transmitted. It requires analogue-witel conversions of the information

before signal transmission, therefore losing the advastafjthe analogue representation.

In contrast, the carrier in the pulse modulations is usualiignal with a limited humber of
states. The information is coded into the switching timevatching frequency of these states.
Binary state representation presents a higher amplitudaragon and, therefore, an easier
distinction between them. This distance has the potertialffer good noise immunity [78]
and, therefore, an easier routing in a programmable analagay architecture when compared
to the use of an analogue signal. Inaccuracies appears awitah timing (jitter) rather than

in the carrier amplitude.

Examples of pulse modulations are Pulse Frequency and Radelktion (PFM/PRM), Pulse
Delay or Position Modulation (PDM), Pulse Width Modulati¢PWM), Pulse Code Modula-
tion (PCM) and Stochastic Pulse Modulation (SPM) and arevahia figure 2.7. A detailed

review of these modulations is found in [79], where the authid an extensive analysis of the
mentioned modulations regarding on accuracy, multipkpind power dissipation, and in [80],

where the modulations are considered in neuromorphic realm

The idea of using timing as the key parameter in analoguespsiitg is not new, and it is more
clear if we consider PWM modulations. The PWM is used in Bsslaudio amplifiers, which
are more energy-efficient than other power amplifiers ctassectric motor drive control and

communications, for instance.

As an analogue signal representation, timing representatiding has been used by neuromor-

phic systems groups in their quest to mimic the biologicalrar [81]. The coding is associated
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with spike trains in this specific case. A great number ofuitscmodelling specific properties
of the neurons have been published [82, 83], whilst othecadmn its computational poten-
tials [59]. Currently, these researches find application$ield of neuro-inspired circuits, like

auditory [84], olfactory [85] and visual [86] systems.

Other two groups — the Hybrid Group at University of Floridar.( John G. Harris) and the
Bionet Group at University of Columbia (Dr. Aurel A. Lazar) have developed similar works
also using spike coding. Their researches focus on matleah&dundations and implemen-
tations of time encoding machines using irregular sampioetniques [87, 88]. Both uses the
integral characteristic of integrate-and-fire neurons et®tb perfectly reconstruct an analogue
signal from a spike train. This reconstruction is based aodirfim the weights of a coefficient

matrix.

By using timing representation, the signal dynamic rangmdseased. \oltage and current
dynamic ranges tend to be reduced with the evolution of thedSMabrication technologies
and system requirements, as low voltage supplies and loweposnsumption are required. On
the other hand, timing dynamic range tends to increase a€ tladrication technology delivers

faster and smaller transistors.

One limitation of timing to express analogue variables garding to its continuity. Because of

the analogue (voltage or current) to time conversion, tieeedways a period of time allowed
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Figure 2.8: PDM distortion. Example of distortion due to asynchronousse distance mod-
ulation (PDM). Eachy(t) is the modulated output for the sine wavé&) with
different timing characteristicsAt,. represents the mean time distance of events
for each case. A constant ratio between the timing dynamigedo mean time
distance of 1.8 was used. In other words, §6t) modulated withAt¢,;. = 50ms,
the highest:(¢) value presents a distance &fms —1.8x50ms/2 = 5.0ms whilst
for the lowest value aof(¢) the distance i$0ms + 1.8 x« 50ms/2 = 95.0ms. As
the outputy(¢) is updated at different times, this output is a distortedsiger of the
inputz(t).

to represent the measured value. Therefore informationatdye measured continuously and
therefore every timing modulation is time-sampled. Thisgling time can be fixed — as in

clocked systems — or variable, allowing another measureafter a previous one has finished.

Clocked versions — specially PWM-based ones — have beerfoistdnsmission of analogue
information in arrays [21, 89]. However, the requiremerd gfobal clock signal to synchronize
the transmission leads to greater power consumption andsssich as clock skew, noise [90],
metastability and high levels of electromagnetic intexfexre (EMI) compared to variable-timed

sampled (asynchronous) systems [91].
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However continuously-update variable-timed sampledesystleads to signal distortion due to

phase shift generated by different timing windows, as shiovfigure 2.8 for PDM modulation.

A special class of timing modulations are known as diffaemhodulations. The information
transmitted with these methods is related to the previoussarements rather than the infor-
mation itself. Because of this property these modulatiaedrsome type of memory to store

previous information.

Delta-based modulations [92] are differential modulatiovhere the conveyed information is
restricted to represent an increase or decrease by a fixddasnaaunt. In the simplest case, a
simple bit is enough to represent these binary states. Indbgnchronous versions of these
modulations, each timing event does not convey signal anagiinformation, but rather the
instant when the signal amplitude has changed by a fixed eald¢he direction of this change.

Some of these modulations are studied in more details inekeamapter.

2.4 Summary

In this chapter, a brief history of the analogue programmablays was presented. This type of
circuits have been struggling to obtain the same level ofintgtand popularity as the digital
arrays. One of the reasons is the relatively small arrayisitee available analogue arrays and

it is due mainly to the intercommunication between the aalaynents.

The problem of intercommunication between each block asid array is an important issue
in digital arrays but rather more problematic in its analguunterpart. In digital domain
the used area, power overhead, the degree of flexibilityenctimmunication pattern and the
delays inserted in the signal path are the main aspects torisidered in the communication
design. In analogue arrays, these aspects are addednsimainalogue challenges of the signal

distortion, white noise and interference.

The use of communication methods similar to the digitalyaresent a great limitation on the
practical size of the analogue array and power consumptiothe next chapter a time based

alternative to overcome this essential limitation is psguh
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Chapter 3

Asynchronous spike event coding
scheme: the communication method

3.1 Introduction

In the previous chapter a detailed review of the field of ppogmable analogue arrays were
presented. The limitations of the current communicatiorchmeisms were explained and a

different approach using time as the information represent was suggested.

In this chapter a novel programmable analogue communicatichitecture is proposed. This
architecture uses timing-encoded signals to convey irdition between the CABs within the

array and outside the system.

Firstly, the communication method used for the proposedjiammable architecture is pre-

sented and its functionality is explained. In this chapbter tommunication aspects of the
method is studied whilst its computational properties aes@nted in chapter 4. Address Event
Representation (AER) constitutes an important part of tathod and therefore is presented in

this chapter as well.

The core of such method, the timing coding, is presented.e&ifip timing coding scheme, the
Ternary Spike Delta (TSD) modulation is used in this workwéwger other timing schemes are
also able to be integrated into the architecture. A set afdfadternative methods are presented

in the following sections.

Finally, with different timing coding candidates being gable, a method to evaluate the per-
formance of each coding schemes is needed. The evaluatjperfiemed by measuring its
Channel EfficiencyCE) together with other constraints, mainly their compateal properties.

The outcome of such evaluation reveals that the TSD codititeimretically the most suitable

to be implemented.
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Figure 3.1: Proposed communication architecture. The array of Confible Analogue Blocks
(CABSs) is connected using an asynchronous digital chamkgynchronous Spike
Event Coding (ASEC) coders and decoders (codec) are algbtasaterface the
array with external circuitry.

3.2 Asynchronous spike event coding scheme

From the review of the previous and existing FPAA architetuthe inter CABs communica-
tion was identified as an important issue and one of the nmaiteliions of FPAA performance.

In this work a novel architecture is proposed based on thiegmommunication.

The architecture is designed to be flexible regarding the €AMBernal functionality or imple-

mentation as long their inputs and outputs signals respedinhitations of the communication
scheme. The system is flexible enough to even allow a hybnideimentation of communica-
tion methods. For instance, a system can use conventiomahoaication method of analogue
switch matrices to transmit information inside a smalkscuster of CABs and the timing

method used to communicate between clusters.

In the architecture shown in figure 3.1, CABs in an array areiaily interconnected using a
common asynchronous digital channel. The communicatidwd®n those CABs is the role
of the Asynchronous Spike Event Coding (ASEC) communicasicheme [93]. This scheme
is the result of theassociationof the AER communication method with the TSD modulation
which perform the conversion of analogue signals into tgrinformation and vice-versa. The

TSD modulation output is used to trigger AER communicatignalling in the digital channel.
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Figure 3.2: ASEC-CAB interface diagram. Block diagram of the AsynabugnSpike Event
Coding (ASEC) scheme interfacing with a CAB. With this aedhiire, analogue
signals are limited to the CAB realm, reducing the levelsitdriference.

ASEC conversion consists of opike Everitcoder and decoder pair for each CAB as shown
in figure 3.2. These coders and decoders work on the onsetoffispevents: whenever the
CAB output analogue signal is found in certain conditionstfe coders and on the common

channel state for the decoders.

The transmission of these spike events is implemented tisngommon digital channel rather
than dedicated interconnections. Because these everdsyarehronous, the AER protocol —
widely used in neuromorphic designs [94] — is an appropidigice for the management of
information flux inside the array. This protocol has beerduseconvey analogue information

in the past, as in [96].

3.3 The channel component: Address event representation

As said in the previous chapter, neuromorphic systems trgitoic structures and function-
alities of biological neuronal systems into VLSI technglogSimilar to biological neurons,
most of such systems use spike representation for transfmitiation between their elements.

However real neurons can be connected to hundreds or thdsisdrother neurons in a 3-D

The “Spike” part of the name is derived from the neuromorpsyistems, where the communication method
was inspired. In these systems, as well as in actual neuaarefyrupt change of the a variable state (the membrane
potential) encodes information in the instant it has hap#imer than the change itself.

2In [95], Boahen performed a statistical evaluation of theRAffotocol against other asynchronous protocols
like ALOHA and CSMA. He concluded that arbitrated channets/gle a communication throughput five fold than
an non-arbitrated (ALOHA) channel.
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Figure 3.3: Address Event Representation. (a) Address Event RepatisenfAER) working
principle and (b) conventional AER architecture from [95ll events generated
by the neurons (or CABs in our case) are coded according tonéwon address
(an unique identification), multiplexed in time and thenabked at the receiving
side. The conventional architecture comprises of horaloand vertical arbiter
trees and handshaking signalling circuitry.

configuration whilst individual elements in analogue VL$t®ms are connected in a 2-D sili-
con IC. A solution to overcome this limitation is to creatértwal connections” between those
elements. An asynchronous communication system whicheim@ht these connections is the
Address Event RepresentatighER).

Original AER is a point-to-point asynchronous handshakirgocol for transmission of digital
words using a Multiple Access Channel (MAC) common to evdeynent in the array. The
information coded in these transmitted digital words reprgs the identification (address) of
either the transmitting or receiving CAB, depending on th@lementation. The former case

will be used in the following description.
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The communication initiates whenever an element (a CAB iRA&) in the array generates an
event. This element requests a permission to access thal dhigs. If granted by the arbiter, its
address is written on the digital bus, broadcasting thetdwesther elements in the array. An
AER router is responsible for distributing these eventfigoappropriate receiver using internal
or external LUTSs, for instance. In this work, we use an exdeFPGA to route the spikes
between coders and decoders. After the target element kadwledged the reception of the

event, the bus is freed to further utilization.

The asynchronous nature of the AER protocol greatly presettve information conveyed in
the time difference between events. The main source of imacg between the generated and
the received time difference is found in the presence of tevelfisions. Because the access
to the channel is asynchronous and random, different elesnmeay try to access the channel
simultaneously. The AER protocol offers mechanisms to letiese spike collisions. Usually,
a unique and central arbiter is used to manage collisiornthidrcase, collisions are resolved by
an arbiter by queueing and transmitting successively alsfiike events involved in a collision.
Although this process can be made relatively faster tharsidpeal, it is the main source of

distortion due to the communication channel.

The use of AER protocol allows random time-sharing of the esatmysical channel between
multiple CABs thereby avoiding an exponential increasén@rtumber of physical connections
— a limiting factor in the realization of large programmabhlgalogue arrays. Our system has
an interconnect complexity of @(V) [97], whereas analogue interconnect using switch ma-
trices have a complexity of @(?). The area used to implement crossbars and switch matrices
increases as @{?) as well, whilst our architecture has a proportional inseem circuit area,

increasing as QY). In other words, this architecture is more suitable todam@yrays.

Spike events are essentially asynchronous and robuséaldsiginals that are easy to route on
shared channels, not only between CABs, but also betweeprt®@gling improved scalability.

When extended to inter-chip communications the interconoemplexity is Olog, V).

Since its introduction in Mahowald's work [65] differentngions of AER protocol have been
proposed to overcome some limitations. Boahen’s group Haveloped a serial version to
improve its scalability [98] as well John Lazzaro in [99]. dweou worked on increasing its
speed [100] whilst Brajovic [101] presented an error cdioeccodes method to avoid the use

of arbiters. Appendix C presents a novel implementatiom witlistributed arbitration.
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3.4 The coding component: Ternary spike delta modulation

The coding scheme used in this work is based on a derivatidneodelta modulation. Delta
modulation and its derivatives have been receiving matggnominations in the time. The
derivation used in this thesis is named Ternary Spike D&&D() modulation. Being a deriva-
tion of the delta modulation, general aspects of the deltdutation will be analysed first. It
will be useful also to describe other methods evaluatedigidhapter. Because these other
methods can also be linked with the AER communication, thieycalled spike delta modula-

tions in this work.

The working principle of delta modulations is based on lingtthe errore(t) between the input

signalz(t) and an internal variable(t):

le()] = |z(t) — 2(t)] < e(t)maz 3.1)

using a negative feedback loop in the modulatocader. In other words, these modulations

work by forcing a feedback signal¢) to track the input signal.

The error is sensed by a (normally 1-bit) quantizer systeordier to produce the coder output

y(t) whilst the internal variable(¢) is generated by the integration this output signal:

()= ks [ ylo)ds (3.2)
wherek; is the integration gain.

The communication process is completed at the demodulatteanderside, where the signal

z(t) is replicated asr(t)

2r(t) = ki / yr(t)dt (33)
whereyr(t) are the spikes at the decoder input.

In order to obtain this replication, an ideal chan@?® is considered, withyz(t) = y(t).

3The main characteristic of an ideal channel for this thestke fact that the spike time intervals from the input
to the output of the channel are the same. In other words,itaenel does not change the time elapsed between
spikes generated by the coder.
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Furthermore, both coder and decoder integrators are egfjtor present the same initial con-
dition and gain. Otherwise;r(t) and z(t) will present different DC levels and amplitudes,

respectively.

Finally, a better approximatiomp(¢) of the input signal is obtained by averaging the recon-
structed signatr(t). A low-pass filter (LPF), whose impulse response functiol(ig, can be

used for this purpose:

2r(t) = h(zr (1)) ~ 2r () = (1) — (D). (3.4)
Equations 3.1 and 3.4 show that the difference between ttomseructed signal and the input
signal is bounded by the maximum allowed er¢@i),,,4..-

These methods are known as delta modulations because thmé&econtrol updates the feed-

back signal by a fixed amoudelta(¢§), which is a function of the resolution of the converter.

If the system is designed to providé, bits of resolution, then:

Az
(Fhmae = 6 = S

(3.5)

whereAz,ue = Tmar — Tmin 1S the maximum amplitude variation of the input signal. The
parameted, known as tracking or quantization step, is used in quangind integrators designs

to limit the error to its maximum.

In the PWM version the quantized output is the output of thdecoi.e. y(t) = Q(e(t)).
However, in spike-based versions the output of the quanfgizérigger(s) a spike generator
(SG) such ag(t) = SG(Q(e(t))).

Ternary Spike Delta (TSD) modulation was presented by [#0]further analysed by [103]

This modulation is similar to the schemes described in [1[d4)5], and [106] which are based
on the principle of irregular sampling used to implementnasyonous A/D converters, for
instance. A similar version was also used in [107] and by Bligkz (re-branded as Send-on

Delta) [108] for low-bandwidth, low-power sensors.

4Although the scheme studied in these works are PPM-bassdwire named Asynchronous Delta Modulation
(ADM).

31



Asynchronous spike event coding scheme: the communicatithod

(b)

Figure 3.4: Ternary Spike Delta modulation - TSD. (a) is the block diagraf coder and de-
coder. It presents two comparators with different thredbdt;,; ande;s), a Spike
Generator (SG), Pulse Generators (PG), integrators (INfig, channel (CH) and
the decoder Low-Pass Filter (LPF). Signa(t) is the coder input signal while
the feedback signal(¢) is an approximated copy of(¢) generated from the spike
outputy(t). Signalszr(t) andyr(t) are, ideally, copy of signals(t) andy(t) re-
spectively on decoder side. Decoder outpytt) is an approximation of(¢). (b)
presents illustrative waveforms of important signals. $pike trainy(¢) presents
three states: up, down and null: is the pulse periodAt is the inter-spike period
and is the tracking step.
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In ternary modulations, the output present three possiialies [102, 109]. These are used
to indicate the spike onset and its “signal”. Therefore, slgmal transmitted is represented
by “positive” and “negative” spikes and each resulting iniacrement or decrement df,
respectively. As the decrementif¢) is also controlled by spikes, the absence of spikes in this

modulation indicates no change in the current value(of.

Because of this three state output, it is not possible to nlyeome 1-bit quantizer (comparator).
Another comparator is inserted in the coder loop and thedig§ut(a) presents the coder block
diagram of TSD modulation. This extra comparator also setise error signak(¢) but its
comparison threshold,, is differenf. The comparator outputs are combined within the SG
block to generate the proper spikgg), if needed. These spikes are outputted to the channel
CH and to the Pulse Generator (PG) block. The respective Bitben sourced to the integrator

INT to produce the proper increase or decreasginandzr(t).

The difference of thresholdAe,;, impacts the performance of the coder and its ideal value is
the same as the tracking step, if¢;;, = 6. This ideal value is used in the following analysis

whilst deviations from this will be considered in the chayiie

Although the integrator can present different gains foritp@sand negative spikes, only the
case where the gains are symmetric is considered. For tlogviog analysis the figure 3.4(b)
is used as an example. The function of the integrator is tatepdt) by a fixed amount and,

therefore, it works as an analogue accumulator.

After analysing the figure 3.4(b), one can verify that theatéon in the feedback signal(t)
since the initial timey is:
Az(t) = d(ny — nyp) (3.6)

wheren,, is the number of positive spikes ang of negative ones generated sigeAccording
to equation 3.6, the value of the feedback sign@) in TSD depends only of the number of

positive and negative spikes singg but not of the actual time

Although the TSD was adopted as the analogue coding methttetdSEC scheme, other
five methods were also considered throughout this thesis mathods are also presented in
this chapter to be evaluated against the TSD. The next twbaodstare also based on delta

modulation whilst the others are based on sigma-delta ratidak.

SFor the sake of simplicity, in this study it was considereat th,; ande;. are symmetric.
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3.5 Alternative modulations

3.5.1 Binary spike delta modulation

Variations on the delta modulation model can be achievedelsctng the number of output
states. In this thesis, the options for the amount of outfaies were limited to twob{nary)
and three ternary) as in the TSD case described before. Although others arslpp@sand
are derivations of these two basic types, they increasedhmlexity of the communication

scheme.

In Binary Spike Delta (BSD) modulation [103], the output é&presented by only two states:
either there is a spike or there are no spikes at all. For esgike generated, the feedback
signal z(t) increases by a fixed amo@nt. On the other hand, when there are no spikes)

decreases by a constant rate The diagram of the BSD modulation is showed in figure 3.5(a).

In this case the error signalt) is compared against a fixed threshelgd using only one com-
paratof. Therefore, the comparator outpe(tt) is high when thee(t) — ey > 0 and low
otherwise. Every time(t) turns high, a spike is generated by the spike generator I{\&Gh

as shown in figure 3.5(b), which is a detailed illustratioragfossible waveform.

Being a delta modulation, the signdk) in BSD method is generated by the feedback integrator

and its variation from an initial timé, is

Az(t) = Az(ty—1) + 0 — kit — ty—1) = -+
=nd — ki(t — to) (37)

wheren is the number of spikes generated sifigeThat is, the feedback signal is a function of

the number of spikes and the time elapsed since the initieg ;.

Different processes can be used to produce this dynami@imtegrator output. One possible
method is to generate a fixed width) pulse from each output spike to create a fixed increment
on z(t), using the Spike Generator (SG) in figure 3.5(a). Also thigesgenerator would

provide an appropriate DC level{.) to decrement(t) proportionally ¢;) to the time between

50ther implementations can use the symmetrical processz (¢ decreases by where there are spikes and
increase when there is not. However the analysis is sintldra one presented.

"The choice of comparator threshalg, impacts the average (DC) erreft) and should be designed to g2
to cancel this DC error. Figure 3.5(b) shows the effectfar= 0: a constant and positive DC shift 6f2.
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Figure 3.5: Binary Spike Delta modulation - BSD. (a) presents the BSBtiomal block di-
agram. Signals descriptions are similar to the ones in figuté). (b) shows
example waveforms of the relevant signals. Similarly to ,TiB€re may be a DC
offset betweenr(t) and z(t). In this case the DC offset is approximaté};2.

spikes. In this case

0 (%]
= - 9 3.8
psT Pdc ( )

wherep; is the pulse amplitude triggered by the spikg). As the variation of signak(t)
during the periodAt is controlled by the pulse DC level, then

Az(t)
. = ) 3.9
Pde = ToAy (3.9)
In order to obtain the minimum number of spikes, the follagvaondition is needed:
g = —% ~—|E(t)], e = — - (3.10)
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From equations 3.8 to 3.10, the DC level is

Toy
Pdec = — 5 Ds- (311)

A PWM-like version can also be implemented using spikes il implementation is de-

scribed next.

3.5.2 Asynchronous delta modulation

Asynchronous Delta Modulation (ADM) was presented by [188]ere it was referred assyn-
chronous PLMand [110], presented &ybrid PLM-FM or rectangular-wave modulation

This modulation presents a two-state output pulse, withalée width and frequency. This
bipolar representation is preferably used because it igusde to digital channels. When used
in a spike-based communication system, each spike canfgpleeitime of each coder output

y(t) switch.

The block diagram of this modulation is presented in figu6¢ed. The comparator outputt)
controls SG and PGs converts each spike into a P\AHK) (signal representation to apply to

both integrators.

The variation on the integratar(¢) output since the initial time is

n

Az(t) =) (D) ag(t; — tia) (3.12)

=1
with a4 being thez(t) update rate. Figure 3.6(b) shows an example of the behaufaome

signals of the modulation.

The coder useslaysteresicomparator as the amplitude-to-time converter. In facttrapara-
tor limits the error using its hysteresis window. Considgra comparator with a symmetrical
hysteresis window, the error is limited byd < e(¢) < d where—d andd define the compara-
tor hysteresis. Whenever the error reaches the limits oivihdow, a spike is generated and
the feedback loop acts bringing the error signal inside tmelew. The comparator hysteresis
is designed as

d=4/2. (3.13)

36



Asynchronous spike event coding scheme: the communicatethod

(ﬁ)LL(ﬂ CH wﬁ)hjwmﬂtL_lmw
PG+INT LPF

@

AN 0 2 0 1 S I 15 S 6 O B A

t=to t=1t

(b)

Figure 3.6: Asynchronous Delta Modulation - ADM. (@) is the block diagraf the ADM mod-
ulation. As for BSD and TSD cases, Spike Generators (SG)sa@ 1o generate
the pulses used as the input of integrators. In (8); and At, are the spike time
intervals which defines the low and high periods for the P@saerator (PG) at
the input of the integrators.

For the correct working of the coder, the maximum speed wifiehsignalz(t¢) increases or
decreases has to be greater than the speed of the signalisithe absolute value of maximum
derivative of the input signal, i.exs = |2(¢)] < ay, then the integrator gain must be

max

ki > % (3.14)

If this condition is not satisfied, the signa{¢) will not able to trackz(t) all the times. This

effect, common to every delta-based modulation, is knowsig=e overload [111].

Up to this point only spike versions of the PWM delta modwalas have been discussed. These
modulations are prone to slope overload, i.e., the feedbigeial z(t) may not be able to track

the input signal:(¢) if this signal rises or fall very quickly. In other words, tikeder works
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Figure 3.7: Asynchronous Sigma Delta modulation - ASDM. (a) Block diagand (b) exam-
ple waveform with the important signals. Signét) tracks the input signat(t).
The spike trairy(t) is used to replicate the tracking signat(¢). The output signal
xr(t) is afiltered version of(t).

well up to a maximum input bandwidth. Alternative methodswoid this effect are based on

sigma-delta modulations and are presented in the next clidrse

3.5.3 Spike sigma-delta modulations

All methods evaluated in this chapter are spike differémtiadulations. These modulations
present two different types of feedback control loop in thdisg and transmission mechanism.
Therefore they are classified according to the type of feddib@op. In delta modulations

the integrator is in the signal feedback path whilst the sigialta modulations present the

integrator on the forward path, before the quantizer.
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Figure 3.8: Binary Spike Sigma Delta modulation - BSSD. (a) BSSD blaggrain and (b) an
example waveform. Signalt) tracks the input signak(¢). The spike trainy(t)
is used to replicate the tracking signak(t). The output signatr(t) is a filtered
version ofz(t).

The slope overload present in delta modulations can be ragrby increasing the tracking
step or reducing the loop delay. The first impacts the sysesolution and the second is
limited by the technology used. Other methods include chahng topology as in adaptive delta
modulations (Continuously-Variable Slope Delta modolati112], for instance) with requires

a great complexity, or using sigma-delta modulations.

Sigma delta modulation is a variation of the delta modukgtivhere a block diagram reduc-
tion is performed in such way that only one integrator is y&sdmerging coder and decoder
integrator and moving it to another position in the loop [9Phis removes the problem of mis-
match between integrators found in delta modulations. igwrtew position of the integrator in

the feedback loop, the quantizer codesitttegral of this error instead of the error signal.
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Figure 3.9: Ternary Spike Sigma Delta modulation - TSSD. (a) Block @iagmith (b) an
illustrative waveform. Signad(t) tracks the input signat(t). The spike trainy(t)
is used to replicate the tracking signak(¢). The output signatr(t) is a filtered
version ofz(t).

The main advantage of this modulation is known as noise sgapiloise shaping is the pro-
cessing of moving the quantization error to high frequenci&herefore, the low pass filter
at the decoder removes this high frequency componentdfingsin a better Signal-to-Noise
Ratio (SNR. However, this advantage is not present in the asynchsowersion because there

is no sampler inside the loop [113].

Asynchronous Sigma Delta Modulation (ASDM) was presentefd 10] and since then some
studies have been carried out on this technique [114, 115, 91]. Likewise in the case
of Spike Delta modulations, different output states aresids and, again, just binary and
ternary are analysed. The block diagrams of the former, thar Spike Sigma-Delta (BSSD)
modulation and the latter, the Ternary Spike Sigma-DeltaSD) modulation, are shown in
figures 3.8(a) and 3.9(a), respectively. However, the impl& ion of these modulations as
presented in the figures are impractical, due to high ang@guequired for the signal(t),

specially for higher resolutions.
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3.6 Evaluation of the communication methods: Why TSD?

The Ternary Spike Delta (TSD) modulation (the heart of th€SEheme) and other alternative
differential methods were described in the previous sestidHaving different characteristics
and properties, a common measurement is required to catawly compare these modula-
tions. The channel efficiency measure is defined next foldblayesimulation results. Although
those channel efficiency expressions for each method wasdea direct comparison is diffi-
cult to visualize. Therefore, numerical simulations of ralsdor each modulation were used to

help in the evaluation.

3.6.1 Channel efficiency

In this architecture, the usage of the common channel is th& mmportant factor. In this
context, it is desirable that a communication method usdswasas possible the channel to
convey the signal with a specific quality (resolution) to #iceently utilization of the channel

capacity. For this thesis, Channel Efficiency (CE) is defiagd

_ fzn % 2ENoB

E
c N,

(3.15)

where N, is the number of spikes per second transmitted when a sine wik frequency
fin 1S used as the input signalt) and ENoB is the coder resolution expressedHffective

Number of Bits

According to this definition, each modulation is evaluatedoading to the number of spikes
generated by a specific signal for a fixed resolution codingtter words, the smaller the spike
frequency (for a specific input frequency), the better ischaer performance. This metric was
used because the utilization of the communication charsnislel main limitation foreseen for

large analogue arrays using such modulations. This definidsemble a common ADC figure
of merit cited in [116] and the one presented in [106] for atyonous ADCs with the power

being replaced by the spike frequency.

Approximated instantaneous spike frequency expressimmeaich modulation is presented in
table 3.1. It also presents the input signal conditions egddr the maximum and minimum
number of spikes, the number of spikes and measurementdahtmnel efficiencies. Deriva-

tions of table 3.1 results can be found in the appendix A.
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Table 3.1: Spike frequency and channel efficiency comparisp(t) is the approximate instantaneous spike frequem(:y)]fsk(t):fsk(7m/mm)
is the condition for maximum/minimum spike frequerfey|,)—. . is the spike frequency for DC input signalS; is the number
of spikes per second for an sine wave inp@t) = A sin(w;,t) and CE is the channel efficiency for each modulation. The TSD
modulation is the only that presents no spikes for any DCtismnal.
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As expected the spike frequency of delta-based modulatsadunction of the input signal
derivative But the frequency characteristics are very different:lsthhe maximum frequency
when using ADM is met with a DC input signal, the same signédlinat generate spikes on the

TSD modulation (and about half of the maximum for the BSD gase

In details, the ADM output frequency is proportional to thguare of the input derivative.
Therefore this frequency reaches its minimum with fast givam input signals and there is
a self-oscillation frequencyf,) for DC input signal®. Alternatively, the spike frequency for
BSD modulation is a function of the input derivative. The mnaxm spike frequency is obtained
when the input signaiisesat its maximum rate. When the input sigrialls at maximum rate,
the spike frequency is the minimum. For TSD, the spike freagyeas a function of theabsolute

input derivativd. Consequently, there are no spikes when the signal doesanté®.

Considering the sigma-delta-based modulations, thekesipeéquency is a function of the am-
plitude of the input signal. It is proportional to the squafethe input signal amplitude in
ASDM method; to the amplitude itself in BSSD case and to theohite value for TSSD. As
for the delta-based cases, these differences reflect ontititions where the method will pro-
duce the minimum and maximum output frequency. For instamb#ést a null input signal will

generate no spikes in a TSSD method, the same signal wilkgenspikes at the maximum
frequency for ASDM method. The opposite is true when thetigignal reaches its maximum

or minimum: no or few spikes for ASDM and maximum output freqay for TSSD.

All these three modulations present a self-oscillatiogdiency for DC input signals [118], with
the exemption of TSSD when the input amplitude is null (althio very low self-oscillation
frequencies can be obtained for the other methods in extoases, i.e [z (t)| = Tmaz). Only

the TSD modulation has no self-oscillation frequency for eanstant input.

Regarding the number of spikes generated per sedand SD method generate more spikes
(4/7) than ASM method and lesg (7)) than BSD method. The number of spikes per second is
a function of the signal amplitude in sigma-delta versiavith the binary version (BSSD) also

presentingr/2 times more spikes per second than the ternary case (TSSD).

8In synchronous delta modulation systems, this effect is lat®wn as granular noise [117].
®For comparison purposes, it was shown [102] that the fretyuef asynchronous version of TSD s

3v2
smaller than the synchronous version.
19n fact, no spikes are generated in TSD modulation when thaggin the input signal(t) is smaller than the
guantization step
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Comparing delta with sigma-delta modulations using théet8Ll is not straightforward. Nu-
merical simulations were performed to visualize this congoa. The results are presented in

the next subsection.

3.6.2 Comparison results and discussion

Models of all modulations were designed for resolutionsspgy from 3 to 8 bits and simulated
using a 1-kHz sine wave. The conversion results and the dérexyuresponse for the 4-bit
resolution case and frequency spectrum are plotted in dif® and 3.11 for delta-based and

sigma-delta-based modulations, respectively.

In both figures, two graphs are reserved for each modulafidgre first one shows the coder
input signalx(t), the decoder output signalz(¢) and, for delta-based cases, the output of
decoder integratot(¢)'! in time domain. Due the filter design, where the pole is setbtb

be the same as the input signal frequency, all signalg) present a 3 dB attenuation and a
45°-phase shift. The second graph corresponds to the frequanaracteristicsX (s), Xgr(s)

andZg(s) of the same signals, respectively, having the fundamentaponent at 1 kHz.

Although the modulations are asynchronous by definitidrsimlulations were performed using
sampled signals. According to the sampling theory, frequeomponents of a sampled signal
which are greater than the Nyquist frequerfgy2 will be mirrored (around Nyquist frequency)
and then added into the lower frequency components. Therdby performing sampling on
the signals involved, the simulation provides worse reghin in reality. To minor this effects,
one can increase the sampling frequency, i.e., increas®veesampling RatiqOSR). By
doing that, the amount of the frequency components mirrtodobseband f < f;/2) will
decreased, considering that all modulations present gpbss-filter at the output. For the
simulations presented here, the sampling frequency usedl&a&8 GHz for an input signal
frequency of 1kHz (OSR 224).

Also using these simulations, the number of spikes per sedgngenerated were measured
and they are presented in figure 3.12(a), whilst figure 3)1&tbws the calculated; using
equations on table 3.1. The difference is due to the factsthiaie expressions on table 3.1 are

approximations from the actual expressions.

Hpifferent to sigma-delta modulations, where the decodeerfis compulsory, its implementation is optional
(although desirable) in delta modulations. Thereforeyaligr(t) is also showed to comparison purposes.
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Figure 3.10: Numerical simulation of the delta modulations models. Titpead reconstruction
and the frequency spectrum of this reconstruction are sHoweach modulation:
(@) TSD, (b) BSD and (c) ADM. Signak(t), as wellz(t), is the result of the
discreteoutput spikes and tracks tlwntinuousinput signalz(t). How close is
this tracking depends on the system resolution.
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Figure 3.11: Numerical simulation of the sigma delta modulations madéle signal recon-

struction and the frequency spectrum of this reconstractice shown for each
modulation: (a) ASDM, (b) BSSD and (c) TSSD. For the first (ASDM), this
figure also shows the pulse signal produced by the incomiikgspr(t). This
intermediate signal, nametk(¢), is the conventional asynchronous sigma-delta

output signal.
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A comparison of the channel efficiencies of the modulatioesnfsimulations can be visu-
alized in figure 3.13. In this figure, the graphs (a) and (bys@né the results afiormalised
channel efficiency considering the outpyt(¢) whilst the graphs (c) and (d) shaetual chan-

nel efficiencies using the signak(¢). Normalisation is need forz(¢) because the design was
performed to obtainV, on the signakr(t) for delta-based modulations. Therefore the com-
putation of channel efficiency considering;(¢) would lead to efficiencies greater than unity

because of the decoder filter.

By the analysis of these graphs and the table 3.1, the ADMadgthesents the highest channel
efficiency of delta-based cases studied. However this i$icanesult when considering the sig-
nal zr(t). For the results based of the signal(¢), the TSD presents a better efficiency for low
resoltions. This is mainly because the segments of the ;8D resembles square waveforms,
presenting greater harmonic components at high frequgrestrsim than the triangular shape
of ADM zy(t). Therefore the effect of the low-pass filter is more significa=or higher res-
olutions the effect of the filter is not so important becauseharmonics amplitude decreases,
i.e., the signakr(t) becomes more similar to the input signal and the better aHafficiency

of the ADM starts to reflect in the signalz(t) as well.

Besides presenting the better channel efficiency figurdeforesoltions, the TSD modulation

was chosen as the modulation for the communication methoalise of other two factors:

1. TSD modulation is the only modulation studied that présan spikes for constant input
signals. This analogue array is intended to work for lovgfiency input signals and it is
expected that many of the input signals might present neigctiuring a considerable
period of time. By making this assumption, it is likely thatysstem with TSD modulation

implemented will generated the lowest communication taffi

2. As it will be shown in the computational characteristioschapter 4, TSD modulation

presents some properties that enable an inherent signglutation.

3.7 Summary

An alternative communication method to the commonly useitcbwnatrices was introduced:
the Asynchronous Spike Event Codi(SEC) scheme. The method relies on an efficient

method of analog-to-timing conversion and on an asynchusegommunication protocol (AER).
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Figure 3.12: Number of spikes per secon¥) for the communication methods. Output activ-

ity of all coding methods studied. The graphs present balc#iculated values
of N, according to table 3.1 (indicated with the marker ‘0’) andamsared from
simulations (marker ‘x’). The difference between calaedatind measured lies
on the fact the equations in table 3.1 are approximated esgio@s. (a) are the
results when using the designed resolutidp and (b) when using the output
ENoB. Differences are more visible on delta-based methods lsecthe design
is performed to using the required resolution eg(¢) rather than on the coder
outputxzr(t). Markers ‘x’ and ‘0’ are equals for delta-based modulatioms (b)
because no calculations were performed for the filter ouipi(t ).
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Figure 3.13: Channel Efficiency (CE) of the communication methods. (Eutsted (see ta-
ble 3.1) and simulated (lormalisedchannel efficiency of each communication
method in terms of the designed resolutiip and the resolution at the output
xzr(t). Graphs (c) and (d) show treetualchannel efficiency when signat(t) is
considered. Lines market with ‘x’ and ‘0’ have similar meamis in figure 3.12.
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The conversion method was selected among several differestynchronous pulse modula-
tions which were presented and analysed. These modulaierspike-based derivations of the

well-known PWM-based delta and sigma-delta modulations.

Because our architecture uses a common digital channeméte criteria to evaluate these
modulations is the channel activity required by each of thAnmeasurement for the channel
utilisation (channel efficiency) was defined as the amouspdie generated for a specific de-
coder output resolution. For each modulation studiedet@dl presents analytical expressions

for the spike activity.

From these expressions one can notice that TSD is the onlthahdoes not output spikes for
constant input signals. This fact adds to the highest chagffieiency for low resoltions from
the simulations and its unique computational propertigbesnain reasons for the selection of

the TSD as communication method for the architecture.

In this thesis, there igo claim about the novelty of the analogue modulation used (T$Be
novel aspects introduced in this thesis are the TSD usaga analogue array architecture
working in association with the AER protocol -Asynchronous Spike Event Codi(&SEC)
scheme — and the analysis of the computational propertiessicdi scheme as presented in

chapter 4.

Apart the alternative methods evaluated here, other i@mgbf the differential modulations are
possible. These include Asynchronous Pulse Length Mddualéf-PLM) and Asynchronous
Bipolar Pulse Length Modulation (AB-PLM) as presented i@3JLand asynchronous versions
of the Continuously Variable Slope Delta (CVSD) modulatidhe adequacy of these methods

would be evaluated in future works.

In the next chapter the computation properties of the ASHIb&idemonstrated with examples

of some elementary and complex functions.
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Chapter 4
Computation in communication with

asynchronous event coding scheme

4.1 Introduction

In the chapter 3 a novel analogue communication method falogoe arrays based on asyn-
chronous events and using a common channel to transmitekieats were presented. Analogue-
to-timing conversion methods were studied and evaluatée. TISD modulation was selected
among other methods according to a figure of merit, being tine of the ASEC scheme. In
this chapter, it will be shown that the ASEC may be configuegdrform a set of analogue

computations, corresponding to the second part of thenséatteof hypothesis in section 1.2.

Although the first electronic computations were performgdabalogue circuits, digital tech-
niques gradually become more popular over the years, mdindyto its reliability, simple
configuration and a wide range of computations performed Bynall set of basic blocks.
Consequently, analogue computation had became resttiztadsmall set of operations. In
particular, these operations perform low complexity fiorts requiring real-time processing,
low-power consumption, low circuits area. Moreover, aga circuits are used to interface
real world signals, who present a continuous-value reptaten. Current examples of ana-
logue computations are found in various types of sensorsl®4, 120] and array-based ap-
plications [121, 13]. However analogue computation hasmi@l benefits compared against
its digital counterpart. When considering low to moder@8IR up to 12-bit) resolution sig-
nals, analogue computation could be tens of thousands timoes efficient and less costly than

custom digital processing [7, 6].

Analogue numeric representation is based on continuousiqaiyproperties which leads to a
limited precision. Analogue computations are generallsiquened using voltages or currents
as the physical representation of the real numbers. Themetitigs are not appropriate to

represent high dynamic ranges within low-voltage, low-powircuits.
Alternatively, the use of timing as the numerical repreatom for computations has been stud-
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ied [21, 122] and presents an important advantage due tedhaien of the CMOS fabrication.
Pushed by the digital processor market requirements, CMOIgblogy features tend to de-
crease to allow smaller and faster circuits. Considerimgctirrent applications, this evolution

represents a further increase of the allowed dynamic ratmgpawsing timing representatin

One of the first uses of timing processing was presented Wy Pswidis [18], who developed
a filter structure where the filter coefficients were set bytavimng times. In his work, Prof.
Tsividis showed that using a couple of switches and a low filies (LPF), it is possible to
perform a multiplication of a signal by a constant (gain)isTtind of operation, the summation

of gains is used extensively in artificial neural network&() [123].

More recently, research groups started to use timing aslisigpresentation to develop ana-
logue processing. Pulse Width Modulation (PWM) was usethfgeément switched filters [21]

and to carry out arithmetic operations [124], signal cotarsrand information storage [125].
Other modulations have been used in specific applicationwias and sound and video pro-
cessing [126], but a few groups are keen to use them in a moerigescope within analogue

processing.

One of them, the Analog VLSI and Biological Systems Group BE,NMéaded by Dr. Sarpeshkar,
presented a hybrid computation technique [127]. He defirydbaidh computation as a type of
processing that combines the analogue computation pramitivith the digital signal restoration
and discretisation using spikes as a way to transform a aealdgue variable, the inter-spike

intervals) number into an integer (discrete digital, thenber of spikes) number.

However all these methods, apart the last one, have beegndésior and used in particular
applications, presenting a flexibility degree very limiteda generic analogue array. And Dr.

Sarpeshkar’s method requires accessory circuits to perddferent operations.

The asynchronous spike event coding (ASEC) communicatiethod presented in chapter 3
was found to be suitable to perform a series of generic coatipnton analogue signals in an
analogue array. Moreover, all computations are realizel thie circuits already implemented
for the communication process. The idea underlying the etatipnal properties of the com-

munication scheme and some examples are described next.

1This assumption is valid if considering the same signald irshe current computations. Many of these signals
are measures of physical properties and therefore, thaardics are fixed. For instance, audio signals are useful
only up to 20kHz.
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Figure 4.1: Computation in the communication scheme. Analogue sigralsonverted into
spikes by the coders and arithmetic computation may be imeeft by the AER and
decoder combination. The type of computation performeafimeld by program-
ming the AER routing and decoder parameters.

4.2 Computational framework

In general, programmable analogue arrays perform conipogatising the exiting functionali-
ties of the programmed configurable analogue blocks (CARs)st the role of the communi-
cation interconnect is to route signals between those CABd@external world. However, the
computation power of a programmable array can be enhandbd dommunication channel
can be used to perform computations without additionaltee@ds, as performed by the ASEC

scheme presented in this work.

In the architecture proposed in chapter 2, CABs are interected using the ASEC scheme.
The communication scheme consists of a spike event coddr, il spike event decoder as
shown in figure 4.1. The spike event coder encodes the aralsignals into asynchronous
discrete amplitude signals (spike events) which are thatedoto target CABs using an asyn-
chronous event representation (AER) protocol. The decatére target CABs decodes the

spike event signals received from the AER.

This communication scheme allows a set of arithmetic ofmraito be performed. For instance,
in figure 4.1, the top decoder outputs a summation of two msihe and triangular waves)
and the second one provides a negation of one of the inpats\i&ve) using the same commu-

nication channel. These operations are performed simplgrbgramming parameters of the
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communication channel. Other operations can be implerddntecombining the channel re-
configurability with the analogue signal processing cdpghif the CABs. The computational
realm of this communication scheme can enhance the congpptiwer of the programmable

array without using additional hardware.

Moreover, because of the shared nature of the channel, ngescan enable multiple commu-
nications virtually at the same time, the computation ofi@na can also be performed simulta-
neously. This intrinsic computation capability allows mpler implementation than other pulse
based approaches, [128] as an example. Basic arithmetiatapes will be the first examples

to be presented in the next sections.

4.3 Arithmetic operations

In this section a set of fundamental arithmetic computatiperformed by the communication
scheme are presented. Each operation is illustrated byatiom of the mathematical models

presented in the Appendix B. Actual chip results will be preed in chapter 5.

The following results were obtained for a 4-bit resolutiamneersion. Finally, the outputs
waveforms shown in the figures correspond to the decoder ifilpait zz(¢) rather than the

coder outputcz(t) for simplicity as explained in the next chapter.

4.3.1 Gain operation

A common operation in any analogue processing is to chargartiplitude of a signal, i.e.,

provide a gairG to the signal such as
Tgain(t) = G x z(t). 4.2)

The gain may increase (amplification) or decrease (attem)athe amplitude of the signal.

Both gain types are possible using the proposed architctur

Equation 3.6 is valid for both coder and decoder blocks. Hewef coder and decoder are

designed to present different tracking steps then the deandput will be proportional rather
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Figure 4.2: Gain operation. The input sine wave signdt) is amplified by a factor of 2 in (a)
and attenuated by 2 in (b), at the decodes(t). The gain operation is obtained by
selecting the ratio of the tracking steps of coder and decotieis operation will
result in signal amplification by setting the tracking stepdecoder greater than
in the coder. Otherwise, it results in signal attenuation.
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than equal to the coder input. This proportionality is gilgrthe ratio of both tracking steps

_ Azgain(t)  Azp(t) g
¢= Ag:v(t) TOAz(t) 6 (4.2)

Having different tracking steps, the ASEC scheme will reisuthe coder and decoder working
with different resolutions. However this difference woudd attenuated by a proper decoder
filter design. Figure 4.2(a) shows simulations for an amgaltfon of a sine wave by a factor of

2 whilst an attenuation by the same factor is shown in figueéo}.

4.3.2 Negation operation

A second fundamental operation on analogue signals is agitfweir polarity resulting in the

signal negation:
xneg(t) = —z(1). (4.3)

According to equation 3.6, the signal value at any instafknowing the initial condition of
coder and decoder) is a function of the number of eventsrivdiresl and their type. Setting
the AER router to interchange the addresses of posjtjy8) and negativey, (t) spikeg such

operation is performed. In other words, the AER router pernfthe address operation

yp(t) = Yn(t)

(4.4)
Yn(t) = yp(t)

resulting in the signal at the decoder outpy(t) being an inverted version of the input signal

z(t). From equation 3.6

Apey(t) = Azp(t) = —Az(t) = 6(np — np). (4.5)

Sincez(t) andzr(t) are the quantized versions ©ft) andz(t), respectively, the operation

of the equation 4.3 is obtained. An example using a sine wigmalkis shown in figure 4.3.

>The coder outpuy(t) as presented in the chapter 3 is actually the concatenatiootio positive and negative
spikes, i.e.y(t) = yp(t) U yn(t).
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Input signal(s) and output signak(¢) and theoretical result;(¢)
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Figure 4.3: Negation operation. Snapshot of the input sine way® and the respective
negated signatr(t). Signal negation is perform by interchange the positiyg)
and negativey,(t) spikes.

4.3.3 Modulus

Another unary function commonly presented is the modulua efgnal. The modulus of a

signal is the magnitude of such signal, defined as

Zaps(t) = |2(2)|- (4.6)

Such function in the proposed architecture is possiblegugia algorithm

Yp(t) = yp(t), yn(t) = yn(t) if sig(a(t)) = +1

4.7)
Yp(t) = yn(t), yn(t) = yp(t) if sig(a(t)) = —1.

wheresig(z(t)) represents a control variable which is a function of the aligiig(z(t)) =

(t)/[x(t)]-

This algorithm can be implemented in different two ways. Titet with an analogue compara-
tor and a second using a digital counter. In both cases, it iia the decoder is the modulus

of the signal. This operation is illustrated in figure 4.4 &sine wave signal.

57



Computation in communication with asynchronous eventrapdtcheme

Input signal(s) and output signag(¢) and theoretical result;(¢)
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Figure 4.4: Modulus operation. In this configuration, the modulus of ithut signalz(¢) is
outputted as the result of selectively applying the negatiperation. An digital
counter or a analogue comparator can be used to control thégse when the
negation is performed.

In the first method, the original signal is compared againstference signal representing the
zero value of the original signal. This comparator can bighed in the same or in a distinct
CAB. The comparator output signal(t) is coded and transmitted to the communication chan-
nel. The AER router controller reads this signal and set ¢r1gset (-1) the variableig(x(t))

on positive and negative spikes reception respectivelthidfvariable is reset, the AER router
performs the negation operation on the original signal arilged in subsection 4.3.2. The

operation is then performed using the algorithm

The second method employs a digital counter to measure gitvpaand negative spikes gen-
erated by the original signal. In order to work properly, ithigal condition of the signal should

represent the zero value. If so, the counter is incrememeddch positive spike and decre-
mented for each negative one. Every time the counter valaeggs from a negative value to a

positive and vice-versa, the variabig(x(t)) is updated.

58



Computation in communication with asynchronous eventrapdtcheme

xl(t)

L N\n
4 N

m(t) N

J N
@

0ot) £ S Tls ML

all

I

1 e <Jsale ML
(b)

Figure 4.5: Signal summation in analogue (a) and spike coding evenesysstb). Analogue
summation can be implemented in diverse forms, being thglesinthe current
summation according to Kirchoff's current law on a node. Bhenmation on the
proposed architecture is performed by simpigrgingthe spikes generated by the
input signals (operands). In (b), A/P and P/A stand for Agale-to-Spike and
Spike-to-Analogue conversions respectively.

4.3.4 Summation and subtraction

Beyond these unary operations, arithmetic operationgvimg two or more signals are also
required by any generic analogue computation system. Tiafuental arithmetic operation
involving multiple signals is the summation of these signéligure 4.5 shows the conventional
concept of performing summation on analogue signal andérptioposed architecture. The
summation signat .., (t) with N signal operators is

N

xsum(t) = Z xz(t) (4.8)

=1

In order to implement this operation with the ASEC schemeatqgn 3.6 is considered again.
From this equation, it is possible to demonstrate that timensation signal ofV operators is

obtained at the decoder output,,, (t) by simply mergingof their respective output spikes

N N
Tsum(t) = zr(t) =0 (Z Nip — an> + zg(to) (4.9)
i=1 i=1
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Input signal(s) and output signag(¢) and theoretical resulty(t)

~
=

0 0.601 0.‘002 0.003 0.004 | 0.005, 0.006 0.007 0.008 0.009 0.01
time [s]

CY
Input signal(s) and output signag(¢) and theoretical resulty(t)

~
=

0 0.601 0.‘002 0.003 0.004 | 0.005, 0.006 0.007 0.008 0.009 0.01
time [s]

(b)

Figure 4.6: Summation and subtraction operations. (a) show the suromafitwo input sine
waves,z (t) andzs(t). Signalzg(t) is the respective summation whilst(¢) is
the ideal summation result. The subtraction of the sametisignalsz (t) — z2(t)
is shown in (b). The summation is performed by the concdtenagt;(¢) of the
spikes from all operands, i.ey; (t) andys(t) in this case whilst subtraction also
requires the negation operation. Spikes collisions araniified wheneveyr(t)
presents twice the amplitude in these figures.
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wheren;, andn;, are the number of positive and negative spikes, respegtirateived from

theit* operand after the initial instang.

In this architecture, it is performed by routing the spikéslb operands to a same decoder,
with CAB input (after the Spike-to-Analogue conversionjrigethe result. Simulation results
showing the summation of two sine wave signaj$t) andx(t) are shown in figure 4.6(a),

with the decoder integrator outpug(¢). The signake,,(t) is the theoretical result.

Subtractionz,;(t) may be performed applying both the summation and negatienatipns
outlined before and an example is depicted in figure 4.6(heOmethods to realize the sum-

mation in timing domain are also presented in appendix D.

4.3.5 Multiplication and division

Whilst some operations are performed using asynchronake sgent coding and decoding
methods together with the AER router, the range of possibieputations can be expanded

when the communication scheme is combined with the funalitgnof the CABs.

This is one example of this cooperation. Once both summatighsubtraction operations are
performed by the ASEC scheme, multiplication and divisiomexpected to be also possible to

implemented in this architecture. This assumption is faelfilusing the logarithmic property in
N N
Tt (t) = Hxl(t) = exp (Z In SCZ> . (4.10)
i=1 i=1

This property establish that multiplication (and divisi@peration can be computed from sum-
mation (and subtraction) operation if the operamglg) are submitted to a logarithm compres-
sion and the summation result expanded in an exponentiabfasAlthough this compression

and expansion are not performed by the ASEC scheme itstifsibperations are implemented

inside the CABs, both multiplication and division operagavould be available in the array.

The conventional method to generate this logarithm conspesare using the circuits in the
figure 4.7. They are known as logarithmic and exponentialliieprespectively [129]. Al-
though they present a simple topology, the diode resistengsually highly dependent of the

temperature. These circuits were not implemented for hasis.

61



Computation in communication with asynchronous eventrapdtheme
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Figure 4.7: Logarithm and exponential amplifiers. These figures shodittcanal circuits used
to realize both logarithm (a) and exponential (b) operati@n analogue signals.
This circuits were not implemented in any chip designed li@ thesis. These
circuits can be implemented inside the array CABs to allowtiplication and
division operations.

4.3.6 Average operation

Once the gain and the summation operations are availabt¢hempossible operation is to

perform the average of several inputs in each instant given b

1 N
Tang(t) = = D ilt). (4.11)
i=1

To implement this operation, the ASEC uses the same summatio gain procedures, where

the gainG defined in subsection 4.3.1 is defined by

G= (4.12)

1
N
Figure 4.8 presents an example of such computation usingdime signals of the summa-

tion operation with the gaitz = 0.5. This expression indicates that the minimum possible

amplitude for the tracking step limits the maximum numbeopérators in this operation.

4.4 Signal conversion

The main property of a programmable analogue array is togsanalogue signals using its
CABs. However it might be of some interest to having a digitgdresentation of the analogue

signals, both for storage and transmission purposes, $terige. Analogue-to-Digital (ADC)
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Input signal(s) and output signag(¢) and theoretical result;(¢)
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Figure 4.8: Average operation. This figure shows the input signal$) andz»(t) the respec-
tive Average signaty(t). This operation is perform by combining the summation
and gain operations, where the gain factor is the inversé®fiumber of operands.

implementations based upon asynchronous modulationspsesented in [113, 127, 130, 131].

Realizing data conversion on the proposed architecturbeachieved with the use of Timing-
to-Digital (TDC) and Digital-to-Time (DTC) Converters. Its simplest implementation, TDC
circuits consist of a digital counter operating at a spedigguency, which determines the
converter resolution. Its input is an asynchronous digitghal which triggers the conversion
process: read (and store) the current counter value anddbenit. The digital value represents

the ratio between the interval of two consecutive inputstaeccounter clock period:

_ti—ti

X;
Lelk

(4.13)

whereX; is the digital representation of the time interval- ¢; ;.

Therefore an Analogue-to-Digital (ADC) conversion is ieplented as follows. Because each
spike transmitted using the ASEC scheme presents the sgna siagnitude change, the TDC
can be used to read the output spikés generated by a ASEC coder with inpt(t). An extra

bit is therefore needed to represent the polarity of theespHor instance, the least significant

bit may indicate the spike polarity.
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As it was said before, for constant input signals the ASECcedll not generate any spikes.
In this case, the digital counter can overflow and the infdimmawould be lost. One method
to avoid this is to ensure the registry of these instantsirgf@r transmitting the maximum or
minimum counter value, for instance. These value will addunfil an incoming spike stops

and resets the counter.

Another method, more complex, would be dynamically chaggjire tracking step of the ASEC
coder, in the same fashion as the Continuously VariableeSmita (CVSD) modulation. Every
time the counter has overflowed, the tracking step would deaed (halved, for instance) to
capture small signal variations. This approach will ineethe digital word size because the

step size have to be stored too. On the other hand, lessl digitds would be generated.

The complementary process can be used to perform an Digi&halogue conversion (DAC).
In this case a counter (DTC) is loaded with a digital word amehtstarts to count backwards
until reaches the minimum value, typically zero, and retolte next digital word. At this
point a spike with the correct polarity is transmitted to 88EAC decoder throughout the AER

communication channel to (re)generate the analogue signal

These applications can be used to implement complex systexhsould not be fit in just one

programmable analogue array. Furthermore, this works fomlgon real-time systems.

4.5 Other operations

4.5.1 Shift keying modulations

Specific applications can also be realized with the propaselitecture. A first example is
phase shift keying. Phase shift keying is a digital modatativhere the information is coded in

the phase of the carrier. For instance the Binary Phase lshjfhg (BPSK) is defined as

a sin(w.t) if b;=0
s(t) =z(t) = (4.14)
a sin(w.t + 180°) if bi=1

whereb; is the bit to be transmitted,,. is the angular frequency of the carrier ani$ a function

of the energy per-symbol and the bit duration [132].
This function can be implemented by providing the carriéngsvave) signal to the input of
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Input signal(s)

0 0.001 0.002 0.003 . 0.004 0.005 0.006 0.007 0.008

Figure 4.9: Binary phase shift keying. This modulation is implementgdobting the spikes
geberated by the sine wave carrigey(t) according to the digital inputca(¢). In
this example the modulated digital word in 01011001.

the coder and routing the spikes according to the digitalevéd be transmitted. For instance,
whilst the input bit is zero, the carrier is replicated atdeeoder output, but when the input bit

is one, a negation function is performed on the carrier, i.e.

Yp(t) = yp(t), yn(t) = yn(t) if b =0
Yn(t) = yp(t), Yp(t) = yn(t) if by =1.

(4.15)

Figure 4.9 shows the modulation resui(¢) for an input wordzs(¢) = 01011001.

Quadrature phase shift keying (QPSK) is possible usinguhersation operation with another
sine wave (90 phase shifted) and the generation of a fixed number of stigeesgikes to

quickly change the carrier phase due to signal disconyirantthe second sine wave.

This function has a similar working principle as the funotimodulus in section 4.3.3. The
difference is that the AER routing is controlled by an exésignalb(¢) rather than the input

signal itself.
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4.5.2 Weighted summation

The last operation included in this thesis is the weightedreation. This operation, along
a non-linear transfer function, is the functional core @ #urtificial Neural Networks (ANN)
systems. Other applications for the weighted summatidadlechias compensation in statistics,

centre of mass calculation of a lever, among others. Thesegun for weighted summation is

WS(t) = Z w;(t) z(t). (4.16)

The implementation using the proposed communication naeithetraightforward by combin-

ing the gain and the summation operatfans

One advantage of implementing such computation in thisitetre is the possibility of im-
plement massive ANNSs in real-time, because of the systearitrdtalability. On the down side,
because different inputs;(¢) are multiplied by different and usually changing gainst), the
decoder tracking stefir need to be changed before receiving the correspondent. spike
results in a further delay between the instant when AER mgutiomputes the target address
and the moment when the ASEC decoder implement the updates ontput. This delay is
needed to process this tracking step programming. Thidlyseguires waiting for a DAC

controlling the decoder integrator to settle to a new value.

4.6 Summary

This chapter was dedicated to present and demonstrate riifgutational aspects of the ASEC
scheme. More than just act as an asynchronous communicaéthod, this method offers the

possibility of implement elementary but important operasi on analogue signals.

These operations consist of arithmetic operations suclaias gegation, summation, subtrac-
tion, mean and weighted summation (linear operators). & bpsrations are realized by either
programming the AER routing addresses or by selecting @piate coder and decoder param-

eters. The design of these parameters will be detailed ingkechapter.

These operations do not require any additional hardwarre tth&wones required to implement

3This method do not work when changing the gain for constaymads.
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the communication itself. Other methods to perform suchatmmns usually require dedicated

circuits, increasing the circuit area and limiting the ity flexibility.

Other operations are possible depending upon the hardwailatde. This hardware can be
presented either inside the analogue processing elent@hBs)), as in multiplication operation
case (logarithmic amplifiers) and modulus operation (coatpa), or external to the array, as

digital counters required to modulus and data conversion.

The subject of the next chapter is the physical implemeniatif the ASEC scheme and the

discussion about its characteristics and limitations.
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Chapter 5
Asynchronous spike event coding

scheme: VLSI design and
characterisation

5.1 Introduction

In chapter 3 the spike event coding method was introducedutivit TSD as the analogue coding
method. It was selected among other methods accordingralitspike frequency for constant

input signals, its performance against a figure of merit #nxdaomputational properties.

In this chapter, an analogue VLSI design approach for theespient coding method is pre-
sented and the functionality of its physical implementatis tested [133]. Evaluation and
characterisation of the spike event coding scheme werenpeetl with the design of two proof-

of-concept integrated circuits (ICs).

The first prototype IC firstly introduced in [134] includesthasic blocks of TSD coder pre-
sented in chapter 3. This prototype was designed mainlyadest the functionality of each
TSD block in particular and perform signal communicatioalaation. As no AER router was

implemented in this IC, the pulses originated from the spikere externally (wired) routed.

The second IC was presented in [135] and includes a numbpikef event coders and decoders
and the AER circuitry needed to interconnect them. The fanaif this IC was to test the com-
plete asynchronous spike event coding scheme by implengeati-chip AER communication

protocol and, in particular, its computational propertiescribed in chapter 4.

For this thesis, no specific CABs were designed, althoughvecireuit for neuromorphic appli-
cations have been developed by the research group [64]. fopeged communication method

is independent on the CAB functionality and design usedeératialogue array.

The first part of this chapter will describe the most impartparameters in the spike event
coding scheme design. Next, VLSI implementation of eacletional block of the scheme is

presented. The chapter ends with the discussion of tedtgeduained from the ICs.

69



Asynchronous spike event coding scheme: VLSI design andcteaisation

| Aetn y(t) uR(t) | 1
y Y
z(t) a(t) eq reg inc
,,,,,,,,,,,,,, - 71 g - o =0 eal()
2(t) ea(t) ck arb. ac J_|— dec Zf - "
CC AER PG INT LPF
l I Decoder
inc
ol 1L
dec
INT SG + PG
Coder

Figure 5.1: Block diagram of the ASEC implementation. AsynchronouseSpient Coding is
the association of the TSD modulation with AER protocol dehaincluded. CC
is thecomposite comparatdhat perform the function of both comparators in fig-
ure 3.4(a). This blocks outputs signalgt¢) andcs(t) according to the input signal
z(t) and the system parametéye;;, = e;,1 — en2. SG is theSpike Generatoand
PG is thePulse Generatarhich are merged into a single circuit in the coder side.
SG generates the AER request signey and waits for the acknowledge signal
ack from the arbiter in the AER channel. On the reception@f, PG outputs the
integrator input pulsegnc anddec. The gaink;, which defines the tracking stép
value, of thdntegratorblock INT is set by the currerit

5.2 ASEC implementation

As stated in section 3.2, the Asynchronous Spike Event Qo@S$EC) scheme uses the TSD
modulation to perform the analogue-to-time conversion twedAER protocol to deliver and

rout the spikes in the analogue array. The TSD block diagras prvesented in figure 3.4(a).
The ASEC block diagram presented in figure 5.1 is the resuhefearrangement of the TSD
block diagram presented in figure 3.4(a) and the ASEC-CABrate diagram presented in
figure 3.2. This rearrangement was perform to better uratelsof the the implementation of

each of the blocks designed.

The comparator, spike generator, pulse generator andattegircuit design are further de-
scribed along this chapter. Before the analysis of thesekblondividually, the parameters of

the ASEC and their design method are explained.
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5.2.1 Design parameters of the ASEC

The first step in the design of the coder is to define the mparameter of comparators of
figure 3.4(a), i.e., the threshold;; ande;,». Absolute values of these thresholds impact on
the DC level of bothe(t) andzg(t). For a null DC level error, i.e5(t) = 0, these thresholds
must be symmetricalef;,; = —e2). A positive DC error is produced whéey, | > |emal.
Similarly |e:1| < |esno| results in a negative error. More importantly, @iéerencebetween

the comparators thresholds holds a relation with the codiaglution as
Aeyp, = ep1 — ez = 0 (5.1)
where/ is the tracking step and it is a function of the integratondai

ki = (5.2)

)
T
andT is the duration of the pulses produced by the pulse gendvliok. The parametér is

designed according to the predicted input signals, sysiegrasd overall configuration because

these characteristics determines the channel commuonicattivity.

The communication channel may be overloaded when the tyctiiall coders exceed the
channel capacity. In this implementation, the spike geanersets a minimum period for the
interval between two successive output spikes as a preeemigthod to avoid this condition.

This “refractory period” is given by

1

fsk(ma:c)

At (miny = ~T. (5.3)

Setting the period as a multiple of the spike “widt?,,,;,,) = k£ T" and using the specification

of the maximum derivative of the input, the spike width isadtetined from

1)
T= DR

(5.4)

‘ (max)

The definition ofAt,,,;,,) also provides an estimative about the limitations imposete input

IFor this application, where speed in most crucial.
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signal. From equation 5.4 the frequency of an input sine wdte= A sin(w ;,t) is

_ Win 156 1 1

Jin = o %Zfsk(max) = %Wfsk(mam)'

(5.5)

In other words, once the system parameters are defined, thienoma input frequency is in-
versely proportional to the signal amplitude. Wheneveritipait frequency is greater than the
value defined by equation 5.5, the system will present slepdand [92]. The slope overload

refers to the maximum rate that the coder can update thedekdiignalzx(¢).

Finally, the pole of the decoder first order low pass filter E)L.i5 a key design parameter as it
improves the resolution by attenuating the undesirableobband high frequency harmonics

generated during the decoding process.

5.3 Circuits design

The implementation of communication scheme in figure 5.1analse of a small number of
circuits to implement each block: comparator, spike gdperand integrators. In the next
subsections, design methodology is presented in morel detaéach of these circuits. The
decoder low-pass filter was not implemented on-chip, beciisan optional part of the circuit
which increases the method resolution. Therefore an offinfiware-based implementation

was used instead.

These ICs were designed using a 3.3V, 4 metals, single p8&,:th CMOS process. The volt-
age domain was used to represent the analogue signalsetviolthe communication process.

This choice would allow an easier integration with the CABgwsed in [64].

5.3.1 Comparator

In the block diagram presented in figure 3.4(a), sighal sgkith and comparison functions are

performed by different blocks, but they are implemented sisgle circuit: the comparator.

The design of comparators can be implemented using a préf@m(PA) followed by a de-
cision circuit (DC) and an output buffer (OB) [136] as showrfigure 5.2. The pre-amplifier
circuit provides a gain on the input signal enough to redhedarmpact of the mismatch on the

decision circuit, which outputs a digital-like transitisignalling the comparison. Finally the
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Figure 5.2: Block diagram of a typical comparator. The input signaldaténce is magnified
by the Pre-Amplifier (PA) and then used by the Decision Gir@C) to provide a
comparison signal. The Output Buffer (OB) keeps the tranmsttmes independent
of the load.

—>
t
0B, —>Cl )

+
N & > C )

z t

Aeth@' PAB Ieth / \\.;_ DCQ OBQ Ci(’)
- B “ +0—D —

Figure 5.3: Block diagram of the compound comparator. Pre-ampliffet 4 outputs a current
AlI,, according to the inputs(¢) and z(t), whilst pre-amplifierP A generate a
fixed offset current,;,. P Ap outputs are added or subtracted fraf 4 outputs
and the results are applied to the respective decision t8DC) and output
buffers O B).

output buffer provides the current needed to keep the rambfalling times short for any load.

To provide the required\e,;,, capacitive or resistive dividers can be used at the cortgrara

input nodes. However, these dividers compromise the imppedance of the circuit [137].

Another method to providée,;, is to implement offset comparators. Composite transistors
can be used to provide this difference [137], however thiglmgy suffers from low input
dynamic range. A programmable offset can also be genergtedidther pre-amplifier which
provides a respectivé.;;, on the decision circuit input [138]. Both impedance divilend

offset comparators allow the use of continuous valueg\ey, .

In this implementation both outputs(¢) andc,(t) are generated by a compound comparator as
in figure 5.3. Instead of using four pre-amplifiers with twasieg the inputs:(¢) andz(¢) and

two providing different offsets (two sets for each outpuot)ly two pre-amplifiers are needed.
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Mg s Jj—

Figure 5.4: Circuit schematic of each compound comparator blocks. Jeanductance
preamplifier (P A, left), decision circuit DC, top right) and output stage(dB,
bottom right).

The pre-amplifietP? A 4 outputs a differential currenk, . (¢) as the result of the amplification
of the difference between(t) andz(t), i.e., the error signal(t) in figure 3.4(a). The capacitive
load on the input nodes(t) andz(t) is reduced when only one pre-amplifier is used. The other

pre-amplifier P Ag) provides a differential currert,;, according to voltagé\e,;, on its inputs.

The results of addingl{, + I.;;,) and subtracting (., — I.;;) these currents are forwarded
to the decision circuits to speed up the comparison resuiglll, output buffers generate the

digital outputs.

Figure 5.4 presents the pre-amplifier, the decision and ukggub buffer schematic circuits im-
plemented on IC. The pre-amplifier is a transconductancdienmvith two identical differen-
tial output currents at nodesl(, B1) and (4,, Bs). The decision circuit is a positive feedback

circuit and the output buffer is a self-biased amplifier [[L39

The transistor sizes for this implementation are preseintddble 5.1. The comparator was

designed to provide a hysteresis smaller than the trackieg t® help avoiding excessive
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Transistors  Size[ um / um ]
My — Mo 20.0/1.0

My — Mjy 6.0/0.8

M5 — Mg 6.0/0.8

My — My, 2.0/2.0

My — My, 1.8/2.0

My 10.0/0.35
My, — My; 2.0/0.35
Mis 2.0/2.0
Mo 0.8/2.0

Table 5.1: Transistor sizes of the compound comparator.

c1(t), ea(t)

A Aeyp A

- -

Aeth(min) =4

o>

Aeiny = 60(Vos1)  Aema = 60 (Vosa)

(@) (b)

Figure 5.5: Comparator thresholds design and mismatch. (a) Comparatorsfer functions
and (b) comparator thresholds variatiose;;,; and Aeyyo Used to calculate the
designed threshold differencke;;, .

switching due to noise. This hysteresis is generated witlsite difference between transistors
Mg — Mg andMi; — M.

Non-idealities

For an optimum performance, the tracking stegenerated at the integrator output equals to
difference between the thresholds:;;, of the comparators. However, due to process mis-
matches [140], comparators offséfs, andV,., may vary from thedesignedvalue Ae;y, p, as

shown in figure 5.5(b). Hence, tlaetual Aeyy, is bounded, for a variation (99.7%), by

Aenp + 3005 > Aey, > Aesnp — 3005 (5.6)

whereo,s = o(Vys1) + 0(Vos2) for uncorrelated variables andV,s1) ando(V,s2) are the

standard deviations of the comparator offSéls andV,s respectively.
Therefore a design margin is required because of the randfsetodue to process variations.
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Figure 5.6: Comparator model simulation with mismatch. TSD model tegal 3-bit resolu-
tion with different mismatches between tracking stegmd comparator thresholds
differenceAey,. () Aey, = 6, (b) Aey, = 2.5 %0 and (C)Aey, = 0.8 * 6.

For instance, i < Aey, the feedback signal(t) is delayed and distorted, in particular close
to the signal inflection points. Conversebyt) will oscillate for§ > Aey,. The comparators

thresholds difference is designed to meet the followingtyahargin

AethD > 0+ 6005 (57)
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Figure 5.7: Impact of comparator mismatch on the resolution. Simutatiesults for TSD
model with different mismatches between tracking stapd comparator thresh-
olds differenceAe;,. Measured ENoOB ing(t) signal.

Figure 5.6 illustrates the effects of this mismatch wikey,;, is equal, greater and smaller
thand. This results were obtained from the TSD model simulaticulte for a 3-bit resolution.

Figure 5.7 shows the influence of this mismatch type on theluten.

5.3.2 Spike and pulse generators

The spike generator block can provide either a positive oegative spike according to the
output state of the comparator. When the eu@) > Aey,/2, a positive spike is transmit-
ted. Similarly, a negative spike is generated whé) < —Aey,/2. Otherwise, no spikes
are transmitted. From these spikes correspondent pulsageaerated both at coder and de-
coder. Figures 5.8(a) and 5.8(b) are the block diagramseddiike and pulse generators on the
coder and the pulse generator on the decoder respectivigiyres 5.8(c) and 5.8(d) show an

theoretical example of the behaviour of the control signals

The arbiter senses which comparator outpy(g) andcs(t) changed first. It avoids further
interferences, such as noise, on these signals before tla¢eupycle of the signal(¢) has fin-
ished. Arbiter output triggers the spike generator whietstthe handshaking communication
with the AER arbiter setting thieeq signal. On receipt of thack signal, the pulse generator is

activated and provides a pulse or decto the integrator according to the arbiter output.
The pulse generator block includes programmable delayitiréor the generation df’ and
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Figure 5.8: Spike (SG) and pulse (PG) generators. Coder combined spiétepalse gener-
ators (a) and decoder pulse (b) generator block diagramg.ig@n theoretical
example of timing diagram of the block in the coder while (vss timing di-
agrams on the decoder. In the coder an arbiter selects betwge) and c2(t)
inputs and starts the handshaking signalling. After thedslraking is completed,
either ainc or dec pulse is generated using delay blocks Toand At .y, -

At (min) time intervals. These blocks were implemented as a cuméggriator feeding a chain
of inverters. This is a suitable implementation althoughrenefficient methods have been
available [141]. The control logic for this circuit was ingphented using a technique developed
to design asynchronous digital circuits [142] and showedppendix E. Although the circuit

in [107] presents simpler hardware, it lacks noise tolezgmrovided by the arbiter.
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Figure 5.9: SCl examples. (a) Unipolar version as used in current-gigeDACs and (b) bipo-
lar version used as used in signal modulation.

5.3.3 Integrator

The integrator is the last block remaining to be analysedeffer with the comparator thresh-

old differenceAey;,, its gaink; defines the resolution of the coder.

In the first IC, an integrator based on the switched curreteigiation (SCI) technique [124]
was designed. This implementation, used in charge pumpitsrovas also used in other
modulation schemes [91, 124] and a unipolar version of ffge bf circuit driving resistors is
used in steering current cells of some Digital-to-Analo@anverters (DACSs) [143] as shown

in figure 5.9.

The schematic of the implemented SCI circuit is presentdifure 5.10 and it works as fol-
lows. When a negative spike arrives at the integrator inghetJec signal goes high for an
interval T', allowing currentsl.57 and0.57 to flow in transistorsMsy and M3, respectively.
Similarly, for the case of a positive spike arrival, traisis Mo, and My, provide symmetrical
operation withinc andinc signals. Therefore, the resulting currdrthat discharges or charges
the integrating capacitar’;,,; is given by

J
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Figure 5.10: Schematic of the integrator based on a SCI technique. Wheosiiye spike
arrives, Moy and My, turn on and1.57 and 0.51 charges and discharges the
capacitor C;,,;, respectively, resulting in a voltage incrementajiven by (5.8).
For negative spikes, the complementary process decrebseapacitor voltage.
In the absence of spikes, currents are drawn to low impedandes {; — d4).
The schematic of the delay generators is shown in appendix E.

From equation 5.2 the designed integrator gain may be adatain

(5.9)

When there are no spikes from the spike generator, curremtdriaen to low impedance nodes
(d1 — dy) throughMs54 — Mo7 by setting the signadp high.

Another design approach would be switching on and off theecuwrmirror itself instead of
driving the current to low impedance nodes. This solutiomldaesult in a lower power con-
sumption but switching the voltage reference at the gateited would also result in temporary

errors that would corrupt the tracking step amplitude.

The use of two different branche&f}, andM,3 or Moy andMs,) to both charge and discharge
the capacitor reduces charge injection on the integratioles: (¢) andzr(t) [144] at the cost
of doubling the power consumption required. If switcids) andMy, (Moo andMs3) have the
same dimensions, the charges injected from the gate to capircitance of the complimentary

switches cancel each other.
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Component Size Unit

Current Sources 20.0/2.0 pm/pm
Cascode Curr. Sources 10.0/0.3mm/um
Current Sinks 20.0/2.0 pm/pm
Cascode Curr. Sinks 10.0/0.35um/ ym
Moy — Moy 1.5/0.35 ©m /um

Table 5.2: Components sizes of the SCI based integrator.

(@) (b)

Figure 5.11: SCI divergence. (a) Decoder integrator output with: and dec swing set to
original values 1.65V and (b) Decoder integrator outputhwiitc swing reduced
to 0.9V.

Table 5.2 presents transistors and capacitor sizes designthis work. The transistors of the
current sources and sinks are the most important consigtrancircuit mismatch, and therefore

their sizes were appropriately chosen to minimize thisceffe

According to (5.8), the tracking stef is a function of the bias curredt Therefore the gain
operation described in 4.3.1 is implemented by settingedffit bias currents for coder and

decoder integrators.
Non-idealities

According to equation 5.8, the integrator based on the Selinigue presents three different

source of mismatches between coder and decoder.

The first is in the pulse generation by the time delays in tHeegpgenerator block. Because
of process variations, the current source, the capacitdrtiag inverters threshold can vary
and then provide different pulse widfh. The second mismatch source is due to the size of
the capacitoiC;,,; in each integrator. The third is the mismatch between ctisearces that

provide the current§.57/ and0.57 in figure 5.10. Moreover the mismatch between current
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sources and current sink may cause a difference betweemdrease and decrease tracking

steps. Cascoded current mirrors were used to reduce trentanismatch.

The resulting difference may impact the functionality of tctheme. For instance, whilst the
coder integrator will still track the input signal, the deeo integrator might present a different

behaviour, normally saturating at either of the power siegpl

A solution for this erratic behaviour was found by changihg amplitude of thénc anddec
signals. Normally, these signals presents a full or hafesamplitudé. By changing the
ON state amplitude, for instance limiting thkec signal amplitude to a valu&,,.. closer to
M> threshold voltage, we can force the current mirror outpangistor, which provides the
1.51 current, to leave the saturation region and to enter intditiegar region, thus reducing
the effective mirrored current. The IC provides a mechartisrohange this amplitude. This

calibration mechanism can thus compensate for all 3 midreatsources.

Figures 5.11(a) and 5.11(b) shows the decoder behavioarebahd after this solution. In the
former bothinc anddec signals swing amplitude is 1.65V as designed originallylstlin the

last the amplitude swing for the signadc was reduced to 0.9V.

5.3.4 Filter

Filter provides the averaging function in equation 3.4 byioging high component frequencies.
Ideally, the filter should provide total rejection of outlmdind harmonics with zero in-band
attenuation. However, the practical implementation of tharacteristic is unrealisable. The
actual design of the filter is a trade-off between the amofinaomonic reduction and distortion
caused by the phase shift of each component frequency. ttigeathe cut-off frequency of

the low pass filtetw,, is designed to be greater than or equal to the input signalvisath.

The filter is also a key factor for the delay between the cadeutiz(¢) and the decoder output
xzr(t). For a sine wave, choosing the pole todge= wi,, the filter imposes a 45hase shift
from the signalky(¢). When applying low-frequency input signals results in tieéay due to
phase shift being greater than delays due to the modulatpr 4ot ,,,;,), and AER arbitration
process. For instance, the conversion of a tone signal-€ 2 7 4 kHz) using 8-bit resolution
imposesAt ,,;,) ~ 300ns< 31.2us (45 phase shift).

2Ilthis implementation, the control signals were origipalesigned for half-scale voltage amplitude, iieg
anddec swing from ground td’;4 while inc anddec from ground toV.
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5.3.5 AER communication

The AER communication method was introduced in the secontb Ifdlly implemented the
asynchronous spike event coding scheme. Although theratibit process was implemented
inside the IC, the routing control was implemented in an mekFPGA (Xilinx XC3S1000-
4FG320). Therefore this IC presents two sets of controlagrequest and acknowledge) and
addresses bus: one set from the IC to the FPGA and the othes opposite direction.

5.4 ICresults

In this section IC results to demonstrate the communicatgpects of the event coding scheme
are presented. Two different input signals were used tothestommunication system: a
speech signal and a single tone (sine wave) signal. MeasGreekults for the computation

capabilities of the communication scheme presented intehdpare shown as well.

5.4.1 Demonstration: speech input

A short speech signal of about 140ms was used to demongtetotling functionality. This
signal was originally sampled at 44.1 kSps with 8-bit resofu The coding system was pro-

grammed to provide a resolution of 4 bits in order to demawstthe coding properties.

Figure 5.12(a) was obtained from the first IC and shows thercogbut signal:(¢) (top), the
decoder integrator outputz(¢) (middle) and the coder output spikgét) (bottom, with the
negative spikes first). The same signals are presentedai ibefigure 5.12(b) where:(¢) and
zr(t) are overlapped. This figure demonstrates the asynchrorasueerof the communication
scheme and the absence of coder output spikes when the sigiaistant or when its change

is smaller thameyy,.

The figure 5.13(a) is the test with the second IC. With the AERIemented in this IC, this
figure shows the request, acknowledge signals and bothmoband outbound spike addresses.
It is also possible to notice the difference between thet 8eisblution input signat(¢) and the

4-bit resolution signatr(t).
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Figure 5.12: Demonstration with an audio signal for the first implemeiatat (a) Coder input
x(t) and decoder integrator outpuiz(t) for a 2.5Vpp speech signal. Negative
yn(t) and positivey,(t) output coder spikes are also shown at the bottom of the
figure. (b) A detailed view of the same waveforms to show therale of spikes
during the periods when the input signa(t) is approximately constant, i.e., it
changes less than the coder resolution.

5.4.2 Resolution: single tone input

The resolution of the system was measured using a sine wawesignal with an amplitude of
2.0V}, and frequency of 20 Hzf(,). The sine wave was sampled at 44.1 kSps and the coder
was programmed to provide a 4-bit resolution. A snapshohefinput and output signals is
presented in figure 5.14(a). Offline filtering results arengho the figure 5.14(b) for a digital

LPF with a cut-off frequency of 20 Hz, the same frequency adnput signal.

The total harmonic distortion (THD) and resolution of theteyn was measured using this sine

wave input signal. The measured THD of the pre-filter sigaak6 dB which corresponds to
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Figure 5.13: Demonstration with an audio signal for the second implemgon. This figure
presents the results from the second chip using the sameetesp of figure 5.12.
Similar results were achieved but instead of the spikesrgéget it shows the
handshaking AER signals (request, acknowledge and spitkesges). In (b) is
clear the difference between the 8-bit resolution inp) and the 4 bit resolution
outputzr(t). In addr.,.(t), the absence of spikes is represented by the address
0 whilst the same condition is represented in th&lr;, (¢t) bus as7. (c) shows
the internal signals:(¢) and zr(¢) and the AER control and address buses at the
handshaking instant, when a positive spike transmissicnrsc
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Figure 5.14: Resolution of the coding of the first implementation. (a)il@scope snapshot
with the inputz(¢) (2.0}, sine wave), decoder integrator outpyt(t), negative
yn(t) and positivey,(t) spikes from the coder output. (b) Reconstructadt)
from ADC data and decoder outputz(¢) from the software filter (top). The
low pass filter cut-off frequency is the same as the inputasigfihe frequency
spectrumZy(s) and X r(s) of the filter input and output (bottom) computed.

a measured resolution of 4.04 bits. The measured THD of teefji@r output, with a filter
cut-off frequency equal tg;,,, improves to -40 dB which corresponds to a measured respluti
of 6.35 bits. This resolution improvement causes atteanatind phase shift of the signal.
When the cut-off frequency is increased tofiQ, the measured resolution is equal to 4.93 bits.

The low pass filter cut-off off;,, yields better resolution attributable to greater atteipnadf

86



Asynchronous spike event coding scheme: VLSI design andcteaisation

(b)

Figure 5.15: IC results for the gain operation. The inpuft) is simular to the one in figure 4.2.
5.15(a) is the illustrates the amplification while 5.15(hp®/n the results when
the ASEC is configured to perform signal attenuation.

harmonics due to the lower frequency pole of the low pasg.filRResolution is limited by

mismatch in the circuit implementation and may be improvedubther work.

5.4.3 Computation: gain, negation, summation and bpsk

Computation properties of the ASEC were explained in chiappteThese explanations were
illustrated with software simulations of mathematical ralsd In this chapter IC results are
presented for some of the those computations. Figure 5.1Bsgmnds to the gain operation
while figures 5.16 and 5.17 correspond to negation and suimm@nd subtraction) operations.
Figure 5.18 is the IC result for the BPSK. Similar inputs frdm simulation were used for the

IC results.
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Figure 5.16: IC results for negation operation. The ASEC circuits wemfigured to produce
an negated version of the sine wamg), as suggested in 4.3.2 and figure 4.3.

(b)

Figure 5.17: Summation and subtraction operations results from chipis Tigures present
chip results similar to the simulation results in figure 4.6eke (a) show the sum-
mationzy(t) of two input sine waves;; (¢) and z»(t), with same amplitude but
different frequencies (23Hz and 4.7Hz) ang,,,,(¢) being the ideal summation.
The subtraction of the same input signalgt) — z2(t) is shown in (b), where
zsub(t) is the ideal result. Scope DC levels were shifted to betiestiiation.
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Figure 5.18: Results of the binary phase shift keying operation from iCthls snapshot, the
input digital wordb(¢) to be modulated by the method is 0100&/%(t) frequency
is the same of the sine carrier (not shown).

5.4.4 Area and power consumption

As said before, the ASEC coder and decoder were layout in 5uMh3CMOS technology

process. Figure 5.19 shows the snapshot of the ASEC codwrtlahe main blocks described
earlier were highlighted in the figure to illustrate the gizeportion of the blocks. The layout
of the decoder is similar with the exemption of the comparatwl some minor differences in

the digital control.

Figure 5.20 and 5.21 show photographs of the first and secesidried test IC respectively.
The total area of the second IC and the area of each blockssmed in table 5.3 together with
the total power consumption and that for each block. All aremsurements and power con-
sumption refers to the second test IC with the exceptionhefrtdividual power consumption

per block.

5.5 Summary

A VLSI implementation of the spike event coding scheme wasenmted in this chapter. The

steps and constraints involved in the scheme design wetaieeg and detailed.

The communication scheme presents a simple topology withféectional blocks: com-
parator, integrator and digital communication. Well knotepologies were used to design
these blocks including a compound comparator to avoid sk@fput capacitance loads and

asynchronous-based digital design to the AER handshatuddne.
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Figure 5.19: ASEC coder layout. This figure shows the layout of ASEC coikrtiie main
blocks highlighted. The coder occupies an area of approteigaof 0.03 mrh
(120um x 24Qum). ASEC decoder presents similar design excluding the com-
parator.

A two-step approach was adopted to implement this VLSI adedigthe first stage, the compo-
nents were placed in a first IC to test each component sefyaaatt as the complete coder. The
last stage, a larger IC including the AER features (arbitel address coding/decoding) and a
small array of eight coder and decoders, four with SCI bagedits and four with switched-

capacitor versions.

90



Asynchronous spike event coding scheme: VLSI design andcteaisation

Figure 5.20: First test chip photograph. The test chip area is 5 ‘mfihe circuits are high-
lighted as: (1) coder with no hysteresis comparator, (2)arodith hysteresis
comparator, (3) comparator with no hysteresis, (4) comparavith hysteresis,
(5) SCI (integrator), (6) analogue buffer, (7) delay circfar pulse width, (8) de-
lay circuit for inter-spike period and (9) spike generatdhe area of each coder
is 0.03 mm and each decoder (with no LPF) is 0.02 fim

Parameter Value Unit
Technology CMOS 0.35um 1P4AM | -
Power Supply 3.3 \%
Coder 0.03
Decoder 0.02
Area AER 0.025 mmn?
Circuitry 4.8
IC 29.25
Coder 400
.| Comparator| 340
Power Consumption Decoder 0 W
IC 2700

Table 5.3: Test IC characteristics

The functionality was tested with an audio sample signalatwhe signal to measure the de-
coder output resolution, with and without the output filt€his implementation of the ASEC
is prone to mismatches both in comparator and in the integlkddcks and monte-carlo simu-
lations were performed to verify the dimensioning of thewits. Mismatch in the comparator

results in an input offset which ultimately leads to inp@rsil distortion.

In the integrators, mismatch effects result in differentpot valuesz(t) and z(t) for these
blocks, being the most extreme condition when the decodgubtends to one of the power
supplies compromising the whole functionality. As thiseeffis most unpredictable and unde-

sirable, two different topologies were designed: one baget SCI circuits and another based
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(b)

Figure 5.21: Second test chip photograph. The test chip (a) is pad-ldvated the circuitry (b)
occupies a quarter (5 mthof the die. The highlighted areas are: (1) four SCI
based coders, (2) four switched capacitor based codersfo(8) SCI based de-
coders, (4) four switched capacitor based decoders, (Sicheil capacitor inte-
grator, (6) AER arbiter, (7) AER receiver, (8) analogue budf and (9) current
mirrors. The areas are presented in table 5.3.

on a switched-capacitor techniques presented in Appendix F

Although the SCI integrator presents more potential misimaburces, the VLSI circuitry im-
plemented in this work provided a calibration method to cengate the imperfection. Such
compensation method is not available in the switched-dtgdopology and it was not possible

to stabilized it.

In the next chapter, when discussing the next steps for thi& wther possible solutions to

solve the mismatch problem will be addressed.
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Chapter 6
Summary and conclusions

In this last chapter, a summary of the work undertaken fartthésis is presented, followed by
extra work research which would be interesting to carry ahénfuture. The chapter ends with

final considerations and conclusions about the work pergdrm

6.1 Review of the thesis

The two main objectives of this thesis were introduced in¢hapter 1: the use of a spe-
cific time-based method to transmit analogue informatiotwben the elements (CABs) of a
programmable analogue array and the use of such method ftwrpecomputation over the

communication channel with no hardware overhead.

The first step to accomplish these objectives was to reviewptbgrammable analogue arrays
field in chapter 2. This review was useful to explain the reasby using timing rather than
conventional voltage, current or charge representatidsersficial for this application. The
main justification is centred on the fact that conventionathnds are susceptible to several
effects, like IR voltage drops, electromagnetic intenfies cross-talk among others, which

imposes heavy limitations about the scalability of thearra

In this chapter, a time-based alternative method — the Asymous Spike Event Coding
(ASEC) scheme — was proposed as #ssociationof the Ternary Spike Delta modulation
(TSD) with the Address Event Representation (AER) commatita method widely used in
neuromorphic systems. TSD is the core of this method andadt&ing principle was explained

in chapter 3, together with other similar timing methods.

Besides presenting better communication characteristic€hannel Efficiency (CE) — for
low resolutions than other spike modulations studied hitiee ASEC presents very attractive
computational properties as explained in chapter 4. Indh&pter, it was demonstrated a set
of arithmetic operations applied on analogue signals whietrealizable with the proper pro-

gramming of both TSD decoders and the AER routing map. Inrotlwds, no extra and
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specialized hardware is required. These operations iadaih, negation, summation, modu-
lus, mean, signal conversion (ADC and DAC) and others. Mperations can be implemented
if the computational properties of the ASEC is associateth wie ones of the CABs, like

multiplication and division.

Finally, in the previous chapter (5) presented the phy3its8| implementation of the ASEC

scheme. The basic operational blocks of the TSD - comparaspike generator, integrator
and filter - were described in detail. To implement the duahparator, a composite design
was developed to allow programmable tracking steps keegpiagnput load the minimum.

The spike generator is a purely digital circuit which is inagpe of the AER handshaking
signalling and the integrator pulse timings. The integratas implemented as a switched
current integration (SCI) circdit Although this circuit presents high sensitivity to proses
mismatches, the implemented version allows for externalpsnsation mechanisms. And the

filter was implemented as an off-chip, off-line first ordegithl filter.

Experimental results of two different ICs were presentethat chapter, with both functional
and resolution test set-ups. While the first IC implementaty the TSD modulation, the

second IC integrated AER channel too, implemented a fulivarof the ASEC scheme.

6.2 Further work

At the end of this thesis, some directions of future work carsbggested. The first group of
suggestions are corrections and improvements on the work dlod the second group refers to

additional test and experiments to help in a better appieniaf the proposed method.

The first work to be considered is the redesign of test setlupvas designed to make use
of previous IMNS test set-ups and expertise. The test setagdesigned to use two or three
printed-circuit boards. The first one is the FPGA evaluakiv(Opalkelly XEM3010) to imple-
ment the test control and measurement, the second is agadidsh previous data acquisition
board and the third was a daughter board to the second cHipts@dthough the second board
was designed to be the more generic possible, its size angdlexity lends to great noise lev-
els. The board noise path has to be re-evaluated and the nofrdietive components shall be

reduced. The daughter board, for instance, includes 56 ¥0dsl6 ADCs. Noise reduction

1 An additional switched-capacitor based integrator was aésigned and is presented in the appendix F
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is paramount to correctly determine the maximum possitdelation of the ASEC scheme.

One method to reduce the number of these active componetatsnislude calibration mech-
anisms. The function of a big number of DACs on the PCB is tcegatie variable analogue
bias values to both types of integrators implemented to emrsgte for mismatch. Several
compensating methods were considered after the desige skttond IC. The most promising
techniques are based on calibration of the current mirsush as in [145] and [146]. Source
degeneration of either the input or the output transistéhesworking principle of both tech-
nigues. However the solution presented in [146] allows fgitally-controlled compensation

and does not require periodically sampling as in [145].

To reduce the noise introduced by the test set-up, the rekttauld be to repeat the tests with
the switched capacitor integrator. On the confirmation ef ¢hicuit sensitivity to noise, the
redesign of the switch capacitor integrator in the appefRdixneeded. Such effort is justified
because it presents a small number of elements sensitivastoatch than the SCI version,
although it normally requires larger circuit area than tast.! More studies on technology

scaling and PVT variations could be addressed in furthekwor

In addition to the corrections needed to fully quantify th8EEC coder, next likely steps are
to obtain IC results for some of the operations listed in tap. Some of these operations
were not tested on IC because they required specific hardsuate as multiplication or the

first method to implement the modulus function. On the otlide,sother operations can be
implemented with the current ICs but with different or imyped test set-up. For instance, the

weighted summation would be realizable with a better FGRA@MmMIng code.

Additional time can also be spent on the identification andysbf new operations performed
with the ASEC scheme as well new uses for the proposed coneation scheme. This scheme
is highly suitable to sensors applications. As an exampBE® has been used associated
with MEMS cantilevers to implement biologically inspiredarophones [147]. Also the work
presented in [107] can be further improved with the ASEC sthe

Finally, for sake of completeness, a complete FPAA can biggded including selected CABs
circuits. A first prototype has been designed using Dr. TroKwckal’s programmable circuit

block for reconfigurable neuromorphic systems, as propsgad8] and in [64].
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6.3 Final considerations and conclusion

In summary, this project aimed to study the viability of gsasynchronous timing modulations
as a viable alternative to the classical approach of dezticetitannels in programmable analogue
arrays. The outcome was the creation and definition of antdased communication method,
named asynchronous spike event coding scheme and thefimian that such method can

perform a set of arithmetic operations.

The working principle of this communication scheme was destrated as the association of
a analogue-to-spike and spike-to-analogue coding methiitdsan asynchronous digital com-
munication channel (AER). Spike events are essentiallgasynous and robust digital signals
that are easy to route on shared channels, not only betwe8s @it also between ICs provid-
ing improved scalability. Such scalability is also imprdugecause the novel method presents

smaller area increment than the traditional switched-mapproach.

In this method, spike events are transmitted asynchropaunsl power dissipation is dependent
upon signal activity. No spike events are generated wheimhg signal is constant. This is
in direct contrast to other pulse based programmable analagays. This characteristic has a

deep impact on the communication channel bandwidth.

The intrinsic computation capability of the spike eventingdscheme was also demonstrated.
This provides basic arithmetic operations essentiallyhin communication channel, without
the need for additional CABs thereby enhancing the comgutapability and flexibility of a

programmable analogue array.

Two ICs were designed to serve as proof-of-concept of suohnamications scheme, with
the design step of the scheme parameters being explainedre$hlts of these ICs prove the

feasibility of these method.
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Appendix A
Analysis of spike frequency and

channel efficiency

For the analyses presented here, it is assumed input siggralbe considered approximately
constant during the interval between 2 or 3 successive splkeother words, the input signal
xr(t) frequency is slower when compared with the spike frequeoyall methods considered

in chapter 3, the output spike frequency is given by the igpéke period

1

Tok = At + Aty

(A1)

whereAt, is the intervall’ (the spike "width”) andAt, is At (the inter-spike interval) for the
spike modulations (BSD, TSD, BSSD and TSSD).

It is also used the same measurem®ptused in [102], where it was named{g(1)}, for the
number of spikes by second generated when applying a sine signalz(t) = A sin(wj,t)

to each of the methods inputs

1
N, = N{g(1)} = /0 F(t)dt (A.2)

A.1 Delta based modulations

ADM

For the analysis of Asynchronous Delta Modulation (ADM),illwse the figure A.1(a) is used.

The slope of the signal(t) is given by

. 2d+ Ax(At
a1 = (1) ~ % (A.3)

given thats is given by equation 3.13 and

) Az (At 1)
()| ag, ~ Az(Aty) Aty ~

_ A.4
Atl a1 — x(t)|At1 ( )
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@ (b) (©

Figure A.1: Waveform details of (a) ADM, (b) BSD and (c) TSD. This figuesent the same
wave details shown in the insets of figures 3.6(b), 3.5(b)&ab), respectively.
In figure (c), the DC level of the feedback signt) is shifted to simplify the
analysis.

Using similar analysis for the periad¢, and consideringy = k; y(¢), thena = ag = —ay

and the frequency is given by [110]

ki — (o)

5k 0 (A.5)

fsk(t) ~

considering that the output amplitude is the unit. Thef&DM presents no spikes when the
absolute derivative of the input signal equals the intégmagjain k; and the maximum spike

frequency<§—g> when the input signal is constant.

Reminding that ADM needs two spikes for each period, the rarmobspikesN; is

V2 — [Awcos(wt)]?  ky A% w2
N, =2 L N — — A.
® /0 2kr 6 5 26ks (A.6)

If w>1andk; = i‘(t)’(m(w) = A w, then
Aw 7
Ny~ == = — f;, 20 A7
55 — 37 (A7)

whered is given by equation 3.5. Therefore, the channel efficiencytis modulation is

fin2Ne 2
CE S a——— A.8
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BSD

The analysis of the spike frequency for BSD modulation isilsinto the ADM presented be-
fore. By inspecting the figure A.1(b) and considering thatitiput signal derivative is approx-

imately constant during the interval of two spikes, the ingignamics is

0+ a At

x(t) = T+ AL (A.9)
wherea = 2(t). As the period is defined & + At, the spike frequency is given by
z(t
forlty m—D_ (A10)

0+ a At

Equation A.10 is not useful because bdit andi(t) are functions of time. If we rewrite
equation A.9 in terms oAt and replace into equation A.1, the output spike frequenaybea

expressed as
(t) — «

Tar(t) o—aT

(A.11)

According to equation A.11, there will be no spikes just whét) = «, i.e., the integrator gain
kr = L s just sufficient to follow the input signal when this is deasing. The maximum

Pdc
frequency occurs when the derivative of the input signalagimum.

The number of spikes in one second is, applying equation . gtjuation A.2,

N, = / Awcos(wt) —a_Asin(w)—a

A.12
0—aT 0—aT ( )

From the condition to obtain the minimum number of spikesafsine waver = —(t)|;00) =

A w. Also consideringv > 1, equation A.12 became

1
Ny~ ———— =17 fin 2N (A.13)
T -
+ Aw

using equation 3.5 and assuming thak N T
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Applying equation A.13 into equation 3.15, the channel &ficy for BSD modulation is

fin2Nb 1
Epsp= 202 — 2 A.14
CEgsp P T (A.14)

TSD

Figure 3.4(b) is used to determine the spike frequency of 812 modulation. It can be redrawn
as in figure A.1(c) for better illustration, by shifting theCDevel of signalz(¢). From the figure

it can be shown that

(A.15)

As the signal amplitude variatioAxz(¢) during an inter-spike period is equal & the spike
frequency of the TSD modulation

fult) ~ 1 (A16)

Studying the equation A.16, one can verify that the minimuagdiency occurs when the input

is constant and the maximum when the absolute value of ingritadive is maximum.
Applying equation A.2, TSD’s number of spikes in one secomulads to

1
NS:/ ﬂ\cos(wt)\dtﬁdélé
0 O )

2i — 2 fi 20 (A.17)
T

which is the same result found in [102]. The channel effigfgnequation 3.15 turns to be

fin2Nb 1
Epsp = 22— Al
CEpsp 3 i 2% 2 (A.18)

A.2 Sigma-delta based modulations

ASDM

Asynchronous Sigma Delta modulation analysis were alrgaegented by some works, such

as [114] and [91] and for convenience is shown here.

By observing the figure A.2(a), we notice the hysteresis @atpr switches the coder output

either when an increasing integrator outp(t) reaches+d or a decreasing(t¢) reaches-4.
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@ (b) (©

Figure A.2: Waveform details of (a) ASDM, (b) BSSD and (c) TSSD. Thisefigresent the
same wave details shown in the insets of figures 3.7(b),)3a8@ 3.9(b), respec-
tively. In (a), the input signat(¢) is DC shifted for better illustration.

f’”’lﬂﬂ? . 'f [HZ]

x(t)

Tmin 0 Tmax

Figure A.3: Spike frequency as a function of input signal for ASDM madthria

For the increasing(t) interval At; [149]:

d—(—d) = ~ / e b+ 2(t)] dt = Aty = 2 (A.19)
ki Ji, b+ z(t)
and similarly for the intervalA¢,
Aty = 5 ﬁfét) (A.20)
The switching frequency is then given by [91]:
fsr(t) = % (A.21)

Analysing equation A.21, we can notice the maximum frequesaxurring when the input
On the other hand,

signal is null. This is named oscillatory or idling frequgntxo = ik
%
the minimum when the input signal is maximum or minimum as ghow in figure A.3.
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Using equation A.21 and equation A.2 and considering thagdich period there are two spikes,

the number of spikes per second for a sine wave signal is

AQ

2
1 , A2 1 - 1
using the floowing trigonometric property
/sinQ(ax)dx S sin(2az) + C (A.23)
2 da '

Consequently, the channel efficiency for this modulatiogiven by

2dbk; fin2Ne
AQ
2

CEuspum = (A.24)

b2

when replacingl as in equation B.3 with:(t) = 0 andr = (27 f;,) 1. The ASDM channel
efficiency tends t®.423 as the resolution increase. This is independent of the iinpguency

if the filter pole is a function of it.
BSSD and TSSD

Binary and Ternary Spike Sigma Delta modulations analysesianilar to the analysis of the
ASDM. However, differently from ASDM, these modulationepents a fixed interval on the

onset of the spike. For BSSD, during this perigd) reaches the minimum valug,,):

1 t1+T
Z(min) — €th = E / (I(t) - y(maa})) dt. (A25)

t1

On the other hand, the maximum value fgt) = V};, is reached af\t

1 to+At
€th = Z(min) — E / (I(t) - y(mm)) dt. (A26)

to

Combining equation A.25 and equation A.26, the switchimgjfiency is then given by

z(t) — ;
fa) = 2 Y (a.27)
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whereAy = Y(maz) — Y(min)-

For BSSD, the frequency is a linear function of the input algri¢). Therefore the maximum
frequency occurs when the input signal is also maximum witile minimum occurs when
the input signal is minimum and equal @,,;,,). Becausey(,,;,) can be designed to be the

minimum value ofz(t) = (i),

1 A A
= TAy | w sl = Yimin) ¢ X A A28
N, TAy {w [1 — cos(w)] y(mzn)} TAy (for w > 2) (A.28)
In TSSD case
1 t1+T
21 — €tp1 = %/ [:C(t) — y(max)] dt (A.29)
t1
for positive spikes and
1 to+T
BT / [#() = Yimin) ] dt (A.30)
to

for negative spikes. For the peridsk, when no spikes are outputted

1 t3 (4) +At

€th1(2) — 21(2) = —/ x(t)dt (A.31)
k Jig4)

From equation A.29 to equation A.31, the instantaneousedpéiquency is

Fa(t) ~ L1201 (A32)

wheny = y; = —ys.

As shown in equation A.32 the frequency is proportional te éfbsolute value of the input

amplitude and its maximum o and the minimum i® whenz(t) = 0.
Y

Integrating equation A.32 over time gives the number of spiier secondV,
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2A
Ny~ — (forw > 2). (A.33)
Ty

Finally, the channel efficiencies of BSSD and TSSD are

TAyfm2Ne  TAyfim

v : (A.34)

CEBssp =

and

7Ty 2N 7Ty fin
CErssp = ny " = Qy(sf (A.35)

dec
2N

respectively, considering = and A4.. = 0.5A due to 3-dB filter attenuation and equa-

tion B.3 with z(t) = 0 and7 =

. As the resolution increase, the BSSD and TSSD
T Jin
channel efficiencies tend to constant value8.8f2 and0.333 respectively, regardless the res-

olution and input signal frequency.

104



[EnY

Appendix B
Spike modulations numerical models

All analyses showed in chapters 3 and 4 were performed usingerical models. Theses

models were written in Matlé® and Octave languages syntax.

Signals are represented by a 2-line matrix: the first linferseghe time whilst the second is the

signal amplitude. Variables are as follows:

Variable  Description

Dx Maximum amplitude variation of the input signat), i.e., Ax(t)maz -

freq Input bandwidth. The frequency oft) when considering:(t) = Asin(wt).
Nb Designed resolution of the output signal(¢) (zr(t) for delta modulations).
margin Margin (percentage) oft) amplitude for some modulations. Default is 0.
mismatch Mismatch on the comparator(s) threshold. Defadlt

A Sine wave amplitude. i.e., A Az (t)maz /2.

w Angular frequency, i.e., w 2 x 7 freq.

steps Maximum amplitude variation to the pulse-inducedhgkaatio. steps =%.
pole Pole of the first order low pass filter. In the simulatioesults, pole = freq.
fs Sampling frequency of all signals.

Wn Normalized pole of the low pass filter in z-domain. Wn = p@#£2).

b,a Numerator and denominator of the Butterworth filte][ls, butter(1,Wn).

Table B.1: Code global variables.

Following octave codes refers to the design (*par.m), cgdittoder.m) and decoding (*de-
coder.m) for each of the spike modulations studied. Pammusticulation for delta based
modulations follows the equations showed along the theBis: sigma-delta cases, a brief

explanation of the approximated equations is provided.

TSD Modulation

function TSDpar

% TSD coder: Parameters calculation

delta = %A | steps;

dxdt-max = A x w; % maximum derivative for x(t) = A sin(wt)
refrac = delta/dxdimax — td;

Zi = —2«delta/4; % integrator initial condition
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15

17
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if pole/freq< 0.5 % set decoder filter to—90 phase change
dec = pole/freq;
attdB = 2G<logl0(dec);
att = 10" (attdB/20);

xri = (A + zi«0) *x att;
else
Xri = zi;
end
nspk = 2x steps * freq; % theoretical # spikes/s
FoM = Nb/log2(nspk/freq); % theoretical FoM
end

Design parameters for TSD models

N

10

12

14

16

18

20

22

function TSDcoder

% TSD modulation: coder
znext = zi;
trf = —refractory;
Deth = (1 + mismatch/1009delta;
for n = 1:size(x,2);
zcurr = znext; % feedback signal z(t)
errn = x(2,n)— zcurr; % error signal e(t)

if x(1,n) — trf >= refractory
if errn > Deth/2
y(n) = 1;
elseif errn < —Deth/2
y(n) = -1
else
y(n) = 0;
end
else
y(n) = 0;
end
znext = zcurr + y(n}delta; % integrator
trf = x(1,n);
end
end

TSD coder model

1

function TSDdecoder
% TSD modulation: decoder
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3 fs =17 (y(1,2yy(1,1));
zr(1l) = zi;
5 zr = [zi deltaxcumsum( y(2,:) ) + zi ]; % integrator modelled as an
accumulator
zr = [y(1,:); zr(l:numel(zr)}1)];
7 Xr = [zr(1,:); filter (b, a, zr(2,:), xri)]; % filtered data
end

TSD decoder model

BSD Modulation

1| function BSDpar
% BSD coder: Parameters calculation
3 delta = %A | steps;
dxdt-max = A x w; % maximum derivative for x(t) = A sin(wt)
5 refrac = 1/2 x delta / dxdtmax;
kd = dxdtmax; % integrator gain equals dxdmax
7 nspk =pi = freq x steps; % theoretical # spikes/s
FoM = Nb/log2(nspk/freq); % theoretical FoM
9| end

Design parameters for BSD models

1| function BSDcoder
% BSD modulation: coder
3 td = x(1,2) — x(1,1);
znext = 0;
5 trf = —refractory;
for n = 1:size(x,2)
7 zcurr = znext; % feedback signal z(t)
errn = x(2,n)— zcurr; % error signal e(t)
9 y(n) = ( (errn— off/2) >= 0 ); % output signal y(t)
% feedback update
11 if (y(n) "= 0) & (x(1,n) — trf > refractory)
trf = x(1,n);
13 znext = zcurr + delta;
else
15 znext = zcurr— kdxtd;
y(n) = 0;
17 end
end
19 y = [x(1,:); y(l:size(y,2))];
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end

BSD coder model

function BSDdecoder

2|% BSD modulation: decoder
4 zrant = 0;

for n = 1:size(y,2);
6 if (y(2,n)>0))

zr(n+1) = zr(n) + delta;

8 else
zr(n+1) = zr(n)— kdx«td; % integrator
10 end
end
12 zr = [y(1,:); zr(l:ssize(zr,2)-1)];
Xr = [ zr(1,:); filter (b, a, zr(2,:)) 1;% filtered data
14| end

BSD decoder model

ADM Modulation

function ADMpar
2|% ADM coder: Parameters calculation
q = 2xA | steps;
4 d = margin«0.5xq; % appr. q = d—(—d)
dxdt-max = A x w; % maximum derivative for x(t) = A sin(wt)
6 b = margin x A;
kd = dxdtmax; % integrator gain equals dxdmax
8 nspk =pi/l2 % freq = steps;% theoretical # spikes/s
FoM = Nb/log2(nspk/freq); % theoretical FoM
10| end

Design parameters for ADM models

function ADMcoder
2|% ADM modulation: coder
td = x(1,2) — x(1,1);
4 znext = 0;
if x(2,1) >0 % initial condition of y(t)
6 yant =-b;
else
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end

end

for

end

y:

yant = b;

n = l:size(x,2)

zcurr = znext;
errn = x(2,n)— zcurr;
ys(n) = 0;
if (errn—d) >=0
yn = b;

if yant "= yn
ys(n) = 1;
end

elseif (errn + d) <=0

yn =-b;
if yant "= yn
ys(n) = -1
end
else
yn = yant;
end

znext = zcurr + kdynxtd;

yant yn;

[x(1,:); ys(l:size(ys,2))];

% feedback signal

% error signal

% PWM "output”

% Spike output

% PWM "output”

% Spike output

% integrator
% PWM output

e(t)

z(t)

ADM coder model

function ADMdecoder
% ADM modulation: decoder
td = y(1,2) - y(1,1);

indp

indn

find (y(2,:) > 0);
find (y(2,:) < 0);

% compute initial condition of PAM y(t)

yant = Z(indp (1) > indn(1)) — 1;
zr(1l) = 0;

for

n = l:size(y,2)

if y(2,n) "= 0
yant = y(2,n);

end

yr(n) = yant;

% integrator

zr(n+1) = zr(n) + kdx yant % td;
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end
Xr = [ zr(1,:); filter (b, a, zr(2,:)) ];% filtered data
end

ADM decoder model

ASDM Modulation

One characteristic common to the sigma-delta versionsiké spodulation is that the output is
the filtered result of a sequence of pulses. Consideringt@filer filter, its step (with amplitude

U) response is given by:

v(t) = v(s0) + [v(0) — v(oo)] e T (B.1)

wherer is filter time constanty(0) is the filter initial condition and:(co) is the final value of

the filter output given by (cc) = Ur.

AA

yr(t)

—b

Figure B.1: Asynchronous sigma-delta modulation output. Illustnatid ASDM output signals
behaviour.

Figure B.1 is an illustration of the behaviour of the filtettjput for a binary pulse such as it
happens in ASDM modulation. The filter output rises duringititerval A¢; and falls during

Aty. We we first consider the intervdlt,, being the case for the intervalt, presenting
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symmetric expressions. From equation B.1.:

Ch— At -
rRr(t1 + Aty) = zr(At1) + q/2 = b+ [vr(At1) — q/2 — b]e T =

b—xr(At1) + q/2

At =7ln
1 b— 2r(Aty) — q/2

(B.2)

wherezr(At) is the middle point ofc z (¢) during this interval and, the variation on the filter
output amplitude during the intervalt,, is defined by design. Reminding that equation A.21

refers to the pulse frequency, we can combine it with eqoai@ (and the equivalent fak¢s):

 4dkb - (b+q/2)* —agr(ts — t1)?
Al A = 02 S T /22 —an(ts 112
B a2 (bt q/2)? — a(t)?
d= 15b 7ln (b—q/2)2—x(t)2 (B.3)

considering that input signal(t) is approximately constant durinyt; + Aty andzg(ts — t1) ~

x(t).

Expressions for other sigma-delta modulations (BSSD an8jSare similar but with one
interval fixed ().

function ASDMpar
% ASDM coder: Parameters calculation
k = 1; % integrator gain
Ad = 0.5xA; % amplitude at decoder H(w) =6dB
q = 2xAd / steps;% maximum error in the receive side (happens
close to x=0)
q = 1.333q; % correction factor
b = A+ q/2;
tau = 1/(Zpixpole);
% d = (b"2—x"2)/(4kb) * tau xIn( ((b+q/2)"2 —x"2) / ((b-q/2)"2 —x"2) )
X = 0; % worst case
A = (b + q/2)"2 — x"2;
B = (b-q/2)"2 — x"2;
C = (b"2 — x72) | (4xkxb);
d = C=x tau x log(A/B);
nspk = (b"2—- 0.5%xA"2) [/ (2xdxk) % theoretical # spikes/s
FoM = Nb/log2(nspk/freq); % theoretical FoM
end

Design parameters for ASDM models
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function ASDMcoder
% ASDM modulation: coder
td = x(1,2) - x(1,1);
znext = 0;
yn = 1;
for n = 1:size(x,2)
zcurr = znext;
errn = x(2,n)— bxyn; % error signal e(t)
znext = zcurr + 1l/kerrnxtd; % integration signal z(t)
ys(n) = 0;
if znext >=d
yn = 1;
elseif znext <= —d
yn = —1;
else
yn = yant;
end
if yant "= yn % spike generation
ys(n) = yn;
end
end
y = [x(1,:); ys(1l:size(ys,2))];
end
ASDM coder model
function ASDMdecoder
% ASDM modulation: decoder
Xri = 0;
yant = 0;

% compute initial condition of PAWM y(t)
indp = find (y(2,:) > 0);
indn = find (y(2,:) < 0);
yant = 2(indp (1) > indn(1)) — 1;
for n = 1:size(y,2);

if y(2,n) "= 0

yant = y(2,n);

end

yr(n) = bxyant;
end
% filtered data
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xr = [ y(1,:); filter (b, a, yr, xri) ];

17| end

N

10

12

14

16

18

20

ASDM decoder model

TSSD Modulation

function TSSDpar

% TSSD coder: Parameters calculation
k = 1; % integrator gain
Ad = 0.5%A; % amplitude at decoder H(w) =6dB
q = 2xAd / steps;
q = 1.33q; % correction factor
tau = 1/(2pixpole);
% T =2=x tau x( 1 — |x|/q = In( (|x|+q/2) [ (|x]+q/2) ) )
X = A; % worst case
al = abs(x) + q/2;
az2 = abs(x) — q/2;
a3 = abs(x)/q * log(al./a2);
T =2 x tau * (1 — a3);
% round T to be multiple of dt
kT = round (abs(T)/dt);
T = kTxdt;
ya = gxtau/T + abs(x) — q/2; % pulses amplitude
delta = marginx ya *x T/k;
nspk = ZA | (pixTxya); % theoretical # spikes/s
FoM = Nb/log2(nspk/freq); % theoretical FoM
end

Design parameters for TSSD models

[EEY

11

function TSSDcoder
% TSSD modulation: coder
td = x(1,2) — x(1,1);
kT = floor (T/td); % number of samples for the pulse T
spk = 0;
y(1) =0;
znext = 0;
for n = 1:size(x,2)
zcurr = znext;
yf = ya x y(n); % feedback gain
errn = x(2,n)— yf; % error signal err(t)
znext = zcurr + 1/kx errn x td; %integration signal z(t)
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% feedback generator
if spk> 0 % pulse hasn’'t finished yet
y(n+l) = y(n);
spk = spk— 1;
elseif abs(znext) > delta/2 % start pulse
spk = kT;
y(n+1l) = sign(znext);
else
y(n+l1l) = 0;
end
end
y = [x(1,:); y(l:size(y,2)-1)];
ys = abs(y(2,:)) .x (y(2,:) — circshift(y(2,:),[0,1])); % converting to
spikes
y = 1[y(1.,:); ysl;
end
TSSD coder model
function TSSDdecoder

% TSSD modulation: decoder

td =y(1,2) - y(1,1);
kT = floor (T/td); % number of samples for the pulse T
Xri = 0;
indy = find (abs(y(2,:)) == 1); % find spikes
yi =y(2,1);
for n = 1:numel(indy) % converting from spikes
yi( indy(n) : indy(n)+kT-1 ) = y(2, indy(n));
end
sl = [ y(1,:) ; yayi ]; % apply gain and dc value to the spikes
xr = [ y(1,:) ; filter (b, a, s1(2,:), xri ) ]; % filtered data
end

TSSD decoder model

BSSD Modulation

function BSSDpar

% BSSD coder: Parameters calculation

k = 1; % integrator gain

Ad = 0.5«Dx/2; % amplitude at decoder H(w) =6dB
q = 2«Ad / steps;

q = 1.33«q; % correction factor
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xmi

yo
tau

n

% T =2

X
al
a2
a3
T

% round

kT
T
ys
nsp
FoM

end

k

= 1/(Zpixpole);

*

—Dx/2;

xmin — q/2;

tau x( 1 — (x=yo)/q = In( 1 + gq/(x — xmin)) )
0.0; % worst case

log(l + gq./(x — xmin));

(x—yo)/q;

1- a2.xal;

2 x tau * a3;

to be multiple of dt

round (abs(T)/dt);

kTxdt;

gctau /T + x— q/2; % pulses amplitude
Al(Tx(ys—yo)); % theoretical # spikes/s

Nb/log2(nspk/freq); % theoretical FoM

Design parameters for BSSD models

N

10

12

14

16

18

20

22

function BSSDcoder
% BSSD modulation: coder
td = x(1,2) — x(1,1);
kKT = floor (T/td); % number of samples for the pulse T
znext = 0;
spk = 0;
y(1) = 0;
for n = 1:size(x,2)
zcurr = znext;
yf = ysxy(n) + yox(1-y(n));, % feedback gain
errn = x(2,n)— yf; % error signal e(t)
znext = zcurr + l/kerrnxtd; % integration signal z(t)
% feedback generator
if spk>0 % pulse hasn’t finished yet
y(n+1) = y(n);
spk = spk— 1;
elseif znext >= 0 % start pulse
spk = kT;
y(n+l) = 1;
else
y(n+1l) = 0O;
end
end
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24 y = [x(1,:); y(lisize(y,2)-1)];
ys = ( y(2,:) — circshift(y(2,:),[0,1]) ); % converting to spikes
26 y = 1[y(1,:); (ys +abs(ys))/2];
end

BSSD coder model

function BSSDdecoder
2|/% BSSD modulation: decoder
td =y(1,2) - y(1,1);
4 kT = T/td;
Xri = 0;
6 indy = find(y(2,:) == 1); % find spikes
yi =y(2,1);
8 for n = 1:numel(indy) % converting from spikes
yi( indy(n) : indy(n)+kT-1 ) = y(2, indy(n));
10 end;
sl = [ y(1,:); yscyi + yox(1—yi) I; % apply gain and dc value
spikes
12 xr = [ y(1,:),; filter (b, a, s1(2,:), xri ) ]; % filtered data
end

to the

BSSD decoder model
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Appendix C
A distributed arbitration for AER

protocol

In chapter 2 it was defined the Address Event RepresentadiBR) protocol as the handling

mechanism to communicate spikes in the programmable amalghitecture.

AER is the de-facto standard communication protocol foragwrphic systems [95]. It uses
digital buses to broadcast spikes to every element is theraysEach spike is identified by a

digital code representing the address of the sender ovazogements.

However, sharing the same media (the digital bus) asynchisiy can lead to transmission
collisions. The system can just ignore such collisionsnaaly leading to loss of informa-

tion [101], or can handle these collisions by implementiogns sort of arbitration. The arbitra-
tion process catches all the spikes involved in a collisiath @transmit either one or all events

sequentially.

Usually, arbitration is implemented in with a centralizetliter connected to every element in

the system. This appendix presents a distributed altemfdr the centralized arbitration.

C.1 Distributed arbitration description

In centralized arbitration, each element or CAB, referrechade in this appendix, asks the
arbiter for permission to write to the bus every time it gaes an event. The arbiter grants or
not this permission to the node according to the bus states cBimmunication between node

and arbiter is performed using asynchronous request ambabidge signals.

In this implementation of distributed arbitration, eacliasnanage event collisions autonomously.

This implementation presents two busesvieed-ORand awired-AND Every time a node pro-
duces an event it directly write its own address on both basdswvait for a confirmation signal
set by all other elements on the array whilst monitoring theels. On the reception of this

signal, the transmission was successful and another eapriectransmitted.
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A distributed arbitration for AER protocol

However if another node writes its address before the coafiom signal, the value of both

addresses will differ and then all nodes start an internadgss to solve the conflict.

Three different methods to handle collisions were idemtjf@dered in increasing complexity:

1. ignore the collision and the events involved on that, aigrg to the system that it is an

invalid address;
2. identify which addresses have collided, pick one up asdadd the others or

3. try to resend sequentially these event addresses whewldness bus is idle again.

The first two options can lead to information loss or distortiwhich can be intolerable to the
system. The third option implies in information loss or ditibn only if the information coding

used requires exact time generation (i.e. Pulse Positiotulation).

In case of options 2 and 3, if a collision happens, each nodele if it will keep writing its
address in the buses. After successive interactions, feswil keep writing its address to the
buses. When this happens, the address buses values aieaid@md the system could use it as

a valid event transmission.

In this work, a state machine was implemented to control thigration process. Besides the
two buses the system uses some asynchronous signals tol @aain node state machine. Some
of them are dual (wired-OR and wired-AND) control signalsddéess Write (WR), address
WRite Acknowledge (WRA), address ConFlicT detection (CBmYl address ReaD (RD); and
one is a single address VALidation (VAL) control. This duadjilc control signals are used to

synchronize the internal state machines of each node.

This arbitration can be understood as an error detectiotoguh with some differences from
linear block codes. In linear bock codes, the receiverfs}aridentify valid codes from the
(possible noisy) input data using a parity-check matrix.e Ttansmitted data is greater, in
number of bits, than the information itself because theaekits are used to error detection.

Greater the code size, greater is the probability of errteadi®n and correction [150].

Here, both the emitter(s) and receiver(s) try to identify énror in the data, but only the emit-
ter(s) try to correct the error, rewriting the informatiog many times as necessary. At each
iteration, each emitter will rewrite it according to someqgbefined criteria. In this first imple-

mentation, only two arbitration criteria are availablee thode with the smallest or the biggest
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address will prevail. The following example uses the snsaldgldress criterion, but further

considerations are similar for the second case.
A functional example

Now we describe the functionality of the arbitration pracésr a system using 3-bit address
size for its elements. Consider an array of 4 nodes: node Awdnidress i801, node B (10),

node C (11) and node D 100). The idle state values for the wired-OR and the wired-AND
buses are, respectivelpp0 and111. These two values are reserved and cannot be used to

address nodes. Such example was simulated and the resuyttseaented in figure C.1.

A conflict between spikes generated by nodes B, C and D wasddmcgive a comprehensive
description of the arbitration process. After this nodeeatheir addresses, the buses values
will be 111 (wired-OR) andd00 (wired-AND). As they are different from each other and are
not the same of the idle state, each node in the system is afvandnvalid address in the buses

due to a collision.

From this point, if the system uses the conflict options 2 ane8h node that has written its

address (candidate node) will decide if it will keep writitgjaddress or not.

Because of the most significant bit (MSB) of the wired-AND lsizero (00), the node D
understands that a node with a lower address was involvéetiodllision. Therefore, the node
will give up of being a candidate, stop writing its addresthibuses. The nodes B and C will
keep writing their address in the next iteration, as botHdbave generated this zero. After
both have rewritten their addresses, the resulting addnesss values will b&11 and 010,

which indicates a new collision.

In the next step, both nodes will look at the second MSB, wiliicthis case is one in both
buses. As both have generated these ones, both nodes vpillhkéng their addresses in the

next iteration.

The last step will take a look at the least significant bit (.SBis one in the wired-OR bus and
zero for the wired-AND bus. The node C will give up of writirtg address because it could not
have generated the zero in the wired-AND bus. Only the nodéllEkeep writing its address
and, this time, both addresses have the same value and edelinnthe system acknowledge
that it is a valid address and can read it. Therefore, thigration requires, in the worst case, a

number of iterations equals to the bus size to resolve a cgrifk.,log, N with N — 2 being
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Figure C.1: Distributed arbiter example waveform. (a) shows the cdrdignals and (b) and
(c) are the wired-OR and the wired-AND address buses, réispéc The collision
happens at approx. 10ns when the sigwah r goes high for the first time and is
resolved at approx. 195ns when the sigualid goes down. Probability of event
generation was set high (approx. 50 %) to force a collision.

the maximum number of nodes supported by the bus size.

C.2 Comparison with other AER arbitration techniques

We made some preliminary and generic considerations abeubenefits and disadvantages
to others arbitration techniques, considering overhead, gsower consumption, latency and

scalability.

Circuit area and power consumption
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Figure C.2: AER arbiter area. Normalized area required bgntralizedand distributedar-
biter implementations. In the first the arbiter area growspurtionally to the
root square number of nodes in the system whilst the secouites an area pro-
portional to this number of nodes.

Area comparison is not straight forward. It depends on meead design, among other factors.

The total area was split in area occupied by the circuits a@a accupied by signal routing.

In this approach, as each node has it own state machine toasglgollisions, the overhead in
area increases proportionally to number of noflesin a classical AER implementation, the
arbiter is implemented as a binary three of basic 2-inputerd The total number of arbiters

need is given by the sum of a geometric series given by:

Numcay = (2871 = 1) + (211 = 1) (C.1)

which, if considering a square array with nodes, results in:

Apa =2 (JN . 1) (C.2)

as the normalized area expression for the classical ceetlabrbiter case. The difference
between the area requirements for both implementatiorrinstef the number of nodes in the

array is illustrated figure C.2.

Furthermore, the output transistors of the node drive wstesed withy/N other nodes tran-
sistor drains plus the arbiter gate in the centralized arhiersion. In the distributed case the
output transistors drive wires shared with all otAér 1 nodes, both drains (transmission) and

gates (receptions). It implies in greater transistors anehpower consumption.
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SCR Column Arbiter Address Bus Address Buses

Y r'e

Row Decoder
Row Arbiter

RRR & RRA
g \
RCR Column Decoder SRR & SRA Control Bus

(@) (b)

Figure C.3: Example of routing placements. (a) Reduced version of rmlgientralized ar-
biter with handshaking signhals: Sender Column Request JS&#der Row Re-
guest (SRR) and Acknowledge (SRA), Receiver Row RequéstdRiRAcknowl-
edge (RRA) and Receiver Column Request (RCR) signals cotoraeery node.
(b) distributed arbiter implementation with both contraidhaddress buses com-
mon to every node.

Routing area

The basic handshaking implementation of AER protocol neguone request signal and one
acknowledge signal to each transmitting node in the sysfigms signals are connected to an
arbiter which choose one of the nodes, in case of conflictatzsmit its address. For a system

with N transmitting nodes the total amount of communication wis&sVy.

However, if such nodes are aligned in rows and columns likeniarray, all nodes in the same
line or column can share this wire. The smaller number of esjand acknowledge signals
happens when we distribute th&- nodes in a squared array configuration [95], i.e. the number
of lines is equal to the number of columns. In this case, tvguest and two acknowledge
signals are needed (one pair for all nodes in the column aothanfor the nodes in the same
row. This configuration leads to a total 4§/ N+ control signals. Further developments reduced

this number t®3+/Np, concentrating the acknowledge information in just onealig

Similar number is found in the receiving sfdeotalling 3(v/N7 + /Ng) signals. for the

The original application of the AER protocol was to connddigo different systems, usually in different ICs,
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Figure C.4: AER number of signals and routing area for a square array.e€hdifferent AER
architectures were compared. The first is tr@inal central arbiter. It uses four
request and four acknowledge signals dag,(N) address bus size. The second
is areducedversion with just two acknowledge signals. The third isdis¢ributed
arbiter version presented in this appendix. Although tlgssion presents a small
number of control signals (a) for large number of elementalso requires more
area (b) to implement the signal routing.

case where transmitting signals are also potential rexeitlee number i$v/N. The bus is

accessible only by the arbiter and address decoder. A typamzement is showed in figure C.3.

Therefore, the area occupied by such squared distribufiondes is:

Arouticay < VN [(3VN + dlogy N) (k1 + k)| (C3)

where L, the number of lines, is/N for a squared layout, ankl andk, are the height and

width of each node, respectively.

with one only sending spikes and the other only receivingithe
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In the distributed arbiter implementation, the system sesde control signals and one dual

address bus. Therefore, the routing area is:

Avout(pay  (210gs N +9) (O.5Nl<:2 + klx/ﬁ) (C.4)

As shown in figures C.4(a) and C.4(b), the distributed arloitg@lementation presents a smaller
number control signals. However it requires a larger ardaymut them across the circuit for a

squared layout.

Another comparison, not so direct, is with non-arbitrateglementations based on error cor-
rection algorithms. In this kind of systems, we need an mfation code greater than the
address only, to permit the inclusion of parity bits. Thegif the transmitted data depends on

the size of the system, the probability of loss accepted lamdystem activity.

For example, in [101], fo255 nodes operating dt2 x 107 events/second with a probability of
loss of1%, the system need® bits. In the implementation presented here nexdsits only.

As the signal routing is identical, this implementation @demts less area than in [101].
Latency

The distributed AER arbiter is implemented using asynchugrstate machines and, therefore,
most of the states transitions depend on any indication efyevode in the system. The min-
imum latency isl2 states and the maximum (in case of conflict) ikog, N + 12 states. The
maximum latency does not depend on the number of nodes inatdmit on their addresses,

i.e. smaller (or bigger) is the addresses of at I@agtdes greater is the latency.

In the centralized version, there is no need for state mashand, therefore the system can runs
in a continuous fashion. As the circuit only depends of trepoases given by the origin and

target nodes, the total latency is in the worst case equateady from the distributed version.
Scalability

The arbiter circuit of the centralized implementation of RE a circuit separated from the
nodes of system. This means that when two or more IC are usgddte a greater system, an
external arbiter need to be added too, as in SCX system [87hid implementation, no extra

hardware is needed, as long you provide address buses higletmsupport all nodes.
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Appendix D

Additional summation methods using
timing modulations

It was demonstrated in chapter 4 that the asynchronous spiket coding functional principles
lead to a natural and straightforward implementation oésgharithmetic computations. In this

appendix, it is shown the methods to implement the summatitinother timing modulations.

D.1 PFM, PDM and PPM

When coding signals using Pulse Frequency Modulation (REM)information is represented
by the number of spikes transmitted over a timing windoW,. Considering a linear trans-

formation, the summation is then given by:

N

fsum:Z(f fO +f0_—

i=1

Z n; — O] (Dl)

Knowing the number of signal to be summed up and the number of spikes which represents
the zeron of the signal, a counter can be used to perform the summatios counter, which
is previously reset to an initial value, is incremented bghespike during the timing window.

This process is quantized, synchronous, purely digitalgovder-hungry.

In the Pulse Delay Modulation (PDM) case, the informatioodded in the time delay between

two successive spikes. The summation is represented umrfgltowing equation:

Agum ZAt — (N —1)Atg (D.2)

Distinctive methods can be used to realize this expressiniintegrator with a leakage current

corresponding to the zero value or using a Time-to-Digitah¥&rter (TDC). The first outputs
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an analogue results in contrast to the digital output pexitdy the last method. Therefore
this operation is essentially continuous (analogue méthoduantized (digital method), asyn-

chronous, noisy but power efficient with the analogue method

Finally, in the Pulse Position Modulation (PPM) method, piese between a spike and a
reference clock is used to code the signal the informatidme @xpression for the summation
operation is equal to equation D.2, witky; representing the time difference of the spike and
the clock rather than the difference for successive spiRédwrefore, methods similar to the
PDM case can be used here. Other methods that outputs spikeslavill be detailed in the

next section. Differently from the PDM, PPM is a synchronousthod.

D.2 Examples of circuits for PPM

The use of PPM is used instead of PDM because we need a timewiftdgular sampling,
synchrony) with this circuits. The reason is because weazaaitow more than two pulses from
the same signal arrive during the computation. Also, onlsitp@ representations can be used
with these circuits. As the computations are performed mague domain, the undesirable

effect of error propagation from pulse to analogue and apuedo pulse conversions is present.
Summation circuit version 1

This circuit is a derivation of the circuit presented by Jdtarris in [122] used to compute
weighted averages. In this circuit there &fecurrent sources: one for each operand as shown
in figure D.1(a) with a continuous current sidkremoving charge from the capacitor. The
incoming spikes control the switches operations in theofathg way: from the beginning of
the cycle, all the signalg are active, allowing allV current sources to charge the capacttor
and, therefore, increasing the voltalgg, (¢). On the detection of the spike from the operand
the respective signaly turns off. When all spikes have arrived, this current sinkksalone,

removing charge from the capacitor until it comes back tiitgal state.

From figure D.1(b), the integrating voltage aftespikes is given by

I
Vint(Aty) = ol [N — (k—1)] (At — Atg—1) + Vipt(Atg—1)
LN (D.3)
Vin(Aty) = 5 > At
i1
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Figure D.1: PPM summation circuit and waveform: version 1. (a) circoierform the sum-
mation of multiple signals. (b) waveform example.

and the summation result is the time elapsed to charge Up,t0A¢x) and discharge back to

the reference voltagg..; = 0 such as

N
Atsum = Z Ati (D4)
=1

This implementation has the advantage of the comparatpubtransition represents the true
summation result, i.e., it does not present any summed aatssto the result as in [122].
However the number of current sources (and power consum)gtiorease with the number of

operators and only positive operands are allowed (1-qunadranmation).
Summation circuit version 2

This PPM summation circuit is also based on integratingagas like the previous one. How-
ever it does not require the same amount of current sourcégegwevious circuit, as shown
in figure D.2(a). Only one current sourdg,, triggered byany incoming spike charges the

capacitorC whilst anotherly, discharges it.

In fact this circuit can perform the summation operationwa dlifferent modes. In the first case
the control signaby is always set, meaning the integrating node is always besghdrged

by the currently,. For each input spike detected, the signal connects the current source
to the integration node for a fixed tin¥e. BeingI,, > I4,, the integrating node is charged

during this timel". Because the curredt,, is proportional &) to the timeAt,, the voltage on
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Figure D.2: PPM summation circuit and waveform: version 2. (a) circoiperform the sum-
mation of multiple signals. (b) waveform example for theecasnd (c) for the
case 2.
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the integrating node aftér spikes is

Lin
‘/int(Atk) = ‘/int(Atk—l + T) — %Atk
T
Vint(Aty1 +T) = Ving(Aty1) + 5 Lup(Aty) (D5)
[up(Atk) = (XAtk

and the comparator output switchest a time proportional to the summation of the incoming

spikes as
Atgym = At

(D.6)
At = Z Aty if o = Lo
sum . (2 T
Although this circuit has the advantage of can received ialblr number of input spikes (num-
ber of operands), it still presents a high static currentsoamption. To reduce this current
consumption, the second mode can be implemented using rte cecuit. In this mode, the
signal ¢ is set only after the last spike has arrived. This last spige stops the comparator

referencel,..;(t) integration. In this mode, equations D.5 and D.6 can be teamras

T
Vit (AT = Vi(Atp_14+T)— =1L, (AL
t(Aty) t(Atgq +T) c p(Aty) (D.7)
Lip(Aty) = aAty
and
Atsym = AtN"‘_ZAt ref(AtN)
(D.8)
Lan,
Atgym = ZAt Ifa— and%ef(AtN) éAtN

respectively. Figures D.2(b) and D.2(c) show a 1l-quadraninsation, but the method can
be adapted to performed a 4-quadrant summation if one pé&tjpdatency is allowed as in

figures D.3(a) and D.3(a). In other words, the results appelgrin next period.

1In fact the comparator outputs switches every time the matétg node voltage crosses the reference voltage
Vrer. TO avoid this, the comparator can can enable using thelsignactive only after the last spike has arrived.
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Figure D.3: PPM gquadrant summation summation circuit and waveform: sieer 2. 4-

guadrant version of the summation methods using the ciicdiigure D.2(a). (a)
waveform example for the case 1 and (b) for the case 2.

D.3 Summation expressions for the methods studied

Here are the expression derived from the communication adstpresented in chapter 3. As
already shown, the summation expression for the TSD mddula given by:

N N
xsum(t) ~ ZR(t) =0 (Z Nkp — Z nkn) + ZR(tO) (D9)
k=1 k=1
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whereny, andny, are the number of positive and negative spikes, respegtredeived from
the k! operand after the initial instan. Meanwhile, for the BSD modulation, this operation

is given by:

N

Toum(t) = 2r(t) =6 Z ng — ki N (t —to) + zr(to) (D.10)
=1

with &; being the integrator gain. Differently from the TSD case,BiS8D modulation the

summation is a function of the current instant. For the ADMdulation, the expression is:

N M
Toum(t) & 2r(1) = kb Y | D (=)™ by, — by —1) | + 2R (t0) (D.11)
k

=1 | mp=1
meaning that the summation, as any individual signal, isratfan of all spike timings and

therefore can not be implemented as just the merge of aksaik it is in the TSD modulation.
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Appendix E
Schematics of the ASEC circuits

The circuits used in this thesis are presented in this appewith the exception of the AER
circuitry which was designed and cordially lend by Giacosnlovivieri Group at ETH Zurich
and were adapted to the project by Simeon Braford. All ciscuiere designed in Cadef2e

Electronic Design Automation (EDA) suit.

Figures E.1(a) and E.1(b) presents the top schematic foh8teC coder and decoder respec-
tively. The main blocks on the coder are the compound conqrafigure E.2) the spike and
pulse generators (figure E.3) and the integrator (figure ENg schematic of the digital circuits
presented in spike and pulse generators are also preséigede E.4 shows the schematic of
the arbiter while the schematic of the c-miller elementsadse presented in figure E.5. The

schematic of the delay circuits for the pulse generatorkbéwe presented in figure E.6.
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Figure E.1: Schematics of the ASEC coder and decoder. The ASEC codeb(ald from three
fundamental blocks as show in chapter 5: Comparatmngp, digital control
(dig) and integrator {nt). Inverters are used as buffers for test. The decoder (b)
two main blocks are the digital controtlig) and the integrator iat). The low
pass filter was implemented off-chip. The pull-up transistié0 sets the global
acknowledge signal.
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Figure E.2: Schematic of the compound comparator. In order to guaratiteesymmetrical
design of the comparator (a), it was divide in two identicalves. Therefore,
and modification on one side (the transistor sizes of thetimjifterential pair,
for instance) is performed on both sides. (b) shown the itgdnside each half.
Components are grouped into the blocks of figure 5.2, i.e-gpnplifier, decision
circuit and output buffer. Offset group is the pre-amplifier the Aeyy,.
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Figure E.3: Schematics of the digital control circuits. The combinatad the spike and pulse
generator is show in (a) while pulse generator at the decadeshown in (b).
Common blocks include the delay blockél(and dI2) to generate the input inte-
grator pulses. Digital control logic is asynchronous andrevdesigned using the
method presented by [142]. A set of different C-miller eletmdcm *_* _30.rz)
were used to use the design method.
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Figure E.4: Schematics of the spike generator arbiter and C-miller elets1 (a) presents
the schematic of the arbiter in figure E.3(a). Other figuresvetthe different
c-miller elements used in the spike and pulse generatorkblocThe elements
in these figures ( (b) to (d)) are, in ordezm.2s2s30.rz, cm.2p.2s.30_rz and
cm.2s 2p_30.rz.
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(d)

Figure E.5: Schematics of the C-miller elements (cont.). Figures (dl§dl}) show the c-miller
elementem.2s.1 30.rz, cm.3s.1.30.rz, cm.1_2p2s30.rz and cm_1_2s 30_rz re-
spectively.
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Figure E.6: Schematics of the digital control delays circuits. Theserfig presented the
schematic of the delays circuit for the the pulse generatocks. These circuits
works integrating a current into a capacit@r;,;. This current is the summation of
two externally supplied currents. Two different currentrors provide a greater
range of input current while keeping the transistors in tipemtional region. The
voltage in the capacitor is connected to a chain of invertéicl acts as a volt-
age buffer and reduce the transition times. (a) generategtlise widthl" while
the “refractory period” At,,;, is produced by the circuit in (b), which presents
a programmable capacitor to increase the range of the irgkeperiods between
successive pulses.
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Schematic of the SCI integrator. The schematic is simildigiare 5.10 with the
input current mirror and integration control signals biaging explicit. The input
currents are both sink from the nog® and source to nodibn. In the first IC, just
one current was supplied being the complimentary curremegated inside the
integrator. In the second IC, both currents were controlkedside the IC to study
the mismatch on the generation of this reference currenés@lturrents generates
the bias voltagesp and vn to the current mirrors and voltagegcp and vcn to
the cascode transistors of these current mirrors. The gattage of the control
switchessp* and sn* are set by the external voltage®n and vbp respectively
though the transistomo*. These voltages can be calibrated to compensate for the
integrator mismatches. A 1 pF capacitor is placed at the outptegrator node
vo to hold the node voltage.
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Appendix F

Switched-capacitor integrator design

Due to the great sensibility to circuit mismatches presemesCl topology another integrator
topology was included in the second chip. This topology iseldain switched-capacitor de-
sign techniques [151, 152] and a wide variety of designsrtagrators have been studied and

compared, as in [153] and [154], for instance.

The topology used in the second chip was proposed by [156]vassion of the basic stray-
insensitive integrator [155] with offset-compensation,saen in figure F.1. Other topologies
for offset compensation have been studied, but the one inefigii(b) was used as the base

configuration for integrator included in the second chipause of its simplicity.

The circuit implemented is the inverter integrator showrfigure F.2(a) and the phases se-
guence required to control the circuit is presented in figugb). The spike generator pre-
sented in 5.3.2 was adapted to output these non overlappegplinstead of the signalsc

anddec.

Before eithere; (¢) or c,(t) are set by the comparator, the integrator samples the aemfifiut
offset in the capacitot’, and resets the input capacité,. Whenever any of the compara-
tor outputs goes high, the new spike generator finishes feetafampling by turning off the

switches 3 and 5 and starts sampling the voltagerl he integrator output voltage is:

z(t) = z2(t — At) + % R (F.1)

2

wherevg = vgec if ¢1, = 1 0rvg = —vi. if ¢1, = 1. Therefore, these voltages are given by:

Ci

G (F.2)

Vdec = 6d

With this topology, the number of mismatch error sourcesradeiced. The timing is not
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Figure F.1: Switched-capacitor integrator topologies. Inverted v@ms of (a) stray-insensitive
integrator [155] and (b) offset-compensated integratoheToutput switch phase
¢g is equal tog, in [156] and equal tog, in [153]. In this topology, the capacitor
C, stores the amplifier offset voltageg, during the phase, for the compensation
during phaseps.

Component Size Unit
Switches PMOS 0.5/0.35pm/pum
Switches NMOS 0.5/0.35 yum/um

Ci 100 fF
Co 100 fF
Cs 300 fF

Table F.1: Components sizes of the switched-capacitor based intagrat

critical, as long the circuit time constant is smaller thiae phases width The coder/decoder
capacitor mismatch of the SCI circuits is replaced by themaish of thaatio of the capacitors

C; andCy, which is considerably less than the former.

Although the switched-capacitor based integrator is a khetter option for mismatch prob-
lems, the implementation of this circuit showed to be moresgse to noise effects then the SCI
implementation. In switched-capacitor circuits, the dkrooutput eventually saturates in one
power supply rail. This effect is presented in figure F.3 wehéa) represents the decoder output
for the designed values of,,. andvg.. and (b) is the best result obtained when changing both

2
Vine andvdec .

The time constant was designed to be five times smaller thapuise width to obtain a final errer 1%.

2Switched-capacitor based integrators were implement#teisecond chip where all bias signals are controlled
by 12-bit resolution DACs. In other words 1 LSB changevjn. or v4.. Was not enough to obtain a stable output
for the decoder integrator.
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Figure F.2: Switched-capacitor integrator. (a) Circuit schematic aff typical behaviour of
the control phases and output signal. The output switch @higds equal tog,
in [156] and equal to¢; in [153]. In this topology, the capacito€, stores the
amplifier offset voltage, during the phase, for the compensation during phase
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Figure F.3: Switched-capacitor integrator divergence. (a) Decodaegnator output with de-
signed values fovinc andvdec and (b) Decoder integrator output withinc and
vdec tuned (best fit). With the best fit settings, the integratodi@nly saturates at
different power rails.
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Appendix G
Publications

As the direct result of this thesis or in work associate witlaiseries of academic papers were
published in peer-reviewed conferences and journals. erpapers are listed below and were

included in here for completeness.

Journal papers

e L.C. Gouveia, T.J. Koickal, and A. Hamilton, “An Asynchram Spike Event Coding
Scheme for Programmable Analog Arrays,” IEEE Transact@n€ircuits and Systems
I: Regular Papers, 2010, pp. 1364-1367.

e T. Koickal, L. Gouveia, and A. Hamilton, “Bio-inspired Eve@oded Configurable Ana-
log Circuit Block,” Evolvable Systems: From Biology to Havdre, vol. 5216, 2008, p.
285-295.

e T.J. Koickal, L.C. Gouveia, and A. Hamilton, “A programmaldpike-timing based cir-
cuit block for reconfigurable neuromorphic computing,” Kexomputing, vol. 72, 2009,
pp. 3609-3616.

Conference papers

e L.C. Gouveia, T.J. Koickal, and A. Hamilton, “Computatiam Ggommunication: Spike
event coding for programmable analog arrays,” Proceedif@910 IEEE International

Symposium on Circuits and Systems, Paris: IEEE, 2010, pp-888.

e L.C. Gouveia, T.J. Koickal, and A. Hamilton, “A CMOS implentation of a spike event
coding scheme for analog arrays,” 2009 IEEE Internatioyah®sium on Circuits and
Systems, Taipei: IEEE, 2009, pp. 149-152.

e L. Gouveia, T. Koickal, and A. Hamilton, “An AsynchronousiEpEvent Coding Scheme
for Programmable Analog Arrays,” 2008 IEEE Internationgirfposium on Circuits and
Systems, Seattle: IEEE, 2008, pp. 1364-1367.
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e T.J. Koickal, A. Hamilton, and L.C. Gouveia, “ProgrammabBlealog VLSI Architecture
Based upon Event Coding,” NASA/ESA Conference on Adaptigedare and Systems,
Los Alamitos, CA, USA: IEEE, 2007, pp. 554-562.

e T.J. Koickal, L.C. Gouveia, and A. Hamilton, “A programmallime event coded circuit
block for reconfigurable neuromorphic computing,” Proéegsl of the 9th international
work conference on Artificial neural networks, San Sebast&pain: Springer-Verlag,
2007, pp. 430-437.

146



Publications
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IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS—I: REGULAR PAPERS

An Asynchronous Spike Event Coding Scheme for
Programmable Analog Arrays

Luiz Carlos Gouveia, Thomas Jacob Koickal, and Alister Hamilton

Abstract—This paper presents a spike time event coding scheme
for transmission of analog signals between configurable analog
blocks (CABs) in a programmable analog array. The analog
signals from CABs are encoded as spike time instants dependent
upon input signal activity and are transmitted asynchronously
by employing the address event representation protocol (AER),
a widely used communication protocol in neuromorphic systems.
Power dissipation is dependent upon input signal activity and
no spike events are generated when the input signal is constant.
Computation is intrinsic to the spike event coding scheme and
is performed without additional hardware. The ability of the
communication scheme to perform computation will ent
the computation power of the programmable analog array. The
design methodology and analog circuit design of the scheme are
presented. Test results from prototype chips implemented using a
3.3-V, 0.35-pum CMOS technology are presented.

Index Terms—Address event representation (AER), analog very
large scale integration (VLSI), array signal processing, asyn-
chronous delta dulation, field progr ble analog arrays
(FPAAs).

I. INTRODUCTION

FIELD programmable analog array (FPAA) consists of

several configurable analog blocks (CABs) that are pro-
grammed to perform analog computation and signal processing
functions [1]-[9]. An important design problem in an FPAA
is the communication of analog signals between CABs. Pre-
vious implementations of FPAAs used crossbars or switch ma-
trices [3], [4]. These approaches suffer from signal distortion
due to voltage drops, parasitic capacitances along the wires and
switches, and through signal interference [4]. Some of these is-
sues can be reduced using floating gate technology [7] or by
limiting the communication range to neighboring CABs [8], for
instance.

In an alternative approach [9], pulse-width modulated sig-
nals were used for transmitting analog information in the array.
However, this approach requires a global clock signal to syn-
chronize the transmission leading to greater power consump-
tion and issues such as clock skew, noise, metastablity, and high
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levels of electromagnetic interference (EMI) compared to asyn-
chronous systems [10].

Recently, event driven signal processing techniques based
upon signal dependent sampling strategies has received in-
creasing research interest [11]-[13]. A motivation for this type
of study is drawn from biology where the brain processes
signals in the analog domain and transmits them as time events
[14]. In event-driven sampling schemes, the intersampling
intervals are quantized instead of the signal amplitude and an
event is triggered whenever the input signal crosses prespecified
levels along the amplitude domain [15]. In [16], signal recovery
from time encoded signals has been demonstrated and this
method has been extended to recover information from spiking
neurons [17].

In this paper we present a spike event coding scheme for
transmitting analog signals between CABs in a programmable
analog array. In this scheme analog signals are encoded as
spike timed events and are transmitted between CABs using the
address event representation (AER) protocol [18]. There are
many benefits in using an event-based coding scheme. First,
event coding transmits signals as asynchronous, essentially
digital spikes triggered by input signal activity. This reduces
power consumption and results in better resource utilization
when signal activity is low or static. Second, in contrast to
synchronous signal processing, event-based processing benefits
from immunity to metastable behavior, low crosstalk, and
freedom from clock skew. Third, event-based processing trans-
mits signals as digital spikes and hence are easy to route, not
only between CABs but also between multiple chips allowing
greater scalability.

In general, programmable analog arrays perform compu-
tations using programmed configurable analog blocks, while
the role of the communication interconnect is to route signals
between programmed analog blocks. However, the computation
power of a programmable array can be enhanced if the commu-
nication channel can perform computation without additional
overheads, as performed by the spike event communication
scheme presented here.

This communication scheme allows a set of fundamental
arithmetic operations to be performed, for example gain,
negation, and summation. These fundamental operations are
performed simply by programming parameters of the communi-
cation channel. More complex operations can be implemented
either by programming the channel and/or by programming
the CABs. The computation capability of this communication
scheme can enhance the computing power of the programmable
array without using additional hardware.

The paper is organized as follows. The architecture is de-
scribed in Section II. In Section III, the spike event coding

1549-8328/$26.00 © 2010 IEEE
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Fig. 1. (a) Architecture diagram. The array of configurable analog blocks
(CABs) is connected using an asynchronous digital channel. (b) Block diagram
of the spike event communication interface between a CAB and the digital
channel.

scheme is introduced and the design methodology is explained.
The computation properties of the communication scheme are
introduced in Section IV. The circuit design and analog VLSI
implementation of the spike event coding scheme are presented
in Section V and Section VI contains experimental test results
from a prototype chip. Section VII contain a discussion of the
method and conclusions.

II. ARCHITECTURE DESCRIPTION

In the proposed architecture shown in Fig. 1(a), CABs are
interconnected using an asynchronous spike event communica-
tion scheme [19]. The communication scheme consists of spike
event coders and decoders to interface each CAB to an asyn-
chronous digital channel as shown in Fig. 1(b). For each trans-
mission, the spike event coder of the transmitter CAB encodes
the analog signals into asynchronous discrete amplitude signals
(spike events) which are then delivered to receiver(s) CAB(s),
where the decoder(s) convert the signal back to analog repre-
sentation.

The transmission of these spike events is implemented using
a digital bus instead of analog interconnections. Because events
are asynchronous, the address event representation (AER) pro-
tocol [18]—widely used in neuromophic designs—is an appro-
priate choice. The asynchronous nature of the AER protocol pre-
serves the information conveyed in the time difference between
events. It can also handle possible collisions of simultaneous
spikes.
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Fig. 2. (a) Event coding block diagram and (b) typical waveform diagram. In

the inset, ¢ is the tracking step, T is the spike “width” and At, is the time
interval between successive spikes.
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III. SPIKE EVENT CODING SCHEME

The spike event coding scheme is shown in Fig. 2(a). This
scheme is based on asynchronous delta modulation [20] and
schemes that use the principle of irregular sampling as in [11],
[13] and [15], where it was used to implement asynchronous
A/D converters.

The spike event coder operates by generating a signal similar
to the input signal. In other words, a feedback signal z(t) is
forced to track the input signal z(¢) by bounding the error e(t)
between them:

e(t) = a(t) — 2(t) = o(t) — ke / ydt ()

where y(t) is the coder output. In this paper, this output is rep-
resented either by positive or negative pulses with a short and
fixed duration (spikes). These spikes are produced by the spike
generator and transmitted both to the communication channel
and to the input of the feedback integrator (INTC).

Each positive or negative spike results in an incremental or
decremental change 6 (tracking step) at the output of the feed-
back integrator:

Az(t) = 8(N, — N,,) @)

where N, (N,,) is the number of previous positive (negative)
spikes since o as shown in Fig. 2(b).
On the receiver side, the analog output z g (¢) is given by

on(t) = LPF (on(0) ~ 20 = b [ un(0dt @)
with the decoder low-pass filter (LPF) removing high-frequency

harmonics and averaging the signal zg(#), which is the result of
integrating the incoming spikes yg(t).
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Fig. 3. Comparator thresholds design. (a) Comparator transfer functions and
(b) comparator thresholds variations Ae, ;1 and Ae,y» used to calculate the
designed threshold difference Ae,j, p.

Considering an ideal channel, i.e., yr(t) = y(t), the spikes
are also transmitted to the decoder integrator INTD of the re-
ceiver CAB. The gain k, of this integrator may be the same as
the coder feedback integrator (INTC) k... Therefore, 2. () is

orlt) ~ ke / y()dt =20 = 2O —e). @

Therefore, the maximum difference between the decoder
output 2 (t) and coder input () is |€()]max, Which is defined
by the specification of the system resolution:

Az (t)max

o ®)

le()lmax = 8 =

where Az(t)max is the input dynamic range and Np is the de-
sired resolution in bits.

In an AER system, one of the most important parameter is the

output spike frequency. For the chosen coder, the output spike

frequency is a function of the magnitude of the input derivative

. t(t
fepike = lz;)l (6)

From (6), we see that this event coding scheme presents no
output activity when the input signal is constant and does not
exhibit self-oscillatory behavior as in [10], [20]. This character-
istic is beneficial in a programmable analog framework where
significant number of slow or non-active signals, like bias sig-
nals may be present.

Next, we discuss the design process of the spike event coder
and decoder.

A. Design

The first step in the design of the event coder is to design the
comparators of Fig. 2(a), i.e., the threshold limits e1,1 and e;p2,
as shown in Fig. 3(a). The difference between the comparators
thresholds Aeys, = etn1 — €4n2, as shown in Fig. 3(b), define the
tracking step o.

Ideally, Ae;, = 6. However, due to process mismatches,
comparators offsets V51 and V,s2 may vary from the designed
value Aegp,p [21]. Hence, the actual Aeyy, is bounded by

Aenp + 3005 > Aeyn > Aenp — 30,5 7

where 0,5 = 0(Vos1) + 0(Vos2). 0(Vos1) and o(V,52) are the
standard deviations of the comparator offsets V,,,; and V42, re-
spectively. Therefore, the comparators thresholds difference is
designed to meet the specification

Aenp > 6+ 60,s. ®)

The design of the integrator gain k. (and k) is also based on
the tracking step

ke = T (©))
where 7" is the width of the pulses from the spike generator
block. This parameter is designed according to the input signal
and the AER system characteristics.

In order to reduce the overload of the communication
channel, this implementation of the spike generator sets
a minimum period for the interval between two succes-
sive output spikes. This “refractory period” is given by
Atg(min) = 1/ fspike(maz)- Setting the period as a multiple of
the spike “width” Atj(min) = k7" and using the specification
of the maximum derivative of the input, the spike width is
determined

o
(k4 D) () o
The definition of At j(1in) also provides an estimative about
the limitations of the input signal. For instance, from (10), the
frequency of an input sine wave x(t) = A sin(wj,t) is:

Win 16
fin = o = %Zfsplkc(max)-

T= (10)

an

In other words, once the system parameters are defined, the
maximum input frequency is inversely proportional to the signal
amplitude. Whenever the input frequency is greater than the
value defined by (11), the system will present slope overload.
The slope overload refers to the maximum rate that the coder
can update the feedback signal zg(t).

Finally, the pole of the decoder first-order low-pass filter
(LPF) is a key design parameter as it improves the resolution
by attenuating the undesirable out of band high-frequency
harmonics generated during the decoding process. Ideally, the
filter should provide total rejection of out of band harmonics
with zero in-band attenuation. However, the practical imple-
mentation of this characteristic is unrealizable. The actual
design of the filter is a tradeoff between the amount of har-
monic reduction and distortion caused by phase shift of each
component frequency. In practice, the cutoff frequency of the
low-pass filter w,, is designed to be greater than or equal to the
input signal bandwidth.

The filter is also a key factor for the delay between the coder
input z(t) and the decoder output z g (¢). By choosing the pole
to be w, = wiy, for instance, the filter imposes a 45° phase
shift from the signal z g (¢). When applying low-frequency input
signals, the delay due to phase shift is greater than delays due
to the modulator 1oop, Aty(min), and AER arbitration process.
For instance, the conversion of a tone signal (wi, = 274 kHz)
using 8-bit resolution imposes At,,(,,,i,,) ~ 300 ns < 31.2 us
(45° phase shift).
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Fig. 4. Computation in the communication scheme. Analog signals are con-
verted into spikes by the coders and arithmetic computation may be performed
by the AER and decoder combination. The type of computation performed is
defined by programming the AER routing and decoder parameters.

IV. ARITHMETIC OPERATIONS

The spike event coding scheme allows not only commu-
nication between CABs, but it is also capable of performing
computation without additional hardware. Arithmetic opera-
tions are performed by configuring a combination of decoder
and/or channel routing parameters. Fig. 4 illustrates the basic
concept. This intrinsic computation capability allows a simpler
implementation than other pulse-based approaches, for example
[22].

In this section, we show a basic set of computations per-
formed by this scheme and, for each of these operations, we
show snapshots of chip results. From this set of basic com-
putations more complex functions can be implemented. The
following results were obtained for a 4-bit resolution design.
The output waveforms shown correspond to the decoder filter
input zg(¢). The details of the chip implementation are shown
in Section V.

A. Gain

A common operation in any analog processing is to amplify

a signal, i.e., provide a gain G to the signal
TR (t) = G X x(t). (12)

The gain may increase (amplification) or decrease (attenua-
tion) the amplitude of the signal. Both gain types are possible
using the proposed architecture.

The expression in (2) is valid for both coder and decoder
blocks. However, if coder and decoder are designed to present
different tracking steps 6, then the decoder output will be pro-
portional but not equal to the coder input. This gain is given by
the ratio of both tracking steps amplitudes

G AzR, .. (t) _op

ORI (13)
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Fig. 5. Gain operation. The input sine wave signal x(t) is scaled by a factor
of G = 2 in this example, producing the decoder signal :ngm(t), The gain
operation is obtained by changing the ratio of the tracking steps of the coder 6.
and decoder 6,4.

O 1
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J
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Fig. 6. Negation operation. Snapshot of the input sine wave x(t) and the
negated signal z g, (t). The negation is performed by the interchange of the
positive and negative spikes using the AER router.

Fig. 5 shows chip result for an amplification of a sine wave
by a factor of 2.

B. Negation

A second fundamental operation on analog signals is
changing their polarity, i.e., signal negation
(1) = (1), (14)
According to (2), the signal value at any instant ¢ (knowing
the initial condition of coder and decoder) is a function of
the number of events transmitted and their type. By setting
the AER router to interchange the addresses of positive and
negative spikes, the signal at the decoder output zg(t) is a
negated version of the input signal z(t)

Azp,. (1) = ~Ax(t) = §(Na — N,). (15)

An example using a sine wave signal is shown in Fig. 6.

C. Summation

Beyond these unary operations, arithmetic operations in-
volving two or more signals are also required by generic
systems. The fundamental arithmetic operation involving mul-
tiple signals is the summation of these signals:

(16)
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xl(t)

Fig. 7. Summation operation. Summation of two input sine waves, x, (t) and
22(t), with the same amplitude but different frequencies (23 and 4.7 Hz) and
their respective summation = g, (). s(¢) is the ideal summation of the two
signals.

Again considering (2), the summation signal s(¢) of j opera-
tors is given by

J

Nni) + TR, (to0)
1

an
where N; and N,,; are the number of positive and negative
spikes, respectively, received from the ith operand after the ini-
tial instant ¢q.

The chip results showing the summation of two sine wave
signals z1(t) and z»(t) are shown in Fig. 7, together with the
decoder integrator output zg_. (t). The signal s(¢) represents
the ideal summation result. Subtraction operations may be per-
formed by combining the summation and negation operations
outlined above.

These basic operations may be combined to compute more
complex computations in a programmable analog array. For ex-
ample, the weighted sum operation commonly used in artificial
neural networks

() = TR (1) = 6 (Z Npi =
i=1

i=

ft) = Z w;zi(t) (18)

is a combination of summation and gain operations.

All of the operations above are performed using asyn-
chronous spike event coded signals and by AER router
and decoder programming. However, the range of possible
computations is expanded when the communication scheme is
combined with the functionality of the CABs [23]. For instance,
if CABs were designed to perform logarithmic compression
and exponential expansion, as in [1], both multiplication and
division can be implemented using the summation operation
according to the logarithmic property

TR e (1) = sz-(t) = exp (Z lnzi(t)> . (19

Since the AER protocol is used to transmit spike events, colli-
sions during access to the channel are possible and a 1-persistent
arbiter is used to resolve them. Collisions lead to an error in the
summation process. This is studied in more detail in [19].

010
;
2222222222222 22522949
Fig. 8. Second test chip photograph. The test chip is pad-limited and the cir-
cuitry occupies a quarter (approximately 5 mm?) of the die. Highlights show
four coders, four decoders, output buffers, current mirrors, AER sender, and
AER receiver. The area of each coder is approximately 0.03 mm? and each de-
coder (with no LPF) is approximately 0.02 mm?.

TABLE 1
SECOND TEST CHIP CHARACTERISTICS

Parameter Value Unit
Technology CMOS 0.35um 1P4M | -
Power Supply 3.3 N
Coder 0.03
Decoder 0.02
Area AER 0.025 mm?
Circuitry 4.8
Chip 29.25
Coder 400
. Comp 340
Power Consumption Decodar 30 nWw
Chip 2700

V. ANALOG VLSI IMPLEMENTATION

The spike event coder and decoder were implemented in a
first chip for validation of the spike event coding scheme [24]. A
second test chip, capable of performing computation in addition
to communication, was implemented containing an array of four
coders, four decoders and an AER router. A chip photograph of
this second test chip is shown in Fig. 8 and a summary of the
characteristics of this chip is presented in Table I.

In this section, we describe the spike event coder and decoder
circuits implemented on both chips: comparators, spike gener-
ator, and integrators. The coder and decoder integrators are im-
plemented using the same circuit design. The decoder LPF was
implemented off-chip, using an offline digital filter.

A. Comparators

The comparators were implemented using a preamplifier
(PA) followed by a decision circuit (DC') and an output buffer
(OB) [25]. To provide the required Aeyy,, capacitive or resistive
dividers can be used at the comparator input nodes. However,
these dividers compromise the input impedance of the circuit.

Another method to provide Aeyy, is to implement offset com-
parators. Composite transistors can be used to provide the offset
[26]; however, this topology suffers from low input dynamic
range. A programmable offset can also be generated by another
preamplifier which provides a respective Al on the decision
circuit input [27]. Both impedance dividers and offset compara-
tors allow continuous resolution values to be used.
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Fig. 9. Block diagram of the compound comparator. Preamplifier P A 4 out-
puts a current A, . according to the error signal e(t) = x(t) — z(t), while
preamplifier PA 5 generates a fixed offset current Al /2. PA g outputs are
added or subtracted from P A 4 outputs and the results are applied to the respec-
tive decision circuits (DC') and output buffers (OB).
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Fig. 10. Circuit schematic of each of the compound comparator blocks.
Transconductance preamplifier (P A, left), decision circuit (DC', top right) and
output stage (OB, bottom right).

In this implementation, both outputs ¢; () and ¢, (t) are gen-
erated by a compound comparator shown in Fig. 9. Instead of
using four preamplifiers, with two sensing the inputs 2(¢) and
z(t) and two providing different offsets, we use only two pream-
plifiers.

The preamplifier PA 4 outputs a differential current AT, as
the result of the comparison between z(t) and z(t). Thus, the
capacitive loads of these nodes are reduced by using only one
preamplifier. The other preamplifier (PAp) provides a differen-
tial current Al /2 corresponding to the input voltage Aeyy, /2.

The input to the decision circuit DC; is AL, + Alg/2 and
to DCy is Al — Alg/2. The decision circuits speed up the
comparison result. Finally, output buffers generate the digital
outputs.

Fig. 10 presents the schematics of the preamplifier, the
decision and the output buffer schematic circuits implemented
on chip. The preamplifier is a transconductance amplifier with
two identical differential output currents at nodes (A1, B;) and
(A2, Bs). The decision circuit is a positive feedback circuit and
the output buffer is a self-biased amplifier [28].

B. Spike Generator

The spike generator block can provide either a positive or a
negative spike according to the output state of the comparator.
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Fig. 11. (a) Block diagram and (b) an example timing diagram of the spike
generator. An arbiter selects between ¢, () and c2(t) inputs and starts the hand-
shaking signaling. After the handshaking protocol is completed, either a inc or
dec pulse is generated using delay blocks for ¢ and Atd(,,,,,,).

When the error e > Aeyy, /2, a negative spike is transmitted.
Similarly, a positive spike is generated when ¢ < —Aey, /2.
Otherwise, no spikes are transmitted.

The spike generator block also includes programmable delay
circuits for the generation of 7" and At (yiy time intervals.
Fig. 11(a) is the block diagram of the spike generator and
Fig. 11(b) shows an example of the signals behavior.

The control circuitry for this logic was implemented using a
technique for the design of asynchronous digital circuits [29].
These spikes are transmitted across the channel using AER.

C. Integrators

We implemented the integrator block using a charge pump
integrator as shown in Fig. 12. A unipolar version of this type
of circuit driving resistors is used in steering current cells of
some digital-to-analog converters (DACs) [30].

In this implementation, a spike with width 7" is used in the in-
tegrator block to increment or decrement z(t) by §. According
to (6) the coder output spike frequency is a function of the mag-
nitude of the input derivative and the coder integration step.

For an optimum performance, the tracking step 6 is equal to
the difference between the thresholds Aeyy, of the comparators.
However, a design margin is required because of the random
offsets present in the comparator due to process variations. For
instance, setting & < Aey,, more output spikes will be needed
for the feedback signal z(¢) to track the input signal z(t). Con-
versely, z(t) will oscillate for § > Aeyy,. Therefore, the de-
signed tracking step (84) is the same as given by (8).

The integrator circuit in Fig. 12 works as follows. When a
negative spike arrives at the integrator input, the dec signal goes
high for an interval 7', allowing currents 1.5/ and 0.5/ to flow in
transistors Moo and M3, respectively. Similarly, for the case of
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Vs Vis

Fig. 12. Schematic of the integrator based on a charge pump technique. When
a positive spike arrives, M>q and M>; turn on and 1.5 and 0.5 charges and
discharges the capacitor C'; .., respectively, resulting in a voltage increment of
84 given by (20). For negative spikes, the complementary process decreases the
capacitor voltage. In the absence of spikes, currents are drawn to low impedance
nodes (d; — dy).

a positive spike arrival, transistors Mso and Ma; provide sym-
metrical operation with inc and inc signals. The resulting cur-
rent I that discharges or charges the integrating capacitor Cj,,+
is given by

I'= Ciue x 84/T. (20)

From (9), the designed integrator gain may be obtained. When
there are no spikes, currents are driven to low impedance nodes
(dy — dy) through My — Moz by setting the signal dp high.

The use of two different branches (Mso and Mog or Mg and
M3>,) to both charge and discharge the capacitor reduces charge
injection on the integration nodes z(t) and zg(t) [31] at the cost
of doubling the power consumption required. If switches Maq
and My; (Ms3 and Ma3) have the same dimensions, the charges
injected from the gate to drain capacitance of the complimentary
switches cancel each other.

According to (20), the tracking step 64 is a function of
the bias current I. Therefore, the gain operation described in
Section IV-A is implemented setting different bias currents I
for coder and decoder integrators.

D. AER Channel

The AER protocol employs asynchronous transmission of
digital words using a multiple access channel common to every
transmitter and receptor in the array. The information trans-
mitted has a unique identification (address) of either the coder
or the decoder, depending on the implementation.

An AER router is responsible for distributing these events to
the appropriate receivers using internal or external LUTs, for
instance. In this paper, we use an external FPGA to route the
spikes between coders and decoders. Because each coder trans-
mits two types of spikes (positives and negatives), two different
addresses were used in this work for each coder.

Spike collisions during access to the channel are possible and
an arbiter is used to resolve them. In our implementation, spike
collisions are resolved by a 1-persistent arbiter by queueing and
transmitting successively all the spike events involved in the col-
lision [19]. The effect of such collisions is an error in signal

x(t)

bbbl V3 ‘
i e

zg(t)

T I
(b)

Fig. 13. (a) Coder input () and decoder integrator output = ;(t) fora 2.5V,
speech signal. Negative (ON) and positive (OP) output coder spikes are also
shown at the bottom of the figure. (b) A detailed view of the same waveforms to
show the absence of spikes during the periods when the input signal is constant.

zg(t) during the time the spikes are being recovered from the
queue. Although the decoded value after the conflict resolution
is correct, this temporary error causes distortion on the decoded
waveform [19].

VI. CHIP RESULTS

In this section, we present chip results to demonstrate the
communication aspects of the event coding scheme. Measured
chip results for the computation capabilities of the communi-
cation scheme were presented in Section IV and are shown in
Figs. 5-7. Two different input signals were used to test the com-
munication system: a speech signal and a sine wave.

A. Response to a Speech Signal

A speech signal sampled at 44.1 kSps with 8 bit resolution
was used and the coder was designed to provide a resolution of
6 bits. The coder input signal z (%), the decoder integrator output
zr(t) and the coder output spikes y(¢) are shown in Fig. 13(a).
The same signals are presented in detail in Fig. 13(b). This figure
demonstrates the asynchronous nature of the communication
scheme and the absence of coder output spikes when the signal
is constant or when its change is smaller than Aey,.

B. Response to a Sine Wave

The resolution of the system was measured using a sine wave
input signal with an amplitude of 2.0 V},,, and frequency of 20
Hz ( fin). The sine wave was sampled at 44.1 kSps and the coder
was designed to provide a 4-bit resolution. A snapshot of the
input and output signals is presented in Fig. 14(a). Offline fil-
tering results are shown in the Fig. 14(b) for a digital LPF with
a cutoff frequency of 20 Hz, the same frequency as the input
signal.
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Fig. 14. (a) Snapshot of 2.0V}, sine wave input 2(t) and decoder integrator
output z z(t) and negative (ON) and positive (OP) spikes from the coder output
(bottom). (b) zr(t) and the low pass filter output xz(t) (top). The low pass
filter cutoff frequency is the same as the input signal. The frequency spectrum
Zr(s) and X g(s) of the filter input and output (bottom).

The total harmonic distortion (THD) and resolution of the
system were measured using this sine wave input signal. The
measured THD of the pre-filter signal is —26 dB which cor-
responds to a measured resolution of 4.04 bits. The measured
THD of the post-filter output, with a filter cutoff frequency equal
to fin, improves to —40 dB which corresponds to a measured
resolution of 6.35 bits. This resolution improvement causes at-
tenuation and phase shift of the signal. When the cutoff fre-
quency is increased to 10 fj,, the measured resolution is equal
to 4.93 bits. The low pass filter cut-off of f;,, yields better reso-
lution attributable to greater attenuation of harmonics due to the
lower frequency pole of the low pass filter. The maximum res-
olution is mainly defined by mismatch and noise in the circuit
implementation and may be improved in further work.

VII. DISCUSSION AND CONCLUSION

In this paper, we have presented a spike event coding scheme
for communicating analog signals between CABs in a pro-
grammable analog array. The design methodology and circuit
implementation of the communication scheme were presented
together with results from fabricated chips.

In our method, spike events are transmitted asynchronously
and power dissipation is dependent upon signal activity. No
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spike events are generated when the input signal is constant.
This is in direct contrast to other pulse-based programmable
analog arrays, [9] for example.

We have shown that the proposed communication scheme
is capable of asynchronous transmission of analog signal in-
formation between CABs using the AER protocol. The use of
spike event coding and the AER protocol allows time-sharing
of the same physical channel between multiple CABs thereby
avoiding an exponential increase in the number of analog
connections—a limiting factor in the realization of large pro-
grammable analog arrays. Our system has an interconnect
complexity of O(W ), whereas analog interconnect using
crossbars and switch matrices have a complexity of O(N?)
[32], [33]. The circuit area consumed by the implementation
of crossbars and switch matrices increases as O(N2), while
our architecture has a proportional increase in circuit area,
increasing as O(NN). In other words, this architecture is more
suitable to large arrays.

Spike events are essentially asynchronous and robust digital
signals that are easy to route on shared channels, not only be-
tween CABs, but also between chips providing improved scal-
ability. When extended to interchip communications the inter-
connect complexity is O(log, V).

‘We have demonstrated the intrinsic computation capability of
the spike event coding scheme. This provides basic arithmetic
operations essentially in the communication channel, without
the need for additional CABs thereby enhancing the computing
capability of a programmable analog array.
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Abstract— This paper presents the computation properties
of an asynchronous spike event coding scheme employed for
communicating signals between analog blocks in a programmable
array. The computation is intrinsic to the spike event commu-
nication scheme and is performed without additional hardware.
The ability of the communication scheme to perform computation
will enhance the computation power of the programmable analog
array. Test results from a chip implemented using 0.35,m CMOS
technology are presented.

1. INTRODUCTION

A field programmable analog array (FPAA) consists of
a number of configurable analog blocks (CABs) that are
programmed to perform a set of computations. This set of
computations is defined by the target application of the system.
For instance, a neuromorphic application requires integration
(for an integrate-and-fire neuron) [1] and summation (for the
summation of presysnaptic spikes into the soma) [2], among
others. Likewise, an array designed to perform more generic
analog signal processing requires amplification, filtering and
summation [3]. In general, these systems perform compu-
tations by programming the configurable analog blocks in
the array, while the role of the communication interconnect
is to route the signals between analog blocks. The compu-
tation power of a programmable array can be enhanced if
the communication channel can perform computation without
additional overheads.

The authors proposed a novel analog array architecture in
[4]. This architecture uses an asynchronous spike event coding
scheme [5] to communicate analog signals between CABs.
This is distinct from conventional communication methods
using voltage or current with crossbars or matrix switches
[6] to represent signal amplitudes. It is also distinct from
our previous work where analog signals were encoded using
synchronous pulse width modulated signals [7]. The use of
asynchronous spike event coding leads to the ability of our
system to perform computation in the communication channel.

In this paper, we show the computation properties of
the spike event communication scheme. The communication
scheme can perform a set of fundamental arithmetic operations
for example gain, inversion and summation, without using
extra hardware. These fundamental operations are performed
simply by programming parameters of the communication
channel. From these basic operations, more complex opera-
tions can be implemented either by programming the channel

978-1-4244-5309-2/10/$26.00 ©2010 IEEE
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Fig. 1. Computing over the channel. Analog signals are converted into spikes
by the coders. Available computations are performed using the decoders and
the shared communication channel. The type of computations performed is
defined by programming the decoders and channel parameters.

and/or by programming the CABs. The computation capability
of this communication scheme can enhance the computing
power of the programmable array without using additional
hardware. The communication scheme is implemented in
0.35um CMOS technology and chip measurement results
showing the computation properties are presented. In the
following section, communication system architecture is de-
scribed.

II. ARCHITECTURE DESCRIPTION

In the proposed architecture, CABs are interconnected using
an asynchronous spike event communication scheme [5]. The
communication scheme consists of a pair of spike event coder
and decoder for each CAB and the channel as shown in
Fig.1. The spike event coder encodes the analog signals into
asynchronous discrete amplitude signals (spike events) which
are routed to target CABs using the Asynchronous Event
Representation (AER) protocol. The decoder at the target
CABs decodes the spike event signals received from the AER
bus.

A set of fundamental arithmetic computations can be per-
formed by configuring the AER router and the decoder pa-
rameters as explained in Section III. For instance, in Fig. 1,
the top decoder performs a summation of two inputs and the
second one provides a negation of one of the inputs using the
same channel. In this section, we give a brief description of
the spike event coding scheme and the AER protocol.
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Fig. 2. (a) Event coding block diagram and (b) an example showing
waveforms of predict behavior for important signals. In the inset, & is the
tracking step, 7" is the spike "width” and Atp is the time interval between
successive spikes.

A. Spike Event Coding Scheme

The spike event coding scheme is a communication method
based on the principle of irregular sampling schemes described
in [8] and [9]. The scheme provides an efficient utilization of
resources and lower power consumption. Further, the events
are transmitted digitally providing improved scalability in
building large arrays.

The block diagram of the spike event coding scheme is
shown in Fig. 2(a). The event coder tracks the input signal by
bounding an error signal given by:

e(t) = x(t) — z(t) = x(t) — /y(t)dt (1)

where e(t) is the error between the analog input signal z(t)
and coder feedback integrator (INTC) output z(t). The coder
output spikes y(¢) are sent to the communication channel and
to the input of the feedback integrator. The decoder output
2 (t) is an analog signal given by:

zg(t) = LPF(zp(t)) ~ m = /yR(t)dt 2)

If the channel is ideal, yg(t) = y(t) then

on(®)~ [yOd =0 =70 -0 )
The error between the decoder output z g(t) and coder input
z(t) is bounded, |€|mq,; < d, where 4, the tracking step or
quantization error, is a system parameter.
The outputs of the event coder are represented by positive
and negative fixed short duration pulses (spikes). These spikes

are generated by the spike generator when the comparators
change their states. Each positive or negative spike generates
an incremental or decremental change () at the output of the
both integrators (/NT'C and INT D).

The amplitude change in the integrator is given by:

Az(t) =0 (N, — Ny) 4

where N, (IV,,) is the number of previous positive (negative)
spikes since ¢ as shown in Fig. 2(b). In other words, knowing
the initial condition of coder and decoder, the signal value at
any instant ¢ is given by the number of events of each type
transmitted. Further details about design of the spike event
coding scheme may be found in [5] and [11].

B. Communication Channel Protocol: AER

The signal to be transmitted between CABs is a series of
asynchronous spike time events generated by the coder block.
The transmission of these events, represented by discrete
amplitude signals, may be implemented using a digital bus
instead of analog interconnections. By time-sharing the same
physical channel an exponential increase in the number of
analog connections can be avoided - a limiting factor in the
realization of large programmable analog arrays. As these
events are asynchronous, the AER protocol [10], widely used
in neuromophic designs, is an appropriate choice because it
avoids the synchronization of events and therefore preserving
the information conveyed in the time difference between
events.

The AER protocol employs asynchronous transmission of
digital words using a multiple access channel (MAC) common
to every transmitter and receptor in the array. The information
transmitted has a unique identification (address) of either the
coder or the decoder, depending on the implementation. An
AER router is responsible for distribute these events to the
appropriate receivers using internal or external LUTs, for
instance.

For this work, different addresses for the positive and
negative spikes for each coder are transmitted.

III. ARITHMETIC OPERATIONS

In this section we show a set of computations performed by
the communication scheme. For each operation, we show the
measured chip results. From these basic set of operations more
complex operations can be achieved. Details of the circuits
used to implement the coder and decoder together with chip
results were presented in [11].

Another chip has been designed containing a larger array
containing 4 coders, 4 decoders and an AER router. Results
from this chip are reported here for the first time. The
following results were obtained for a 4-bit resolution design.
The outputs waveforms shown correspond to the decoder filter
input zp(t).
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Fig. 3. Gain operation. The input sinusoid signal z(¢) is amplified by 2 at
the decoder zg(t). The gain operation is obtained by changing the ratio of
the tracking steps of coder and decoder.

A. Gain

A common operation in any analog processing is to change
the intensity of a signal, i.e., provide a gain G to the signal:

zr(t) = G x a(t) O]

The gain may increase (amplification) or decrease (attenua-
tion) the amplitude of the signal. Both gain types are possible
using the proposed architecture.

Eq. 4 is valid for both coder and decoder blocks. However,
if coder and decoder are designed to present different tracking
steps 0 then the decoder output will be proportional to the
coder input. This gain is given by the ratio of both tracking
steps amplitudes:

_ AAZR(t) _%p ©)
2(t) oc

Fig. 3 shows the chip result for an amplification of a

sinusoid by a factor of 2.

B. Negation
Another fundamental operation on analog signals is to
change their polarity, i.e., signal negation:

zp(t) = —x(t) (7

According to Eq. 4, the signal value at any instant ¢
(knowing the initial condition of coder and decoder) is a
function of the number of events transmitted and their type. By
setting the AER router to interchange the addresses of positive
and negative spikes, the signal at the decoder output z (1) is
a negated version of the input signal z(t):

Azp(t) = —Az(t) =6 (Nn — Np) ®)
An example using a sinusoid signal is shown in Fig. 4.

C. Summation

Beyond these unary operations, arithmetic operations in-
volving two or more signals are also required by a generic

<None> SNone> v 201.2ms J 401.2ms

Fig. 4. Negation operation. Snapshot of the input sinusoid z(t) and the
negated signal zg(t). The negation is perform by interchange the positive
and negative spikes using the AER router.

),z
%
e
A
x,(t)
[« Mode f~ Source Y fo_vi_ fo_vz Oy vz
<None> <None> v Z2.513V 3.826V.
Fig. 5. Summation operation of two input sinusoids, z1(t) and z2(t), with

same amplitude but different f (23Hz and 4.7Hz) and the respective
summation zg(t) with s(t) being the ideal summation.

system. The fundamental arithmetic operation involving mul-
tiple signals is the summation of these signals:

s(t) =Y wi(t) ©

Again considering Eq. 4, the summation signal s(t) of j
signals is given by:

s(t)=19 <XJ: Np; — XJ: Nm) +5(0)
i=1 i=1

where Np; and N,,; are the number of positive and negative
spikes, respectively, received from the ith operand and s(0) is
the initial state of the decoder.

Chip results showing the summation of two sinusoid signals
21(t) and 22(t) are shown in Fig. 5, together with the decoder
integrator output zp(t). The signal s(t) represents the ideal
summation result.

Subtraction operation is performed by combining the sum-
mation and negation operations outlined above.

10)

D. Examples of applications

These basic operations allow to configure an array of
programmable analog blocks to compute more complex tasks.
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Fig. 6. Binary phase shift keying. This modulation is implemented by routing
the spikes according to the digital input (D6). D5 frequency is the same of
the sinusoid carrier.

A first example is phase shift keying (PSK). Phase shift
keying is a digital modulation where the information is coded
in the phase of the carrier. For instance, binary phase shift
keying (BPSK) is defined as follows:

if bi=0
if bi=1

a sin(w.t)

t) =
s®) a sin(w.t + 180°)

an

where b; is the bit to be transmitted, w,. is the angular
frequency of the carrier and a is a function of the energy-
per-symbol and the bit duration [12].

This function can be implemented by providing the carrier
(sinusoid) signal to the input of the coder and routing the
spikes according to the digital value to be transmitted. For
instance, while the input bit is zero, the carrier is replicated
at the decoder output, but when the input bit is one, a
negation function is performed on the carrier. Fig. 6 shows
the modulation result zg(¢) for a input word of 010011.

Quadrature phase shift keying (QPSK) is implemented
summing two carriers with 90° phase shift.

Another application example of our scheme is to imple-
ment the weighted sum operation commonly used in artificial
neural networks. A weighted summation is a combination of
summation and gain operations:

F8) =" wiai(t) (12)

All of the operations above are performed using asynchronous
spike event coded signals and by AER router and decoder
programming. However, the range of possible computations

IV. CONCLUSIONS

In this paper we presented the principles and results from a
CMOS implementation of a communication strategy intended
for use in programmable analog arrays that is also capable of
performing fundamental arithmetic operations (gain, negation
and summation). The architecture uses an asynchronous spike
event coding scheme to communicate between analog blocks.
This scheme allows the user to select which operations to
be performed by simply programming the channel router and
decoder parameters, either before or even during the process.

No extra dedicated hardware is needed to perform these
operations and any decoder in the array is able to perform
any of the operations. More complex and specialized functions
are available by combining these fundamental operations,
like PSK and weighted summation. Other applications, like
multiplication, are possible when combined with the functions
performed by the analog blocks.
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Abstract— This paper presents a CMOS circuit implementa-
tion of a spike event g/decoding scl for tr ission of
analog signals in a programmable analog array. This scheme uses
spikes for a time representation of analog signals. No spikes are
transmitted using this scheme when signals are constant, leading
to low power dissipation and traffic reduction in a shared channel.
A proof-of- chip was d d in a 0.35um process and
experimental results are presented.

1. INTRODUCTION

Configurable Analog Blocks (CABs) are the basic pro-
cessing units of Field Programmable Analog Arrays (FPAAs)
and are configured to perform different types of analog func-
tions [1]. The communication between CABs is an important
issue because traditional techniques like crossbars or switch
matrices [2] degrade the transmitted signals. These techniques
cause distortion of the signal due to voltage drops, parasitic
capacitances along wires and the switches and through signal
interference, limiting the size of analog arrays.

Pulse modulations are an alternative to these techniques.
They map the amplitude of analog signals onto the timing
domain. The use of these discrete-amplitude continuous-time
modulations allows greater system scalability than analog
routing methods. Synchronous versions were used in analog
arrays [3], but as they require a global clock signal, these mod-
ulations suffer from clock skew and high power consumption.

Asynchronous modulations are used in some biological
inspired systems [5] [6]. Recently, a spike event coding
scheme was proposed by the authors to transmit analog signals
between CABs [4]. It presents advantages over other pulse
modulations, such as transmission of information on demand
and, therefore, reduction in communication traffic, and low
energy dissipation, freedom from clock skew and low crosstalk
due to asynchronous coding.

In this paper we present a CMOS implementation of the
spike event coding scheme with programmable resolution.
First we review the working principles of the scheme. Later,
we describe the design parameters and the circuits used to
realize the coder. Finally, we present results from a tested
chip.

II. SPIKE EVENT CODING SCHEME

The spike event coding scheme [4] is shown in Fig. 1(a).
The spike event coder operates by generating a signal similar
to the input signal. In other words, a feedback signal z(t) is

978-1-4244-3828-0/09/$25.00 ©2009 IEEE
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Decoder

Fig. 1. (a) Block diagram of the spike event coding scheme and (b) an
example of the behavior of the main signals. § is the tracking step, 7" is the
spike width and Atp is the time interval between successive spikes.

forced to track the input signal z(t) by bounding the error e(t)
between them:

et) = a(t) — 2(t) = a(t) / y(t)dt

where y(t) is the coder output. This output is represented
either by positive or negative pulses with a short and fixed
duration (spikes). These spikes are produced by the spike
generator and transmitted both to the communication channel
and to the input of the feedback integrator (INTC).

Each positive or negative spike results in an incremental
or decremental change 0 (tracking step) at the output of the
feedback integrator:

@

Az(t) =6 (Np— Nn) 2)

where Np (Nn) is the number of previous positive (negative)
spikes since ¢y as shown in Fig. 1(b).

Considering an ideal channel, the spikes are also transmitted
to the decoder integrator INTD, which presents the same
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gain K of the coder feedback integrator INTC. The decoder
output z(t) is given by:

z(t) = z(t) —e(t)

with the decoder Low Pass Filter (LPF) removing high fre-

quency harmonics and averaging the signal zp(t). Therefore,
the maximum difference between the decoder output zp(t)
and coder input x(t) is |e(t)|mas. Which is defined by the
specification of the spike event scheme resolution:

Az(t)max
2N5 — 1

where Az(t),,,. is the input dynamic range and Np is the
desired resolution in bits.

3)

le(t)max = “)

III. ANALOG VLSI IMPLEMENTATION

The spike event coding scheme was implemented in a
proof-of-concept chip for validation of the scheme. The layout
dimensions of the spike event coder are 240pm x 120z4m using
AMS 0.35pum CMOS process.

In this section we describe the spike event coder and decoder
circuits implemented on chip: comparators, spike generator
and integrators. Both coder and decoder integrators were
implemented using the same design. The decoder LPF was
implemented off-chip, using an offline digital filter.

A. Comparators

In the block diagram in Fig. 1(a), the error e(t) is limited
by two comparators with different thresholds (Vi1 and Vipz):

(5)

From (4) and (5), the resolution of the spike event coding
scheme is a function of the thresholds of both comparators.

The design of the comparators can be implemented using
a preamplifier (PA) followed by a decision circuit (DC) and
an output buffer (OB) [7]. To provide the required AV,
capacitive or resistive dividers can be used at the comparator
input nodes. However, these dividers compromise the input
impedance of the circuit.

Another method to provide AVy, is to implement offset
comparators. Composite transistors can be used to provide the
offset [8], however this topology suffers from low dynamic
range. A programmable offset can also be generated by
another preamplifier which provide a respective Al, ;s on the
decision circuit input [9]. Both impedance dividers and offset
comparators allow continuous resolution values to be used.

In this implementation, both outputs c;(t) and ca(t) are
generated by a compound comparator in Fig. 2. Instead of
using four preamplifiers, with two sensing the inputs x(t)
and z(t) and two providing different offsets, we use only
two preamplifiers. The preamplifier PAA outputs a differential
current AT, as the result of the comparison between z(t) and
z(t). Thus, the capacitive loads of these nodes are reduced
by using only one preamplifier. The other preamplifier (PAB)
provides a differential current Al,fy/2 according to AV, /2

le] < AV

[Vin1 — Vina|

x(t) —| L c,(®
z(t) —| - OBl

+ o~ c,(0)

AV, 2 {: oB2

Fig. 2. Block diagram of the compound comparator. Preamplilfier PAA
outputs a current Al according to the inputs x(t) and z(t), while
preamplifier PAB generate a fixed offset current Al s /2. PAB outputs are
added or subtracted from PAA outputs and the results are applied to the
respective decision circuits (DC) and output buffers (OB).

DC

Vdd

Ibias

O

:Iﬂ—| Ms,7

PA

Vss

Fig. 3.  Circuit schematic of each of the compound comparator blocks.
Transconductance preamplifier (PA,left), decision circuit (DC,top right) and
output stage (OB,bottom right).

voltage on the inputs. The results of adding ( Al,.+Alys/2)
and subtracting (AI,.—Als¢/2) these currents are forwarded
to the decision circuits to speed up the comparison result.
Finally, output buffers generate the digital outputs.

Fig. 3 presents the preamplifier, the decision and the
output buffer schematic circuits implemented on chip. The
preamplifier is a transconductance amplifier with two identical
differential output currents at nodes (A, By) and (As, Bs).
The decision circuit is a positive feedback circuit and the
output buffer is a self-biased amplifier [10].

B. Spike Generator

The spike generator block can provide either a positive or a
negative spike according to the output state of the comparator.
When the error e > AV}, /2, a negative spike is transmitted.
Similarly, a positive spike is generated when e < —AV};, /2.
Otherwise, no spikes are transmitted. The control circuitry
for this logic was implemented using a technique for the
design of asynchronous digital circuits [11]. These spikes can
be transmitted using switch matrices or any asynchronous
Medium Access Channel (MAC) protocol, like AER [12].
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!

d4
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: : —{[M21 M25]}—

051

Vss

Fig. 4. Schematic of the integrator based on a charge pump technique.
When a positive spike arrives, M20 and M21 turn on and 1.5/ and 0.51
charges and discharges the capacitor Cj,, respectively, resulting in a voltage
increment of §; = T X I/Cjne. For negative spikes, the complementary
process decreases the capacitor voltage. In the absence of spikes, currents are
drawn to low impedance nodes (d1-d4). The schematic of the delay generators
is not shown.

C. Integrators

In this implementation, the spike width 7" is used in the
integrator block to increment or decrement z(t) by 4. A
minimum interspike interval At p,,;, = kT is also introduced
in the design to avoid overload on the communication channel
(“refractory period”). The coder output spike frequency is a
function of the magnitude of the input derivative and the coder
integration step:
da(t)

dt 1

5§ T+ Atp
The first conclusion from (6) is that no spikes are transmitted
when the input derivative is zero, i.e. the input signal is
constant. This is true only after the feedback signal z(¢) has
tracked the input signal z(t), i.e. e(t) < AVjy,.

We also conclude from (6) that the maximum output fre-
quency occurs when the input signal presents its maximum
absolute input derivative. From the specification of this deriva-
tive, Atpmin is defined and pulse width 7" is:

0

da(t)
i

f= ©6)

(k+1)

()]

max

The integrator block includes programmable delay circuits
for the generation of 7' and Atp,., time intervals.

For an optimum performance, the tracking step d is equal
to the difference between the thresholds AV;;, of the com-
parators. Setting 6 < AV}, more output spikes will be
needed for the feedback signal z(t) track the input signal z(¢).
Conversely, z(t) will oscillate for & > AVj,. However, a
design margin is required because of the random offsets
present in the comparator due to process variations. Therefore,
the designed tracking step is:

0q < AVyy, — 60’(%5) (8)

where o(V,) is the comparator offset standard deviation.
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We implemented the integrator block using a charge pump
integrator as shown in Fig. 4. A unipolar version of this type
of circuit driving resistors is used in steering current cells of
some Digital-to-Analog Converters (DACs).

When a negative spike arrives at the integrator input, the dec
signal turns high during an interval 7', allowing currents 1.5/
and 0.5] flowing in transistors M22 and M23, respectively.
Similarly, for the case of a positive spike arrival, transistors
M20 and M21 provide symmetrical operation with inc and
inc signals. The resulting current I that discharges or charges
the integrating capacitor Cj,, is given by I = Ciyy X 8q/T.
Therefore, the integration gain is given by K; = d4/7. When
there are no spikes, currents are driven to low impedance nodes
(d1-d4) through M24-M27 by setting the signal dp high.

The use of two different branches (M22 and M23 or M20
and M21) to both charge and discharge the capacitor reduces
charge injection on the integration node [13] at the cost of
doubling the power consumption required. If switches M20
and M21 (M22 and M23) have the same dimensions, the
charges injected from the gate to drain capacitance of the
complimentary switches cancel each other.

IV. CHIP RESULTS

We used two different input signals to test the chip: a speech
signal and a sine wave. The speech signal was sampled at 44.1
kSps with 8 bit resolution. The coder was designed to provide
a resolution of 6 bits. The coder input signal z(t), the decoder
integrator output zp(t) and the coder output spikes y(t) are
shown in Fig. 5(a). The same signals are presented in detail in
Fig. 5(b) to show the absence of coder output spikes when the
signal is constant or when its change is smaller than AVy,.

The resolution of the system was measured using a sine
wave input signal. The sine wave presents 1.0 Vpp amplitude
and 4.4 kHz frequency (fi,) sampled at 555 kSps and the
coder was designed to provide a 4 bit resolution. A snapshot
of the input and output signals is presented in Fig. 6(a). Offline
filtering results are shown in the Fig. 6(b) for a digital LPF
with a cutoff frequency of 4.4 kHz, the same frequency as the
input signal.

The measured resolution of the pre-filter signal is 3.83 bits.
The resolution increases to 6.97 and 5.29 bits for post-
filter signals, using filter cut-off frequencies equals to fi,
and 10 f;,,, respectively. However, this resolution improvement
causes attenuation and phase shift of the signal. These results
are similar to the simulation values presented in [4]. The
measured power consumption of the coder is 0.4 mW, with
approximately 90% of if used by the comparator.

V. CONCLUSIONS

In this paper we described a CMOS implementation of a
spike event coding scheme. This scheme is intended to be
used to transmit analog signals inside a FPAA and/or between
different FPAAs using asynchronous events (spikes).

This scheme presents an efficient utilization of channel re-
sources and lower power consumption because no output activ-
ity is present when signals are constant. A chip was designed
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Fig. 5. (a) Coder input z(t) and decoder integrator output zg(t) for a

2.5Vpp speech signal. Negative (ON) and positive (OP) output coder spikes
are also shown at the bottom of the figure. (b) A detailed view of the same
waveforms to show the absence of spikes during the periods when the input
signal is constant.

in a 0.35m process and the experimental results validate the
circuit design. This scheme is being implemented within a
small array of CABs developed by the authors [14] [15].
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Abstract— This paper presents a spike event coding

for the communication of analog signals in programmable analog
arrays. In the scheme presented here no events are transmitted
when the signals are constant leading to low power dissipation
and traffic reduction in analog arrays. The design process and
the implementation of the scheme in a programmable array
context are explained. The validation of the presented scheme
is performed using a speech signal. Finally, we demonstrate how
the event coded scheme can perform summation of analog signals
without additional hardware.

I. INTRODUCTION

A field programmable analog array (FPAA) consists of sev-
eral configurable analog blocks (CABs) that are programmed
to perform specific signal processing functions. An important
design problem in a FPAA is the communication of analog
signals between CABs. Previous implementations of FPAAs
used crossbars or matrix switches [1] [2]. These approaches
suffer from signal distortion due to voltage drops, parasitic
capacitances along the wires and switches and through signal
interference. In an alternative approach [3], pulse width mod-
ulated signals were used for transmitting analog information
in the array. However, this approach requires a global clock
signal to synchronize the transmission.

Recently, asynchronous signal processing based on signal
dependent sampling strategies has received increasing interest
[4]. A motivation for this type of study is drawn from biology
where the brain processes signals in analog domain and
transmits them as time events [5]. In event based sampling
schemes, the intersampling intervals are quantized instead of
the signal amplitude and an event is triggered whenever the
input signal crosses prespecified levels along the amplitude
domain [6]. In [7], signal amplitude information is coded into
the timing sequence and this scheme has been extended to
recover information from spiking neurons [8].

In this paper we present a spike event coding scheme
for transmitting analog signals between CABs. There are
some benefits in using an event based coding scheme in a
programmable analog array. First, an event coding transmits
signals based on demand. This leads to a better utilization
of resources due to traffic reduction. Second, in contrast to
synchronous signal processing, event based processing benefit
from low energy dissipation, freedom from clock skew, im-
munity to metastable behavior and low crosstalk. Third, event
based processing transmits signals as digital spikes and hence
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Fig. 1. Block diagram of the spike event communication interface to a
configurable analog block (CAB). Spike events are transmitted across the
array using AER protocol.

it is more suited to communication between distant CABs,
even in different ICs, than analog signals [1] [2], allowing
greater scalability.

II. SPIKE EVENT CODING SCHEME
A. Description

The block diagram representation of a CAB with the spike
event communication interface is shown in Fig. 1. Analog
signals from the CAB form the input to the spike event
coder. In a programmable array context, these spikes can be
transmitted between CABs using an AER protocol [9]. The
destination CAB reads spikes through an AER receiver and
these spike inputs are converted to analog signals at the spike
event decoder. The control registers are used for configuration
and control of the circuit block.

The spike event coding scheme is shown in Fig. 2(a). This
scheme is based on the principle of irregular sampling schemes
described in [4] and [6], where it was used to implement
asynchronous A/D converters. The event coder tracks the input
signal by bounding an error signal given by:

e(t) = z(t) — z(t) = a(t) — /.y(t)dt (1)

where e(t) is the error between the analog input signal x(t)
and coder feedback integrator (INTC) output z(¢). The coder
output spikes y(t) are sent to the communication channel and
to the input of the feedback integrator. The decoder output
xr(t) is an analog signal given by:

o(0) = LPFa(0) ~ 20 = [unlar @
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Spike
Generator

Fig. 2. (a) Event coding block diagram and (b) waveforms example. An
example of predict behavior of some signals are shown in b), where § is the
tracking step, T is the spike width and Atp is the time interval between
successive spikes.

If the channel is ideal, yz(t) = y(t) and
en(®)~ [u0d =0 =20 -0 )

The error between the decoder output z z(t) and coder input
x(t) is bounded, |e|mqr < &, wWhere §, the tracking step or
quantization error, is a system parameter.

The outputs of the event coder are represented by positive
and negative fixed short duration pulses (spikes). These spikes
are generated by the spike generator when the comparators
change their states. Each positive or negative spike generates
an incremental or decremental change (9) at the output of the
both integrators (INTC and INTD). Although § can be varied
based on the characteristics of the input signal, in this paper
we consider the case for fixed ¢ only.

The change in the output of both integrators is given by:

Az(t) =0 (Np— Nn) “)

where Np(Nn) is the number of previous positive (negative)
spikes since t( as shown in Fig. 2(b).

B. Design

In this section we discuss the design process of the spike
event coder and decoder. The first step in the design of the
event coder is to determine the tracking step d:

Al s

g INB

where Axz(t),, .. is the input dynamic range and Np is the
desired resolution in bits.

(a) (b)

Fig. 3. Comparators threshold design. a) Comparators transfer function and
b) Comparator offsets AV;p1 and AV,p; are used to design the threshold
difference AV p.

The tracking step is used to design the comparators thresh-
olds difference AVy, = Vi — Vine, as shown in Fig.
3(a). Ideally, this difference is equal to the tracking step
0. However, due to the comparators offset the actual AV,
is bounded (AVipp + 60 > AV, > AVyp — 60) by a
function of the comparator offset standard deviation ¢ and the
designed thresholds difference AVy,p (Fig. 3(b)). Therefore,
the comparators thresholds difference is designed to meet the
specification:

AVipp 2 6 + 60 (6)

Another design parameter is the spike width 7" and it is
designed according to the input signal and the AER system
characteristics. In order to reduce the overload of the commu-
nication channel, the spike generator sets a minimum period
for the interval between two successive output spikes. This
“refractory period” is given by Atpin = kT'. Using Atpmin

and the specification of the maximum derivative of the input
da(t)
dt

, the spike width is determined:
naw

5

da(t)
dat

= (@]
(k+1)

max
In an AER system, one of the most important specification is
the output spike frequency. The coder output spike frequency
is a function of the magnitude of the input derivative:
da(t)
_ 1 | Ta

f= T+Atp ¢
From (8), we see that this event coding scheme presents a null
output activity when the input signal is constant. This char-
acteristic is beneficial in a programmable analog framework
where significant number of bias signals are present.

From (7) and (8), the maximum output frequency is:

®)

1

f?nam = W

)

The spike width 7" and the tracking step 0 are used to design
the coder and decoder integrator gains given by K; = %

Finally, the pole of the decoder low pass filter (LPF) is a key
design parameter as it improves the resolution by attenuating
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the undesirable out-band high frequency harmonics generated
during the decoding process. Ideally, the filter should provide
total rejection of out-band harmonics with zero in-band attenu-
ation. However, practical implementation of this characteristic
being unrealizable, the dominant pole of the filter is designed
to be near the cutoff frequency w, for an input signal with
bandwidth of w.

III. SIMULATION RESULTS

The event coding scheme was simulated using a speech
signal and a pure tone as the coder input. In order to depict
the coder functionality clearly, the coder was implemented to
provide resolution of 4 bits.

Response to a Speech Signal: The response of the spike
event coding to the speech signal is shown in Fig. 4. The
speech signal is shown in Fig. 4(a). The decoded signal zz(t)
at the output of a first-order LPF shows a close match with
the input speech signal z(t) (see expanded plot Fig. 4(b)). The
pole of the LPF was designed to be at 4 kHz (allocated voice
bandwidth). Fig. 4(c) and 4(d) demonstrate two important
characteristics. First, Fig. 4(c) shows the error e(t) is bounded
by AVjp. Second, Figs. 4(b) and 4(d) show that no spikes
are transmitted when the input signal is relatively constant
thereby reducing the communication traffic and leading to a
better utilization of the resources.

THD measurement: The THD of the system was measured
using a 4 kHz sine wave as the input signal. Two LPFs were
designed to demonstrate the influence of the pole design: one
with the pole at 4 kHz (LPF1) and the second at 40 kHz
(LPF2). The coder input z(t), the decoder integrator output
zp(t) and the LPF1 and LPF2 outputs zg;(t) and zga(t),
respectively, are shown in Fig. 5(a). Fig. 5(b) shows the
frequency spectrum of the output signals.

The specified resolution of spike event coder is obtained
at the decoder integrator output (4.0 bits). The resolution
increases to 5.3 bits and 6.7 bits using the filters LPF2 and
LPFI, respectively. As stated in Section II, the improvement in
resolution in LPF1 is attributed to the larger attenuation of the
harmonics because the pole is designed at a lower frequency.

The influence of the refractory period Atp,,in on the coder
performance is shown in Fig. 5(a). Because the initial state
of the coder integrator was set to zero and z(tg) = 1, the
error signal e(¢) is initially greater than ¢. The error decreases
for each successive output spike occurrence. By choosing
Atpmin ~ 4.6pus and T' ~ 100ns and according to (9), the
maximum output spike frequency is 213 kHz. Therefore, the
refractory period At p, determines the initial tracking speed
of the coder.

IV. COMPUTATIONAL APPLICATION
In a programmable analog array, an important requirement
is the capability of adding analog signals; the summation of the
outputs of hundreds or thousand synapses in a neuromorphic
system is an example. Due to the large number of operators,
it is desirable that this operation can be performed without
additional hardware like the summation of currents in analog
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Fig. 4. Example of coding and decoding of a speech signal. (a) The complete
speech signal z(t). (b) The expanded plot showing the decoding =g (t) of
the speech signal and the integrator output z(t). (c) The error signal e(t)
bounded by the difference of comparators thresholds AV;y,. (d) The spike
event coder output y(t).
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are shown in ¢) and d). The graphs b) and d) show of the effect of spike
collisions: an error with amplitude § appears on the output z(t) between
the transmissions of y (¢) and y2(t), which were involved in a collision.

domain [10]. Here we show how summation is performed with
event coding without any extra hardware.
Using (4), the summation signal s(¢) with j operators is:

(10)

s(t) =46 i:Npi - iNni
i=1 i=1

where N,; and N,,; are the number of positive and negative
spikes, respectively, received from the ith operator.

Since AER protocol is used to transmit spike events, col-
lisions during the access to the channel are possible and an
arbiter is used to resolve them. Collisions lead to an error in the
summation process. This error is given by € = § (Npe — Nye),
where Nj(Ny.) is the number of positive (negative) spikes
in the collision. One possible resolution of the conflicts is
performed by queuing and transmitting successively all events
involved in the collision (1-persistent). This method was used
for the simulation.

Simulation: The results showing the summation of a sine
signal z1(t) and a step signal xz>(t) are shown in Fig. 6,
together with the decoder output x g (t) and the predicted result

V. CONCLUSIONS

In this paper we presented a spike event coding scheme
for the communication of analog signals in a programmable
array. The scheme transmits spike events based on input signal
activity thereby providing efficient utilization of resources and
lower power consumption. Further the events are transmitted
digitally providing improved scalability in building large pro-
grammable arrays. The methodology of the scheme and the
parameters design process were presented. The functionality
of the event coded scheme was validated through simulations.
We demonstrated how event coding can be used to add analog
signals without extra hardware; an important feature in pro-
grammable analog systems. Currently the circuits of the spike
event communication interface are being implemented on a
chip to interface CABs in a programmable array developed
by the authors [11].
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