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Introduction 

The papers in this collection are concerned with problems of optimum design, 

control and operation in chemical plants. The order of presentation is not 

chronological; instead the papers are divided into four groups, each concerned 

with a different aspect of the aubj sot, as follows: 

Group A 

Optimisation problems in the automatic control of chemical plant. 

Gap B 

The optimin design and operation of systems of interconnected units. 

Group C 

Variational optimization problems in chemical reactor design. 

Grou 

Optimum continuous distillation. 

The majority of the publications report the independent work of the present 

writer. However, publication Cl has a postgraduate student as co-author, while 

publications A3, B2 0  B3,  BL., C8 and Dl have more senior ooll.aguea as co-authors. 

The relative contributions of the present writer and his- co-workers are described 

in the introductions to the separate groups of papers. 

The publications of Group A describe work carried out while the writer was 

employed by Imperial Chemical Industries Ltd, Publications CI.., C5 9  C6 and C8 

describe work carried out during the tenure of a Visiting Professorship at Rice 

University, Houston, Texas, in the academic year 1965-66,  and all the remaining 

publications describe work carried out at the University of Winburgh. 
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Group A 

The publications of this group describe various general problems in the 

theory of automatic control, which arose out of specific problems encountered 

in designing control systems for projected chemical plants. 

he quality of control which it is possible to attain in a given piece of 

eqiznent depends partly on the sophistication of the controlling device used, but 

is iso inherently limited by the dynamic properties of the piece of plant to 

be controlled. nithin a given class of controlling devices it should therefore 

be possible to define in a quantitative manner the controllability of a certain 

section of plant, representing the best control quality cbtainablo with the Elven 

plant Lnd controlling devices from the specified class. Publication Al is 

concerned with the development of a quantitative definition of controllability 

on these lines and with methods of calculating this quantity. 

The actual devices with which control is implemented in chemical plants are 

frequently pneumatically operated and publication A2 presents an analysis of the 

&ynarnic behaviour of the basic elements from which pneumatic control systems are 

built up. It had frequently been assumed that the behaviour of these devices was 

ccsely analogous to that of electronic amplifiers, so that their response could 

be assumed to be approximtely linear and methods of analysis such as frequency 

response testing could be applied to them. In publication A2 it is shown that 

this is not the case, and that their behaviour is inherently non linear and 

radically different from that of electronic amplifiers in unsteady states. 

A failure to control certain variables in chemical plants within strictly 

defined bounds is frequently disastrous, but the commoner methods of control 

system design deal with quantities such as the time average of the square of 

the deviation of a variable from its desired value. Needless to say, control 

of/ 



of such a quantity to a specified value is no guarantee that the variable in 

question may not take very large values for quite short periods of time, so 

one is led to seek a method of establishing absolute bounds for the values of 

the controlled variables in oases where the disturbances affecting the system 

satisfy certain conditions limiting their size and rate of change. So far 

as I am aware, publication A3 describes the first successful work on this 

problem, and publication M. goes on to apply the theory to the design of 

systems for controlling the levels of liquids in vessels. This method was 

adopted as a standard design procedure by Imperial Chemical Industries Ltd. 

The theoretical development could perhaps be described as a family project 

in which the writer collaborated with his brother in law, Dr. B. J. Birch, 

whose contribution, as a mathematician was to the rigorous mathematical 

formulation of the derivations. 

Finally publication A5 arose from the developing interest of the 

chemical industry in the use of intermittent analytical measurements, such as 

those obtained from automatic ohromatographs or mass spectrometers, for the 

control rof continuously varying quantities. Use is made of the concept of 

controllability, developed in publication Al, and Wiener's theory of spectral 

factorisation is applied to investigate the limitations in controllability due 

to the loss of information inherent in using a sampled signal for control 

purposes. This paper was awarded a premium by the Institution of Electrical 

Engineers, 



CALCULATION OF. PROCESS 
By 

CONTROLLABILITY USING THE 
- 	 R. JACKSON, B.A. 

ERROR-SQUARED' CRITERION 

VA' 

CONTROL QUALITY AND 
CONTROLLABILITY 

IN a feedback control 
system, the fluctuations of 
an output variable pro-
duced by some disturb-
ance are reduced to an 
acceptable size by using 
measurements of the out-
put variable itself to 
control a correcting 
variable. As a quantitative measure of what is meant 
by 'an acceptable size', it is necessary to adopt some 
criterion of control quality. The appropriate choice 
will obviously depend on the process involved, but, 
in the control of continuous processes, the following 
two cases cover a large proportion of the possible 
situations 

The output variable must on no account pass outside 
certain limits. A good example of this type would be 
a level-control system with a pumped outflow of liquid. 
Too high a level would then lead to carry-over of 
liquid into parts of the system which should contain 
only gas, while too low a level would lead to loss of 
suction on the pumps. The appropriate measure of 
control quality in this case is the magnitude of the 
maximum deviation of the output from., its desired 
value. It should be noted that it is only possible to 
specify this if bounds are given for the variation of the 
disturbance. This case will not be considered further 
in the present work 
No absolute limitation on the tolerable magnitude of 
the output disturbance is given, but it is desirable that 
it should be as small as possible for as large a propor-
tion of the time as possible. This immediately suggests 
the use of the time integral of some even function of the 
deviation of the output from its desired value, the usual 
choice being the integral of the square of this deviation, 
since this is relatively easy to compute.' 2, 8, 8 

The components of the control loop can con-
veniently be divided into two groups, the plant and 
the controller (corresponding to the physical division 
provided by the controller box), since in process 
control the usual practice is to use a standard type 
of controller in all applications, relying on the adjust-
ments provided to match its transfer characteristics 
to those of the remain'er of the loop. The control 
quality obtained with any given arrangement will 
therefore depend both on those parameters of the 

plant which determine its 
dynamic behaviour and 
on the controller settings. 
It is also generally true to 
say that improvements in 
control quality obtained 
by adjusting the control-
ler will lead to greater 
demands on the range 
and speed of action of 
the correcting element. 

Assuming, however, that it is possible to pro-
vide equipment capable of applying the correcting 
signals called for by the controller, it is important to 
know whether there is any limitation imposed on the, 
attainable control quality by the nature of the plant, 
or whether it is possible to improve the quality without' 
bound by suitable adjustments of the controller. 

The answer to this question depends on the degree 
of flexibility permitted in the dynamic characteristics 
of the controller, for it can be shown that if any com-
bination of proportional, repeated derivative, and 
repeated integral terms may be used, it is possible to 
obtain any control quality desired, whatever the 
transfer function of the remainder of the loop, pro-
vided no true distance-velocity lag is present. How-
ever, apart from the fact that a control function of 
this type is not physically realizable, one is in practice 
limited to a commercially available type of controller 
giving, at most, proportional, integral, and derivative 
terms. Even with this restricted class of controllers,. 
it is possible to improve the control quality without 
bound for certain simple forms of the plant transfer 
function, the most obvious case being a single ex-
ponential transfer stage, with which a simple pro-
portional controller suffices to give any desired 
quality. In general, however, the attainable quality 
is limited, and there exist certain controller adjust-
ments which, with the given plant, give better control 
quality than any others. This best attainable quality, 
which is a function of the plant parameters only (for 
a given class of controllers), may be called the con-
trollability of the plant. It is clearly important to 
know how this quantity depends on the plant para- 

Mr. Jackson is with the Billingham Division of Imperial 
Chemical Industries Ltd. 

SYNOPSIS 

Using the integral or average of the square of the error as a 
criterion of control quality, the controllability of a loop with a 
given type of controller may be defined as the optimum quality 
which can be obtained by adjusting the controller settings. The 
dependence of the controllability on the parameters of the plant 
Is illustrated by considering a system of three exponential transfer 
stages with a proportional-plus-integral controller of conventional 
type. The results, which are displayed graphically in the form 
of contour charts, are compared with those obtained from other 
criteria. 63 
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meters, since this indicates which features of the 
design impose limitations on the attainable control 
performance and allows one to evaluate modifications 
intended to improve this performance. 

By minimizing the integral of the square of the error 
following a unit step disturbance, Hazebroek and 
van der Waerden' determined the optimum settings 
for a proportional-plus-integral controller and several 
types of plant transfer function, but the corresponding 
minimum values of the integrals as functions of the 
plant parameters are not quoted. It is felt that too 
much emphasis can be placed on the theoretical pre-
diction of optimum controller settings, since their 
practical determination hardly ever presents serious 
difficulties, and the minima, as found for example by 
the above authors, are often very flat. It is of much 
greater interest to know how the minimum value 
varies with the parameters of the plant, as this provides 
the measure of controllability discussed above and 
gives a basis for comparing the suitability of different 
designs for automatic control. 

In the present paper a simple example is taken to 
illustrate the calculation of controllability and the 
type of conclusions which can be drawn from such a 
calculation. A plant transfer function corresponding 
to three exponential transfer stages is considered, with 
the integral of the square of the error (case (ii) above) 
as the criterion of control quality. This transfer 
function is sufficiently simple to be perfectly controll-
able if a three-term controller is considered, so 
attention is limited to proportional-plus-integral con-
trollers. The commonly used unit step disturbance 
is considered first, but the treatment can equally 
easily be applied to a stationary time series used to 
provide a more realistic representation of actual dis-
turbances. A simple class of stationary disturbances 
is therefore dealt with to illustrate how the form of the 
dependence of controllability on the plant parameters 
alters as the spectrum of disturbance changes. 

Although it is possible to evaluate explicitly all the 
integrals arising in the simple examples discussed here, 
it should be emphasized that the method is in no way 
limited to the treatment of cases where this is possible. 
The basic minimization involved in determining the 
controllability is carried out on a digital computer, as 
described in Appendix I, using a subsidiary routine to 
evaluate the integral which is to be minimized. In 
the present case this merely has to evaluate an explicit 
form for the integral, but it could equally well be a 
routine for evaluating the integral numerically in the 
case of a more complicated transfer function. 

INTEGRAL OF THE SQUARE OF THE ERROR 
AFTER A UNIT STEP DISTURBANCE 

In a simple control loop, d(t) is the disturbance, 
which affects the output 0(t) through a section of 
plant with transfer function X(s), Y(s) is the transfer 
function of the part of the plant included in the control 
loop, and C(s) is the transfer function of the controller. 
All quantities are measured in terms of potential 
changes in 0, so that X(s), Y(s), -* 1 as s -* 0. When 
d(t) is a unit step function at t = 0, it possesses a 
Laplace transform d(s) = us, and 0(1) also possesses 
a Laplace transform, related to d(s) by the well-known 
equation 

o(s) = 	 = Z(s) d(s) 	(say) ............... (1) 

Now it can be shown' that, if I is the integral of the 
square of the output after a step disturbance 

00 	 00 

I - 1o2(i)dt 	-- f IX(Jw)I 2 	 dw 	
(2) 

- Jo 	
- 
- 	J 	CO2 	I I + C(jw) Y(jw) j 2  

which may be given a geometrical interpretation by 
noting that C(jw) Y(jw), plotted in the complex plane 
with w as a parameter, is the Nyquist locus of the 
system, and p(w) = I I + C(jw) Y(jw) I is the distance 
of the current point on this locus from (-1, 0). 
Equation (2) may therefore be written 

00 

I 

J 
Ww)dw 	

3 = 	ir 	 p2(w) 	............. . .......................... () 

with W(w) = I X(jw) I 2/2 This may be interpreted 
as an integral along the Nyquist locus of a density 
W(ca) divided by the square of the distance of the 
current point from (-1, 0). It provides a basis for 
the principle that a Nyquist locus corresponds to a 
system with good performance provided it keeps well 
away from the 'danger' region near (-1, 0), and is 
useful in drawing qualitative conclusions for more 
complicated systems. An alternative representation, 
very convenient for graphical evaluation of the integral 
has been described by Rosenbrock. 6  

In the particular example considered here, the 
disturbance affects the output through a single ex-
ponential transfer stage of time-constant r, while the 
output is fed back through the controller and two 
additional time-constants, which may be written mr 
and flT, in series with i-. Thus 

1 	. 	 1 
X(j-) = 

+—j.,; YOw) = (1 ++j_7)0+jcomr)(1 +jwn7) 4  

and 
c(j-) = I,  + ccjw + /J . ................................. (5) 

for a conventional three-term controller. Substitut-
ing these expressions into equation (2) gives the 
integral of a rational function of w, which may be 
evaluated by a well known method due to Phillips, 2  
giving, after some reduction 

21 A+By+(c_Dy/1?_U 	 6 - 	y(C - Dy) - Ei7 	- 	(say) ...............( ) 

where 
A = (m 2  + n2) (m + n + mn) 
B=m2 n2 	 yI+IL 
C= (1 +m+n+€)(m+n+mn) 	= afr 	...(7) 
D=rnn 
E= (m + n + mn)2  

It is easy to show that U may be made as small as 
we please with a three-term controller, as mentioned 
in the introduction. Limiting attention, therefore, 
to a proportional-plus-integral controller (E = 0), 
it is obvious that I -* ec Son 

y(C-Dy) 
E 

*This geometrical interpretation was first brought to the 
author's notice by Dr. P. C. Price. 

June, 1958 	
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which is simply the boundary of stability as given by 
the Hurwitz criterion, and also on the line 71 = 0, 
when there is no integration in the loop. I must 
therefore have at least one minimum in the region 
enclosed between these curves, and this minimum 
must be a stationary value with respect to y and , 
since I is well behaved. Consideration of the highest 
degree term in the equation I = constant shows that I 
cannot have more than one minimum in this region, 
so a numerical search for a stationary value of I must 
lead to the required 

A procedure for minimizing I with respect to y and 
71 was programmed for an Elliott 402 computer (see 
Appendix I), which printed out values of I. /r and 
the corresponding gain and integral action time, 
/.Lmj,,. and (TI/-r), 1

. [ = 	]. 
The results are 

shown in Figs. 1-3, with contours interpolated to show 
more clearly the form of the dependence on in and n. 
The charts are symmetrical about the diagonal, so 
that the contours are given only in the lower half, the 
computed 'spot heights ' being indicated in the upper 
half. 

A simple modification of the program makes it 
possible to print values of I/r as a function of y and 
for fixed values of in and n, so as to investigate the 
behaviour of the system for controller settings other 
than the optimum. The results for m = n = I are 
shown in Fig. 4, which closely resembles a diagram 
given by Hazebroek and van der Waerden. 1  It is 
seen that the minimum is very flat, so that the control 
quality is not at all sensitive to the controller settings 
in the neighbourhood of the minimum. 

AVERAGE OF THE SQUARE OF THE ERROR 
WITH A STATIONARY DISTURBANCE 

ledge of observa-
tions of the past behaviour of the plant, or of similar 
plants, which allow statistical predictions to be made 
about the future behaviour of d(t), rather than giving 
its complete functional form. In this situation the 
most appropriate representation of d(t) is a member 
function of a stationary ergodic random process, 
whose statistical properties are consistent with those 
predictable from previous experience as described 
above .* 

In the case of a stationary disturbance, the appro-
priate measure of control quality is the average of the 
square of the error rather than its integral, which 
clearly diverges. It is well known that the mean 
square value of a stationary time series is completely 
determined by its autocorrelation function, or alter-
natively by the power spectrum. 02  is, in fact, given 
by 

00 

	

= 	0(f) df 	.............................................(8) 
jo 

where Off ) is the power spectrum of 0(t), and f repre-
sents frequency. Further, 0(f) is related to D(f), the 
power spectrum of the disturbance, by 

Off ) = 	Z(2irjf)J 2 D(f) ................................. (9) 

Equations (8) and (9) determine .02  in terms of Z 
and D. 

The class of disturbance spectra considered here is 
defined by 

	

Do (w) 	.......................................... (10) 

* In this section various definitions and well known results 
from the theory of stationary random processes are taken for 
granted. A more complete discussion and proofs can be found 
elsewhere. 2 ' 8  

144 0 	75-0 	412 	23-8 	l61 	107 	8-1 	81 	90 
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While a step function disturbance provides quite a 
	a 
	 t 

severe test of the dynamical behaviour of a system, 

	

it may bear little resemblance to the actual disturb- 	 Fig. 2—Contours of 110,1,,. 
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where w = 23f These are monotonic spectra with 
cut-off frequency w = I/I, so by varying lit is possible 
to study the effect of this frequency on the controlla-
bility. D0(w) has a simple physical- interpretation 
since it can be shown to be the power spectrum of a 
disturbance d0(t), which alternates between constant 
positive and negative values, the changeover points 
being placed at random on the time axis, with mean 
spacing l. The precise form of the distribution of 
the amplitudes of the segments does not matter, pro-
vided it has zero mean, and mean square given by 

-i 	K ° 
Using the power spectrum of equation (10) is there-
fore equivalent to testing the system with a randomly 
spaced sequence of step disturbances rather than a 
single step ; the effects of successive steps will not be 
independent if their mean spacing is so close that the 
transient following one has not died out before the 
next arrives. 

In the case of stationary disturbances, finite results 
can be obtained with a proportional-only controller 
in the interest of simplicity, therefore, this type is 
considered, though this leads to rather anomalous 
results for large values off as shown below. Inserting 
C(jw) = it, together with equations (1) and (10) for 
Z and D, into equation (9) and combining this with 
equation (8) gives an expression for 02  which contains 
p as a factor, where p = l/r, and tends to zero as 
p-*O. This simply means that the control quality 
becomes very good for small p, which is to be ex-
pected because of the smoothing of the disturbance 
by the time-constant r. However, the numerical 
value of 02  is rather small for convenient use when 
p->-O, so consider instead the ratio o2/O 2 , where 02  is 
the value taken by 02  when the feedback loop is dis-
connected. This ratio, which will be denoted by 0, 

95-7 	77-7 	56-7 	47-7 	44 8 	47-3 	57-2 	770 	116 

25 0 	23 q 	2b 1 	33 0 	479, 
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0-7 

0-S 
	 '0 

(p.') 
Fig. 4—I/-r as a function of y and n for in = it = 1 

is a measure of the improvement in behaviour pro-
duced by connecting the feedback loop. It is easily 
shown that 

= 	...................................................(Ii) 

so in 0 -the factor p is replaced by p.+  1, and 
remains finite when pO.  0 is the integral of a 
rational function of Cu of the same type as that dealt 
with in the previous section, and can be evaluated 
explicitly in the same way, giving 

1+p A+By+Cy2 	 12 

	

- 	
(D—Ey)(F+ Gy) 

where y = I + u and 

A = (m + n + mn) [inn + p(m + n + mn) 
- 	 +p2(I+rn+n)] 

B = inn [,n2+  n2 + mn(1 + m+ n)] + 
p (in2  + n2) (m + n + inn) —p'-mn 

C = p'n2n2 	 . ...... ( 13) 
D= (1 + rn+ n) (in + n+ mn) 
E=mn 	 - 
F = ,nn±p (in +n+mn)+p2(1+,n+n) 
G=p3 	 - 

(The use of A, B, C, D, and E here to represent 
different quantities from those in the previous section 
will not lead to any ambiguity.) It is seen that 
ti--oo through positive values as y+0 and as y-->- DIE 
from the interior of the interval 0-* DIE, so it passes 
through at least one minimum between these points, 
and since %b = constant gives a cubic equation in y, 
it cannot pass through more than one. It can further 
be proved that the minimum value occurs for some 
y> 1, that is for some >0, as would be intuitively 
expected. -. 

- - - - - - - 

June, 1958 	 - 	- 	 Transactions of The Society of Instrument Technology 
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The dependence of 0,,,,,,. on m, n, and p is best 
indicated by plotting contours of cbmsn . in the (m, n)-
plane for various values of p, but a considerable 
amount of labour would be involved in plotting these 
contours from a set of' spot heights ', as in the pre-
vious section, because of the number of diagrams 
required. It was therefore thought worthwhile to 
use an automatic contour-plotting program on the 
computer, making use of subsidiary routines to com-
pute and minimize . In this way contour diagrams 
were prepared for  = 0, J, , 1, 8, 32, and 5000, the 
cases p = 0, 32, and 5000 being reproduced here as 
Figs. 5-7. For intermediate values of p, the charts 
undergo a continuous transition between the forms 
shown in Figs. 5 and 6. 

To show the effect of the gain on 0, the program 
was slightly modified to plot contours of 0 as a 
function of 1z and in for fixed values of n and p. The 
resulting charts show a prominent 'valley' whose 
floor gives the relationship between it and m, which 
minimizes t/i. The wall of the valley on the side 
corresponding to large p, rises steeply, so that the 
height becomes infinite on the stability boundary. 

DISCUSSION OF THE RESULTS 

Step Disturbance 
• It is seen from Pig. I that f,,. /i is a monotonic 

increasing function of both in and n in the region 
investigated, and the slope along the diagonal in = n 
increases monotonically with in and n (on the logarith-
mic scales used). This increase continues up to 
in = n = 214, to which the computations were ex-
tended, so it is certainly safe to say that 1,,,,,,. /r shows 
no sign of flattening out in any region of practical 
interest. Another interesting feature of Fig. 1 is that, 
for m>n, the line of steepest descent across the con-
tours makes a larger angle with the in-axis than with 

the n-axis ; in other words a greater improvement in 
controllability can be obtained by reducing the smaller 
time-constant in a given ratio than by reducing the 
larger in the same ratio. 

1,,,,,,. is, of course, a function of the three time-
constants 1,  r2 , and r3 , which has been obtained in 
the -  form 

l,nin. = T 1 f(rn,n) = i. j f(rjr,, r,1r1) .................. ( 14) 

Fig. I is a section on the plane r = 1 through the 
three-dimensional space (7-1 , r2, r3), and other sections 
parallel to this can be obtained merely by scaling the 
variables. Using equation (14) with Fig. 1, it is also 
possible to plot two-dimentional contour diagrams 
for sections perpendicular to each of the other two 
axes, though in fact, because of the symmetry in in and 
n, it is only necessary to plot one such set. In this 
way the function 1,,,,,,. T2, T3) has been mapped 
through the interior of the cube 

(15) 

by drawing two-dimensional contour diagrams on 
sections spaced at equal intervals perpendicular to the 

and r3  axes. Although the sections perpendicular 
to the rl axis are similar in appearance to Fig. 1, the 
orthogonal set reveals the interesting fact that 1,,,,,,. 
passes through a maximum value as 7-1  is varied, i-2 

and 7-3 being held constant, so that, for each 7-2 , i, 
there is a value of r which gives poorest controlla-
bility. It is easy to see qualitatively why this should 
be so. When r1  is very small, the system approxi-
mates to a loop with two time-constants in which the 
disturbance affects the measured value directly, giving 
rise to a transient with quite large initial deviation but 
heavy damping and fairly high frequency. On the 
other hand, when is very large, the system approxi-
mates to a loop with one time-constant, through 
which both disturbance and correction are applied, 
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giving a transient of low frequency with very small 
initial deviation and heavy damping. Both these 
cases would be expected to be better, judged by the 
present criterion, than a transient with fairly large 
initial deviation and rather poor damping such as 
would be obtained with an intermediate value of r1 . 

The limiting gain for stability with proportional 
feedback , has often been used as a criterion of 
controllability, 4  and it is interesting to compare it 
with the present one. r t, depends only on the time-
constant ratios ni and it and can be'plotted as a con-
tour diagram in the ,n,n-plane (Fig. 8), from which it 
is seen that pq  is a minimum when all three time-
constants are equal. Considered as a function of 
any one of Tj, 72 r3  for fixed values of the remaining 
two, it passes through a minimum (corresponding to 
poorest controllability) when the time-constant in 
question is the geometric mean of the other two. 
Using 1,,,,,,. as a criterion, however, the controllability 
varies montonically with r3 , and it is only when 
considered as a function of r1  that it exhibits a poorest 
value for some finite 7-1 , as discussed above. It is 
curious that, over the limited range investigated in 
equation (15), the value of r1  which gives poorest con-
trollability is approximately proportional to the 
geometric mean of and T3. 

One well-known method for determining the 
settings of a proportional-plus-integral controllers 
is to adjust the gain and integralaction time to give 
a transient with e : 1 subsidence ratio and integral 
action time equal to the period. These settings, 
denoted by [L, and re  can be calculated approximately 
without great difficulty for a plant with three ex-
ponential transfer stages, and plotted as contour dia-
grams in the ,n,n-plane. The 	diagram obtained in 
this way is similar in form to Fig. 2, which gives 
but the re/r diagram bears very little resemblance to 
Fig. 3, giving (r,/r)mi. The discrepancy is greatest in 
the neighbourhood of ni = 16, n = 1/16, where 
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Fig. 7—l'msn. as a function of in and n for p = 5000 
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Fig. 8—Limiting gain, 1AI, as a function of in and it 

(r,Ir)mjn. 	96 and re/r 	28 ! This is perhaps 
hardly surprising as the choice of r equal to the 
period of the transient is more or less arbitrary. 
Further, the value of I77- corresponding to the settings 

T is 027, compared with an optimum value 
0111 for IflI jH ./T. The relatively small difference 
between these figures for such widely differing con-
troller settings is comforting confirmation of the 
flatness of the minimum corresponding to optimum 
control quality. An investigation of the actual form 
of the' step responses shows that the 'optimum' 
settings, determined by the present method, give a 
transient with smaller overshoot, slightly higher fre-
quency, and rather poorer damping than that given 
by the settings P'e' 

The flatness of the minimum is shown clearly by 
Fig. 4, from which it is seen that and can each be 
changed by about 50% from their optimum values 
without increasing hr beyond 08, compared with its 
minimum value of 0602. This may be compared 
with a similar result quoted by Hazebroek and van 
der Waerden. 1  Figure 4 is very similar to these 
authors' Fig. 3. 

Stationary Time Series Disturbances 
The most obvious difference between Fig. 1 and the 

controllability charts for stationary disturbances 
given in Figs. 5 and 6 (excluding for the moment the 
case p = 5000 illustrated in Fig. 7) is that the value of 
ç& does not continue to increase as ni and n are in-
creased. Instead there is an escarpment separating 
two plateaux, one in the region of small in and n, 
corresponding to good controllability, and one in the 
region of large in and n, corresponding to poor con-
trollability. For the larger p the contours are similar 
in shape to those of Fig. 1, which is to be expected, 
since the separate step changes of the stationary 
disturbance are widely spaced, and the response after 
each step corresponds more closely to that following a 
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single step disturbance, provided the time-constants 
are not too long. For small values of p, however, 
corresponding to disturbances with high cut-off fre-
quencies, the curvature of the contours reverses in 
parts of the chart ; in particular, for the limiting 
case p = 0 (Fig. 5), it is easy to show that the contours 
are throughout concave towards the origin and are 
asymptotic to lines parallel to the axes. The con-
tour 0 = 05, for instance, is asymptotic to in = 1 
and to n = I. In regions where the curvature is 
reversed in this way, it clearly pays to reduce the 
larger of ni and it in a given ratio rather than the 
smaller, contrary to the conclusion reached above 
when discussing Fig. I. 

The dependence of i/i on the three time-constants 
Tb T2, and 'r3  can be obtained by a procedure similar 
to that used in the case of I,,,,,. above, and sections 

,through a three-dimensional region can be constructed 
in the same way. The quantity 02 ,fl j,2 ., measuring the 
actual optimum control quality rather than the im-
provement produced by the feedback loop, can be 

	

obtained simply by multiplying 	by 

It remains to discuss the chart for  = 5000 (Fig. 7) 
which is rather different in appearance from Figs. 5 
and 6. A closer inspection, however, reveals that it 
has essentially the same form, the edge of the lower 
plateau lying in the upper right-hand corner. The 
vertical scale covered is much smaller than in the case 
of the other charts, so the prominent hill near the 
point (1, 1) is, in fact, merely a small bump which 
projects from the escarpment into the lower plateau. 
On this chart 

p >> 1,mn 

so that it is possible to write p = l/q in equations 
(12) and (13) and neglect terms of 0(q2). This gives 

Y LY ±q(1+rn±n)] { 1+ 

(ni+ n+ mn -I- ,n2.y)(m+ fl+ FnFI + n2y)I 

	
'(16) 

- 	 D—Ey 	
-•' 	......... 

For small q this has a minimum value for y very 
nearly equal to DIE and it is a good approximation 
to take 

,flifl. = ' mut. T 	+ q (I '+ in 4- io} I v = DIE 
q  

But y = I + , so DIE = i, ± I and 

...................................... (17) 

where p, is the limiting gain for stability, as above. 
Thus the contours of &mj, 3 . approach the limiting 
gain contours (Fig. 8) when p is sufficiently large 
compared with in and n. The hill near (I, I) in Fig. 7 
therefore corresponds to the depression in Fig. 8 
it is seen that their heights are comparable, as ex-
pected. 

The physical interpretation of this behaviour of the 
contours is extremely simple. For large p, the system 
is effectively being tested with very widely spaced step  

disturbances, and so it spends the majority of the time 
very near to a steady state with deviation 1 1( 1  + is) frpm 
the desired value, while the transient oscillations 
following each step occupy only a very small fraction 
of the total time. In averaging the square of the 
deviation with respect to time, the steady state is 
therefore weighted very heavily compared with the 
transients, and the result is very nearly 1 1( 1  + 11

)2  

which is minimized by making s almost equal to 
However, if in and n are increased with a fixed value 
of p, the duration of the transient after each step 
increases until it is given weight comparable with the 
final deviation. The chart then begins to resemble 
those drawn for smaller values of p, as can be seen in 
the top right-hand corner of Fig. 7. When p is as 
large as 5000, for practical values of ni and n it is 
clearly more realistic to regard the disturbance as a 
sequence of independent steps rather than a stationary 
time series, and to discuss the controllability in terms 
of as given in Fig. 1. 

CONCLUSIONS 

In case'where the integral or average of the square 
of the error is an appropriate measure of control 
quality, the method of estimating controllability 
described here provides a useful means of assessing 
the limitations imposed by the structure of the plant 
on the control quality attainable with a given class of 
controllers. In particular, it provides a method of 
comparing the values of alternative designs aimed at 
improving the controllability. 

When the dynamical behaviour of the plant, can be 
specified in terms of two parameters, as in the simple 
case treated here, a geometrical representation in the 
form of contour charts is very useful in suggesting 
those modifications to the parameters which would be 
of greatest value ; if more than two parameters are 
involved, a complete geometrical representation is no 
longer possible but the method can still be used for 
comparing a number of alternative designs. 

As was emphasized at the beginning of the paper, 
there is no fundamental limitation to cases in which 
the integrals involved can be evaluated explicitly. 
The time taken for a calculation compares very 
favourably with the time for graphical methods 5  
in the present case, with a proportional-plus-
integral controller, I, ;Lj,JT was calculated in about 
LA min from given values of in and n. The pro-
grams were written in a slow interpretive code, and 
this time could be reduced considerably by writing in 
machine code for one of the faster machines. 

An important feature of the method is that sta-
tionary time series disturbances can be handled as 
easily as the usual test disturbances, which is likely 
to prove valuable as more information about the 
nature of disturbances affecting process plants be-
comes available. 
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APPENDIX I 

Computer Programs . . 

Considering first the case of step disturbances already 
dealt with, the problem is to miminize the expression given 
in equation (6), in the region of the (y, )-plane enclosed 

between the axis 77 = 0 and the parabola 77 
= 

The program was written in two parts, a main routine to 
perform the minimization and a subsidiary routine to 
compute the expression on the right-hand side of equation 
(6). The subsidiary routine is straightforward and of 
little interest and it will suffice to describe the minimiza-
tion procedure used. 

With an exoression for I as simple as equation (6), the 
stationary point with respect to 77 for a fixed value 'of y 

can be found explicitly. Equating 
- () to zero, and 

taking the root of the resulting quadratic in 71 lying in 
ii> 0, gives 

(C_Dy\ 1H- (A+By)] 	11 	(18) 
\A±By)L 	 E 5 — j ..... 

Substituting for n from equation (18) into (6) gives a 
function f(y) of a single variable y, and it is known that 
the minimum lies in 

0< y< CID 

with the function unbounded at the end points of this 
interval. 

The following numerical procedure was used to locate 
the minimum 

The interval 0< y <C/D is divided into p equal parts 
by points 

IC 	2C 	 p-IC 
Yi = 	 Y2 = pD' . YP-i = 

Then it is clear that, if ((yn) ~ f(yn+ t ), the minimum 
cannot lie in y  :!~ y,, while, iff(y,1) ~ f(yn-i-,), the mini-
mum cannot lie in Y~!Yn+i. If values of the function are 
calculated at each yi successively and f( yi) - f(yi_ j) 
is found at each stage and tested for sign, then either 
there exists some yq such that f(yq) :!~ f(yq-1) and 
f(yq) :5~ f(yqi), in which case 

Yq-  <ypnin. < yqi-i 

or f (yp-) :E~ f(yp-2) in which case 
YP2 <Y,nim. <C'/D 

sincef is unbounded when y - .C/D. 

At each stage, therefore, it is necessary to test ((vi) 
againstf(yi_ t) and to test Vi against Yp-, and by this 

process an interval of length 3 .- 	 is found which 

contains ymm. 

This interval is in turn divided into p parts and the  

process is repeated, finding an interval of length 
?2 2 .0 which contains Yrni,,. 

The intervals containing y,,:ii. are repeatedly divided 
into p equal parts until, after it repetitions, the in-

f2 \ n i equality 	< e s satisfied, where € is a specified 

small number. The position of yrnin. is then determined 

within an interval of length 	
C. The mid-point of 
75 

this interval is then taken as V,nj,., and the correspond-
ing value of fir as 

,'The choice of p which locates the minimum to a given 
accuracy in the smallest number of calculations depends, 
of course, on the position of the minimum. If it is 
assumed that the maximum number of calculations is 
needed to locate v,,,,,, at each reduction of the interval 
length, it is easy to show that the best value is p = 4. If 
the situation is less unfavourable than this, the best p is 
larger, and it was thought reasonable to choose p = 5. 

Values of p and € can be set by the input tape, and with 
p = 5 and € = 1/200 the time required for minimization 
varied between I min 30 s and I min 45 s. On completing 
the minimization for a given pair of values of in and n, the 
values of I in .1r, p,,j,,. and (Ti/T),,,j,,. are printed on a new 
line, and the machine is directed to read the next pair of 
values of in and n (or a halt order) from the input tape. 

With a more complicated transfer function it would 
probably be best not to attempt to derive explicitly the 
value of ,, which minimizes 1, for each y, but instead to 
carry out the type of search process just described in two 
dimensions. Assuming p = 5 and € = 1/200 to be used 
for both dimensions, this would probably increase the 
computation time by a factor of about 30 if the time for 
computation of I with given and y remained the same. 
With a more complicated I it would be even longer, but 
it must be remembered that the present programs were 
written in a very slow interpretive code for convenience in 
programming. By using the machine code a very sub-
stantial reduction in the times just quoted could be 
obtained. In carrying out a two-dimensional search, it 
would also probably be more efficient to use a 'steepest 
descent ' type of process rather than the ' rectangular 
grid' procedure just described. 

The programs for the case of the stationary disturbance 
treated earlier in the paper are straightforward. The 
stationary value with respect to y was found by equating 
the explicit expression for dçli/dy to zero and solving the re-
sulting equation numerically. The contour-plotting 
routine was a recently developed library subroutine for 
the computer used. It printed co-ordinates of points 
spaced along a contour 0 = constant at equal chord 
separations. The time taken to produce a complete chart, 
of the type shown in Figs. 5-7, varied between 4 h and I h. 
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A NON-LINEAR THEORY 

OF THE DYNAMICAL BEHAVIOUR 

OF PNEUMATIC DEVICES 

By R. JACKSON, B.A. 

INTRODUCTION 

DYNAMICAL effects in pneumatic systems fall naturally 
into two classes: (a) inherent dynamics of the system, 
due to the modes of operation of flapper-nozzles and 
relays and to the capacities of chambers, connections, 
and bellows; and (b) imposed dynamics, due to the 
introduction of adjustable restrictors (derivative and 
integral valves) for the purpose of modifying the 
dynamical behaviour to give desired control actions. 

Imposed dynamical effects arise only in controllers, 
of course; the dynamics of devices such as differential-
pressure transmitters are entirely inherent. 

Theoretical treatments of the dynamics of pneu-
matic controllers have been given by a number of 
authors 1 ' 2  who were principally concerned with the 
effect of the derivative and integral action times on 
the response, and hence with the imposed dynamics 
in the sense defined above. Linear theory and the 
frequency-response approach were used throughout. 
The frequency-response method was extended by 
Gould and Smith," and by Westcott, 3  to take account 
of inherent dynamical effects arising from lags in the 
forward loop of the controller. The flapper-nozzle 
and relay were treated as linear amplifiers with associ-
ated time lags, and on this basis a method of estimating 
the gains and the time constants in the forward loop 
was devised. 

The effect of non-linearity in the flapper-nozzle 
characteristic on the static behaviour of the system 
has been discussed by Kirk 4, who suggests design 
modifications to improve the linearity and to make 
it behave more closely as a perfect null-balance 
detector, while a very thorough treatment of the 
effect of certain non-linearities on the dynamical 
behaviour has been givcn by Webb5. Ream, Tizard, 

In addition to the references cited, the following may be 
found a useful introduction to phase-plane analysis: G. D. S. 
MACLELLAN, 'Phase-plane methods in process control system 
design,' Trans. Soc. Insir. Tech., 1957, vol. 9, pp. 62-71. 

Mr Jackson is with the Engineering Research Department 
at the Billingham Division of I.C.I. 

SYNOPSIS 
Certain features of the response of pneumatic devices to large 

and rapidly varying inputs are of a type that cannot be accounted 
for by any linear theory. A non-linear theory which takes 
account of saturation effects in pneumatic amplifiers has therefore 
been developed and applied to some fairly simple systems, and 
the results have been found to agree well with experiment. With 
one extreme type of approximation the theory degenerates into 
the usual linear theory, but the other extreme approximation, 
which has been called the switching approximation, proves to be 
more suitable in some cases. The phase-plane representation, 
well known in non-linear mechanics, provides a very useful 
method of analysing and exhibiting the behaviour of the systems 
investigated. 	 106 

and Townend9  have noted a practical case where 
saturation effects in the relay of a controller had a 
significant effect. 

The present work arose from an investigation of 
the speed of operation of diaphragm valve motors 
in the course of which it became clear that many 
effects observed when the controller input changed 
rapidly could not be explained by any linear theory. 
The well-known and often troublesome sustained 
oscillation known as 'pumping', which occurs in 
certain pneumatic systems, was also found to exhibit 
some of the characteristic features of non-linear 
oscillations. To account for these observations and, 
at the same time, for the success of linear theory 
when applied to small or slow input variations, a 
piecewise-linear theory has been developed which 
takes account of the narrowness of the effectively 
linear region of operation of pneumatic amplifiers. 
In the present paper this is applied to the simple 
case of a valve motor driven directly by a controller, 
with a negligible length of intervening pneumatic 
line. The predictions of the theory are shown to be 
in good agreement with experimental step responses, 
and to lead to a method of estimating the time con-
stants in the forward loop of the controller which 
may be regarded as an alternative to that of Westcott. 
Under certain conditions it is shown that a '  switching 
approximation', in which the amplifiers are regarded 
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Fig. 1—Flapper-nozzle system 

as pure switches with no zone of linear operation, 
gives a good approximation to the behaviour. This 
approximation and the usual linear theory may be 
regarded as the two extreme cases of the complete 
piecewise-linear theory. 

The response of the system to sinusoidal inputs of 
large amplitude and high frequency can be treated by 
the switching approximation, which gives an almost 
triangular output waveform in agreement with obser-
vations of the author and others.° Frequency res-
ponse curves can be predicted, but both phase lag 
and attenuation depend on the amplitude of the input 
as well as its frequency. The switching approxima-
tion is also used to predict the amplitude and frequency 
of sustained oscillations in a more complicated 
system, and is found to give excellent agreement with 
the observed results. 

PNEUMATIC AMPLIFIERS 

• In analysing the dynamical behaviour of pneumatic 
systems, wide use has been made of the analogy 
between pneumatic devices, such as flapper-nozzles, 
and electronic amplifiers. In the simplest pneumatic 
units an amplifying device feeds a volume load, and 
it has been usual to represent this by a linear amplifier 
feeding a single time-constant, giving a transfer 
function of the form: 

K 
Y + i•s 

where K is the gain of the amplifier and r the time 
constant associated with the volume load. 3  

That the actual situation is more complicated than 
this may be seen by considering in greater detail the 
,operation of a flapper-nozzle system feeding a volume 
load. Figure 1 shows the essential features of such 
a system. A pneumatic input p, is applied by means 
of a bellows and opposed by a spring S, which 
represents the collective stiffness of all bellows and 
springs attached to the flapper in an actual controller. 
It is convenient to measure pressures from the centre 
of the working range as origin, so with standard 
devices working in the range 3 to 15 lb/in 2  gauge 
the origin will be chosen at 9 lb/in2  gauge.* With 
this convention it is convenient to choose the origin 

° To avoid confusion in the following, a pressure P measured 
with respect to 9 lb/in2  gauge as origin will be written simply as 
P lb/in2 , while the same pressure measured with respect to 

atmospheric pressure as origin will be written 'P lb/in2  gauge', 
if it is desired to indicate the origin explicitly.  

in measuring the flapper displacement, d, at the 
position where both input pressure and equilibrium 
output pressure are 9 lb/in 2  gauge. Then assuming 
that the displacement of the input bellows is pro-
portional to Pi'  we have 

d = gpj ............................................................... (1) 

where g is a constant depending on the stiffness of S, 
and the effective area on which p. acts. If p,  is the 
supply pressure and p0  the pressure on the downstream 
side of the nozzle (often atmospheric pressure), the 
mass flows through the fixed restrictor R and the 
nozzle are given respectively by: 

fR = R f (Ps, P), 	fN = N h(p, Po)  ........................ (2) 

where the precise forms of the functions f and h 
depend on the flow regimes, but in all cases they are 
monotone increasing in the first variable and mono-
tone decreasing in the second. The constants R and 
N depend on the restrictions to flow provided by the 
fixed restrictor and the flapper-nozzle respectively. 
N will clearly be a monotone increasing function of d, 
and hence of p: 

N = N(d) = N(gpj) ............................................. (3) 

Then if V is the load volume and R and T are the 
gas constant per gram and the absolute temperature 
respectively, the rate of change of load pressure is 
given by: 

= R f(ps, p) - N(gpj) h (p, Po) ..................... (4) 

Linearization of this equation in the usual way for 
small variations of p, and p in the neighbourhood of 
values P, and F, for which the system is in equilibrium, 
leads to the usual representation as a linear amplifier 
feeding a single time-constant. 

On examining (4) it is seen that there are three 
sources of non-linearity: 

The non-linear dependence of N(gp) on p, 

The non-linear form of the functions f (p, p') and 
h (p, p') relating the flow of gas through the restrictions 
to the upstream and downstream pressures 
The appearance of a product of N(gp) and h (p, Po) 
in the second term on the right-hand side. 

The agreement with experiment obtained with the 
theory to be developed shows that only (i) is sufficiently 
important to affect the qualitative nature of the 
transients, while (ii) and (iii) may be regarded as 
small corrections to their precise shape. 

(a) Actual 	 (b) Idealized 

P1 

Fig. 2—Gain characteristics of pneumatic amplifiers 
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Dealing then with (i), it is known that with a 
Rapper-nozzle system of the usual design, quite a small 
change in d, of the order of one or two thousandths 
of an inch, is sufficient to cause the equilibrium value 
of p to traverse the whole working range. Con-
sequently, unless the spring stiffness of the flapper 
assembly is very large, the output pressure traverses 
its complete range for quite a small change in input 
pressure. For one widely used 'floating disc' type 
of controller, for instance, the change in input pressure 
required to change the nozzle pressure from 3 to 
15 lb/in2  gauge varies between I and If lb/in2  depend-
ing on the proportional-band setting. Outside this 
range the system rapidly saturates, giving a relation-
ship between p and pi  of the form shown in Fig. 2 a. 
For the purpose of analysis, it is proposed to represent 
this by a piecewise-linear characteristic as shown in 
Fig. 2 b, which reproduces the saturating features of 
the true characteristic, and gives a zone of linear 
operation of the correct width. Two extreme types 
of approximation to a system of this type may be 
recognized, first a linear approximation, in which the 
saturation effects are neglected and the width of the 
linear band is considered to be effectively infinite, and 
second a switching approximation, in which the linear 
band is neglected and the system is regarded as a 
pure switch. The p—p, characteristic would then 
be of the type shown in Fig. 2 b with a vertical central 
segment. Although it is not always easy to form a 
prior judgment as to which of these extremes would 
best represent the behaviour in a given case, it is 
fortunately possible to treat the intermediate case 
(Fig. 2 b) for some simple systems, and so to investigate 
the transition between the two extremes. 

When the flapper is in the saturation region Z 
(Fig. 2 b), very close to the nozzle, p aims at the 
supply pressure p, in a manner determined by the 
form of the functions f and h in equation (4). What-
ever the precise form of these functions, however, N 
can be assumed to be almost zero since the nozzle is 
sealed off by the flapper, and  will rise monotonically 
towards p5  at a speed determined by R, the fixed 
restriction. If f(p,, p) were simply PsP, the rise 
would be exponential and R would determine the 
time constant. It is proposed here to assume that 

Vent 

Fig. 3—Continuous-bleed, high-gain relay 

I Pi 

(b) Block diagram 

Fig. 4—Non-bleed, low-gain relay 

this is the case and to choose a time constant which 
gives a reasonable fit to the true rising-pressure curve. 
Thus the neglect of the detailed form of f (ps , p) will 
affect only the precise shape of the response of p. 
In a similar way, when the flapper is in the saturation 
region X, p falls to some equilibrium pressure near to 

In this case, however, the effective time constant 
is determined by R and the open nozzle in parallel, 
so it must be shorter than the time constant for 
rising pressure. It follows, therefore, from the 
nature of the flapper-nozzle arrangement, that two 
time constants are needed, strictly speaking, to 
describe its saturated behaviour. 

Figure 3 shows an arrangement which is typical 
of a second class of pneumatic amplifiers, commonly 
used as power relays. This is essentially the same as 
the flapper-nozzle system, except that both restrictions 
vary as p, varies. The restrictions in question are the 
valves 1 and 2, which work in opposition. In the 
saturation region with rising p, I is closed and 2 is 
open, whereas with falling pressure 2 is closed and 1 
is open. With suitably-matched valves there is no 
reason, in this case, why the effective time constants 
for rising and falling pressure should not be equal, 
though in practice they seldom are. 

There is a continuous bleed of air from the supply 
in the balance condition, since the system balances with 
both valves 1 and 2 partially open. Accordingly it 
will be referred to as a continuous-bleed, high-gain 
relay. 

In the following sections both this type of amplifier 
and the flapper-nozzle will be treated in the same 
way, as an amplifier with gain-characteristic of the 
type shown in Fig. 2 b feeding a single time-constant, 
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Fig. 5—Block diagram for controller driviiig simple load 

the load. The difference between the time constants 
for rising and falling pressures in the case of the 
flapper-nozzle will often be neglected in the interest 
of simplicity. It will be clear from the treatment 
that there is no difficulty in taking account of this if 
necessary. 

A third common type of amplifier is the low-gain, 
non-bleed relay. One common arrangement of this 
type is illustrated in Fig. 4 a. The output pressure p 
acts on the diaphragm in opposition to p•, so if 
A1 and A 2  are the effective areas of the upper and lower 
surfaces of the assembly, the balance condition is: 

A 1 pj = As p 

and the static gain is A 11A 2 . In several cases A 1  = A2 , 

giving unit gain, and the ratio seldom exceeds three 
or four. It is important to notice that valve 2 can 
open only after 1 has closed, for it is the pressure of 
the diaphragm on 1 which causes 2 to open. Con-
versely, 1 can open only after 2 has closed, for it is 
the seating of 2 that lifts 1 away from the diaphragm 
assembly. Neglecting the off-balance forces due to 
the pressure differences at the plugs and the spring 
S, the system would therefore be expected to act as a 
perfect switch, connecting the load either to the 
supply pressure through 2 or to atmosphere through 
1. In practice, the off-balance forces referred to 
above give rise to a finite dead band in the operation 
of the switch, while imperfect seating of valves 1 and 2 
gives rise to a small range of 'continuous bleed 
operation. Although these features have been found 
to produce quite marked dynamical effects in certain 
cases ,* it is possible to treat many phenomena using 
the simple representation as a perfect switch, so the 
representation shown in Fig. 4 b will be used in the 
present paper. 

APPLICATION TO CONTROLLERS DRIVING 
SIMPLE LOADS 

The simplest pneumatic systems of practical 
interest are those in which a volume load is driven 
directly by a proportional controller or transmitter. 
The load volume may be fixed or, more commonly, 
variable as in the case of a receiving bellows or 
diaphragm motor. The variation of the load volume 
with pressure will be a further cause of deviation in 
detailed shape from simple exponential curves, but 
in most cases where only the qualitative form of the 
response is to be discussed it will be neglected. It is, 
however, assumed that none of the connecting lines 
is sufficiently long to have an appreciable effect on the 
dynamical behaviour of the system. 

An anomaly in the waveform of the sine wave response of 
a certain differential pressure transmitter, not attributable to 
the saturation effects dealt with later, can be accounted for 
in this way. The author is indebted to Mr D. M. Bishop for 
drawing his attention to this case. 

Consider first a proportional-only controller of the 
floating-disc type, with a continuous-bleed power 
relay as shown in Fig. 3. The lines connecting the 
relay output, the load, and the feedback bellows are 
short and present no significant restriction to air 
flow compared with the resistance of the relay ports, 
so the load, feedback bellows, and connecting lines 
may be regarded as a single volume, throughout 
which the pressure is equal to the load pressure PL. 
There is, of course, no sense in which a signal is 
'sent out' by the controller and 'received' by the 
valve, and it is not permissible to divide the system 
between these two and consider them as separate 
units, as has been emphasized by Buckley. 6  Using 
the approximations discussed in the previous section, 
the block diagram of the system is as shown in Fig. 5, 
where Ix is the proportional gain (i.e. 100/proportional 
bandwidth), KN and KR the slopes of the linear seg-
ments of the flapper-nozzle and relay gain character-
istics respectively, TN and TL the time constants asso-
ciated with the flapper-nozzle and with the relay and 
load respectively, and Pm  and Pd  the pressures repre-
senting the measured variable and the desired value. 
The same time-constant (TN or TL) isused for both rising 
and falling pressures in the interests of simplicity. 
Because of the geometry of the floating-disc arrange-
ment, KN is a function of a rather than a constant, and 
the expression 

KN()= KN(I). 	1 	 ..........(5) 
+

sj ................................  

is a good approximation for proportional bands wider 
than about 2%. It is convenient to choose a supply 
pressure of 18 lb/in 2  gauge, so that the centre of the 
working range lies midway between atmospheric 
pressure and the supply pressure. 

The behaviour of the system can then be represented 
by a modification of the usual phase-plane method of 
non-linear mechanics 7 . PN  and PL  the two variables 
determining the states of the non-linear elements, 
are plotted against each other on rectangular axes, 
with time as a parameter. With the above value 
of the supply pressure, and origins for the pressures 
chosen at 9 lb/in 2  gauge, the behaviour of the system 
can then be represented within the square: 
—9p.s.i. <PN < +9p.s.i., —9p.s.i. < PL < +9p..i. ...(6) 

as shown in Fig. 6. There is a zone: 
—4 R <PN <.4R where 4 R = 91KR ........................... (7) 

in which the relay operates in its linear band, and a 
zone: 

N <PL—IL (P.—Pd) < 4 N where AN = 91KN ......... (8) 

in which the flapper-nozzle operates in its linear band. 
The intersection of these gives a rectangle about the 
equilibrium point, F, in which the behaviour is 
completely linear. In each of the regions into which 
the (pL, pN)-plane is divided by these zone boundaries, 
the system is described by a set of linear differential 
equations, as discussed below, and the solutions can 
be represented as trajectories in the (PL, PN)-plane with 
time as a parameter. The differential equations will, 
of course, be different in different regions, but it is 
easy to show that the separate segments must join 
up continuously, with continuous gradients across 
all zone boundaries. 
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Fig. 7—Behaviour of the trajectories in the linear region 
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Fig. 6—Phase trajectories for controller driving simple load 

The equations will now be considered for each 
region in turn. 

Region of no saturation 
dpN 

'N 	= KN(sipi —pL)—pN ....................................... (9) 

dpL 
TL '-7 = KRPN —PL ............................................. (10) 

(writing PmPd = Pi for brevity) 	The differential 
equation of the trajectories is thus: 

dPL 	1 1V 	PL - KRPN 
dpN 	TL KN(pL —API) ± PN 	 .......

(11)  

and it is seen that the equilibrium point, F, is at the 
intersection of the lines: 

PN = —KN(pL----pp,) .......................................... (12) 

and 
PL =  KRPN ....................................................... (13) 

as indicated in Fig. 6. P is a focal point if 

1 + 2KRKJ,,T-2 v'{KRKrq(l + KRKN) }< < 1 + 2KRKN + 

2/{KRKN(1+KRKN)} .................................... (14) 

and a nodal point otherwise. (For definitions of 
focal and nodal points see reference 7). Now 
KR K1v  is normally quite large (in one widely used 
controller of this type, KR .r 9 and KN .r 24 at 100% 
proportional band) so the above inequalities reduce 
approximately to 

4KRKN < 
	< 4 KRKN .................................... (15) 

TL 

When the controller is driving a large load such as 
a valve motor it is usually found that 'TNITL << 1, but 
when the load is a receiving bellows rL is much smaller. 
Whether or not (15) is satisfied, and hence whether the 
response is oscillatory or over-damped, depends on 
the load, the construction of the particular controller, 
and the proportional-band setting at which it is 
operating. To be definite it will be assumed that 
P is a nodal point. The analysis for the case of a 
focal point is very similar. When P isa  nodal point, 

the two asymptotic trajectories are straight lines 
through P with gradients 

') ± 

 I (l_)2KRKN } 

r1,2 	
2KN 	 (16) 

and the behaviour of the trajectories in the neighbour-
hood of P is shown in Fig. 7. They can be sketched 
by noting that they must be tangential to the line r2  
at P and parallel to the line r1  at infinity, and must 
cross (13) horizontally and (12) vertically. 

Regions of saturation of both flapper-nozzle and relay 
Consider the region 

lPl 4N> PL , PN.> ZR 

in the lower right-hand corner of Fig. 6 as typical. 
The differential equations are 

dpL 	 ON' 
1L dt = 9—PL 	TNT = 9—PN ..................... (17) 

and the trajectories are given by 
d.PL 'IN 9—PL 
dpNj: 	................................ ............. ( 18) 

They can be plotted by the method of isoclines 7  
without much labour, since the isoclines are straight 
lines through PL = PN = 9, as can be seen from (18). 
The trajectories approach PL = PN = 9 as t± oo, and 
coincide with the isoclines if 'TN 'TL• For TN<1L 
they are convex in the direction of increasing PN 
while for 'TN> 'TL they are convex in the direction of 
increasing PL. 

The differential equations in the remaining three 
saturation regions can be obtained 'from (17) simply 
by replacing +9  by —9 in one or 'both, so the trajec-
tories have the same form but aim at one of the remain-
ing three corners of the operating square. If the trajec-
tories for one region are plotted on tracing paper, 
those for the remaining regions can be obtained 
conveniently by appropriate rotations and reversals 
of the tracing. 

Regions of saturation of flapper-nozzle or relay 

The differential equations in each of these regions 
can be written down in the same way, and the trajec-
tories plotted by isoclines. Their main features are 
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Fig. 8—Step response from the switching approximation 

determined by the requirements that they must be 
horizontal when they cross (13) where the numerator 
of (11) vanishes, and vertical when they cross (12) 
where the denominator of (11) vanishes, and that they 
must join up smoothly with the trajectories in adjacent 
regions. 

Having discussed the trajectories in the separate 
regions, it is now possible to join them together and 
deduce the complete transient response following 
a step change in p.  Suppose that the system was in 
equilibrium with some value p,0  of pi  for t < 0, and 
that p1  is suddenly changed at t = 0. The transient 
behaviour is then obtained by tracing out the trajectory 
starting from the initial equilibrium point, as shown in 
Fig. 6, where two trajectories corresponding to input 
steps of different sizes are shown. Although the 
time scale cannot immediately be deduced from the 
diagram, the principal features of the transient, such 
as the number and magnitude of overshoots before 
the variables settle to their final values, can be seen 
at a glance. For the larger step, PL  has two overshoots 
and PN  three overshoots before settling, while for the 
smaller step PL  has only one and PN  has two. It is 
clear from the construction that the numbers of 
overshoots will depend on the widths of the linear 
bands, and will increase as these widths decrease. 

This behaviour can now be compared with the 
linear approximation, obtained by expanding the 
rectangle of no saturation about P until it covers the 
whole working region. In this case it is seen from 
Fig. 7 that PL  always tends monotonically to its final 
value, while PN  can have, at the most, one overshoot. 
The predictions of the two theories are therefore quite 
different. For any given transient it would, of course, 
be possible to choose the values of the gains KN and 
KR and the time constants TN  and TL to give an oscil-
latory response in the linear approximation, with the 
correct value of the initial overshoot for PL  or PN. 
Although the transient obtained in this way would 
have an infinite number of oscillations rather than  

the finite number predicted by the piecewise-linear 
theory, it might be very difficult to distinguish between 
the two experimentally if the damping were heavy. 
However, it will be shown that there are important 
discrepancies between the predictions of the linear 
theory and the present theory which can be decisively 
tested by experiment, and the results show that, during 
the first part of the transient at least, the predictions 
of linear theory bear no relation whatever to the 
observed facts. 

Inspection of Fig. 6 suggests that for step distur-
bances of magnitude considerably greater than the 
width of the flapper-nozzle linear band, a good 
approximation to the transient, at least as far as the 
first overshoot, could be obtained by neglecting the 
finite widths of the linear bands completely and 
regarding the flapper-nozzle and relay as pure switches. 
This will be referred to as the switching approximation. 
It was noted above that KN £ 24 for one well-known 
type of controller, so lb/in 2  and the requirement 
that the input step should be large compared with 
AN is not a very serious restriction. Using the 
switching approximation, it is easy to work directly 
in the time domain, since at all times PL  and PN  are 
aiming exponentially at ±9 lb/in 2  with their respective 
time-constants. The two basic exponential curves 
can therefore be plotted, and the whole transient 
obtained by tracing segments of them between the 
switching points at PL = sap, and PN = 0. The method 
of construction is shown in Fig. 8, in which (a) is the 
first switching point with PL = upt and (b) the first 
switching point with PN = 0. All the rising segments 
of the PN  curve represent the variation of pressure in 
the inlet chamber of the relay when the nozzle is 
completely sealed off by the flapper, while all the 
falling segments represent the pressure variations 
when the flapper is fully raised. Similarly, the rising 
segments of the PL  curve represent the variation of 
pressure in the load when the relay plug is in its fully 
raised position, while the falling segments represent 
the load pressure variations when the plug is fully 
lowered. The relay switches between its two states 
when the pressure in its inlet chamber passes through 
zero, and the flapper switches between its two states 
when the load pressure passes through its equilibrium 
value. Comparison of the two extreme approxima-
tions with the full piecewise-linear theory illustrated 
in Fig. 6 suggests that the switching approximation 
should give a good description of the first part of the 

Fig. 9—Sine wave response from the switching approximation 
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transient following a large step disturbance, while the 
linear approximation should be applicable to the last 
part of the transient as the representative point 
approaches P. 

The switching approximation can also be used to 
treat the response to a sinusoidal input of amplitude 
much larger than the flapper-nozzle linear bandwidth 
and frequency sufficiently high to call for rates of 
change of PL  significantly greater than those attainable 
with the relay in saturation. The construction is 
similar to that used for the step response, *except that 
p, and hence the switching condition for the flapper, 
now varies sinusoidally with time. Any initial 
conditions may be chosen, since the initial transient 
is soon damped out, and the system settles into a 
periodic response with the same period as the input. 
The construction, which is largely self-explanatory, 
is shown in Fig. 9. The output waveform is almost 
triangular, as was remarked in the introduction. By 
repeating the construction for different input frequen-
cies the attenuation and phase lag (suitably defined, for 
instance, in terms of the lag between corresponding 
peaks or zeros of input and output) can be obtained 
as functions of frequency, and both are found to 
increase with increasing frequency. This would also 
be the case with a linear theory of -course. However, 
the construction can also be repeated with different 
amplitudes of input, when it is found that the attenua-
tion and phase lag also increase with increasing 
amplitude, a result which could not be obtained from 
a linear theory. 

All the constructions introduced in this section can 
equally well be applied to the case of a controller 
with a non-bleed relay of the type shown in Fig. 4 a. 
The only difference is that the relay switching condi-
tion is represented by a line of slope 1/a passing 
through the origin, rather than by the PL  axis. The 
existence of a finite dead band can be taken into 
account by drawing a strip about this switching line, 
and requiring that the trajectories should be horizontal 
straight lines inside it, since PL  cannot change within 
the dead band (assuming that both valves of the 
relay seat perfectly). The procedure follows that 
developed above so closely that it is not worth 
developing it in detail here. 

:6 

14 	
Valve pressure  

12 

10 J 
Input 

I L- T==-  8 

Fig. 10—Experimental step responses for controller driving 
simple load 

TABLE I 
First overshoot of PL  for various step changes 

I 	Final -í Pre- 
Initial Pres- Step I 	Over. dicted 

Pressure, sure. A.mpli- shoot. 	I Over- 
lb1in2 gauge 	i tb/inS jude. lb/inS 	I shoot. 

gauge lb/inS t 	I lb/inS 

9 +3 094 093 
_____ _ 

018 vj 9 +Sfi 103 099 

61 9 +21 081 087 

12 fl 9 —3 R 025 0.25* 

141 9 —51 025 
- 

025 
7N 	004 
TL 

14. 9 —5k 031 025 
Values used for fitting 

COMPARISON WITH EXPERIMENT 

Figure 10 is a photograph of responses to step 
changes of various magnitudes applied to the 
'measured value' bellows of a floating-disc propor-
tional controller with a continuous-bleed high-gain 
relay, feeding directly a load consisting of a No. 6 
diaphragm valve motor. The volume of the motor 
varied between 25 in3  and 55 in3  as the pressure 
varied between 3 and 15 lb/in 2  gauge, and the pressure 
was recorded by connecting a bellows measuring-
element to the motor with a short (less than 3 ft) 
length of I in. internal dia. P.V.C. tube. All other 
connections were made with the same tubing and were 
of similar length. The apparent time lag between the 
input step and the response of the valve pressure is 
due to a physical separation of the recorder pens. 

The general form of the transients is as predicted 
from Fig. 6, with three discernible overshoots for 
rising pressure and possibly two for falling pressure. 
Step responses were also obtained with very large 
input steps, so that the valve travelled through its 
whole range in both directions with the relay in a 
saturated condition. Comparison of these with the 
responses following smaller steps shows that the 
initial pressure variations in the transients of Fig. 10 
take place with the relay in a saturated state. 

Further confirmation of this is obtained from 
measurements of the first overshoot of PL  for step 
changes of various amplitudes. Some results are 
given in Table I for both rising and falling pressures, 
with a final pressure of 9 lb/in 2  gauge after each step 
to facilitate comparison with the predictions of the 
switching approximation. Pressures were estimated 
to A lb/in2  from the records, so quantities quoted 
as decimals are certainly not reliable to better than 
about ± 003 lb/in 2 . 

Any linear theory will predict an overshoot propor-
tional to the amplitude of the step, but the observed 
overshoots are seen to vary much more slowly than 
this with step amplitude. The overshoot can easily 
be predicted from the switching approximation as 
illustrated in Fig. 8. On the first segment of the 
transient (PL  <0) the solutions for PL and PN  which 
satisfy the appropriate initial conditions, PN = 0 and 

* The size number of a Foxboro-Yoxall motor. 
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Fig. 11—Experimental sine wave response for controller driving 
simple load 

PL = —P for a step of amplitude +P, are clearly 

PN = 9(1._e_tITN), PL = 9-0 + P)e_tlrL 

and PL = 0 when 
= TL In (1 + P19) 

If .v is the corresponding value of PN,  then 

Pi = 9 { l—(l + p19)_1•L/TN} (19) 
Taking initial conditions PL = °PN= Pi for the second 
segment, up toPN = 0, the appropriate solution is 

PN = —9 + (9 + pj)e -tirN PL = 90 - e-t/TL) 

and PN = 0 when 
= TN In (1  + p/9) 

which gives a value PL = PL°  for the overshoot, where 

PL0 = 9 {i —(I +piI9)1T  }...........................(20) 

Elimination of Pi  between (19) and (20) relates 
PL°  to P as required. 

To compare these predictions with the experimental 
results given in the table, rN/rL must be known. 
TL can be estimated directly from the results of tests 
in which the valve is run through its full range with 
the relay saturated, but r N is not easy to measure 
directly because of the small size of the volume 
involved compared with the volume of any pressure-
measuring element which might be attached to it. 
The procedure used, therefore, was to choose TNIrL 
to make the predicted and observed overshoots agree 
for one particular step amplitude, and to use the 
value obtained in this way to predict the overshoots 
for other amplitudes. Because of the inherent 
asymmetry of the flapper-nozzle, discussed above, it 
is necessary to take different values of 1N/TL for rising 
and falling pressures. The fitted values of rN/rL are 
given to the right of the table and the experimental 
results used for fitting are indicated by asterisks. It 
is seen that the switching approximation is very 
successful in accounting for the relative insensitivity 
of the overshoot to the amplitude of the step change; 
in fact it predicts even less variation in overshoot than 
was observed. This might be expected, however, 
since the finite widths of the linear bands of both 
flapper-nozzle and relay have been neglected. When 
these bands extend over the whole working region, 
the system is linear and the overshoot is proportional 
to the amplitude of the step, so a result intermediate 
between the predictions of the linear approximation 
and the switching approximation might be expected  

from the complete treatment. This is confirmed by 
some graphical solutions. 

Figure 11 is a photograph of the response to a 
large-amplitude sinusoidal input of period 4 seconds, 
from the same system as was used for Fig. 10. Com-
parison of the almost triangular waveform with the 
maximum speed responses for rising and falling 
pressures shows that the relay is saturated throughout 
except for short intervals in the neighbourhood of 
the maxima and minima, so the switching approxima-
tion would-be appropriate for a theoretical treatment. 
As noted above, the width of the flapper-nozzle linear 
band in this case is about I lb/in 2 , so a linear theory 
of the type used by Westcott 3  would only be strictly 
applicable for amplitudes less than I lb/in 2  if the 
frequency range of large phase lag is to be investigated. 
Unfortunately the phase-plane method illustrated in 
Fig. 6 does not lend itself to a treatment of sinusoidal 
inputs, so it has not proved possible to investigate 
theoretically the interesting transition between the 
regions of applicability of the two extreme approxi-
mations. 

Provided sinusoidal inputs of sufficiently small 
amplitude are used, Westcott's procedure gives a 
perfectly valid method of obtaining the controller 
parameters which- is probably much more accurate 
than the procedure described above, based on the 
step response. The latter, however, has the advantage 
of being very simple and quick to perform. However, 
although the frequency-response technique can be 
applied in the usual way for small amplitudes, where 
the linear approximation is valid, care must be 
exercised in using the results to predict the behaviour 
with other inputs. The well-known methods of 
deriving the step response from the frequency response, 
for instance, will give results which bear no relation 
whatever to the observed transients, except for the 
smallest step changes, and this situation cannot be 
improved by taking frequency-response measurements 
with sine waves of larger amplitude. The importance 
of the frequency response for a linear system is largely 
due to the fact that it is closely related to the response 
to any input of any magnitude, in fact the response 
to any, input can theoretically be obtained from the 
frequency response. It therefore provides a conveni-
ent complete summary of the dynamical behaviour of 
the system. In the case of dynamical effects due to 
lags in the forward loop of a pneumatic controller, 
however, this property is lost, as has been shown, 
so the frequency response is of very limited value as 
a description of the dynamical behaviour. 

SUSTAINED OSCILLATIONS 
The switching approximation can give a good 

account of some features of the well known sustained 
oscillation or 'pumping' which occurs in certain 
pneumatic systems. When a valve positioner feeds 
a valve through a booster relay, for instance, the 
system often oscillates with large amplitude unless 
special steps are taken to prevent this. To avoid 
possible complications due to friction in the gland of 
the valve, and backlash in the mechanical feedback 
linkage of a valve positioner, an equivalent system 
with pneumatic feedback was investigated, consisting 
of a controller with a high-gain continuous-bleed 
relay feeding a motor-valve through a booster relay. 
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The feedback to the controller was taken from the 
valve rather than the controller output, giving the 
arrangement shown in Fig. 12, which is essentially 
equivalent to the valve positioner with booster. The 
system oscillated with large amplitude and almost 
triangular waveform, and by comparing the oscilla-
tions with the maximum-speed responses of the valve 
driven by the booster, it can be seen that the booster 
was saturated except for short intervals in the neigh-
bourhood of the maxima and minima. 

The switching approximation should therefore be 
appropriate, and it can be applied using a construction 
method very similar to that used for Figs. 8 and 9, 
except that three pressures, PN, PB and PL,  are now 
involved, so there are three fundamental response 
curves and three different switching conditions. By 
starting the construction with different initial condi-
tions it can be shown that the final steady oscillations 
are independent of the initial conditions, as would be 
expected. A knowledge of the three time constants 
TN, TB, and -rL is necessary to carry out the construction, 
though for quantitative predictions the observed full-
speed responses of the valve for rising and falling 
pressures may be used instead of assuming exponential 
responses with time constant TL. For the controller 
used TN had already been estimated as described above, 
but TB was not known and could not, of course, be 
measured directly because of the small volume 
involved. The procedure used, therefore, was to 
choose TB so as to fit the predicted amplitude of 
oscillation to the observed amplitude with a No. 6 
motor. Comparison of the observed and predicted 
periods then provided a test of the theory, but a 
better test could be obtained by using 'TB to predict 
both amplitude and period for a diffe5ent size of 
motor, and comparing the results with experiment. 
This was done for a No. 8 motor and both experi-
mental and theoretical results for the two cases are 
given in Table II. The agreement is excellent. The 
observed amplitude was found to change very little 
with the proportional band, as would be expected 
since this only alters the width of the flapper-nozzle 
linear band to some extent. 

A more complete treatment accounts for the way in 
which the stability of the system depends on TN, TB, 
and TL, both for the present system and for the 
corresponding system with a 1:1 non-bleed relay. 
In the latter case it is also possible, by taking account 
of the finite linear band of the flapper-nozzle, to 
account for the fact that the oscillations are found to 
be shock-excited rather than spontaneously excited. 
This is, of course, a phenomenon found only in 
non-linear systems. 

TABLE II 
Comparison of observed and predicted results 

with No. 6 and No. 8 motors 
Observed - Predicted 

Motor Amplitude Observed Amplitude Predicted 
(peak-to-peak) Period (peak-to-peak) Period 

No. 6 4O lb/in2  063 s 4l lb/in 2  0 - 67s 

No. 8 21 lb/in2  10 s 23 lb/in2  0-93s 

TN =115 s (mean for rising and falling steps) 

TB = 115 s (chosen to fit observed amplitude with No. 6 motor)  

pf I  

Fig. 12—Block diagram for oscillatory system 

CONCLUSION 

It has been shown that a piecewise-linear approxi-
mation, which takes account of the small width of the 
linear band of pneumatic amplifiers but neglects 
other sources of non-linearity, is capable of giving 
a good account of many features of the behaviour 
of simple pneumatic systems. The approximation in 
which the saturation effects are ,neglected leads to the 
usual linear theory, while the other extreme approxi-
mation, in which the linear band is neglected, is more 
appropriate for heating large and rapid changes in 
input. The full treatment illustrates the transition 
between these two extremes and indicates which is 
the more appropriate in any given case. 

The second, or switching, approximation has been 
shown to give a good account of the main features 
of the step response of a proportional controller 
driving a valve motor and also of the sustained 
oscillations which can occur in some more complicated 
systems. 

It follows from this work that frequency response 
curves for a pneumatic system, obtained by using 
small-amplitude sine waves, do not give a complete 
summary of the dynamical properties of the system 
and can, indeed, lead to very misleading results if 
used to predict the effect of the inherent dynamics of 
the system on its behaviour. 
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ABSTRACT 

Linear filters with bounded inputs give outputs which are also bounded. 
A method is described for obtaining the least upper bound of the output for 
the case where bounds are specified both for the magnitude of the input and 
its rate of change. The result, which is obtained in the form of a procedure 
for constructing that input (satisfying the bounding conditions) which gives 
rise to the largest output, has applications in the design of automatic control 
systems. 

§ 1. INTRODUCTION 

THE purpose of the simplest type of automatic control system is to maintain 
some measured quantity y(t) close to a specified desired value iY, in spite of 
the effect of a disturbance i(t). At present, in process control applications, 
it is extremely difficult to obtain any but the most elementary properties 
of i(t) at the design stage, so it is not usually possible to design to a speci-
fication such as the mean square error criterion, for which a knowledge of 
the disturbance power spectrum is required. It should, however, be 
possible to devise some design method in which the absence of desirable 
information about i(t) does not lead to complete impotence, but rather to 
an overdesigned system in which the degree of overdesign (or 'safety 
factor') is a measure of the designer's ignorance of the detailed form of 
i(t). 

The present work describes the mathematical basis of a method of this 
type which uses only the elementary type of information about the disturb-
ance likely to be available at the design stage. The desired performance 
is specified by giving a band Y ± within which the measured variable 
must remain. In order to design to this specification it is necessary that 
the disturbance should be bounded, and if bounds I ± i .. for the variation 
of i(t) are known, the method produces the most economical design which is 
safe in the sense that y(t) will never pass outside the range Y ± Ym however 
i(t) varies, provided i(t) remains within the range I + rn. extra infor-
mation that the rate of change of i(t) must lie within the range ± m' is also 

t Communicated by the Authors. 
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available, it can be incorporated in the design procedure to give a more 
economical system which is nevertheless still safe, in the sense that y(1) 

will never pass outside the range Y ± y, however i(t) varies, provided it 

remains within I ± ii,, and does not change at a rate greater than rn'• This 

type of information about the disturbance (i.e. values of ?L and i,') can 

often be estimated at the design stage from physical limitations in the 
plant and control apparatus (available pressure drops, resistances of 
pipes and fitments, speeds of valve motors, etc.). 

The basic mathematical problem may be stated as follows: in a stable 

linear automatic control system, y at time t is related to values of i(t) at 

all previous times by an equation of the form 

y(t)=J'  W(u)i(t—u) du ....... ( 1) 

where the weighting function W(u) characterizes the particular system 

considered, and the stability condition demands that J IW(u)Idu should 

exist. It is assumed that origins for y(t) and i(t) are chosen so that 

I = Y = 0 and that the following limitations are imposed on the behaviour 

of 
Ij(t)I 	i.. 	(all t) 	.......(2) 

Ii(ti)—i(tz)i 	(all t1 , t 2 ) 	 . . . ... .(3) 

and it is required to find the corresponding least bounds ± y, for the 

variation of y(t). The result will be obtained in the form of a procedure 

for constructing that i(t) which makes y, at some specified time, as large 

as possible. The corresponding value of y( = y,,,) can then be obtained 

from (1). 

§ 2. CONDITIONS FOR THE EXTREMAL i(t) 

When there is no restriction on the permissible rate of change of i(t), a 

possible input is 
i(t—u)= +m when W(u)>0 

= - i, when W(u) < 0 

with which, from (1), 

y=iJIW(U)IdU ........(4) 

and the integral exists for a stable system, as already noted. But for any 

i(t) satisfying (2), it follows from (1) that 

lW(u) du 

so (4) gives the required y,. The problem is therefore trivial unless the 

additional constraint (3) is imposed. 
In dealing with the general problem the choice of the particular value of 

at which (t) is considered is clearly arbitrary, and it is conveniert to 



368 	 B. J. Birch and R. Jackson on the 

take t=O, and to writej(u) for i( — u) and i  for y(0). (1) then becomes 

Y  f W(u)j(u)du 	....... (5) 

o  Consider an arbitrary'i(u) plotted as a function of it and let u0 ( = 0), 1t11  u21  
be the points at which W(u) changes sign, arranged in increasing order of 
magnitude. From eachj(u) satisfying (2) and (3) construct a new function 
j0 (u) as follows: 

If U. -> u +1  is an interval in which W(u) > 0, draw a line of slope 
+ m'  through [un , j(u)] and a line of slope - rn' through 1u111 j(uJ]. 
If these intersect at some j < i,,, j0(') consists of these two line segments 
in u, - u 1 ; if they intersect for j > i,, complete j0 (u) in this interval by 
joining them with a line segment along j = + i. 

If u -k u 1  is an interval in which W(u) < 0 proceed in a similar 
way but reverse the signs of the slopes of the two lines, and join along 
= - m if they intersect for some j < - i. 

Fig. 1 

(uc 

T 

The complete j0(u) obtained in this way is a sequence of straight line 
segments as shown in fig. 1, which illustrates the construction. Since it 
will be necessary to refer fairly frequently to the salient features of functions 
of this type, it will be convenient at this stage to give them short descriptive 
names. Segments of slopes ±m'  will be called 'zigs' and 'zags' respec-
tively, while horizontal segments at ± i . will be called 'plateaux' and 
'valleys'. A zig may end at the start of a plateau or at the start of a zag, 
the sharp point formed in the second case being known as a 'peak ',while 
the corresponding feature when a zag ends at the beginning of a zig will be 
called a 'ditch'. A sequence of zigs and zags without any intervening 
plateaux or valleys will be called a 'zigzag'. 

Clearly each j 0(u) satisfies (2) and (3) and the set {3 0 (u)} is a subset of the 
set {j(u)} of all permissible inputs; the same j0(u) is obtained from all 
j(u)'s which are equal at the points 'a = u,. Further, any zigzag j(u) 
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obtained by drawing straight line segments of alternate slopes + i,,, '  and 
and joining them by horizontal segments at j ± i,, if necessary, is 

a j0(u) provided: 
j'(u) + i,,,' if JV(u, + e) > 0 for sufficiently small e> 0. 
j'(u,) - rn' if W(u + €) < 0 for sufficiently small e > 0. 
Between successive points u, and ufl+1  there is only one segment 

with slope +m'  and one with slope 	m' (In some cases the segment 
of slope ± i,,' associated with some u may appear to be missing; however, 
for formal reasons we regard it as present but of zero length. Figure 2 
shows how this may occur in constructing the j0(u) corresponding to a j(u) 
which maintains a constant slope - 	over two adjacent intervals 

-* u,,,1  and 	-- 

Fig. 2 

un _ I  Un ±+I 
j0(u) 

A particular j0(u) is uniquely determined by (a), (b), (c) and the positions 
of its sloping segments, specified for instance by giving their intercepts 
(produced if necessary) with any line. 

If j0(u) is constructed from j(u) as described it is seen that 
j0(u) j(u) whenever W(u) >0 
j0(u) j(u) whenever W(u) < 0 

so from (5) we have the result: 

Theorem 1 

If y is the output (at t =0) given by any input j(u) satisfying (2) and (3), 
and y0  the output given by the corresponding j0(u), then Yo 

In seeking the greatest y we may therefore restrict attention to the 
subset {Yo}  generated by the inputs {j 0 (u)}. It has already been noted that, 

for stability, f 00 

I W(u)l du exists, so there exists some U such that 

I u i W(u) du <.e, with arbitrarily small €. The error produced in y by 
J 
truncating the integral (5) at u = U will certainly not exceed 	for any 
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j(u) satisfying (2);. thus, the integral may be truncated after a finite 
interval, with arbitrarily small loss in accuracy. For convenience, we will 
suppose from now on that this has been done, and that W(u) has only 
finitely many zeros in the range 0 < u < U, namely u, U21 ... UR. 

A j0 (u) is uniquely specified by the positions of all its zigs and zags; it 
is convenient to define the position of the nth zig or zag (that is the one 
corresponding to the zero u of W; as we remarked after (c), this may be 
of zero length) by giving its intercept x,, with the line i =0, measured from 
u1 , as origin. Since u, must lie on this sloping segment, 

- çL<x,<q f6rn=1,2,...N 	......( 6) 
where ç = mIm' Since the sloping segments corresponding to u and 
ufl 1 must meet between u and u, +1, 

u, < 21 (u + u 1  + X. + x +1) u 4. 1......(7) 
Conversely, to any (x 1  ...... x)  satisfying (6) and (7) there corresponds a 
j0(u). Accordingly, j 0(u) may be represented by a point (x 1.....x) of an 
N-dimensional cube of side 2, and indeed points corresponding to j0's fill 
up a convex subset of this cube (that is, if (x 1.....x) and (y .....Yx) 
both give j0 's, then all the points of the segment joining them givej 0 's). The 
problem is therefore reduced to that of finding the greatest value of a 
function of N variables whose variation is restricted by (6) and '(7). 

It is certainly possible to find an extremalj 0(u), giving a stationary value 
of y in our truncated problem (indeed, it may be proved that an extremal 
exists even if the integral (5) is left untruncated). Asa first step, conditions 
for an extremal j0(u) will be found, and then later we will show that every 
extremal must give the maximal value for y. 

Theorem 2 

j0(u) is extremal if and only if 

f 
b  

W(u)du=0 

whenever a and b are the values of u at the beginning and end of any zig or zag. 
Proof 

Figure 3 (1) shows an adjacent zig and zag of some j0(u), meeting in a 
peak. The end points of the sloping segments are a, b and c as indicated. 
Consider a small variation to give 50(u), in which the zig is displaced by. 
x to the right, and the zag by 8y, but j0(u) and 50(u) are otherwise identical. 

50(u) is indicated in fig. 3 (1) by broken lines, and the difference5 0 (u) —j 0(u) is. 
plotted in fig. 3 (2). This is split into two components in figs. 3 (3) and 3 (4); 
it is obvious that the sum of these gives 50(u) —j 0(u). When 

f OCO 

W(u)[5 0(u) —j 0(u)] du 

is formed, the component in fig. 3 (3) gives an expression of first order in 
x, y: 

f
b 	

fC W(U)dU+jm'5Y W(u) du 	. . (8). 
a 	 . 	. 
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while the component in fig. 3 (4) gives higher order contributions. Necessary 
and sufficient conditions for an extremal j0(u) are that (8) should vanish-
for arbitrary Sx and Sy, for all zigs and zags, proving the theorem. 

Consideration of the higher order contributions of fig. 3 (4) allows us to 
prove 

Theorem 3 
An extremal j 0(u) gives a stationary value of y 0  which is a maximum and is. 

the greatest attainable value. 

Fig. 3 

Indication of proof 
As in the proof of Theorem 2, consider fig. 3 (1). We already know that 

the first-order contribution from the neighbourhood of the peak at b to 
the variation of Yo  is given by (8); now we consider the second-order 
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contribution. The corresponding component of jo( a) –j0(u) is sketched in 
fig. 3 (4) ; in the diagram, this component is non-zero in the following 
intervals: 

i) (a, a + ax), where 50(u) –j0(u) > 0 and W(u) < 0. 

(b, b +x+ y),  where 50 (u) –j0(u) <0 and W(u)>O 

(c, c +y), where 50(u) –j0(u) > 0 and W(u) < 0. 

Thus, the contribution to J 0,0 

W(u)[50(u) –j0(u)] du is negative; other 

particular cases should be examined, corresponding to ditches, valleys, 
plateaux and zigs of zero length—but in all cases the second-order variations 
of #0  from 'yo  turn out to be negative. 

Now, suppose thatj0(u) is an extremal, letj0(u) be anyotherj 0 (u), and let 
2), (2 k , . . . 2) be the corresponding points of the cube (6). Join 

these two points by a straight line 1, and let s increase from 0 to 1 as we go 
from (2 k , . . . 2N) to (2k , . 	N) along 1. Each point of lgives aj0(u), and so 
to each s in 0 	1 there corresponds a value y0(s) of Yo  By definition 
Vo(o) = go  and y(l)=. Since jo  is an extremal, dy 0/ds=0 for s=0, and 
by the preceding paragraph, d2y0/d82  0 for all 8. Hence go  < go , which 
proves the theorem. 

It follows similarly that if .-Z and 2' are two stationary points, they may be 
joined by a line consisting entirely of stationary points, so that y is constant. 
This situation actually arises, so it is not correct to suppose that there is 
always a unique extremal. 

§ 3. PROCEDURE FOR CONSTRUCTING THE EXTREMALj0(U) 

Having formally obtained the conditions for a stationary value in 
Theorem 2 and ensured that this gives the greatest attainable value of y, 
a procedure for constructing the extremal input will now be discussed. This 
procedure is essentially rather simple, but it is very tedious to describe. 

First note that the step response is the integral of the weighting function, 
so that Theorem 2 may be restated: a necessary and sufficient condition 
for an extremalj 0(u) is that the values of the step response at the beginning 
and end of each zig or zag should be equal. It will be assumed that the 
step response is initially positive for the physical systems of interest. It 
may, in fact, happen that 8(u) has a positive step discontinuity at the origin, 
but this may be neglected for the purpose of the following argument, since 
it may be replaced by a line of finite but sufficiently large gradient with 
arbitrarily small error. In practice, either W(u) has only a finite number 
of zeros, or it may be truncated after a finite number with arbitrarily small 
error. Let the zeros of interest be u1, u21  . . . UN - 

Choose an arbitrary u = U1  between u =0 and the first maximum of 8(u) 
and let the roots of 8(u) = 8(U1 ) be u = U11  U21  . . . in increasing order of 
magnitude. Denote by UT  either the largest of these or the first which is 
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greater .  than 	whichever is smaller. Now construct a continuous j(u) as  
follows 

+ i11, for 0 it < U1, 	 1 
3'(u) = - 1,,, for U2 _1  <'a < U2 ,1  (n = 1, 2, . . .), 	r 
j'(u)= +i,' for U2 <u< U2+1  (n= 1,2,.. .). 	j 

This satisfies the stationary condition of Theorem 2 but does not necessarily 
satisfy the basic constraint (2), nor does it necessarily define j(u) over the 
whole region of interest 0 -* UN, since UT  may be less than UN. 

Starting at it = 0 and proceeding in the direction of increasing 'a, look for 
the first point at which (9) ceases to be an acceptable input, which we shall 
call the first 'difficulty'. This may occur for one of three reasons: 

A peak projects above + irn ; 
A ditch projects below 
Neither of these occurs, but UT  <'aN and j(U) ± m, 

so that the zigzag does not terminate in an acceptable manner. In case (i) 
it is necessary to lower the peak until it touches + 'em, in case (ii) to raise the 
ditch until it touches —i while in case (iii) it is necessary to ac1justj(U 2 ) 

until it lies on + i,, if it is the end point of a zig or on - m if the end point of 
a zag. In all cases the necessary adjustments involve the raising or lowering 
of the end points of zigs or zags, and these two processes can be quite 
simply carried out, as will now be shown. 

It is easy to see that moving U1  to the right lengthens all the zigs and 
shortens all the zags, thus raising all the peaks and ditches, while moving 
U1  to the left lowers all peaks and ditches. By letting U1  reach the 
first maximum of 8(u), the raising can be continued until the first zag 
vanishes, but the lowering process can be continued beyond the point at 
which U1  = 0 since the first zag need not start on + i,,, if it starts at it =0. 
Thus with U1  = 0 it is possible to lower the whole zigzag bodily simply by 
lowering the start of the first zag. The peaks and ditches are located at the 
roots of 8(u) =0 throughout this operation. 

Returning. now to case (i), where a peak projects above +i ,,,, the 
procedure is to lower the peak as just described. In this way it may be 
possible to bring the peak down to + rn without any new difficulties being 
generated nearer to the origin than the one being removed, but in general 
one of three things may happen during the lowering process. 

One or more zigs may contract to vanishing length and one or more 
zags, originally of vanishing length, may expand to a finite length. This 
arises because of the appearance or disappearance of roots of 8(u) = 5(U1 ), 
as U1  varies, but it gives rise to no further difficulties and may be neglected, 
apart from taking care that it does not lead to the careless placing of zigs 
in intervals which should be occupied by zags and vice versa. 

More roots of 8(u) = 8(U1 ) may appear in u> UT,  so that the zigzag 
extends to some new UT> UT. This may remove a difficulty at the 
original UT  and give rise to further difficulties in u> UT,  but these should be 
temporarily ignored, concentrating attention on the first difficulty. 
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One of the ditches in the region before the difficulty being removed 
may reach - i,,,, when further lowering by the process described would give 
rise to a new difficulty, with a ditch projecting below - i. The procedure 
is then to move the zig at this ditch to the right, opening a valley where the 
ditch touched - i,,,. All the peaks and ditches to the right of this valley 
are now located by the condition 8(u) = S( U 1,) where U 1, is the right-hand 
end point of the valley which has been opened. Moving the zig to the right 
to open the valley has the effect of shortening all subsequent zigs and 
lengthening zags, and therefore continues the lowering process. 

When dealing with the first difficulty, there will not yet be any 
plateaux.' However, in dealing with later difficulties, it may be necessary 
to close a plateau or valley by a process similar to that of (c). 

By continuing in this way, opening several valleys if necessary, and 
possibly abolishing a few plateaux, the peak giving rise to the difficulty 
may be lowered till it touches + rn' thus removing the difficulty. Attention 
is then transferred to the next difficulty in order of increasing u. Case (ii), 
where the first difficulty was a ditch, need not be discussed separately, as 
the above discussion is applicable with the words 'peak' and 'lower' 
replaced by 'ditch' anc[:' raise'. In case (iii) where the first difficulty is at 
UT  the same raising or lowering process is carried out in an attempt to bring 
j( UT ) to + m if it is the end point of a zig, or to 

- m if it is the end point of a 
zag. In the course of this any of (a), (b) and (c) above may occur, and (b) now 
has the effect of removing the difficulty at UT,  but in every case where a 
discontinuous process of this type occurs, attention is transferred to the 
new, difficulty with the smallest value of u, and the modification process is 
continued until one of two things occurs. Either a zigzag input is obtained 
with no difficulties up to and including the first peak or ditch beyond u = 

which provides a solution of the problem, or a zigzag terminating correctly 
on + i at some u < uN  is obtained. In the second case it is necessary to 
choose a starting point U2  for a new zigzag between the end point of the 
original one and the next zero of W('u), locating the peaks and ditches at 
the roots of 8(u) = 8(U2 ). This zigzag may be raised or lowered to remove 
difficulties as before, and the process can be continued until a completely 
satisfactory j(u) extending beyond u = s~v  is obtained. 

The procedure just described is formally a complete method for generating 
an extremalj0(u) and it could be carried out graphically for any given W(u). 
It is also possible, in principle, to programme the procedure for automatic 
performance on a digital computer. In cases where W(u) is poorly damped 
and a large number of zeros must be considered to achieve acceptable 
accuracy, a very large amount of computation would be involved and a very 
fast machine would be needed to obtain the results in a reasonable time. In 
the case of systems satisfying second order differential equations, however, 
W(u) is either overdamped, in which case it has only one zero, or it is oscil-
latory, in which case the zeros u1, u2. ....  are equally spaced and W(u) differs 
in the intervals u -> u,1  and urn _ um+j only by a scale factor. For an 
overdamped case it is clearly practicable to consider all the different cases 
which may occur, since their number is not very large, and write a simple 
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programme to identify the appropriate case and calculate the correct answer 
from a predetermined formula. The same is true for the oscillatory case as 
it is only necessary to consider separately the first interval and one other, 
the positioning of zigs and zags being the same for all subsequent intervals 
since W(u) changes only by a scale factor. The total contribution to y 
from all intervals beyond the first then appears as the sum of a geometric 
series, to which the contribution from the first interval must be added. 
Programmes of this type have been written for an Elliott 402 computer, 
which accepts specifications of the step response 8(u) in the form: 

8(u) = A + B exp (- pu) + C exp ( - qu) for the overdamped case 
= A + B sin rv + B exp (—pu) sin (qu - rn') for the oscillatory case 

Fig. 4 

4 

. 3 

Ym/ j  

2 

0 	I 	2 	3 	4 

together with a specification of( = i ... /i,'), and prints out the corresponding 
value of yji 1 . Figure 4 shows a typical set of results for an oscillatory 
step response of the above form, with A = 064, B= 1, p= 02, q= 1, v= 18. 
The ratio YmIm  is plotted as a function of 0 from points computed along the 
curve, and is seen to decrease monotonically as q increases, which is what 
would be expected of course. The programmes have been used in all  
investigation of level control systems, the results of which it is hoped to 
publish in a subsequent paper. 
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Simple Level Control Systems 
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DL 

ntroduction 

he purpose of the simplest type of automatic control system 
to maintain some measured quantity y(t) close to a constant 

esired value Y, in spite of the effect of a disturbance 1(t). 
tlthough, in process control applications, it is extremely 
.ifficult to obtain any but the most elementary properties of 
t) at the design stage, the present work arose from the con-
iction that, faced with this situation, it should be possible to 
evise some design method in which the absence of desirable 
formation about 1(t) does not lead to complete impotence, 
ut rather to an overdesigned system in which the degree of 
verdesign (or 'safety factor') is a measure of the designer's 
norance of the detailed form of 1(t). 
The first three sections of this paper give an outline of some 

asic mathematical results which have been discussed else-
here 1  in greater detail; the remainder of the paper then shows 
ow these results can be used to give a design method of the 
pe described above, using as illustration the very simple case 
f a level control system. 
The basic mathematical problem may be stated as follows: 
a stable linear, filter the output y(t) at time t is related to 

alues of the input 1(t) at all previous times by an equation of 
e form 

y(t) 
= foo 

W(u)i(t - u) du 	' 	(1) 

'here the weighting function W(u) characterizes the particular 
pstem considered and the stability condition demands that 

f Iw(u)Idu 

lould exist. It is assumed that i(t) is uniformly bounded and 
iat the origin for 1(t) is chosen so that 

11(t)I <Im 	(all t) 	 (2) 

le shall also assume that the rate of change of 1(t) is uniformly 
Dunded or, slightly more generally, that 

11(t1) - i(t2)l < m 	(all t1, t2) 	 (3) 
It, - t21 

he problem is then to find the corresponding smallest bound 
, such that Iy(')l <)m for all t. The result will finally be 

btained in the form of a procedure for constructing that 1(t) 
'hich makes y,  at some specified time, as large as possible. 
he corresponding value of Y("Ym) can then be obtained from 
uation I. 
The solution c,. this problem can be used directly in the 
sign of automatic control systems when the performance is 

specified by giving limits ±Ym between which the controlled 
quantity must remain, and when the only information available 
about the disturbance is of the simple type specified in equations 
2 and 3 above. For each trial design Ym can be calculated in 
terms of i n  and 1m"  and a final design adopted which makes 
Ym satisfactorily small. The reason for choosing this method, 
rather than well known methods based, for example, on the 
mean square error, is that the information about 1(t) contained 
in equations 2 and 3 can often be estimated at the design stage 
from purely physical limitations in the plant and control 
apparatus (available pressure drops, resistances of pipes and 
fitments, speed of operation of valve motors, etc.), whereas 
more sophisticated properties of the disturbance such as its 
spectral density, which would be required for mean square 
error calculations, are not usually available at the design stage. 

In spite of its apparent simplicity, the case of level control 
systems is important because of the high cost of vessels designed 
for high-pressure work or constructed from expensive materials 
such as stainless steel. Application of the present method 
enables the minimum vessel size which is compatible with a 
specified control performance to be determined very simply, 
and leads to a vessel which is certainly safe in the sense that it is 
large enough to achieve the specified performance with the 
worst possible disturbance, subject to restrictions of the type 
described above. In many practical applications the size 
obtained in this way is much smaller than the minimum 
necessary for the vessel to fulfil its primary purpose (e.g. 
minimum size for adequate disentrainment in a catchpot), in 
which case considerations of controllability are not a limiting 
factor in the design. 

Conditions for an Extremal 1(t) 

Let us consider first the basic mathematical problem stated 
in the introduction in the particular case when there is no 
limitation imposed on the rate of change of 1(t) and equation 2 
gives the only constraint on its behaviour. Then a possible 
input is 

	

1(1 - u) = +lm 	when W(u) > 0 

	

1 m 	when W(u) <0 
with which, from equation 1 

Y = 
f000 
	 (4) 

and the integral exists for a stable system, as already noted. 
But for any 1(1) satisfying equation 2, it follows from equation I 
that 

<1m51 W(u)J du 
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o equation 4 gives the required Ym.  The problem is therefore 
rivial when the additional ceta+ ua-ie 3 is not imposed. 

In dealing with the general problem, the choice of the parti-
ular value of t at which y(1) is considered is clearly arbitrary, 
nd it is convenient to take t = 0 and to writej(u) for i( — u) 
nd y for  y(0).  Equation 1 then becomes 

Y=jW(u)J(u)du 	 (5) 

onsider an arbitrary j(u) plotted as a function of u and let 
( =0), u1, u2 ... be the points at which W(u) changes sign, 
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convenient at this stage to give them short descriptive names. 
Segments of slopes ±!m ' will be called 'zigs' and 'zags' res-
pectively, while horizontal segments at ±lm will be called 
'plateaux' and 'valleys'. A zig may end at the start of a plateau 
or at the start of a zag, the sharp point formed in the second 
case being known as a 'peak', while the corresponding feature 
when a zag ends at the beginning of a zig will be called a 
'ditch'. A sequence of zigs and zags without any intervening 
plateaux or valleys will be called a 'zigzag'. 

Clearly each j0(u) satisfies equations 2 and 3 and the set 
(j0(u)} is a subset of the set {j(u)} of all permissible inputs; 

j0 (u) 

(-C 

Figure 1. Construction ofj0(u) 

-ranged in increasing order of magnitude. From each j(u) 
itisfying equations 2 and 3 construct a new function j0(u) as 
lows: 
(a) If u, -+ 	is an interval in which W(u) > 0, draw a 
e of slope +m'  through [Un,J(Un)] and a line of slope  
rough [u, 1 ,j(u, 1)]. If these intersect at some j < im,J0(U) 

)nsists of these two line segments in u, - u+1; if they 
tersect for j > i,,, complete j0(u) in this interval by joining 
em with a line segment alongj = +m. 

the same j0(u) is obtained from all j(u)'s which are equal at 
the points u = u,. Further, any zigzag j(u) obtained by 
drawing straight line segments of alternate slopes +m'  and 

and joining them by horizontal segments atj = ±m if 
necessary, is a j0(u) provided: 

J'(Un) JJm' if W(u + ) > 0 for sufficiently small e > 0 
J'(Un) 1Jm' if W(u + e) <0 for sufficiently small e > 0. 
Between successive points u, and u, there is only one 

_/ 
un_ I  \U. U 2  .11 U 

 j0(u) 
Un+3  

j (u) Z,  
Figure 2. Occurrence of a zi of vanishing length 

(b) If u1,, ~ u,21  is an interval in which W(u) <0 proceed 
a similar way but reverse the signs of the slopes of the two 
es, and join alongj = if they intersect for some] < —i,,. 
ie completej0(u) obtained in this way is a sequence of straight 
ie segments as shown in Figure 1, which illustrates the con-
uction. Since it will be necessary to 'refer fairly frequently 
the salient features of functions of this type, it will be 

E 

segment with slope +m'  and one with slope 	m'• (In some 
cases the segment of slope ±m'  associated with some u,, may 
appear to b missing; however, for formal reasons we regard 
it as present but of zero length. Figure 2 shows how this may 
occur in constructing the j0(u) corresponding to a j(u) which 
maintains a constant slope m' over two adjacent intervals 
u — u,, 1  and u 1  -* u 2.) 
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A particular j0(u) is uniquely determined by (a), (b), (c) and 
ie positions of its sloping segments, specified for instance by 
ving their intercepts (produced if necessary) with any line. 
If j(u) is constructed fromj(u) as described it is seen that 

j0(u) >J(u) 	whenever 	W(u) > 0, 

j0(u) <j(u) 	whenever 	W(u) <0, 

from equation 5 we have the result: 

izeoreni I 

If y  is the output (at t = 0) given by any inputj(u) satisfying 
luations 2 and 3, and yo  the output given by the corresponding 
(u), then y 0  > Y. 
In seeking the greatest y  we may therefore restrict attention 
the subset {y 0} generated by the inputs {j 0(u)}. It has already 

een noted that, for stabilit I W(u)l  du exists, so there 

dsts some U such that 	W(u)I du < e, with arbitrarily 

iiall e. The error produced in y  by truncating the integral (5) 
u = U will certainly not exceed CIrn  for any /(u) satisfying 
uation 2; thus, the integral may be truncated after a finite 

iterval, with arbitrarily small loss in accuracy. For con-
nience, we shall suppose from now on that this has been 

one, and that W(u) has only finitely many zeros in the range 
<U < U, namely u1 ... u1y. 

A j0(u) is uniquely specified by the positions of all its zigs 
nd zags; it is convenient to define the position of the nth 
ig or zag (that is, the one corresponding to the zero u, of W; 
s we remarked after (c), this may be of zero length) by giving 
s intercept x with the line i = 0, measured from u, as origin. 
ince u,2  must lie on this sloping segment, 

—0<x<0 	for 	n=l,2...,N 	(6) 

'here qS = 1mIm'. Since the sloping segments corresponding 
u, and u 1  must meet between u,, and u,. 1 , 

It. <(u + u,, 1  + X.  + x0 <u 1 	(7) 

onversely, to any (x 1 ,. . . , XN) satisfying equations 6 and 7 
ere corresponds aj0(u). Accordingly,j0(u) may be represented 

y a point (x1 . . . , xiv) of an N-dimensional cube of side 20, 
nd indeed points corresponding toj 0 's fill up a convex subset 
f this cube (that is, if (x 1 . . ., xiv) and  (y1.. . , yiv) both give 
's, then all the points of the segment joining them give j0's). 
he problem is therefore reduced to that of finding the greatest 
alue of a function of N variables whose variation is restricted 
y equation 6 and 7. 
It is certainly possible to find an extremal j0(u), giving a 

tationary value of y in our truncated problem, and indeed it 
ay be proved that an extremal exists even if the integral (5) 
left untruncated. The conditions for an extremal j0(u) are 

)rmally very simple, as will now be seen. 

izeorem 2 

j0(u) is extremal if and only fJ W(u) du = 0 whenever a and 

are the values of ufit the beginning and end of any zig or zag. 
Proof—Figure 3ç1) shows an adjacent zig and zag of some 

)(u) meeting in a peak. The end points of the sloping segments 
re a, b and c as indicated. Consider a small variation to 
ive j0(u), in which the zig is displaced by 5x to the right, and 
ie zag by óy,  but j0(u) and j0(u) are otherwise identical. j0(u) 

is indicated in Figure 3(a) by broken lines, and the difference 
j0(u) - j0(u) is plotted in Figure 3(b). This is split- into two 

Figure 3. Variation ofj0(u) 

components in Figures 3(c) and 3(d); it is obvious that the 

sum of these gives (u) —j0(u). 
Whenfoco 

 W(u)[Ju) —j0(u)]du 

is formed, the component in Figure 3(c) gives an expression of 
first order in 6x, y: 

fb 	 r 
m' ôx W(u) du + m '  ôy

c 
 W(u) du 	(8) 

Ja 	 Jb 

while the component in Figure 3(d) gives higher order con-
tributions. Necessary and sufficient condition for an extremal 
Jo(u) is that equation 8 should vanish for arbitrary 5x and iy, 
for all zigs and zags, proving the theorem. 

By going on to consider the second-order variation in Yo 
corresponding to the component of j0(u) —j 0(u) plotted in 
Figure 3(d), it is possible' to show that the stationary value of 
y 0  corresponding to an extremal j0(u) is a maximum (rather 
than a minimum), and further that y0  cannot take any value 
greater than this stationary value. Thus the stationary value 
is the required value of ym.  It is interesting to note, however, 
that it is false to assume that there is a unique extremal j0(u), 
but when there is more than one, the values of y 0  corresponding 
to the different extremal j0(u)'s are all equal, and are greater 
than any other attainable value of ye,. 
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Procedure for Constructing the Extremalj 0(u) 

Having formally obtained the conditions for a stationary 
value in Theorem 2 and ensured that this gives the greatest 
attainable value of y, a procedure for constructing the extremal 
input will be briefly sketched. Although this is essentially 
rather simple, it is very tedious to describe fully; a more 
complete discussion has been given elsewhere'. 

First note that the step response is the integral of the weighting 
function, so that Theorem 2 may be restated: a necessary and 
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described may give rise to other difficulties due to peaks or 
ditches in other parts of the zigzag moving outside the range 
±Im . This is discussed in the more complete treatment given 
in reference 1. 

Although the procedure briefly outlined here is formally a 
complete method of generating an extremal j0(u), and could 
be carried out graphically or programmed for a digital com-
puter, the problem is greatly simplified in the particular case 
of systems described by second-order differential equations. 
For such a system the zeros of W(u) are either finite in number 

- 

i- 

Figure 4. Construction of an extremalj0(u) 

sufficient condition for an extremal j0(u) is that the values of 
the step response at the beginning and end of each zig or zag 
should be equal. Thus, if 5(u) is the step response, the successive 
peaks and ditches of any unbroken zigzag must occur at values 
of u corresponding to the intersections of some horizontal 
straight line S = constant with the graph of S(u). An arbitrary 
line will, in fact, determine a zigzag with a number of peaks 
and ditches depending on the number of its intersections with 
the graph of S(u), as shown in F,ure 4. If the zigzag constructed 
in this way lies within the limits ± m  for all values of u up to 
u = U, at which S(u) may be truncated, it is an extremalj 0(u) 
up to the truncation point. In general, however, this will not 
be the case for two reasons. Firstly, the zigzag may pass 
outside the limits ±! m , as in the interval between the points P 
and R in the example drawn in Figure 4, and secondly it may 
terminate at a point R, lying to the left of u = U. In the first 
case the procedure is to vary the position of the line S = con-
stant until Q is lowered on to the line at +m,  thus giving a 
complete zigzag satisfying the stationary condition and 
terminating at Q, while in the second case the line S = constant 
is again varied until the terminal point of the zigzag lies at 
±i,, as appropriate. Having completed one zigzag in this way, 
a second must be started to the right of its terminal point, and 
so on until the last zigzag constructed extends beyond the 
point u = U. The set of zigzags so obtained is then the 
required extremal 10(11) for u < U, and therefore provides a 
solution of the problem to the accuracy required; the corre-
sponding value of Ym can be obtained by using this j0(u) in 
equation 5. An attempt to carry out the procedure just outlined 
will quickly reveal that the process of modifying a zigzag as 

or spaced at equal intervals along the u axis. This makes it 
possible to divide all possible cases which may occur into a 
fairly small number of classes, for each of which an explicit 
expression for the integral appearing in equation , 5 may be 
written down. A digital computer programme can then be 
written which simply allocates each particular case it meets to 
the appropriate class and calculates Ym from the explicit 
expression corresponding to this class. 

A programme of this type has been written for an Elliott 402 
computer, which accepts specifications of the step response 
S(u) in the form 

S(u) = A + Be + Ce 
for overdamped systems 

=A +B sin n' +Be sin (qu —lrv) 
for oscillatory systems 

together with a specification of 0(=im /im '), and prints out the 
corresponding value of Ym/rn.  This programme was used in 
the investigation of level control systems described in the 
following sections and has subsequently been used in a 
corresponding investigation of pressure control systems. 

No programme has yet been written for the general case of 
systems not restricted to those satisfying second-order 
differential equations. 

The Design Problems for Level Control Systems 

In this section the problems to be solved in designing simple 
level control systems will be described. In order to establish 
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clearly the meaning of various symbols, Figure 5 shows 
imple level control system. An unregulated flow of liquid 

enters a vessel in which the level is maintained at a desired 
value 'd  by regulating the exit flow f2.  Alternatively, the input 
flow may be regulated and the output flow subject to demand 
fluctuations, but in either case call the regulated flow f2 and 
the flow subject to disturbances f. In order to avoid intro- 

F'S. Simple level control system 

ducing the cross-sectional area of the vessel, the performance 
is described in terms -of deviations in volume in the vessel from 
the desired volume, so that if I is the deviation in level from 
its desired value, and A the cross-sectional area: 

V = 1A 

where V is the deviation in volume. 
Level control systems fall naturally into three main classes 

and the design problem is different for each case. These will 
be described in turn. 

(a) Flow smoothing system 

In many systems the object is not to maintain strict control 
of the liquid level, but rather to make use of the available free 
space in the vessel to smooth out fluctuations in the flowf 1  so 
that they are transmitted to f2 only in an attenuated form. 
The aim is to vary f2  as slowly as possible, while still checking 
the variations in level before they cause the vessel to overflow 
or to empty. A good example of this is the level control on 
the liquor in the base of a distillation column, where the 
object is to vary the flow from the column base as slowly as 
possible to avoid disturbing sections of the plant further 
downstream, while at the same time preventing the level from 
rising too high and causing contamination of the liquor on 
the first plate by carryover, or from falling too low and exposing 
part of the heater. 

In this case the object of the design procedure is to predict: 
The minimum size of vessel which can be used if the 

desired smoothness of the controlled flow is to be attained 
without any possibility of the vessel overflowing or emptying. 

Size and speed requirements for the control valve 
regulating the flowf2 . 

These quantities obviously depend on the violence of the 
disturbances in f among other things, so in order to get  

quantitative results it is necessary to give some method of 
specifying both the disturbances and the desired 'smoothness' 
of the controlled flow. The definitions which will be given 
here are one of many possibilities and are chosen to suit our 
particular design method. In the author's experience these 
use about the greatest amount of information it is normally 
possible to obtain at the design stage. The desired smoothness 
of f2 is specified by giving a limit fm' for its tolerable rate of 
change, and the violence of the disturbances is similarly 
specified by giving limits! ± F between which the flowf1  must 
lie. It may also be possible to specify a limit F' for the rate of 
change of the flow fi' which imposes a further restriction on 
the violence of the disturbances, but it is considered unlikely 
at present that any information about fi, other than values of 
F and (possibly) F', will be available at the design stage. By 
the method described in the previous two sections it is then 
possible to calculate Vm , the maximum deviation in volume 
of liquid in the controlled vessel from its desired value, and 
the vessel must be sufficiently large to accommodate fluctuations 
of this size. The maximum variation of fa' ±fm about its 
average value, can also be calculated and this may be used in 
conjunction with the value of fm' (which was the original 
design specification) to obtain the maximum speed of movement 
which will be demanded from the control valve motor. The 
design is then complete. - 

Level control systems 

The second, and probably smaller class of systems can more 
correctly be described as level control systems, since in these 
the object is to control the level of liquor within specified limits 
of the desired value. The vessel is assumed to be given and the 
task of the designer is merely to specify a control valve of 
adequate size and speed. Using the notation already discussed, 
the desired performance is now specified by giving limits ± Vm  
about the desired value, within which variations of the volume 
of liquid in the vessel are required to remain. (This is equivalent 
to specifying limits ±lm  for the level, where 'm VmIA.) 
Using F, and also F' if available, it is then possible to calculate 
the maximum correction required and the maximum speed 
demanded from the control valve motor, so completing the 
design. 

Given valve motor 

A third case often arises, where the only requirement is that 
the vessel shall not fill or empty completely, but a restriction 
is imposed on the rate of change of output by the speed of 
available valve motors rather than any smoothness condition. 
An example would be a catchpot handling large flows. Provided 
that the level does not rise so high that there is appreciable 
carryover of liquid into the gas stream, or fall so low that gas 
can pass into the liquid stream, its position within the pot is 
not important. However, a large control valve may require 
a pneumatic motor with large diaphragm area to overcome 
off-balance forces at the plug, so it will be fairly slow in action. 
The limitation which this imposes on the correction rate 
determines a minimum size for the catchpot to ensure that it 
will neither completely empty nor completely fill. The size 
could, of course, be reduced by fitting a faster motor to the 
valve and it would be necessary to balance the savings resulting 
from a reduction in vessel size against the increased cost of a 
faster motor. 

In practice, the majority of catchpots require a minimum 
size for adequate disentrainment of liquid and vapour which 
gives- ample time even for a slow motor to apply the necessary 
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rrection, and this type of system only presents a genuine 
oblem of level control in exceptional cases. 

alysis of the Simplified Linear Model 

A simple model of the system, which neglects all departures 
n-i ideal behaviour in the measurement and control equip-
nt, will be analysed in this section. The theoretical and 
,erimental justification for these approximations will be 
cussed in a later section. 
['he system to be analysed is shown in Figure 6 from which 

Figure 6. Block diagram of simpl(fied model 

s seen that the measuring system, controller and control 
ye are assumed to be described by a simple transfer function 
the form a + j3/s, corresponding to a perfect proportional 
s integral controller. a is then the loop gain and fl/a is 
, where r1  is the integral action time. Derivative action is 
considered, and although it is difficult to justify this 

)rously without a complete investigation of cases in which 
.s included, the following arguments are felt to provide 
Ficiently good grounds for neglecting it. 
onsider a system in which the object is to control the level 
a given vessel as closely as possible. With a transfer 
ction of the above form, which neglects inherent lags in 
pneumatic equipment, there is clearly no limit to the 
tness of control attainable by increasing the gain, as the 

tern remains stable for all gains. Thus the addition of 
ivative action would not improve the attainable quality of 
l control, and would call for faster rates of correction. 

the case of a system intended to act as a flow smoothing 
ice, derivative action is completely unsuitable, since its 
pose is to causef2  to respond rapidly to changes inf1 . 
rom Figure 6 it is easy to write down the transfer functions 

iting V, f and  f2'  to f, and hence to deduce the corre-
nding step responses. Since the system is represented by a 
ond-order differential equation, the step responses can be 
tten in a form suitable for use with the general purpose 
nputerdescribed in an earlier section, and hence Vm, fm 
I fm'  tdefined above) can be computed. The results are 
aally expressed by giving values of Vm  IF, fm /F and fm '/Fas 
ctions of the three variables ii( = F/F'), a and fl. A full 
loration of the forms of three functions of three variables 
uld be very tedious, but this can be avoided by a suitable 
ice of time units, as will be shown. 
n addition to the three functions just mentioned, it is 
venient to consider Tm , defined by Tm  = 2fmlfm', which is 
minimum time in which the control valve may be required 
traverse its complete range and hence determines the 

necessary speed of the valve motor. It is also convenient to 
choose q,  a and fl/a as the independent variables rather than 
01 a and fl, since fl/a is the reciprocal of the integral action time. 
Now consider the effect on all these quantities of multiplying 
the unit of measurement of time by a factor N. All the 
quantities depend dimensionally on time only (except fm/F 
which is dimensionless) and Table 1 shows the factors by which 
they alter. 

Table I 

Quantity Multiply by Quantity Multiply by 

Vm/F I/N 4,  I/N 

fjF 1 a N 

fm '/F N l/r1  N 

Tm  I/N 

It is clear from this table that, by a suitable choice of the 
unit of time measurement, it is possible to give any pre-assigned 
numerical value to the design specifications, Vm/F for a level 
control system, fm '/F for a flow smoothing system and Tm  
when the motor is given. Alternatively it is possible to give q 
any desired numerical value. For the purpose of this general 
investigation the second alternative will be chosen, as it reduces 
the number of independent variables to two, and the quantities 
of interest can be exhibited graphically by plotting contour 
charts in the plane (a, 1/TI). The results shown in Figures 7-10 
with 0 = 2 were obtained by automatically computing 'spot 
heights' at the points of a rectangular grid, and interpolating 
the contours. 

One feature of the function Vm/F which does not show up 
in the contours of Figure 7 is a step discontinuity at 11 -rI = 0. 
Thus for a = 05, VmIF - 40 as I/TI —0 through positive 
values, but Vm/F = 20 when I/TI = 0. The contours of equal 
Vm/F approach some value of a on the axis 11TI = 0 but 
suddenly jump back to a point half-way between this value 
and the origin when they actually reach the axis. The physical 
reason for this behaviour is quite simple. For a very small 
amount of integral action, the dynamical behaviour of a pro-
portional controller and of a proportional plus integral con-
troller will be almost identical; in particular the maximum 
change in the controlled quantity following a step change of 
given magnitude in the input will be almost the same in both 
cases. Now consider the situation in whichf1  has been at its 
smallest permissible value f - F for a very long time. If any 
integral action is present, however little, V will have balanced. 
out at its desired value V, but if there is strictly zero integral 
action it will settle at its smallest value V - Vm . If f then 
jumps suddenly to 11 + F, the maximum deviation of Vfroin 
its initial value will be positive and approximately the same in 
both cases, but the maximum deviation from V = ' will be 
twice as great for the system with integral action, since the 
starting value was V rather than V - Vm . In the present case, 
where strict limits for the variation off, are known, this feature 
gives a great advantage to the proportional-only controller. 

It is not easy to see the behaviour of the functions in the 
neighbourhood of the origin from Figures 7-10, so enlargements 
of small regions near the origins have been computed. It is 
seen from Table 1 that an increase in the unit of time measure-
ment increases the numerical values of a and I 17 -j and decreases 
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Figure 9. fm'/F for qS = 20  
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Figure 10. 10. Tm  for 95 = 2-0 

the value of q  in the same ratio, so the enlargements of small 
squares near the origin may be regarded, with equal validity, 
as charts drawn over the original ranges of a and I/Tf, but 
corresponding to a smaller value of 0 . Figures 11-14 are 
plotted from this second point of view with q = 005, but if 

is increased to 20 the values - of oc and 11TI are everywhere 
multiplied by 0025, and the result is an enlargement of a 
small square near the origins of the original charts. 

Having established the form of the functions it is now 
Dossible to see what type of system is best suited to each of 
the three problems discussed in the previous section. 
62 	 . D 

(a) Flow smoothing system 

In this case fm '/F is specified and can be expressed in units 
chosen so that q = 20, when it determines a contour on 
Figure 9 (it may be more convenient to make 0 = 0-05 and 
use Figure 13 if fm '/F is small). It is required to follow the 
variation of VmIF, fm/F and Tm  as the representative point 
moves along this contour, and this can easily be done by 
superimposing the chart for fm '/F on each of the other charts 
in turn. 

For small values offm '/Fwhefl Figures 11-14 are appropriate, 
L7 
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Figure 11. V,JF for 41 = 005 
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is seen that, for finite integral action, Vm/F first decreases 
hen increases as 11ri is increased. However, even at its 
ninimum it never becomes as small as the value taken when 
In = 0, so from the point of view of vessel size a proportional 
ontroller is best. This conclusion is unchanged for larger 
'alues of 01  as can be seen from Figures 7 and 9. It should be 
emembered in considering Figure 9 that the contours fm'/F> 
5 are of no interest for flow smoothing systems, since ç = F/F', 

0 fm'IF> 05 implies fm'/F > F'/F, i.e. the correcting flow 
less smooth than the disturbing flow. References to Figure 9 

D 

in this section are therefore concerned only with the contours 
fm '/1' <O•5; it is clear in fact that the above description of 
the behaviour of Vm /F on moving along a contour fm'/F = 
constant is not valid when fm '/F> 05. Comparison of the 
fm '/F charts with the fm/F  charts shows that fm/F increases 
monotonically on moving along a contour fm '/F = constant 
in the direction of increasing 1/Ti, so that more correction is 
required when integral action is used. Since fm'  is specified, 
this implies that slower valve motors may be used, but flow 
smoothing applications are not likely to be very demanding 
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ri motor speed in any case. Thus there would appear to be 
very advantage in using simple proportional control in flow 
moothing applications, and it is possible to plot a simple 
Lesign curve to give the necessary vessel size for any specified 
moothing, as shown in a later section. 

Level control system 

Here Vm /F is specified and determines a contour on Figure 7 

)F Figure 11. The variation of T. and fm/Fon moving along 
his contour can be found, as before, by superimposing the 
ippropriate pair of charts. For finite values of 11ri, Tm  first 
ncreases then decreases when the Vm /F contour is described 
rt the direction of increasing I/r i, but there is a discontinuous 
ump downwards when 1/T1 begins to increase from zero. 
Vhether or not the subsequent rise in T. is greater than this 
nitial fall depends on the relative values of if and Vm /F. 

Vhen VJF = 0 = 20, for instance, it is seen from Figures 7 
nd 10 that the rise is not large enough to recover the initial 
Liscontinuous fall, but when Vm /F = 20 and q = 005, Figures 
I and 14 show that Tm  rises to about 215 when hr j 07, 
ompared with the value 20 at 11ri = 0. 
In this case there is some advantage to be gained, from the 

oint of view of valve motor speed, by using a finite amount 
f integral action. However, the difference in speed is less 
an 10 per cent, which is about the order of accuracy to be 

xpected when applying the predictions to a practical system, 
s wi1lbe seen from the experimental work. This improvement 

not sufficient to justify the extra complication introduced 
to the design procedure, so by restricting attention to 

roportional control it is again possible to obtain a simple 
esign curve giving Tm . 

: Given valve motor 

The case in which Tm  is given is very similar to that just 
iscussed. The specified value of Tm  determines a contour on 
igure 10 or Figure 14 and the variations of Vm /F and fm /F 
n passing along this contour can again be found by super-
nposing charts. When l/rj  increases from zero there is an 
iitial discontinuous rise in I'm /F, and the subsequent fall and 
sejmay not lead to a minimum smaller than the initial value, 
epending on the relative values of and Tm . However, the 
est Vm  is not more than 10 per cent better than the value 
btainable without integral action, so again it is hardly worth-
hile designing for anything more complicated than a simple 
roportional controller. 
In all three cases it has been decided to design on the basis 

f a proportional controller, as it has been shown that the intro-
uction of integral action does not permit any significant 
:onomies in the design. It should be noted that this does not 
ecessarily mean that integral action is never useful in a level 
)ntrol application. It has been assumed that only a very 
mited amount of information about the disturbance is 
vailable, and that it is necessary to allow for the worst possible 
)ntingency consistent with this information when designing 
ie system. It may turn out when the plant is in operation 
iat the disturbance has special features which make integral 
:tion very useful (such as a high-frequency ripple super-
nposed on a much slower variation of large amplitude), but 
is unlikely that this information would be available at the 
sign stage. 

esign Curves for Systems with Proportional Control 

When 9 = 0, corresponding to no integral action, it is seen 

from Figure 6 that the transfer functions relating V,f2  andf2' to 
f, are: 

= 	 fe(s) = 	 f(s) = scc 	
(9) 

fj(s) 	s + cc ' 	fj(s) 	s + cc 	f1(s) 	s + cc 

From which follow the weighting functions and step responses: 

Wv = e-a t, 	Sv = 0 - e t) 	 (10) 

= me-' t, 	Sf2  = (1 - e) 	(11) 

W4 = cc[O(t) - cce], 	Sf 	cce 	(12) 

where W0, etc, are weighting functions, S,,, etc. are step 
responses, and 6(t) is the 6-function. 

The particular f1(t) in t <.0 which makes V(0), f2(0) or 
f2'(0) as large as possible can be found by the method described 
in earlier sections. For V and f2' where equations 10 and 11 
show that the step responses are monotone increasing, the 
worst f1(t) is: 

= +F 	for all t <0 	 (13) 

and the corresponding greatest values, Vm  andfm, are given by: 

Vm /F = 1/cc, 	fm /F = 1 	 (14) 

In the case of f2' the worst f(t) is: 

f,(—u) = F - F'u for 0 <u <2# 

=—F 	for 20<u 

where we have written u = — t. The corresponding greatest 
valuefm' follows as: 

fo
24  =f W.(u)f 1(—u) du 	cc6(u) - cce](F - Fu) du 

 — 

_ 	
- 

or 	. 	 (16) 

Finally Tm  is defined as 2f,/f n ', so from equations 14 and 16: 

2 
Tm = _e2 	 (17) 

Equations 14, 16 and 17 contain all the required results for a 
proportional controller. 

Consider now the three basic design problems in turn. 

(a) Flow smoothing system 

The performance specification is fm'L1', with dimensions 
1/time, so it is possible to choose the unit of time measurement 
so thatfm'/F = 1. Using these units equation 16 gives: 

so that 

log, 	
1 	

- 	(18) 
20 V--0) 

Substituting this into equation 14 gives: 

Vm/F = 	 2c6  
(19) 

which determines the required vessel size. Vm /F is obtained 
in the time units in which fm'IF = 1, of course, and it is 
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necessary to convert back to conventional units. The function 
defined by equation 19 may be plotted and is shown in Figure 15, 

Figure 15. Design curve for flow smoothing systems 

which can be used directly for design work. Note that if 
> 1, V,,, = 0. This is what would be expected, since in this 

case F' <f,' and no smoothing of the disturbance is required. 

Level control system 

The performance specification is V,/F, which has dimensions 
(time), so it is possible to choose the unit of time measurement 
so that V, 2 /F = 1. From equation 14 it follows that ot = 1 in 
these units, and substituting this into equation 17: 

T, 
=20 	

(20) 

which determines the required speed of the valve motor (in the 
time units defined above), and can again be plotted to give a 
design curve as shown in Figure 16. 

Given valve motor 

In this case Tm  is fixed by the available valve motor. If the 
time unit is chosen so that T 	2, equation 17 gives: 

- I - 

which is identical with equation 18, and therefore determines 
the same value of VmIF. The curve given in Figure 15 can 
therefore be used to determine Vm  in this problem with the 
above choice of time unit. 

In all three cases the value of 0 to be ued depends on the 
given values of F and F' of course, since 1/ = F/F', and if no 
information is available about the rate of change of the dis-
turbance, it must be assumed that F' = u\or 1/ = 0. 

Approximations Involved in the Simplified Model 

in the measurement and control system were neglected. With 
displacement type level measuring instruments the measurement 
lag is very short, so provided transmission distances are not 
too long the major lag will almost certainly be associated with 
the control valve motor driven by the controller relay. It should 
be remembered, however, that this time constant is effectively 
included in the internal feedback loop of the controller when 
all connections are short, so its effective value in the main 
control loop is equal to its actual value divided by I + K, 
where K is the gain around the internal feedback loop of the 
controller. In a typical practical example the time constant of 
the valve in series with the controller output relay is about 
IS see, while the gain round the controller feedback loop is 
roughly 200, so the effective time constant for response to 
changes in the input to the controller is 15/200 see, which is 
very small indeed. 

The second important feature of the pneumatic system which 
has been neglected is the non-linearity of the flanncr-nozzlc 

two amplthrs has been treated in detail for some purely 
pneumatic systems, but the same type of phase-plane analysis 
can be applied to the present system with a proportional 
controller. In this way it can be shown that, when the valve 
motor speed is determined by the method described in the 
previous section, the system should always remain within its 
region of linear operation, which is what would be expected 
since the motor is chosen to be capable of the maximum speed 
of movement called for by an ideal controller. The phase-
plane analysis can only be carried out for a proportional 
controller as a three-dimensional phase space would be needed 
to treat a system with a proportional plus integral controller. 

As an experimental check of the validity of the simplifications 
introduced, measurements were made on a small level control 
installation. The vessel itself was a length of 6 in. i.d. pipe 

0 	 02 	 04 	 04 	 06 	 1.0 	 I-i 	 1.4 	 -6 	 1.6 	2.0 

Figure 16. Design curve for level control systems 
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In setting up the simplified model on which the above and the disturbances applied to the input flow were sufficiently 
development was based, all departures from ideal behaviour large to cause the level to change an inch or two per sec if no 
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:orrecting action was taken. A differential pressure cell with 
range of 12 in. of water was used for measurement, so the 

;peeds called for from the pneumatic system were fairly high. 
rhe changes occurring in the controlled level after step changes 
n the input flow were of the order of 1/2 in., so for recording 
urposes it was necessary to use a measuring system of greater 

;ensitivity than the d.p. cell. For this purpose a pneumatic 
ignal was provided by a motion-balance type transmitter 
)perated by a float, giving a sensitivity of 6 lb./in. 2  per inch 
:hange of level. Step changes in input flow were produced by 
pening or closing a quick-acting Saunders valve in a by-pass 

:onnected in parallel with the inlet pipe. The size of the step 
ould be altered by adjusting a second valve in this by-pass. 

Measurements were made of the maximum changes, V 0  and 
in the volume of liquid in the vessel and the correcting flow 

espectively, following a single step change of magnitude F in 
he input flow. This was done for various values of the pro-
)ortional bandwidth and integral action time of the controller, 
md the results were compared with theoretical predictions from 
he simple model by plotting them as functions of hr5 for 
various fixed values of the proportional bandwidth. The 
xperimental and theoretical values of V°/F and f2 0/F are 
ompared in Figures 17 and 18 respectively. The agreement 
)etween experiment and theory is very good indeed for V°/F, 
vhile for f201F the greatest error occurs for the' largest values 
)f 1/ri, and does not exceed about 5 per cent. It can be con-
:luded that the simplified model is adequate, even when the 
neumatic system is driven at an appreciable fraction of its 
naximum speed. 

Having checked the validity of the linear model it is desirable 
Iso to check the predictions of Vm /F and fm/F  given in 
%-ures 7, 8, 11 and 12. These follow without any mathematical 
.pproximations from the linear model, and should therefore 
e correct if the simple model is a good one. When there is 
finite limit to the value of F', corresponding to a finite value 

I f cu, it is not very easy to produce the worst disturbance 

F 

I-i 

l.0 

It 

4; (IN M,N'3 

Figure 18. Comparison of theoretical and experimental 
values off2°/F 
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experimentally, but when F' is unbounded the worst disturbance 
is a sequence of step changes between the limits ±F, which 
can be produced quite easily with the arrangement already 
described. When the system response is ovcrdamped the worst 
disturbance is a single step change of input flow, and V,f F 
andf,,JF are equal to V°/F and f201F, which have already been 
seen to be in good agreement with the theoretical values. For 
an oscillatory response, however, the worst disturbance is a 
sequence of equally spaced step changes, alternately positive 
and negative, at the resonant frequency of the system. (This 
is true only for a second-order system, of course, where the 
weighting function is periodic; for more complicated systems 
the worst input is not periodic.) In order to find this worst 
disturbance the system was excited with a square wave periodic 
variation in input flow, produced by switching the quick-
acting Saunders valve at equal time intervals. The amplitudes 
of the resulting oscillations in V and f2  were then plotted as 
functions of the frequency of the disturbance, and each curve 
exhibited a maximum which provided the required estimate of 
Vm  orfm. This was done for several values of the proportional 
bandwidth and integral action time, and the results are compared 
with the theoretical predictions in Table 2. 

Table 2 

V,,/F V,/F. fr,,/F f,JF 
(obs) (pred) (obs) (pred) 

0-3 012 5-4 4-3 0-3 016 20 21 
0-6 024 2-8 2-2 0-3 0072 1-7 16 
0-3 0-031 4-6 4•7 0-15 0-082 2-8 2-7 
0-6 0-046 2-4 2-7 06 0-33 20 17 

The agreement of theoretical and experimental results is 
very good considering the rather crude experimental procedure. 

It can be concluded from the experiments described that the 
design method described in the previous section should give 
predictions which can be relied on in practice to be in error by 
not more than about 10 per cent, provided the control valve 
motor is not pushed to the extreme limits of its speed of response. 

Conclusions 

Mathematical methods recently developed have been applied 
to the simplest type of automatic control system and lead to a 
design method with the two properties essential for day-to-day 
application: 

It is sufficiently simple for routine use by personnel with 
limited mathematical background and limited time available 
for design work. 

It demands only the simplest information about the 
disturbances affecting the system, and produces the most 
economical conventional system which is safe, in the sense 
that the desired performance will be attained even with the 
worst disturbance which can occur. 

Although the original mathematical investigation was quite 
extensive, it was found that no system was very much better 
than a simple proportional controller. Thus the final design 
curves could be calculated very simply, though it would not 
have been possible to establish these results without the initial 
investigation, since it is by no means clear a priori that the 
addition of integral action does not give any significant 
advantage. 

The same methods have also been applied to pressure 
control systems and lead to simple formulae for calculating 
the minimum sizes of pressure vessels compatible with given 
control specifications. 

The author wishes to (hank Mr. E. N. Martin for frequent 
useful discussions in the course of this work, and Mr. T. F. Farr, 
who undertook the experimental work on the pilot system. The 
work described is part of the research programme of imperial 
Chemical Industries Limited, Billingham Division. 

References 

BIRCH B. J. and JACKSON, R. The behaviour of linear systems with 
inputs satisfying certain bounding conditions. J. Electronics and 
Control 6, No. 4 (1959) 366 

JACKSON, R. A non-linear theory of the dynamical behaviour of 
pneumatic devices. Trans. Soc. Instrum. Tech. 10 (1958) 161 

Summary 
	 DL 

Stable linear filters with bounded inputs give outputs which are also 
bounded. In the first three sections of the paper a mathematical 
method is outlined for obtaining the least upper bound of the output 
in the case where bounds are specified both for the magnitude of the 
input and its rate of change. The result has immediate applications 

in the design of regulators with disturbances which satisfy bounding 
conditions of this type, and in the remainder of the paper the method 
is illustrated by applying it to the simple case of a level control 
system with proportional plus integral control. 
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SUMI\IARY 
A method of rendering feedback control systems amenable to 

treatment by the Wiener theory is applied to the case in which the 
controller operates on a sampled measurement. An explicit expres-
sion is obtained for the minimum attainable mean-square error for 
certain classes of system transfer functions and disturbance power 
spectra, and the form of the optimum controller is derived. The 
results show the inherent limitations in controllability imposed by the 
structure of the controlled system and by the sampling process. 

(1) INTRODUCTION 

The Wiener optimum filter theory 2  cannot be applied directly 
to the problem of the optimum feedback regulator because of 
difficulties in imposing the condition of physical realizability on 
the control mechanism to be placed in the feedback loop. How-
ever, the closed-loop configuration can always be formally 
reduced to an equivalent open-loop configuration, and it was 
recently shown by Price' that this can always be done in such 
a way that the realizability condition takes a simple form in 
the open-loop case. 

Price used this method to investigate the inherent limitations 
on the attainable control quality imposed by the structure of 
the controlled system when the controller is allowed to be any 
linear, continuous device, but a slight modification of the method 
allows it to be applied to the case in which the controller operates 
on samples of the measured variable taken at equal intervals of 
time. In this way it is possible to calculate the best control 
quality attainable with a linear sampled-data controller of given 
sampling interval and to derive the form of the optimum 
controller. 

In this paper, the main interest is in the calculation of the best 
attainable control quality (measured by the mean-square error) 
and in comparing this with the best control quality obtainable 
with a continuous controller. This gives a direct measure of 
the reduction in controllability which must necessarily accom-
pany the loss of information involved in the sampling process. 
The results have proved useful in estimating the frequency with 
which automatic batch-analytical instruments on a chemical 
plant must operate if their signals are to be useful for automatic 
control. 

The type of system to be treated is shown in Fig. 3. A dis-
turbance d(t) causes the controlled quantity e(t) to deviate from 
its desired value, which is taken as zero for convenience, and 
the controller operates on samples of e(t) taken at intervals T. 
Given the fixed element P, the object is to find that physically 
realizable, linear operation C on the samples e(rT) which will 
minimize e2(t), averaged in the manner discussed below over a 
statistical assembly of disturbances, and to calculate the mini-
mum value of this quantity. 

(2) STOCHASTIC SIGNALS IN SAMPLED SYSTEMS 

The Wiener theory, as developed by solution of the Wiener-
Hopf integral equation, leads to a solution of problems of the 

Correspondence on Monographs is invited for consideration with a view to 
publication. 

Mr. Jackson is with Imperial Chemical Industries, Ltd., Billinghain Division.  

above type which minimizes the time average <e2(t)>. However, 
in practice, the ability of the system to reduce this time average 
for one particular disturbance is of less interest than its ability 
to keep e2(t) small, on the average, for all disturbances belonging 
to some statistically defined assembly. With the usual assump-
tions that the assembly in question, {d(t)}, is stationary and 
ergodic, it follows for continuous systems that the assembly 
average ? is independent of time t and is equal to the time 
average <e2(t)> for any member function of the assembly (with 
the possible exception of a subset of measure zero). 

These hypotheses of stationary and ergodic signals throughout 
the system are not tenable in sampled-data systems, since the 
result of sampling a stationary, ergodic signal is not stationary 
and ergodic; in fact, its statistical properties vary periodically 
with period equal to the sampling interval. There are two 
different but closely related methods of dealing with this situa-
tion. In the first, which is adopted by Ragazzini and Franklin, 3  
the assembly considered is enlarged by considering an assembly 
of systems (as well as disturbances) which are physically identical 
but have their set of sampling instants displaced in a random 
manner relative to each other. The complete assembly of out-
puts, generated by all the signals of the assembly of disturbances 
applied to all these systems of identical structure, is stationary 
and ergodic if the assembly of disturbances was stationary and 
ergodic. Alternatively, it is not difficult to show that, if the 
assembly of functions {y(t)} is generated from the stationary 
ergodic assembly {x(t)} by any linear sampled-data filter, then 

+ T/2 

<y2(t)> = , f k5dt .. . . .
( 1 ) 

—T/2 

Thus the Wiener theory, which minimizes <y2(t)>, will lead to 

a system which minimizes the assembly average 	further 
averaged with respect to time over a sampling interval, and it is 
in this sense that the control systems discussed here are optimum 
systems. 

(3) REPRESENTATION OF LINEAR SAMPLED-DATA 
FILTERS 

A linear sampled-data filter is a device which linearly relates 
an output function of time, y(t), to values of an input function, 
x(t), at the sampling instants t = rT. Thus 

y(t) = 	h(t - rT)x(rT) . . . . (2) 
r-- co  

where h(u) is a function characterizing the particular filter con- 
sidered. In a physically realizable system, h(u) = 0 for u < 0. 

Filters of this type may be represented by shaded blocks 
[Fig. 1(a)] to distinguish them from continuous filters, which 
are normally represented by unshaded blocks. An alternative 
representation may be obtained by considering a continuous 
filter with weighting function k(u) h(u) and input consisting 
of the following sequences of delta functions: 

+m 
x *(t) = Z x(rT)S(t - rT) . . . . (3) 

= - 
[1J 
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boundary in Fig. 2(b) by the continuous filter K of Fig. 2(c), 
X(t) X(t)1 1 y(t) 	 this does not, of course, mean that K and the contents of 
--'H'j--'- 	the dotted boundary have identical dynamical properties. They 

are only known to have the same effect on the special class of 
inputs which consist of a sequence of delta-function impulses 
synchronized with the sampling instants of the samplers S 1  

Fig. 1.—Sampled-data filters. 	 and S2. 

Then 

At") = J k(u)x*(t - u)du = 	x(rT) j k(u)(t - u - rT)du 
0 	 r= — co 	0 

+00  

or 	 y(t) = 	k(t - rT)x(rT) 	. . . (4) 

which is identical with eqn. (2) since k(t - rT) = h(t - rT). 
This arrangement may be represented in a block diagram as 
shown in Fig. 1(b). It is clear from this discussion that every 
sampled-data filter may be represented in this form and it is 
often convenient to do so; nevertheless some caution must be 
used in discussing the behaviour of this representation. In 
general, the division into a sampler and a continuous linear 
filter does not correspond to any physical division in the actual 
filter, and, in particular, no attempt must be made to discuss 
the response of K to a continuous input at the point x. Even 
if the sampled-data filter may be physically divided into a 
sampler and a subsequent filter, this filter need not be identical 
with the continuous filter K. 

As an example, consider a system with the structure shown in 
Fig. 2(b). The relation between x(t) and y(t) is clearly linear if 

X(t) 

(a)  

(4) CORRELATION FUNCTIONS AND SPECTRA IN 
SAMPLED-DATA SYSTEMS 

Various auto- and cross-correlation functions and the corre-
sponding spectral densities will be required for the sampled-data 
filter shown in Fig. 1(b). These are given by Ragazzini and 
Franklin 3  and are listed below, with a complete derivation in 
one case to illustrate the method. 

The cross-correlation function, (Dab,  of two functions a(t) and 
b(t) will be defined by 

1 r +T0 

ab(U) = lim - j a(t)b(t + u)dt = <a(t)b(t + u)> . (5) 
—T0  

and since the functions are assumed to be members of a stationary 
ergodic random process, the time average could be replaced by 
an assembly average if desired. When b(t) = a(t), the function 
taa(1) is known as the auto-correlation function of a(t). The 
cross spectral density, Sab(S),  of a(t) and b(t) is defined as the 
Fourier transform of tT?ab(U), i.e. 

Sab(S) = J ab(U)J0)1(hu1 	for s = jw 	
} . (6) 00 

= analytic continuation for other values of s 

and when b(z) a(t), the corresponding function Saa(S)  is called 
the power spectrum of a(t). Corresponding to eqn. (6), -of 
course, is the inverse transform 

(b) 

1 
ab(U) = 

-J 
 S,j,(s)'!'ds 

2irj _jri 

= L22__'• 
	

(c) 

Fig. 2.—Filters with equivalent input-output relations. 2 E -C 

t) 

Fig. 3.—Sampled-data controller. 

the filters X and Y are linear, and the presence of the sampler 
S 1  ensures that y(t) can depend only on the values of x(t) 
at the sampling instants. Thus the system is a linear sampled-
data filter according to the definition given at the beginning of 
this Section and, as shown in eqn. (4), it is certainly possible to 
find a system of the form shown in Fig. 2(c) which will give an 
equivalent relation between x(t) and y(t), where K is a suitably 
chosen continuous linear filter. Although the relation between 
x(t) and y(t) is unaltered by replacing the contents of the dotted 

The required relations for the system of Fig. 1(b) will now be 
dealt with in turn; the complete derivation given of result (iv) 
typifies the methods used in handling sampled time series. 

For the system in Fig. 1(b), 

y(t) = J k(u)x*(t - u)du [k(u) = 0 for u < O] . (7) 
.00 

+ co 
x*(t) =x(rT)(t - rT) . . . . (8) 

Since K is a continuous filter, the output spectral density 
and the cross spectral density of input and output are given by 
the well-known relations4  

S(s) = K(s)K(—s)Soo(s) . . . . 	(9) 

S(s) = K(s)So(s) = S( — ) . . (10) 

As shown by Ragazzini and Franklin, 3  the auto-correla-
tion function and corresponding spectral density of x"(t) are 
given by 

1 +00 
 

= 	 (rT( - rT)  

1 +00  

S(j-) = ; 	t(rT)e_JorT . . . (12) 

Finally, the cross-correlation function and cross spectral 
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density for x(1) and y(t) will be derived as an illustration of the 	A power spectrum, Saa(S),  is said to be Wiener-factorizable 
methods used. 	 if it is possible to write 

From the definition given in eqn. (5), by splitting the range 	
Saa(S) = S a(5)S(S) ..... (15) 

of integration into segments of length T, we obtain 

+N (n++)T 
= lim 

N-~ (2N + 1) T : 	

x(t)y(t + u)dt 
n 

+N (n+)T 

=lim I x(i - u)y(t)dt 
N—* (2N + l)T N(n—+)T 

Substituting for y(t) from eqn. (2) gives 

= lim 
N—*oo (2N+ 1)T 

+Nr()T 	+  OD 

X 
	j x(t - u) 	k(t - rT)x(rT)dt 
n—N (n—)T r=— 00 

or 
I 

= lim 
N--). (2N + l)T 

+N r()T  +OD  
X 	j 	x(t - u)x(rT + nT)k(t - rT - nT)dt 

n=—N (n—+)T r= — a 

Now put v = t - nT, which reduces the above to 

= urn 
N-- ~-rx, (2N + 1)T 

	

+N 	+ 00  
X 	J 	k(v - rT)x(rT + nT)x(v - u + nT)dv 

n=—N —T r= — oD 

E fk(v — rT) 

	

T 	 _fT 

X 
 [

Jim +N 
(2N1+ 

1) n N
x(rT+ nT)x(v - u + nT)]dv 

and it may be proved that, when x(t) is stationary and ergodic, 

1 	+N 
urn x(n T)x(nT + t) 	 (exactly) 

N—*c (2N + 1) n=—N 	
= 	(t)  

Using this result, the expression for D(u)  becomes 

	

cI(u) = - 	 J k(v - rT)J?(v - u - rT)dv 
T r _ —r 

1 +00  
= - I k(w)D(w - u)dw (say) 

T J 0  

Since 	is an even function of its argument, this reduces 
finally to 

+00 

= J k(w)(u - w)dw . . . (13) 

and correspondingly, 

S(s) = -K(s)S(s) = S,( — s) . . . (14) 

This completes the set of spectrum relations which will be needed. 
but before leaving this topic it is worth defining two operations 
on spectra which will be required in the discussion of the Wiener 
optimum controller. 

where S a(5) has all the zeros and singularities of Saa(5)  in the 
left half-plane and is free from zeros and singularities in the 
right half-plane, while S 2  (s) has all the zeros and singularities aa 

Of Saa(S) in the right half-plane and is free from them in the 
left half-plane. 

The decomposition of a function. F(s), of the complex variable 
s given by 

F(s) = [F(s)] + + [F(s)]— . . . . (16) 

will also be important, where 

[F(s)] + = 	. j_[j iu)eih4tdu]dt for s - 3W 	(17) 

= analytic continuation 	for s =A jw J 
[F(s)] + is then analytic and bounded in the right half-plane, while 

[F(s)] - is analytic and bounded in the left half-plane. 

(5) A REARRANGEMENT ANALOGOUS TO PRICE'S 
METHOD FOR CONTINUOUS SYSTEMS 

Returning now to the basic sampled-data regulator of Fig. 3, 
the block diagrams shown in Fig. 4(a) represent systems which 
give the same relation between e(t) and d(t). C 1  is physically 
realizable because it is constructed by physical interconnection 
of the two physically realizable blocks P and C, and so to every 
system of type A [Fig. 4(a)] there corresponds a physically 
realizable system of type B. The truth of the converse follows 
in the same way from the second sequence of equivalent systems 
given in Fig. 4(b), so arrangements A and B are completely 
equivalent so far as the relation between e(t) and d(t) is concerned. 

From Fig. 4(b) it might appear that even the best C 1  would 
only correspond to the best C of a particular class of sampled-
data filters with a sampler in the feedback loop. However, in 
view of the remarks in Section 3, this is not the case, and the 
equivalent C gives the optimum controller for the conventional 
arrangement represented by A in the class of all linear sampled-
data filters. 

Having established the equivalence of arrangements A and B, 
it is now possible to proceed to find the optimum linear C 1  
which minimizes <e2>. This can quite easily be done after 
re-drawing B in the equivalent form shown in Fig. 5. It is 
permissible to invert the order of the blocks P and C 1 , as shown, 
since each is a continuous linear filter. 

(6) OPTIMUM C l  AND MINIMUM MEAN-SQUARE ERROR 

The C 1  which minimizes <e2 > follows immediately from the 
arrangement shown in Fig. 5 using the conventional Wiener 
theory: 

C1(s) 	
l[Srd(s)] 	

(18) 

where S g(s) and S g(s) are the Wiener factors of S gg(s) (assuming 
this is factorizable); the notation [F(s)] + has been explained in 
Section 4. 

The various terms in eqn. (18) will now be evaluated for the 
system shown in Fig. 5. The following relations arise from the 
results given in Section 4: 

Sgd(5) = P( —s)Sda(s) 	. . . . (19) 

Sgg(s) = P(s)P( 5)Sd*a*(5). . . . (20) 
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(t ) d(t) 

M) 

 

B 

 

-  e c 

d(t) 

A 

WHERE 	___ø_ 	 _._ 

(b) 

Fig. 4.—Block diagrams of equivalent arrangements. 
(a) Relation of C1 to C. 	 - 
(1') Relation of C to C1. 

Attention will be restricted to stable transfer functions P(s) of 
the form + dI e(t)  

P(s) = P'(s)P2(s)e 	.....(21) 

d(t) 
where P(s)$r  is a rational function, and P'(s) and P 2(s) have 
the properties of Wiener factors. Then 

	

jJf1t 
Sga(s) 	-P 1 (_S)P2(_S)9S j1j (S) . 	. 	. (22) 	......L....' d  

S g(S) = pl(S)p2(—S)Sdl 	. . . . (23) 	Fig. 5.—Open-loop configuration for control system. 

S2 (S)= P'(_S)P2(S)S3ad(S) . . . . (24) desired solution of the problem. It will be convenient also to 

Substituting these in eqn. (18) gives the optimum C1(s) in the have the result in the slightly rearranged form 

form 1 	 1 

i 	r 	P2(—s) Sdd(s) 1 	C1(s) 
= P'(s)P2(—s)S4d(s) X Sda(s) 

x S(s) 

	

C1(s) 
= pl (5)p2(_S)SGda($)[T P2(s) SJado(S)j 	

. (25) 
+ 	 r e 	P2(—s)S j (s) 1 Sdd(s) 1 X 

 [---- 	
P2(s) 	T Sd(S)] + . (

26) 
All the quantities appearing in this are known, so it gives the 

d(t) [Rj t) 

31 

A< 

WHERE 	 = 

(a) 

E
d(t) 

—CI 

B 



JACKSON: OPTIMUM SAMPLED-DATA CONTROL 
	

5 

Notice that, when P(s) = 1, C1 (s) becomes simply the optimum 
filter for reconstructing d(t) from the sampled signal d*(t). 

Denoting this by C1 (s), eqn. (25) gives 

1 	F 	S(s)1 
Cit(S) 

= s.d.$)[ S*d*(S)j+ 	
(27) 

These results should be compared with Price's optimum C 1 (s) 
for the continuous case, which will be denoted by C1(s): 

1 	rp2(_s)s,(s)91 	. (28) C1(s) = p 1 (s)p2(_s)S d(s)L 	P2  (s) 	j+ 

Comparing eqns. (27) and (28) with eqn. (26) it is seen that the 
optimum C 1 (s) for the sampled-data case is Price's optimum 
continuous C1(s) in series with the optimum data reconstruc-
tion filter if, and only if, 

I 1 P2(s)S ja(s)9r 1 S(s) 1
s) 	P2(s) 	T S.a.(s)j + 

	

< [p2(.._s)s(5)ssv1 > Li S5(s)  1 	(29) 
Sds) L 	P2(s) 	J + LT S3*a.5J + 

One obvious case in which this factorization is valid arises when 
P(s) is minimum phase, in which case r = 0, PI(s) P(s) and 
P2(s) = 1; other cases will be discussed later. 

Having obtained the optimum Cj (s), it is of direct interest to 
calculate the corresponding value of the mean-square error. 
The power spectrum of e(t) is 

See(s) = Sdd(s) - P(s)C1(s)S,(s) - -P(—s)Cl(—s)Sdd(s) 

+ C 1 (s)C 1 ( — s)P(s)P( —s)S a.d.(s) . (30) 

from which <e2>  can be obtained using 

1 +JOD  

<e2> 
= -. J ee(5)' ..... (31) 

27T) _J 

Although the, method used here gives the form of the optimum 
filter C I (s) directly, the form of the optimum C(s) is of greater 
interest for the purpose of synthesizing an approximate optimum 
controller. From consideration of the block diagram in 
Fig. 4(b) showing the relation between C and C 1 , it follows in 
a straightforward manner that 

C(s) 
' 	C 1 (s) 	 . 	. 	

. (32) 
[1 - PC1 (z)]..s 

Where PC 1 (z) is the z-transform 3  corresponding to the Laplace 
transform P(s)C1 (s). The explicit form of C(s) for a particular 
simple system is given in Section 9. 

(7) OPTIMUM CONTROLLER FOR A CLASS OF 
DISTURBANCE SPECTRA 

C 1 (s) and <e2> will be evaluated for a particular but very 
extensive class of disturbance spectra. 

Laning and Battin4  show that any bounded auto-correlation 
function, the square of whose magnitude is integrable over the 
infinite interval, can be approximated in the mean by a sequence 
of terms of the form A ke_ckI 11 l with C,,, > 0. Thus any auto-
correlation function likely to be of interest can be approximated 
arbitrarily closely, for the purpose of computing mean-square 
errors, by a sum of the form 

Iia(u) 
= k1 	 .

(33)  

If S(s) is the power spectrum corresponding to (I),(u), and 
S,,pd*(s) the spectral density of the corresponding sampled signal, 
using eqns. (6), (11) and (12) it is not difficult to show that 

2A,,,c,,, 
S 1 (s)= 

k=1 	- 	 (34) 

and that 

Ak(l - 8-2CkT) 	
. (35) 

	

Sd.d.(s) = ' 	eckTe —Sl)(l - e —cT9
7
) 

'Eqn. (25) for C1 (s) will now be evaluated for spectra of this 
particular form. Paying attention first to the square bracket on 
the right-hand side of eqn. (25), and denoting its contents by 
F(s), it follows from eqns. (16) and (17) that it is possible to 
write 

[F(s)] + 
= 0 J f(t)edt with s = jw 

I rj 
where 	 f(t) =- j F(s)eds 

2irj _j, 

When Sdd(s) and Sdsds(s) are given by eqns. (34) and (35), 
inspection of the form taken by F(s) shows that, in evaluating 
f(t), the integration contour may be closed by a large semicircle 
in the left half-plane when t> 0, so that 

f(t) = res [F(s)9h]  (for t> 0) . . . (36) 

the sum of the residues being taken over all poles of F(s)et 

in the left half-plane. The factors P 2(s) and S3sds(s) which 
appear in the denominator of F(s) have, by definition, no zeros 
in the left half-plane, while the possibility of P2(—s) having 
singularities in the left hall-plane is excluded by the fact that 
attention is limited-to stable transfer functions P(s). Thus, the 
only singularities of F(s)9' in the left half-plane are the simple 
poles of S,,,,(s) at s = - C,,,, and eqn. (36) may be evaluated 
immediately:  

fl 	C'V P2(ck) 	 At t 

At) = 	—i-- 	 lim [(s + ck)S.,,,,,(s)] 
k=l 	, .Cj,,j dd'- ckJ 1 - ,, 

I n 	J2(C) 	
.8—

ckt 
Ak or f(t) = 	

k S3*d*(—Ck) 	
(for t> 0) 

whence 	 ' 

	

1 	' 	P2(c,,,) 	 1 	- 
= 7' k1 P2(—ck) S3*d*(—CA) 5 + Cj 

and the optimum C1 (s) then follows from eqn. (25) as 

1 	1 	" 	P2(ck) ' A,,,s—ckr 

  P2(—c, S
C1(s)

= Ps)P2(—s)Ss ds(s)T k 	 3sda( — c,J  

(37) 

Since the following combination of factors will occur frequently 
from now on, it will be convenient to define 

1 P2(ck) 	,Ake_ckT 	
. (38) Q(Ak, Ck) = Qk = 	

P2( — ck) S*ds( — c,,,) 

when eqn. (37) takes the form 

.(39) C1(s) 
- P'(s)P2(—s)S,s d s(s) k=1 5 + C,,, 

The main difficulty in handling this when n> 1 is the cumber-
some algebraic form of the factors S,sds(s) and S3.d.(s) when 
written out explicitly. ' -, 
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Before going on to deal with the mean-square error, however, 
it is interesting to consider some special results which hold for 
n = 1. In this particular case, eqn. (37) becomes 

I 	1P2(c) 	Ae 	1 
,(s) 

— p 1(s)P2(_s)Ss d *(s) T P2(—c) S.ds(—c)  s + c 

(where c = c,) while, from eqn. (27), the optimum data-
reconstruction filter is 

I 	I 	A 	1 
C1•= 

S,sa*(s) 	S.a*( — C) 	c 	
. (41) 

Since Sda(s) = 2Ac/(c 2  - s2) in this case, the right-hand side of 
eqn. (28) can easily be evaluated, and the optimum continuous 
controller is 

1 	P2(c) 

	

C1 = F1(s)P2(—s) p2(_ c)5 	. . . (42) 

Comparison of eqns. (41) and (42) with eqn. (40) shows imme-
diately that 

C,(s) = Cir(S)Ci c(S) 

so again we have the result that the optimum sampled-data C, 
is equivalent to the optimum continuous Ck, in series with the 
optimum data reconstruction filter C l ,. This may also be 
proved by checking directly that the factorization condition, 
eqn. (29), is satisfied. It should be noted that, although this 
attractively simple result is valid for this very popular spectrum, 
it does not appear to be generally true when n > 1. 

(8) MINIMUM MEAN-SQUARE ERROR 
Returning now to the general case, n> 1, the minimum 

attainable value of <e2 > is calculated by using eqns. (30) and 
(31) with CI (s) given by eqn. (39). The terms in eqn. (30) can 
be integrated separately, the first giving immediately 

1 r 1 00 	 n 

J S,(s)d = 	A,, 	. . . . (43) 2irj —JOD 	 k—I 

Considering the second term of eqn. (30), it is necessary to 
evaluate the contribution to eqn. (3 1) from 

I 	P'(s)P2(s)s 	 Qi P(s)C,(s)Sja(s) 	
T P'(s)P 2(—s)Ss d s(s) 	k=1 S + Ck 

fl 	(1 	1\ 
X A,—+----I . (44) 

C, +s c1—sJ l I 

Now SJQdo has the form 

N(s) 

— 8c*T€ —s7) 
k-1  

where N(s) is a polynominal in eof degree not exceeding n — 1. 
Thus l/Sodo(s) remains bounded when 1st — provided that 
.q(5) > 0, and it is seen that every term of eqn. (44) tends to 
zero faster than I/IsP when  Psi --* w with R(s) > 0. The 
contour of integration in eqn. (31) may therefore be closed by 
a large semicircle in the right half-plane; it is then necessary to 
remember that the closed contour is described in a negative sense. 
The only poles of the integrand in eqn. (44) in the right half-
plane are at s = c1, and they are simple, so the residues can 
be obtained by multiplying through by s — c 1  and letting s -± C1, 
with the result 

1 	+j OD 

.L_ J P(s)CI(s)Sdd(s)ds 
2ITJT —J00  

I " 	A l 	P2(c) — 	" 	Q, 

	

= 	,, 	P2( c,)5 
C 	

. (45) 
k=1 Ck+C, 

In a similar way, by closing the contour with a semicircle in 
the left half-plane, it can be shown that the same contribution 
is obtained from the third term of eqn. (30). 

When written out fully the contribution from the last term of 
eqn. (30) arises from the integrand 

_2... 	' S,(s) . (46) 
Sdd(S)Sd*dl(3) ;C=1 C,, + S jj Cj — S 

Now 	 Sa*as(s) = S,.d*(s)S3*ds(s) 

while 	Sd.as( — s) = Si*d.( — s)S3*d*(—S) = Sd.a*(s) 

since Sd.d.(s) is even. Further, S,a*(s).  has all its poles and 
zeros in the right half-plane, while 53sd*(—s) has all its poles 
and zeros in the left half-plane. S**(— s) and S3*d.(-_s) can 
therefore. differ only by constant factors from Sds(s) and 
S,*d.(s) respectively, and the factorization can be carried out in 
such a way that S*as( —s) = S3=d* (s). introducing this into 
integrand (46), the first and last factors cancel. The contribu-
tion to eqn. (31) may then be evaluated by closing the contour 
with a semicircle in either half-plane. Choosing a semicircle 
in the left half-plane, the contour is described in a positive sense 
and it is only necessary to sum the residues at the poles at 
S = - Ck, with the result 

Qi.Q1 (47) 
k=1 1=1 Ck + C1 

which is seen to be identical with eqn. (45), remembering that 
S3*d.(—c,) = Sj*ds(c,) with the present choice of factorization. 

Collecting together the terms contributing to eqn. (31) gives 

<e2> = 	A, 	 QiQ 	. . (48) 
k=1 	k=11=1 Ck + Cj 

When the system is without control, <e2> = <e2>o = <d2> = 

k 
so that the mimimum attainable value of <e2>I<e2 >o is 

k=1 
 

given by 

	

n n 	A.kAI = .=l— 	, e mm 
<2> 	

T 2 	Ak k=11=1 S,.a*(Ck)S..a*(C,) 

k=1 

p2(CA) 	p2(CI) 	(CA +cj) 

	

X 
P2( Ck)  P2( — c1) 	C + C1 	

(49) 

where the explicit forms of Qk  and Q1 have been re-introduced, 
and it is assumed that the factorization is carried out in such a 
way that Sd(s) = Sd(—s). 

As in the case of C,(s), the greatest difficulty in handling this 
is the clumsy algebraic form of the factors Soao(s) when a> I. 

(9) EVALUATION OF THE RESULTS FOR SIMPLE 
EXAMPLES 

A programme to evaluate the right-hand side of eqn. (49) has 
been written for a digital computer. This deals with the case 
where n = 2 [i.e. two terms in expression (35) for Sd*do(s)] and 
P2(s) is a polynomial of degree not greater than two. It was 
used initially to calculate e for the system shown in Fig. 6, for 
which the continuous case has been treated by Price.' 

The plant consists of a transfer lag with unit time-constant, 
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Fig. 6.—System used in illustrative examples. 

together with a distance-velocity lag, r, while the disturbance, 
with spectrum D(s) = 2c/(c2  - s2), enters through the plant by 
the same path as the correction. For the corresponding con-
tinuous system, Price obtains the result 

= 1 - (1 + 2r  + 2r2)e 2 r 	when c = 1 

= 1 - U 	
)2[2) - 2(1 + c + (2c] 	. (50) 

when c=Al 
where (x) = 

Using the programme described above, corresponding calcula-
tions have been carried out for sampled systems with various 
values of c. The results for c = 005 and for c = 100 are 
recorded in Figs. 7 and 8. Note that: 

For fixed values of c and; increases with T. This increase 
is much more rapid for large values of c than for small values. 

For fixed values of c and T, increases with r and approaches 
unity as r --> cc. 

These properties are all as expected intuitively. The curves 
for T = 0 are drawn using Price's formulae above; the con-
vergence of the computed curves to these when T becomes small 
provides a check on the theory and the programme for the 
sampled case. 

The form of C(s) will also be obtained and compared with 
the optimum continuous controller for the system shown in 
Fig. 6, but to avoid unnecessary algebraic complication the 
disturbance with the spectrum considered above will be replaced 
by white noise. This affects the measured variable only after 
passing through the block representing the controlled plant, so 

Sthj(s) = 	
2 

 1 - 2 and P(s) 
= 

1•0 

0-9 

08 

0-7 

£ 06 

05 

04 

03 

02 

01 

0' 
0 	2 	4 	6 	5 	10 	12 	14 	16 	18 	20 22 

r - 
Fig. 7.—a as a function oft for c = 005. 

01 	0-2 03 0-4 05 0-6 07 08 0.9 1-0 

T - 

Fig. 8.—i as a function oft for c = 100. 

P1 (s) = and P2(s) = I 

The sampled spectrum Sdd(s)  corresponding to the above form 
of Sds)  is given by eqn. (35): 

1 	(l__27) 
Sa.4.(s) = 	(I - s — Te — sr)(l - E — T857) 

From eqn. (40) it now follows that 

C I (s) = e(1 - 8_T5_sT) . . . . ( 51) 

and hence that 

P(s)C1(s) 
= I + S 	 . . 

(52) 

If T is written in the form T = (p - A) T, where p is an integer 
and 0 ( A < 1, the z-transform corresponding to eqn. (52) is 

PC1(z) = e–Tz– (53) 

C(s) for the optimum controller may now be obtained by sub-
stituting from eqns. (51) and (53) into eqn. (32): 

- 

C(s) 
= 	. . (54) 

The transfer function of the optimum continuous controller 
can be obtained by substituting the above form of P(s) in eqn. (42) 
to give Cj(s).  Then if Ce(s)  is the corresponding filter for use 
in a simple feedback loop, 

C 	Cia(s) 
- F-- 

	

- P(s)C1(s) 	
. . . (5 5) 

which corresponds to eqn. (32) for the sampled case. In the 
present example, 

(I + s)a 
CC(S) = 1 - 	. 	

. . (56) 

Difficulty is experienced in comparing Ce(s) with the limiting 
behaviour of C(s) when T -->  0, because C(s) is assumed to 

1• 

0 - 9 

06 

0 , 7 

0.6 

0-5 

0-4 

0-3 

0-2 

0.1 

and correspondingly, 
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operate on a sequence of delta functions. This difficulty can 
be avoided by representing C(s) as a zero-order hold, with 
transfer function (1 — _31)1s, in series with a filter C'(s). We 
must then have 

SC(S) — 	S 	e[l — 
CI(S) = _   — 	— — 	I — 	

. (57) 

The zero-order hold converts the sequence of delta functions 
leaving the sampler into a 'staircase' function, which approxi-
mates to the continuous function at the sampler input more and 
more closely as T-* 0. Correspondingly, C'(s) would be 
expected to approximate in the limit to the transfer function 
Ce(s) of the continuous controller. 

In examining the behaviour of eqn. (57) for small values of T, 
it must be remembered that p -+oo as T —* 0 in such a way 
that pT-->r; thus, 8 p(1+s)T (l+ 5) when T--* 0. The 
remaining exponentials in eqn. (57) may be expanded in their 
exponents, neglecting powers beyond the first, when it follows 
that C'(s) - Ce(s) when T —> 0 for each value of s. The con-
vergence of C'(s) to Ce(s)  is not uniform in s, but we may say 
that the behaviour of the optimum sampled-data controller 
with very short sampling interval approximates to that of the 
optimum continuous controller, except at very high frequencies. 
The frequency range over which the approximation is good may  

be extended as far as we please by taking a sufficiently short 
sampling interval. 
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rcup B 

hemioa1 plants normally consist of a number of more or less distinguishable 

units such as reactors, distillation columns, mixers and evaporators, between 

which streams of material are transported. The flaw rates and compositions 

of these streams depend on the design and operating conditions of the units, 

so the complete plant consists of a number of interconnected and interacting 

units. In the simplest case the connection may be a sequential one, in which 

the product from one unit forms the feed for the next, but frequently this 

pattern is complicated by the presence of bypasses, recycle loops or cross feeds 

between two chains of sequentially connected units. The problem of determining 

the most economic design and operating conditionin these circumstances is a 

problem associated with the plant L5 a whole, whose complex interconnected form 

usually leads to an exceedingly cumbersome mathematical formulation. The 

question therefore arises whether it is possible to breax down the connecting 

structure to some extent and to define separate optimization problems for each 

of the units from which the plant is composed, such that solutions of each of 

tiiese separate, and simpler problems may be adjoined to synthesise a solution 

of the optimization problem for the complete plant. 

In the early 1960's it appeared that two mathematical techniques might be 

adapted to accomplish this, namely the algorithm of Dynamic Programming, and 

the Maxiimizn Principle of Pontryagin. In their original forms, neither of the 

technic ues was entirely suitable. Dynamic programming was indeed a method 

o: decomposing optimization problems inJ.nterconneoted structures but, as 

originally developed, it required the connection to be sequential. The 

Maximum Principle, on the other hand, did not deal with interconnected discrete 

units at all, but was a realt in the Calculus of Vcriationa. However, an 
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analogous statement could clearly be formulated for sequential structures 

composed of discrete units, and it w s expected that this would be generalisable 

to ore complex structures. 

The earliest attempts to generalise Dynamic Programming to structures 

with recycle loops met with immediate success, but pblioation Dl showed, by 

me na of a simple counter example, that they led to results which were incorrect,, 

and traced the fallacy in the reasoning leading to the proposed generalisation 

of the sequential algorithm. Since the date of this publication valid extensions 

of the Dynamic Programming algorithm to oomlex structures have been developed 

by Nemhauser, Wilde and others. 

The second approach, namely the development of a Discrete Maximum Principle 

analogous to Pontryagin' a Principle in the variational calculus, had reached a 

much more advanced stage by 1964 0  at which time it formed the subject of a large 

number of papers and a textbook. However, in a seminal! at Imperial College, 

London in 1964,  the present writer suggested that the basis of this worm, namely 

the Discrete Maxt'nnn Principle itselI, was fallacious and supported this contention 

with the first ewnp] quoted in publication B2. The seminar was attended by 

Dr. F, horn who devised a much more conclusive counter example and joined with 

the present writer in publication 82, in which a valid but weaker form of the 

Discrete Maximum Principle was suggested. In publication B3 we went on to show 

that this we" form is nothing more than a si.mple rearrangement of a formula 

of elementary differential calculus. 

Publication B)+ explores the relation between the generally valid weaxenod 

form of the Maxinivn Principle and the original strong form, which is true only 

in very special cl-tases of problems. Some of these classes are identified 

exjlioitly. Since the date of these publications the relation between the weak 
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and strong Discrete Maxinnn Principles has been thoroughly investigated by 

pure mathenzaticiana, notably Hahn at the University of California, who has 

identified classes of problems for which the strong form is valid, other than 

those enumerated in publication B4. 

In pullications B5 and 136 the valid form of the Maximum Principle is 

developed for interconnected structures of arbitrary complexity and it is 

shown that it may be a useful tool for practical computations. Finally 

publication 137 extends this work to situations in which the state of the plant 

is time-dependent. 
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Comments on the paper 
Optimum cross-current extraction with product recycle 

D. F. RuDD and E. D. BLUM 

(Received 13 November 1962) 

IN A recent paper' RUDD and BLUM have proposed a simple 
extension of the method of dynamic programming to deal 
with stagewise processes with product recycle. In view of the 
widespread occurrence of these processes, such a generaliza-
tion is of great potential importance. However, it is the pur-
pose of the present note to show that the proposed method is 
in factfallacious, leading to the correct answer only in certain 
very special cases. 

We first recapitulate the method briefly using the notation 
of Rurn and BLuM's paper. Referring to Fig. 1 of their 

r3/4 

Fin. I. Simple recycle system. 

paper, the object is to choose the operating conditions 
Wi, ... WN so as to maximize an objective function Q of the 
form 

Q = R[(P - PN)q] - > C(W) 	(I) 

where the given functions R and C represent the increase in 
value of the process stream and the cost of applying the 
operating policy respectively. The quality Po of the stream 
entering the first stage is related to Pf and Pjq by the mixing 
condition 

Po = (qP1 + rPN)/(q + r) 	 (2) 

Pi may then be eliminated from equations (1) and (2), giving 

Q = R[(Po - PN)(q + r)] - C(WO 	(3)  

Let Wim(Po) represent the set of operating conditions which 
maximize Q for a given P0. They may be found by conven-
tional dynamic programming computations, and in turn they 
determine a value of PN. 

PN = PN[WLm(PO), Po] 	 (4) 

The pair of equations (2) and (4) may then be solved 
simultaneously for Po and PN, which suffice to determine the 
optimum operating conditions and the maximum value of Q. 

The right-hand side of equation (4) must, in general, be 
computed numerically through the dynamic programming 
tables, so equations (2) and (4) must be solved numerically, 
and the authors propose a particular iterative method for 
doing this. A given approximation to Po determines a value 
of PN through equation (4), and this in turn is used in equa-
tion (2) to determine the next approximation to Po. The 
value Po = P1 is suggested as a suitable initial approximation. 

The fallacy of the above procedure can best be exposed by 
considering a simple example. Fig. I shows a single stage 
process with recycle, in which F1, Po and P, each represent a 
single quantity and there is one adjustable operating con-
dition W. Block A is such that Pi is related to Po by 

P,2Po— W 2 	 (5) 

while the mixing condition is 

P0 = +Pf + *Pi 	 (6) 

and W is to be chosen to maximize 

(7) 

for given P1. This is a special case of the problem treated by 
RuDD and BLUM and is so simple that it can be solved 
directly without resort to their procedure. The relation 
between P, and P1 for any value of W can be found by 
eliminating Po between equations (5) and (6), giving 

Pi = 2W2  - P1 

whence 

Q=P1—P1=2(W2 —P) 	 (8) 

and this takes its smallest value Q = — 2P1 at W = 0. 
The procedure used by RUDD and BLUM is as follows: 

From equations (6) and (7) 

Q = 4(Pi - F0) 	 (9) 

corresponding to equation (3) of the general case. Using 
equation (5) for Fi, we see that Q has a unique stationary 
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maximum at W = Wm = 0 for all values of Po, and with 
this value of W 

P1 = Pi[ Wm(Po),  Po] = 2Po 	 (10) 

corresponding to equation (4) of the general case. Equations 
(6) and (10) are then solved simultaneously, giving 

Po = —P1 and Pi = —P1 with W = Wm = 0, 

and correspondingly 
Q = —21',, 

However, direct solution has already shown us that this is the 
smallest value taken by Q for any choice of W! 

This example is so simple that an iterative solution of 
equations (6) and (10) is unnecessary, but if we ignored this 
and applied the iterative procedure proposed by RUDD and 
BLUM we should find that the iterations diverged. We should 
therefore be prevented from actually arriving at the false 
conclusion. 

It is interesting to give a somewhat more general analysis 
of the RuDD and BLUM procedure. For simplicity attention 
will be restricted to the single stage system shown in Fig. 1, 
but we shall take a general functional relation 

Pi =f(Po, W) 	 (11) 

to represent block A, a mixing condition of the form 

	

PoaPi+Pj 	(+==1) 	(12) 

and an objective function 

Q = Pi - P1 - C(W) 	 (13) 

Elimination of P1 between equations (12) and (13) gives 

Q = (P1 - Po)/z - C(W) (14) 

and it will be assumed that the form off (Pa, W) is such that 
Q has a single stationary maximum with respect to W at 
constant Pa. The procedure of RUDD and BLUM can now be 
followed without difficulty. E4m  corresponds to the stationary 
value of Q at constant Po and therefore satisfies 

lIaf\. 	dC 
(15) 

This value of W is then substituted into equations (11) and 
(12), which are solved for Po and Pi and these in turn deter-
mine W through equation (15). In other words, the values of 
W, Po and Pi taken to represent optimum operation satisfy 
equations (11), (12) and (15). 

The problem may also be approached directly by elimina-
ting Po from equations (11) and (12) to give an implicit 
equation for Pi in terms of Pf and W. It is then 
required to find the value of W which maximizes Q, as 
given by equation (13) with this value for P.I. First consider 
the condition for Q to take a stationary value with respect to 
W at constant P1. We have 

/Q \ 	iap1 	dC 
j•j:i)p1= 	 ai 	(16) 

while differentiation of equation (11) gives 

Of 
dPi = ( PL) dPo + (-) dW 

FOW 	Wp 0  

' Of 	 Of 

 -s) dW (usin g equation (12) 
dF + (a w p0 	with constant F1)  

It follows that 
Opi  - (af/dW)P0 

- t9(af/aPo)w 

and substituting this into equation (16) we see that the con-
dition for Q to take a stationary value is 

(f/)Wpo 	dC 
I - p(f/aP0) 

- ---= 0 	 (17) 

and the corresponding values of Po, Pi, and Ware obtained 
by solution of equations (II), (12) and (17). 

In general equations(15) and(17)are not identical, soRuDD 
and BLUM'S solution does not even correspond to a stationary 
value of Q with respect to W at constant Pf. Thus there are 
values of Win the neighbourhood of the value they determine 
which give larger values of Q. 

However, in the particular case when C(W) 0, equation 
(15) reduces to 

! (OP aw)p0 == 0 	 (18) 

and equation (17) to 

(af/W)p 0  
=0 	 (19) 

1 - P(f/Po)w 

Satisfaction of (18) is now sufficient to ensure that (19) is also 
satisfied (unless 1 - (aJ/Po)w = 0 "accidentally"), so 
RUDO and BLUM's solution corresponds to a stationary value 
of Q when C = 0. Nevertheless, as shown by our example, 
it would be fallacious to assume that this stationary value is 
necessarily a maximum. 

To investigate its nature, we write down an expression for 
the second derivative 

at a stationary point where (&Q/W)P1 = 0. When C 0 
this is 

/a2 QQ 	(d2f/aW 2)P 

= I - (af/P0) 	
(20) 

The solution of equations (11), (12) and (18) corresponds to 
a stationary maximum value of f at constant Po. so 
( 2f/8W 2)Po < 0, but (82 Q1W 2)P1 may have either sign 
depending on the sign of the denominator on the right-hand 
side of equation (20). Thus the solution of RUDD and BLUM 
may give either a maximum or a minimum value of Q with 
respect to W at constant F1: in our example it gave a 
minimum. 

It is not difficult to show that the necessary and sufficient 
condition for convergence of RUDD and BLuM's iterative 
method of solution of equations (Il), (12) and (18) is 

Ip ( ef\  < ' 	 (21) 

and this is also sufficient condition for the denominator of 
the right-hand side of equation (20) to be positive. Thus, 
when the iterative procedure proposed by RUDD and BLUM 
converges, the solution obtained corresponds to a stationary 
maximum value of Q with respect to W at constant P1. 
(Provided C 0, of course). 

We may summarize the general results obtained for the 
single stage process in which Q has a unique stationary 
maximum with respect to variations in W at constant Po. 
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In the general case with C(W) 0, the solution of 
RLJDD and BLUM does not correspond to a stationary 
value of Q, so there are values of W in the neigh-
bourhood of theirsolution which give larger values of Q. 
When C(W) = 0, a solution of their equations by 
some suitably convergent iterative method always 
corresponds to a stationary value of Q, which may 
be either a maximum or a minimum. 
When C(W) = 0 and the particular iterative pro-
cedure proposed by RIJDD and BLUM is used to solve 
the equations, the solution corresponds to a stationary 
maximum value of Q whenever the iterations con-
verge. 

Case (ii) has already been illustrated by the example 
worked above. If the objective function in this example is 
modified to include a term C(W), taking 

Q=Pi—Pi—(W-2) 2 	(22) 

in place of equation (7), the procedure of RUDD and BLIJM 
leads to the value W = Wm = 2/5. But with this value of W 
(Q1eW)r1 = 48, showing that the solution does not 
represent a stationary value of Q and illustrating case (i). 
In case (iii) it might be thought that RUDD and BLuM's 
procedure would lead to the correct answer, but a simple 
counterexample shows that this is erroneous. We consider 
a single stage system of the type shown in Fig. 1 with 

Pi =Po2  - ( W— p0)2 	 (23) 

a mixing condition 

	

Po = +Pi + VIL 	 (24) 

and an objective function 

	

Q =l'i - P1 	 (25) 

In this case Wm = Po and equations (23) and (24) give 

Pi = P02  and Po = Pi 	 (26) 

where we have confined attention to finding the solution for 
P1 = 0 to simplify the algebra. Equations (26) can be solved 
either directly or by the iterative method of RUDD and BLUM, 
which converges in one step to the solution 

Po =Pi =O with Wm=Po=0 	(27) 
These values might therefore be expected to correspond to 
the largest value of Q for P1 = 0. However, direct solution 
of equations (23), (24) and (25) for Q as a function of W 
shows that 

_iwhen 1f  0 	(28) 

which has the form sketched in Fig. 2. The solution (27) 
corresponds to a stationary maximum of Q, as expected, but 
all values of W> I give larger values of Q, and indeed the 
largest value is obtained by allowing W to approach unity 
from above. 

It must be concluded that the procedure proposed by RIJDD 

and BLUM can in no circumstances be counted upon to lead 
to the best operating policy, though it is doubtless possible 
to invent special examples in which it is successful.t (In par- 

t The present discussion has been limited to the simplest 
case in which the P's are single numbers, i.e. one dimensional 
vectors. It has been pointed out to the writer by Dr. F. HORN 

that RUDD and BLUM'S procedure does not lead to a stationary 
value of the objective function, even when C = 0, if the 
P vectors have more than one component. 

FIG. 2. Objective function for final counter example. 

ticular the authors' worked example of cross current extrac-
tion with recycle has an objective function with finite terms 
C(W), so it is unlikely that the result they give represents the 
true solution.) However, the principal purpose of this note 
is to draw attention to the fact that the method is based on a 
fallacious principle, namely the assumption that the process 
of determining optimum conditions in the recycle system is 
mathematically equivalent to sub-optimizing in the forward 
loop and balancing conditions at the recycle point. These 
two processes are not the same, and the assumption that they 
are can lead to completely misleading results even in cases 
which are completely "well behaved" mathematically. 

R. JACKSON 

University of Edinburgh 
and Herb!- Watt College 

NOTATION 

C Cost of applying an operating policy. 
PN Quality of product stream after N stages. 
P1 Quality of feed stream. 
Po Quality of stream obtained by mixing feed and 

recycle streams. 
q Flow of feed and product streams. 

Q Objective function. 
r Flow of recycle stream. 
R Inciease in value of process stream. 
W Operating condition in a single stage process. 

Wi ... War Operating conditions in a multi-stage process. 
Equal to q/(q + r). 

fi Equal to r/(q + r). 
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F. G. HELFFERICH, Ion Exchange. McGraw-Hill, New York 
1962. 624 pp.  $16.00. 
A RECENT addition to the McGraw-Hill series in Advanced 
Chemistry, "Ion Exchange" by Dr. FRIEDRICH G. HELF-

FERICH belongs without doubt in the library of every serious 
student of this most interesting subject. Dr. HELFFERICH has 
written a comprehensive and penetrating treatise in which 
the emphasis has been placed on the fundamental physical 
chemical aspects of the subject. He has dealt essentially 
with the nature of ion exchangers and their behaviour and 
only incidentally with the techniques of their application. 
Thus, while this book may not necessarily answer the 
questions of those concerned with operating apparatus or 
processes, it does probe the underlying frame work on which 
such practical considerations ultimately rest. Working from 
a background of extensive research experience, Dr. HELF-

FERICH has written a book with a point of view. He has 
critically surveyed the rather staggering literature in this 
area and has not hesitated to point out those approaches 
which he considers most fruitful in explaining the nature of 
ion exchangers. The main emphasis in the text is on models 
which explain and account for the observed characteristics 
of ion exchange resins. Old and new approaches are con-
sidered and considerable qualitative discussion is presented, 
along with sufficient mathematical development to enable 
interested readers to follow the more detailed structure and 
consequences of such models. In addition to these theoretical 
considerations, the text also contains a brief but useful 
summary of the main methods used in experimental investi-
gations of ion exchange and related phenomena. 

The book is divided into twelve chapters each of which 
contains a generous number of references and a complete 
summary of the chapter contents. After a brief introduction  

there is a discussion of the structure and properties of ion 
exchangers, which is in turn followed by a consideration of 
the chemistry of their preparation. This largely qualitative 
section is followed in the succeeding chapters by extensive 
descriptive and quantitative discussion of the properties and 
behaviour of ion exchange materials. Chapters are devoted 
to exchanger capacity, equilibrium in ion exchange reactions, 
solvent sorption and resin swelling, kinetics of exchange and 
sorption, electrochemical properties of exchangers, and the 
theory and properties of exchanger membranes. In parti-
cular, the chapters on equilibria and membrane processes 
are quite comprehensive, and that on kinetics is perhaps the 
most complete and rigorous discussion of this subject 
available at present. There is a chapter devoted to ion ex-
change column behaviour which contains the usual quanti-
tative relations as well as some illuminating general dis-
cussion. In addition, there are also interesting chapters 
devoted to the subject of ion exchange in non-aqueous and 
mixed solvents, catalysis by exchange resins and electron 
and redox exchangers and their properties. The text con-
cludes with a useful appendix which contains a detailed 
table of nomenclature, a listing of all the commercial 
available ion exchangers and several tables of mathematical 
functions pertinent to solutions presented in the theoretical 
developments. 

In the opinion of the reviewer, this volume will be of value 
to anyone interested in a fundamental understanding of the 
properties and behaviour of ion exchange materials. It will 
certainly serve as a most useful reference to the expert in 
this field, while selected readings from the various chapters 
will give the more general reader an excellent picture of ion 
exchange and its many ramifications. 

J. S. DRANOFF 
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CORRESPONDENCE 

DISCRETE MAXIMUM PRINCIPLE 

SIR: The maximum principle of Pontryagin (11) is now a 

well known method of dealing with a wide class of extremal 

problems associated with the solution of ordinary differential 

equations with given initial conditions. In a particularly 

lucid exposition of this principle, Rozonoer (72) has pointed 

out that, although one might hypothesize a discrete analog of 

the maximum principle for difference equations rather than 

differential equations, such a result is invalid except in certain 

very special conditions which render it almost trivial. Never-

theless, in three recent papers (8,-1), Katz has presented a 

proof of a discrete maximum principle -  around which a sig-

nificant amount of work—some already published (1,-3, 

13, 14) and some still in press—is beginning to build up. 

However, the purpose of this note is to reaffirm, largely by means 

of simple counterexamples, Rozonoer's original statement that 

the discrete maximum principle is invalid, and to show that 

the "proof" given of it is fallacious. 
Firstly, we will briefly recapitulate Katz's results. He con-

siders a system of difference equations of the form 

x" = Ff"(xk', 9");(i = 1,2, . . .S); (n — '11, 2,  

with given initial conditions 

x80  = a 8 ; (i = 1, 2, . . .S) 	 (2) 

It is customary and convenient to regard each Equation I 

as describing the relation between outputs and inputs for some 

physical unit, so that the complete set of equations describes 

the behavior of a sequential chain of units as shown in Figure 1. 

It is then required to find those values of the variables 91 ,  92 ,  

..6'v  which minimize (maximize) the value of xlN. 

The proposed solution makes use of the solutions z of a set 

of difference equations adjoined to Equations 1—namely 

= E 	. z15 ; (1 = 1, 2, . .S); (n = 1, 2, . . .N) 
,t Jx8 

(3) 

- ,, -L;--c;-= 
Figure 1. Sequential chain 



with the terminal conditions 

• 	N1;  for i I l> 	 (4) 
= 0 1 	

) 

It is then asserted that each On should be chosen to minimize 

(maximize) the corresponding quantity 

S 
z j"F/' 	 (5) 

with the zj' regarded as constants from the point of view of the 

ininitnizatlon (maximization) process. 

III K a t's foii nul at ion of the I ,'ol 'Ic in, the fu nctions /"j"  are 

assumed to be tile. same for cach valtie of n and are written Pp 

However, this restriction is not vital to the argument, and Fan 

and Wang (2, 3) derive the same result without any such 

assumption. Indeed it has no gearing on the validity or 

otherwise of the result, as we shall show. 
Some doubt may be thrown on the correctness of the above 

algorithm by the very simple example shown in Figure 2, 

where the objective is to maximize A Direct elimination of x 1  

shows that 

x2  = A - (z + 0 1 ) 2  - (02) 2  

with a stationary maximum value at 
o, = — x°, 02  = 0, which 

also gives the largest value for any choice of 02 and 02 . 

However, P is linear in the adjustable variable 02, so it is not 

possible to determine a value for 0' by the condition that 

H' = const. x' 

should be maximized with respect to 0 1 , as would be required 

by the computational procedure suggested by Katz (8). 
Although this may cast some doubt on the result, it is easy to 

see that z' = 0 for the optimal policy, so that H' is actually 

independent of 0' and is, in a sense, maximized for any value 

of 01 . To obtain a completely unambiguous counterexample, 

therefore, one must take S = 2, corresponding to a two-dimen-

sional system. Consider, for example, the system shown in 

Figure 3, where the problem is to minimize X 2  with respect to 

01  and 02 . By direct elimination of x,' and X21 , it is easily shown 

that 

= 2 + '/ (01)2 + (0')' 	 (6) 

with a unique stationary minimum at 0 1  = 92 = 0, which also 

gives the smallest value of X 2 . This is, therefore, the solution 

of the problem. We now pursue Katz's proposed procedure, 

solving the adjoined equations backward along the chain, 

starting from the boundary conditions. 

zl~ 1, z,' 	0 

According to Equation 3, we then have 

OF' 	OF,' 
Z1 __!_ Z' + -•. Zl — I 

Ox,' 	Ox,' 

and 

OF,' 	OF,' 
— - . L + - Z2 — 2x,' 

Ox,' 	Ox,' 

H' can then be written down by substituting into Equation 5, 

giving 

H' = Z11  — 201
2

— -- 
(0 1 ) 2] Z2'0+ z,' + 02) 

where 

	

011' 	 02111 
= (z,' - 2z,') - z 1 1 0' and -  

	

00' 	 0(01)2 

using the value of z 1 1  found above. It is seen that 02(11/0(01)2 

is negative for all values of 0, so it follows that JP can never be 

,,iiuiiu,iizcd with respect to 0 1 , as would be required by Katz's 
principle expressed in Equation 5. Indeed the values 02 = 
02  = 0 and the corresponding solutions x 1 ' = x2' = 1, z,' = 1, 
Z21 = 2, which have been shown by direct calculation (Equa-

tion 6) to minimize x 1 2, actually maximize H' in direct contra-

diction of Katz's algorithm. 

In this simple counterexample the functions F," arc different 

for different values of n. It remains to demonstrate the truth 

of the assertion made above that Katz's result remains invalid 

even if all the functions F," are the same, as in his original 

derivation. We shall do this by showing that, from any S 

dimensional counterexample, it is possible to generate an (S + 

1) dimensional counterexample in which all the functions F," 
are the same. 

Consider then an example in S dimensions with state vari-

ables 

xe"  (1 = 1, 2, . .S); (n = 1 2 . . .N) 

and recurrence relations x i" = F,"(x"', 0"), with boundary 

conditions x,° given, and suppose that this contradicts Katz's 

result in the same way as the example just quoted, and is 

therefore a counterexample. Let us call it Example I. 

Now introduce a second example (Example II) with S + I 

dimensions and recurrence relations 

x," = G,(x" 1 , 0") 	 (7) 

with the functions C, independent of n. The functions C, 

of any S + 1 variables, t I, E, . are defined by the follow-

ing relations: 

N 

G,(E,. .. Es+i) = E 0m(E3+i)F m (Ei, . . -6 0); (i = 1. . .S) 
In.-' 

G3+,(E,. : Es+i) = Es.,.' + I 

(8) 

where the functions 4,,, have the following properties 

bm(x) = I 	(x = integer = m) 

4m(X) = 0 • (x = integer 0 m and 1 < x < N) 

4 m (x) arbitrary for other values of x. 

(9) 

There are many such sets of functions—for example, 

	

2 - - s4-(n•)' 	 '- 

2 

	

- :. • 	 __________ K A5fl*y 

0' 	• 	 02 

Figure 2. One-dimensional example 	 Figure 3. Two-dimensional example 



= 

(x - 1)(x — 2)... (x - m + 1)(x - m - 1).. .(x - N) 

- 1) (m —2) ... (m - m + 1)(m - m - 1)...(m — 1V) 

The boundary conditions for the recurrence relations (Equa-

tion 7) are x 0, the same as those given for Example I 

(i =1,2, .5) 

and 
	

= 1 

Putting Em. . . 	equal to x 1 "', . . . x8 .f 1"' in Equations 8 and 

substituting into Equation 7, it follows on taking account of 

Equation 9 that only one term in the sum over m retains a 

nonzero value—namely, the term in = n—so we have 

= F"(xft "', 0"); (i = 1, 2, . . .S) 

— x. +1' + 

Thus the variables x 1"(i = 1, . . .5) take the same values in 

Example It as in Example I. It follows that identical values 

of 91 ,  02, ON  in the two examples give identical values of x1N, 

so the same set of values of the 0's minimizes (maximizes) 

x1N in both cases. Similarly it can be shown that the adjoined 

variables z r" (i = 1, 2, . ..S) are identical in Examples I and 

II, so the function 

s+l 	 S 

H11" = E z,"G, = 	z,"F," + zs+s"Ga+i 
j1 	f—I 

for Example II differs from the function 

S 

H1" = 	zj"F;" 
j=I 

for Example I only by the term z.s+t"Gs+i,  which is independent 

of the adjustable variables 0 1 , 02, . 0". Thus, if a set of values 

• of 01, . 0" which minimizes x1N  also maximizes some H" 

in Example I, thus contradicting Katz's result, the same will be 

true in Example LI. Example II is therefore a counter-

example if Example I is, and furthermore Example II has the 

same recurrence relations at all stages, thus proving our 

• assertion. 

Though Katz's discrete maximum principle is false, as has 

now been demonstrated, what he refers to as his "weaker 

algorithm" is true. This states merely that X1'  takes asta-

• tionary value with respect to variations in 01, 92 ,  . 9N if and 

only if each of the - functions H" takes a stationary value, and 

• makes no comment on the relation between the natures of 

these stationary values. This result was earlier derived and 

used by the first of the present writers (4). The extension of 

Katz's results by Fan and Wang (2, 3) to systems topologically 

more complex than a simple sequential chain is also false, but 

once again a weaker algorithm relating stationary values is 

true, and was published by the second of the present writers 

(6, 7). 
The fallacy in the proofs given by Katz and by - Fan and Wang 

lies in the attempt to deduce the natures of stationary values 

from a consideration of first-order variations only, and the 

results obtained are simply consequences of a confusion in 

orders of magnitude of small quantities. The natures of 

1 

'I 

e 	 e.flkla&,LACLITAIC 

stationary values of the objective function and of the functions 

1-I" arc determined, of course, by I lcssian ,nariccs of second 

derivatives with respect to the variables 01, 92, 0'. Indeed, 

there is no difficulty in writing down the I lessian for variations 

of xi "  and hcncc deducing correctly the nature of a stationary 

value of x,N,  as is shown in more dctail in another publication 

(5), in which we also investigate ccrtainspecial circumstances 

in which a stronger result is true. Very briefly, we may 

enumerate these cases here. 

In order that xe"  should take a stationary minimum (maxi-

mum) value with respect to variations in 0 ,  . • 01, it is neces-

sary and sufficient that each function H" should take a sta-

tionary minimum (maximum) value with respect to the same 

variables in the following circumstances. 

When the functions F"(xk"', 0") take the special form 

F"(xft "', 0") = Ecs lk nxk n + f"(0") 

where the at,,."  are constants.' This is the case quoted by 

ROzonoer (12). 
When S = 1, in other words when there is only one v-

variable at each stage [though there arc exceptions in this 

case, as is discussed elsewhere (5)]. The condition is also 

necessary, but not sufficient, if the functions Fj " are linear in 

the variables Xk " , but the coefficients may depend on the 

0's. 
These results refer to relations between local minima 

(maxima) of x1N  and local minima (maxima) of the functions 

H". Pontryagin's principle is a more powerful result relating 

the absolute minimum (maximum) of xi' with absolute 

minima (maxima) of the H", and this is valid only in the case 

A above, as was asserted by Rozonoer. 
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COR R E$PON DIENCE 

RMALI4TIoN FOR THE TJIIELE MODULUS 

SIR: Bisc)ff, who ha 1iroposed a,identical norpalization 
1), has Jdly point out an alg96raic errorj the above 
:omm9rcation [IN/ENO. CHEsS/

followi 
	(1965)]. ,JX 

nay,lc corrected ,l'y substituting' r the first ,&4ro 
the sever ,9i1ines of theyon ge 22

lineal a/2,E= jA/,(i 

 /.1/jpQ2( 
 

PA 

1<D(l)1l00JR' 

 /
cIJ11

a boyl(d on the
urfa'ce. 

Literature,Clted

1A .E.J.(1) BiØ(off, K. 	2, 351 

v liVII-Sity of Min 7/ 

size in termsAf the condi- 

Rutherford 
It may alØ' be worthfcothing thayfhis inequal can be 

CORRESPONDENCE 

DISCRETE MAXIMUM PRINCIPLE 

SIR: We are grateful to Denn (2) for drawing attention to 
ome other papers which may mislead and feel that his remarks 
in the Lagrange multiplier method are timely, since he draws 
sttention to a simple error which is frequently seen in print. 

It seems likely, as Denn suggests, that Rozonoer's remark 
ias been widely misinterpreted by practitioners of engineering 
nathematics in both the Soviet and western literature. Never-
heless, we would find it difficult to believe that the mathe-
natical originators of the maximum principle were not fully 
Lware of the true situation. In this connection it is interesting 
o speculate why mathematicians have written so little about 
he discrete case, while the continuous maximum principle has 
eceived so much atteniion. 

The reason, we think, is simple. The continuous maximum 
)rinciple is a result of considerable intrinsic importance, relating 
Lbsolute rather than local maxima in a way which goes beyond 
he earlier theorems of the calculus of variations; the discrete 
)rirlciple on the other hand, though useful, is a result of no 
nathematical interest whatever. 

The essentially trivial, nature of the discrete case tends to be 
sidden by some of the methods which have been used to treat 
t. Thus, Katz and others (4, 6, 7) have started from first 
rnciples and used a method analogous to that employed in 
reating the continuous case, while Denn himself (3) has pre-
ented an elegant method based on Green's identity. In fact, 
iowever, the discrete result is no more than a trivial rewriting 

a well known formula of elementary differential calculus, 
Ls we will show briefly. 

Given a set of sequential functional relations 

F"(F"', 0,") (i = 1, 2, ... S), (5 — 1, 2, .. . . N) (1) 

he problem is to choose the variables 0," so that an objective 

'unction 

P = cx/"  

is maximized, with given values of the variables x i'. (In the 
above expression summation is implied over the repeated 
suffix, and this convention will be adhered to throughout.) 
Expressions for the partial derivatives ôP/0," can then be 
written down immediately using the chain rule of differentia-
tion, which can be found in any textbook of elementary 
calculus (1). 

WbOr" =  c1ix//ô 0," = 

f ÔF/" ?F/ 	oF,"'\ bFk" 
Cs ôx/'1 	 ?$ I 	(3) 

If we now define 

ÔFN 	ôF/' 	oF1"\ 
— 	X 	X xm2 	

(4) 

then clearly 

OF" 
= 	X z" with z/' = Cg 	 (5) 

Ox 

Equation 3 can then be written 

OP/Oo," = z" OF"160," 	 (6) 

and the condition that P should be stationary with respect to 
the 0," is 

	

Zk "  OF"/O0," = 0 (all n, r) 	 (7) 

We now see that the variables z" are just the adjoint vari-
ables introduced in the "discrete maximum principle" and 
Equations 5 are the corresponding adjoint equations and 
boundary conditions, while Equation 7 is the condition that 

B3 
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ABSTRACT 
A discrete form of Pontryagin's Maximum Principle recently proposed 

by a number of authors is shown to be fallacious and a corresponding correct 
but weaker result is derived. Certain classes of problem are identified for 
which the original stronger result is valid. 

IN the last year or two a number of papers have appeared (Fan and Wang 
1964 a, b, Katz 1962 a, b, 1964) in which discrete analogues of Pontryagin's 
Maximum Principle, applicable to difference equations rather than 
differential equations, have been derived. Briefly, the result obtained 
may be described as follows. Given a set of difference equations of the 
form 

Xl =Fl (X k 1 ,O') (i==1,2,...S); (n=1,2,...N) 	(1) 

with initial conditions x 1° = a1 , it is required to find the values of 0 1 , 02 ,. . 

which minimize 	To solve this problem one introduces a set of 
difference equations adjoint to (1) in the new variables z 1 : 

S 
z'1= I zjfl 

(i= 1,2,.. .8); (n=1,2....   N) 	(2) ai  

and imposes the terminal conditions: 

z/=1 for i=1 (3) 
= 0 otherwise. J 

The solution is then said to be obtained by choosing each on  to minimize 

the corresponding quantity: 

Hn S = zF 	 (4) 
j=1 

Communicated by the Authors. 
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with the zj71  regarded as constants in the minimization process. Equations 
(1) may conveniently be regarded as describing the behaviour of a 
sequential chain of physical units such as that shown in fig. 1, and 
corresponding results have also been given for systems of more complex 
topology (Fan and Wang 1964 a, b). 

Fig. 1 

Sequential chain. 

Now the present writers have shown elsewhere (Horn and Jackson 1965) 
by means of counter-examples that, except in certain very special cases, 
the above result is fallacious. A weaker result is true (Horn 1961, Jackson 
1964 a, b), namely that z has a stationary value with respect to variations 
in the 0's if and only if each function Hn is stationary with respect to 
variations in the corresponding O, but in general the natures of the 
stationary values of x 1" and the Hn are unrelated; in other words it is 
not generally true that Hn must be minimized in order to minimize x 1N. 

The fallacy in the proof referred to above is of a curiously elementary 
nature and arises from a confusion in orders of magnitude ofsmall quantities, 
which apparently permits conclusions to be drawn about the nature of 
stationary values without considering terms beyond the first order in 
small variations. The nature of a stationary value is, of course, dependent 
on second-order terms and is determined by the Hessian matrix of second 
derivatives. This same fallacious proof has now been published at least 
four times (Fan and Wang 1964 a, b, Katz 1962 a, b) in different journals 
to the present writers' knowledge, so it is felt desirable to give a discussion 
of the problem properly based on second-order variations. Accordingly 
we will show that there is no difficulty in writing down the Hessian of 
x1N with respect to variations in the 0's and, at the same time, demonstrate 
that the solution of the adjoint difference eqns. (2) has a simple mathe-
matical significance and can be written down as easily as the equations 
themselves. 

Suppose 01, 02 , . . 	 are changed by increments dO1, d02....  dON. Then 
the corresponding variation dxjN may be expanded as a Taylor series in 
these increments. In general, each on  may represent a vector of adjustable 
parameters, and if we introduce suffixes r, s to distinguish components 
of these vectors, we may write: 

N 
dx1N= 	Rr dOr + 	 rs10r" dO8m 

n1 	 n m 

+ terms of the third order, 	 (5) 
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where, for brevity, the summation convention is assumed to apply to all 
repeated suffixes r, s, and pnm = pmn The numbers pnm  are the 
elements of the Hessian matrix which determines the nature of a stationary 
value of x1N,  while the numbers R,.n are the components of the gradient 
of x1N  in the space of the variables Or . 

Considering each eqn. (1) separately it is similarly possible to write 
down the following Taylor series expansions: 

dx N= (F N).idx.N_1  + (F N\ I N 	 1 O/r 	r 	 I 
2fF + [(Fxx N )jkI dXjI%T_i  dxk T  + 	N) dOdxN_l 	 I 

+ (F"'N )r Si  dOrN dO,N] + terms of third order, 
 

dx11" = (F')11  dx/ 2  + (F6 N-1)1 do'  N-1 	 I 
 I 

+ [(FxxN_i) jkI dxN_2  dx, N2  + 2(F N—i  ido N1 dx.N_ 2  Ox 	,rj 	r 
+ (F00N_1) sr1d0r N—i dO 5"] + terms of third order, 	J 

where 

1 aF1 	
(F 	

- aF1 	
(F n) I - 	2F 	 I  

(Fx")j' = 	' 	o )r - 
	

' 	xx i/c - axn_ 1  aXk n_i'  
 

'F n'i  i_ 	
2F 	 2F 

	

I 	 ____ 
Ox ,rj 

- aor  a fl-1 ' 
	08 rs 	

? 

ao r ac 5 	 j 

and the summation convention is implied with respect to repeated suffixes 
j, k, r and s. 

By successive elimination of dx/ 1 , dx1N_2, ... from eqns. (6) it is a 
straightforward matter to express dxiN in terms of the variations don only. 
Comparison of terms of the first and second orders in the dO's obtained 
in this way with the corresponding terms in eqn. (5) then gives expressions 
for the components of the gradient and the Hessian, namely: 

R"— 'Fx i 
N' 

j
i(FN_i) I!*...  (Fxfl+i)ml(Fon) r m 	 (8) 

and 

p'.3 	' ='Fx N\ i(FN_i)il. . .(FxI n+i' 
 m' '(F0 

n\ 
0 Irs 

• (FxN)ji... (Fx+2)ik(F n+i)  "F n a' 	b 

	

xx 	abk 8)r'
' 
 ols 

• (FxN)ii... (Fx+3)ik(F xx )ab n+2 "(Fx 	r n+i)a(F0n) c(F x
n+i) b 

• (F on)  5d+ •. . + (Fxx N) jkl(FxN) h3 ... 

• (FxN_l) il . . . (FxH4),((F n' d. 	 (9) o Is 
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while 

P,3mn = (FN)j1 	(FXm+l)jk(FOXm)rhl(Fxm_1)ah... 

(n > m) 

• (F+1)(F9) C + (F). . . (F+) k  

• (Fxx +1)  ab '(F9 m) ra(Fm)b ... (F+1) dIF e k o ) 
+ (F") 1 .. . (Fn+)I  k(F xx 	)ab 

m+2 "Fkx m+1\ a 

x (F9m )re(Fxm +l)ib. . . (Fxn+l)hu(Fon) S h 

+...+ 

+ (Fxx N) jk 1 (FXN_1 ) h1 ... (F+1).f(F9) 	1-1' k x 	Ia 
X (Fn+l)c (F9n) 8c. 	 (10) 

In the right-hand sides of these equations, as before, summation is implied 
over all repeated suffixes except n. 

Now eqn. (8) describes the propagation of first derivatives through 
the sequential chain of units, while from eqns. (2) and (3) it is not difficult 
to see that 

= (FxN)al(FxN_1) a 	 \ 
b 	

1 xn+1 )jk' 

	

( 11) 

so comparing eqns. (8) and (11): 

	

= Z ifl(Fofl) r&, 	 (12) 

where suffix i is summed over, according to our convention. If x1N  is 
to be stationary, each of the first derivatives Rn must vanish, so from 
(12): 

aF 

	

(n=1,2,...N) 	 (13) aon 

where we have re-introduced the summation sign explicitly to facilitate 
comparison with eqn. (4). Now (13) is simply the condition that each of 
the functions Hn introduced in eqn. (4) should be stationary with 
respect to O, so we have proved the weaker result relating only to 
stationary values which was stated above. The adjoint variables 
are seen to be very simply related to the first derivatives of the quantity 
to be maximized with respect to the adjustable variables. 

The nature of a stationary value of x 1 ' is determined by the matrix 
1)rsmn of second derivatives given by eqns. (9) and (10) and it is not, in 
general, related to the natures of the stationary values of the functions 
H, which are determined by matrices: 

	

Qrs = Z/(Foe )r.,5 . 	 ( 14) 

Using eqn. (11), the matrices (14) may alternatively be written: 

Qrs = (FxN) jl(FxN_ 1) kl . . . (Fxn)ml(Foon)rsm 	 (15) 

where the summation convention is once again introduced for repeated 
suffixes. 
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It is now possible to discern the circumstances under which the 'strong' 
result of Katz will be true, since the first term on the right of eqn. (9) is 
identical with the right-hand side of eqn. (15). Thus, if all other 
terms on the right-hand sides of eqns. (9) and (10) vanished, the matrix 
pmn would reduce to the block diagonal form indicated in fig. 2 with the 
matrices Qra 

arranged along its principal diagonal and all other elements 
vanishing. In these circumstances the conditions on p,, , -n if X,.N is to 
be a minimum are satisfied if and only if each of the matrices Q,., 71  satisfies 

the corresponding conditions for H to be a minimum. Thus x1N  is mini-

mized if and only if each function H is minimized with respect to the U's. 

Fig. 2 

QITG 

Block diagonal form of pnm 

We have therefore simply to identify any general situations in which 
P, " -n reduces to the block diagonal form of fig. 2, and these will be the 
situations in which Katz's strong result is true. 

Two important cases can easily be recognized. Firstly, there is the 
situation correctly identified by Rozonoer in which the recurrence relations 
take the form: 

= 	jkk' 	+f1 (0), 	 (16) 
k 

where the c jklt are constants. All second derivatives with respect to 
x-variables or an x-variable and a 0-variable then vanish and it is 
immediately seen from eqns. (9) and (10) that the Hessian reduces identically 

to the desired form. 
Secondly, the strong result is true, with certain exceptions, when 

S= 1 and only a single x-variable is associated with each unit in fig. 1. 
Each quantityappearing on the right-hand side of eqn. (8) is then 
a single number rather than a matrix and, provided none of these numbers 
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vanishes, B.71  will vanish if and only if each derivative F,n vanishes. Thus 
all derivatives F,n vanish at a stationary value of x1N, and since the 
first term on the right-hand side of eqn. (9) is the only term in P

,." 
-n  which 

does not contain one of these derivatives as a factor, it is he only 
surviving non-zero term, and the matrix reduces to the form shown in 
fig. 2. In this case, however, the matrix reduces to this form only at 
stationary points and not identically as in Rozonoer's example. 

Exceptions may arise in this one dimensional case, since one of the 
derivatives R"n may vanish as a result of a factor Fm on the right-hand 
side of eqn. (8) vanishing. It then no longer follows that F,n  must vanish 
and consequently the Hessian need no longer reduce to the form shown in 
fig. 2. An example with this property has been given elsewhere (Horn 
and Jackson 1965). 

In each of the two situations just described, minimization of each H 
is both necessary and sufficient condition for x 1N to be a minimum, but 
we should finally mention a case in which the condition is necessary but 
not sufficient. If the quantities Nk n appearing on the right-hand side of 
eqn. (16) are functions of on rather than constants, the second derivatives 
with respect to x-variables still vanish, but the mixed derivatives with 
respect to an x-variable and a 9-variable do not. The elements are 
then seen from eqn. (9) to reduce to the form (15), but the elements PrSfl l fl 

(m =A n) no longer vanish. Miminization of the functions H71  is then 
necessary if Prgmfl is to satisfy the appropriate conditions for x1N  to be a 
minimum but a simple example, such as that given in fig. 3, suffices to 
show that this condition is no longer sufficient. In this example H1  and H2  
both have minima at 91=92 = 0, but x 12  has a saddle point. 

Fig. 3 

x=e xr 

_ 	1 2 1 
I X2  x- 0' 	 x arbitrary 

E) 
Example in which Katz's conditions are necessary but not efficient. 

Although the introduction of the adjoint variables and the functions 
Hn gives an elegant formulation of the solution and a useful iterative 
algorithm for computations, the treatment above shows that one has 
actually accomplished no more than can be obtained using elementary 
calculus and straightforward elimination of unwanted variables. Thus 
eqn. (8) contains the same information as the adjoint equations, and 
indeed gives their solution. Using the elementary approach of elimination 
of variables we have extended the discussion to second derivatives, and 
it is interesting to see that these could also be developed through the 
adjoint equations. 
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We have shown (eqn. (12)) that 

R'= -  =•-1-- 	 (17) aor 	
' 

with summation implied over the lower suffixes. Since this equation is 
true for any values of the 0's, we may differentiate both sides with respect 
to 9,m• If m.< n, 	depends on 0,' through its dependence on 
but if m n. we may write: 

N 	. 	F . 	2F 1 	- __.L_ . _2_ + z . 	 18 

	

aoao,m - aom 	0r 	aoao, 
The second term is, of course, zero if m 0 n, while the first term is neglected 
in Katz's treatment. In order to calculate these derivatives, we need 
to be able to compute derivatives such as az//ao, which appear on the 
right-hand sides of eqns. (18). A recurrence relation for these derivatives 
can be obtained by differentiating the adjoint equation: 

i—i zi = 

with respect to 0,m, giving: 

- aF11 	a7 	/ ai'.1 
- 	- 	. 	+ (\ax/ 1 X k11 	ao + 	ax.l_10,m) z/. 	(19) 

The derivatives ax, 1_11a0 3m  appearing on the right-hand side of (19) may 
be obtained from equations analogous to (17), and (19) then permits the 
derivatives to be computed successively for decreasing values of 1. 
Equations (17), (18) and (19) lead to the results given earlier in eqns. (9) 
and (10). 
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Abstract—The determination of optimum conditions in a chemical plant comprising a number of 
interconnected units often presents considerable computational difficulties because of the large number 
of parameters which must be simultaneously varied. The method of dynamic programming permits 
the problem to be decomposed into a set of sub-problems of lower dimensionality, but is limited in 
application to systems consisting of simple sequential chains of units. The present work describes a 
classical variational approach which permits a similar dimensional decomposition to be effected in 
plants of arbitrarily complex structure. A number of systems which exemplify the main features of 
the method without undue algebraic complexity are discussed in detail. 

B6 

INTRODUCTION 

TIlE problem of choosing the available design and 
operating variables of a chemical plant in such a 
way as to optimize some specified performance 
criterion presents considerable computational diffi-
culties. One reason for this is that the number 
of available variables is frequently large and cor-
respondingly one is seeking a maximum (or mini-
mum) value of a function in a space with a large 
number of dimensions In cases where the plant 
has the very simple configuration of a set of units 
connected head to tail in a sequence, methods are 
available for decomposing the problem into a set 
of sub-problems with the dimensionalitics appro-
priate. to the separate units. These methods fall 
into two main classes, the first based on the algor-
ithm of dynamic programming and the second based 
on classical variational calculus. The method of 
dynamic programming was developed and is fully 
described by BELLMAN [I]. It has subsequently 
been developed and applied to 'a very large number 
of problems by BELLMAN, his co-workers and others 
and is admirably translated into chemical engineer-
ing terms in the work of ARIs [2]. The variational 
methods have had a more conventional scientific 
history, having been developed more or less in-
dependently by a number of different workers. The 
continuous case, which arises, for• example, in 
considering optimum temperature gradients in 
reactors, was treated independently by PONTRYAGIN 

and co-workers at the University of Moscow [3] 
and by SWINNERTON-DYER [4] in England, both 
arriving at the same method, which is now usually 
referred to as the Maximum Principle of Pontrya-
gin. More recently HORN [5] has given a classical 
treatment of a discrete sequential problem based on 
Lagrangian multipliers which is the analogue, for 
the discrete case, of the Pontryagin Principle. 

The work so far described is limited in scope to 
the treatment of simple sequences of units, while 
most chemical plants of realistic,conupiexity are in 
the nature of interconneôted 1networks of units 
involving by-pass streams, recycle streams, etc. 
The author is aware of only two attempts to 
generalize the dynamic programming procedure to 
handle these more complex cases [6, 7], both 
fallacious for reasons which have been stated else-
where [8] and will be discussed further below. The 
purpose of the present paper is to provide a means 
of treating cases of arbitrarily complex topology or, 
to be more precise, a method of decomposing the 
over-all optimization problem into sub-problems 
with the diinensionalities of the individual units. 
The approach is a classical variational one and is 
therefore properly regarded as an extension of the 
methods of PONTRYAGIN, SWINNERTON-DYER and 
HORN to non-sequential problems rather than a 
generalization of the method of dynamic program-
ming. It is felt worthwhile to describe the method 
in reasonable generality, so the present paper is 
necessarily rather abstract. However, it is hoped 
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to illustrate it in more concrete form by working 
particular chemical engineering problems in sub-
sequent publications. 

THE ALGEBRAIC STRUCTURE OF OPTIMIZATION 
PROBLEMS 

In general a chemical plant consists of a number of 
units, each with a set of inputs and outputs and a 
number of adjustable parameters. The inputs are 
process streams flowing into the unit, the outputs 

x(7) 	Vector of dimension 

FIG. 1. Plant unit. 

similar streams flowing out of it, while the adjust-
able parameters are variables which characterize 
its design and conditions of operation. Each unit 
will be identified by a number (n), and its inputs, 
outputs and adjustable parameters will be denoted 
by y1',  x" and w°' respectively. Each of these is 
to be regarded as a set of several quantities forming 
a vector and it must be emphasized that the suffixes 
I and  serve to distinguish between separate process 
streams for units with multiple inputs and outputs; 
they do not indicate components of a vector and 
any explicit reference to these would require a 
further suffix. When a unit has but a single input 
and output the suffixes i and j will normally be 
omitted. The numbers of components of vectors 
yl), x' and wt" are, not necessarily the same 
and they will be denoted by 	and 
respectively. 

The definitions given above are illustrated in 
Fig. 1, which represents a single unit of the plant. 
'Evidently a unit need not correspond to a particular 
physically distinct piece of equipment, but may 
comprise the contents of any control surface 
drawn within the plant in such a way as to intersect  

only lines carrying process streams. Thus a unit 
in the sense we employ the term, may have ai 
internal structure and contain within itself a num 
ber of identifiable sub-units. 

Each output is uniquely determined by the value 
of the inputs and adjustable parameters of th 
unit, and accordingly we shall write 

X i(n) - F(hI)rv(n) w ("] - i Ljj , 

to indicate the functional relation between x' 
and these variables. Of course, the symbol Ft" 
represents a set of functions, one for eaci 
component of x' ) , so the total number of equation: 
of the form (1) associated with the plant is 

v 1 '= 
n  

The complete plant is formed by joining the output 
of one unit to the inputs of others to form a con 
nected structure as typified by the example shown ir 
Fig. 2. However, some of the inputs are left fre 
of connexion to other units. These represent feed 

Outputs 

FIG. 2.. Complete plant. 

to the plant and the corresponding vectors YJ 
take specified values. ,Similarly there are a number 
of free outputs, not connected to the inputs of 
other units, and these represent products of the 
plant. The complete topological structure can be 
specified by listing the variables with which each 
input, is connected, thus obtaining a set of equa. 
tions 

—Vector of dimension E! n 
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y ,fl) = (m) 	 (3) 

YkI 
=y;I) 	 (4) 

vhcrc (3) refer to inputs connected to the outputs 
f other units while (4) refer to plant feeds, the Y" 

wing specified vectors. The total number of equa-
ions (3) and (4) is 

E E E,  divided into 
II .J 

2 =EEEY' —  G 	 (5) 
nJ 

quations of the form (3) and 

v3 =G 	 (6) 

f the form 4), where G is the number of external 

cd stream variables. 

The unit equations (1), together with the topo-

)gical equations (3) and (4), provide a formally 

omplete mathematical description of the system. 

The problem to be considered is that of finding 

alues for the adjustable parameters of the units 

hich maximize (or minimize) a function of the 

rm 

P = cx - Gt"[w"] 	 (7) 

'here c is a constant row vector of D 1  compo- 

ents and the 	are given scalar functions of the 

ctor arguments 	Typically the first term 

presents an income from sale of a product while 

te remaining terms represent the capital and run-

ing charges associated with the. chosen values of 

te adjustable parameters. The form of P given 

equation (7) can be generalized to include corn-
ncnts of feeds and of outputs other than x in 

ie first term, and linear combinations such as 

ay be replaced by scalar functions of a general 

iture. However, the complications introduced are 

.trely notational and contribute no genuine gain 

generality, so the simple form (7) will be retained 

re. 

The most direct approach to the problem is to 

lve equations (1),(3) and (4) for x 1  interms of the 
and the specified feeds 71)  (it is easily checked 

at (1), (3) and (4) provide sufficient equations for 
is purpose), substitute this value of x 1 ' in 
uation (7), and seek the maximum of the resulting  

function of the variables 	The number of. 

these variables is 

= E 	 (8) 
I' 

so this involves the simultaneous variation of v4  
variables in seeking the maximum; and this is a 

problem of daunting proportions if v4  is at all 

large. The approach used here will be the classical 
one of seeking a stationary value of P with 

respect to small independent variations in the com-

ponents of the vectors making the assump-
tion that the maximum value of  can be identified 

with such a stationary value. There are' two 

difficulties associated with this approach: firstly P 
may take its greatest value at the boundary of the 

permitted region rather than a stationary point if the 
parameters w(n)  are constrained, and secondly P 
may have a dumber of stationary points of various 
types, only one of which corresponds to the greatest 

value of P. The first of these is a difficulty of 

practice rather than principle, since in principle 

constraints can always be "smoothed off" so that 

the maximum value of P is actually a stationary 
point. The second is a genuine difficulty of principle 

and can only be circumvented by examining each 

stationary value, when there is more . than one, 
and finding which is largest. 

According to equation (7) the small variation in 

P accompanying variations in the adjustable para-

meters is given by 

	

dP =- g"dw" 	(9) 

where g is the row vector of 	components 
obtained by differentiating G" with respect to the 
components of w. Similarly differentiation of 

equations (1), (3) and (4) gives 

dx" = M (n) dy 
 (n) + N"dw" 	(10) 

dy" = dxm) 	 (11) 

and 

dy = 0 
	

(12) 

where MIV  IJ and N" are the following matrices of 
partial derivatives 	 . 

	

{M[y", w"]}pq = 43{yfl)]q 	 (13) 
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{N"[y, w"]}, 
= 	

(14) 

with suffixes p, q and r referring to separate com- 
ponents of the vectors F 	and w" respec- 
tively. Thus 	is a matrix of 	rows and 
columns, while 	is a matrix of 	rows and 

columns, each element of both matrices being 
a function of the variables (y'),  w°') as indicated. 

Equations (10), (11) and (12) are a set of (v 1  + 
V2 + v3) simultaneous linear equations in the 
(v 1  + v 2  + v3) variables (dx", dym))  and maybe 
solved for any one of these variables in terms of 
the dw'. In particular, we may write 

dx' = (15) 

where 	is a matrix ofD' rows and 	columns 
which is a rational function of the matrices MW ij 
of a form determined by the topological structure 
of the plant. Equation (15) is simply the result of 
eliminating all the variables A lf")  and dym)  except 
dx 1 ' from equations (10), (11) and (12). The value 
of dx' given by equation (15) may now be sub-
stituted into equation (9), which becomes 

dP = Z cLN" - g)dw 

The necessary and sufficient conditions, for a sta-
tionary value of  are therefore 

{cL"N" - g}=O  (n=1,2,...)  (16) 

The direct approach to finding this stationary value 
is now to solve equations (1), (3) and (4) for the 
x' and ym)  in terms of the adjustable parameters 

use these to express the matrices 	and 
and hence the matrices as functions of the 
parameters wt", then solve equations (16) as a set 
of v4  simultaneous equations in the v 4  components 
of the vectors This is the precise analogue of 
the direct approach to maximization described 
earlier, and once again involves the simultaneous 
variation of v4  variables, in this case to satisfy 
equations (16). 

In dealing with sequential optimization prob-
lems, the method of dynamic programming 
permits the problem to be split into a number of 
separate problems of smaller dimensionality, which  

greatly facilitates the computation involved in the 
solution. In particular, if the plant units are 
connected in a simple sequence, the problem of 

simultaneous maximization in the E 	para- 
meters can be reduced to a maximization in the 
W' parameters associated with the first unit, 
together with a maximization in the Wt 2  para-
meters associated with the second unit, and so on. 
This simplification is not obtained without cost, 
since a particular problem of interest can be solved 
only by imbedding it in a larger set of problems 
which must be solved at the same time. Attempts 
[6, 7] have been made to extend the method of 
dynamic programming to deal with structures more 
complicated than sequential chains but, as has been 
discussed elsewhere [8], these rest on a mathematical 
misconception and their results are not usually 
related in any way to the true solution. It will now 
be shown how the stationary value problem already 
set out can be split up into a set of problems of 
lower dimensionality by adopting an approach 
less direct than that employed hitherto. 

In equations (16) it will be recalled that the 
matrices are functions of the variables yDfl) 

and w" associated with all the units of the plant. 
This arises from the functional dependence of the 

on the matrices 	However, the matrix 
is a function only of the variables y(" )  and 

W(n) associated with the nth unit. Suppose now 
that we arbitrarily assume values for the compo-
nents of all the vectors cLWt" and y( )  associated 
with the plant, excepting those y's where values 
are externally specified through equation (4). The 
total number of variables whose values are assumed 
is 

D" + 	- G 
M  

or (v 1 +v2 ). Using these assumed values, the left-
hand side of the nth equation (16) depends only 
on the vector t"  with the same value of n, so 
equations (16) decompose into W' equations for 
the components of the vector 	11/(2) equations 
for the components of the vector 	and so on.. 
Once these equations have been solved, the values 
of the vectors wt" so determined can be used in 
equations (1), (3) and (4), which can then be solved 
for all the variables x" and These in turn 
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determine the matrices M, and hence the vectors 

Thus we have arrived at calculated values 
V V 	 (m) 

of the L 	' vcc( o rscL()t) a n cJthc  , 	j - 
M 	 m J 

unspecified vectors ym) and these can be compared 
with the values originally assumed for these quanti-

ties. We are therefore finally faced with the itera-

tive problem of successively adjusting the initially 

assumed values until they agree with the finally 

• calculated values. This iteration is the price which 

has been paid for decomposing the problem into a 

• set of separate problems of lower dimensionality, 

and at first sight it is a heavy one since the number 
of variables involved in the iteration is large for. a-

plant of any complexity. At this point, however, 

I i(is possible t6 introduce the fact that a chemical 
plant is seldom a completely undirected pattern of 

interconnected units but, of its nature, is a largely 

sequential structure with a relatively small number 

of connexions which cannot be fitted into a sequen-
tial pattern. It will now be shown how this can be 

used to reduce the burden of iteration to manageable 
proportions. 

UNITS WITH SEQUENTIAL STRUCTURE 

A unit with sequential structure will be defined 

as a unit with a single input and a single output 

stream, which is built up by sequential connexion 

of sub-units also of this type, as shown in Fig. 3. 

A plant with a large number of physically separate 

units can often be reduced to a relatively small 

number of units of this type by grouping together 

all sets of physical units connected sequentially. 

In this case we shall show that the number of vectors 

cLt" and ym)  involved in the iterative process 

described above corresponds, not to the number of 

physical units in the plant, but rather to the number 

of compound units of sequential structure into 

which they can be grouped. 

Consider. one such compound unit, numbered R 
in Fig. 3 and comprising the sub-units 1, 2, ..., N 
connected sequentially. The equation (16) corres-

ponding to this compound unit is  

one output. The matrix N has D rows and 
W(R) columns, where D is the number of com-
ponents of x and 

= W(1  + Wt 2  + ... + WtM . 

	

y4RI 	(N) 

141 
I 	I 	N 

IL . 

Compound 	 . 
unit R--..._...1 	 1 

WM 

x0 	(I) 

Fio. 3. Compound unit with sequential structure 

The vector of adjustable parameters iv for the 
composite unit is the totality of the vectors 

w 2  ... w 	for the sub-units and consequently 

hasdimension 	equal to the sumof their dimen- 

sions, as indicated above. Now N is defined by 

the relation 

dx' = Ndw 	(with y(R)  constant) (18) 

But we can also write the following differential relá-

tions for the sub-units:• 

dx' = M'dxt 2  + N( 1 )dw(l) 

dx 2  = M 2 dx 3  + N 2 dwt 2  

cLUN(') - g(R) = 0 	 (17) 

where the suffixes i and j have been dropped, since 

the unit (and each sub-unit) has only one input and 

dx' = MNdy(R) + Ndw(M) 

= N dw 	(with y(R)  constant) 

Eliminating the variables dx 2 ,.dxt ... dx ( '0  from 
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these equations, we obtain 

dx' = N 1 dw 1  + 	 + 

+ Mt 1 Mt 2 N 3  dw3 +... + 

+ M(I)M(2) M(N_l)N(N)dw(N) ( 19) 

The matrix N 	can be obtained in terms of 
matrices associated with the sub-units by compar-
ing equations (18) and (19), and using this form 
for N" in equations (17), they are seen to break 
down into sets of equations of smaller dimension-
ality, as follows: 

- 	= 0 	(W 1  equations) 

cLMN - g(2) = 0 	 1 
(W 2  equations) 	(20) 

MN(N) - g(N) = 0 
(W equations)) 

Because of their structure, we shall see that these 
equations can be solved without having to assume 
values for variables such as cL t " and y(fl)  corres-
ponding to the separate sub-units of the compound 
unit. In other words, it is necessary to assume 
only the input y ( R)  and the vector cL' for each 
compound element of sequential structure in the 
plant and it is then possible to decompose the 
equations for the adjustable parameters into sub-
sets of dimensionality corresponding to the sepa-
rate sub-units, without introducing any iteration 
beyond that implied by the assumed values of 
cL'" and y(R)  for each compound unit. To show 
this let us first take the case in which the compound 
unit R has no external connexions, in other words 
its input is the output of some other unit and its 
output is the input of some other unit. According 
to the procedure described at the end of the last 
section, one starts the problem by assuming 
values for the inputs to all the units (treating the 
compound unit as one unit) and this gives assumed 
values for both and x. The calculation can 
then be continued in one of two alternative ways. 

In the first of these one assumes values for all 
the vectors cLW" as already described, and 
amongst these is Using this assumed 
value of cL' one can then proceed to solve the 
first of equations (20). Since N" is a function of  

the variables 	and yW  is not known, it is 
necessary first to express y  in terms of x", one 
of the variables whose values have been assumed, 
by solution of the unit equations of the form (1). 
Thus we may write 

(l) =• F(i)(x (l), w 1 
 ) 	 (21) 

and using this the left-hand side of the first équa-
tion (20) can be expressed as a function of w  
and the specified vector x t  only. Accordingly 
it can be solved for wU),  and the value so obtained 
determines y)  through equation (21), and hence 
in turn the matrix 

One may now proceed to deal with the second of 
equations (20) in the same way. Having solved the 
first, the vector cLM" is known, and using 
the equation 

(2) = F 2 (x 2 , w 2 ) 

the'vector 	and consequently the left-hand side 
of the second equation (20), can be expressed as a 
function of w 2  and the vector which is 
known since it is equal to the vector yM already 
calculated. Thus the second equation (20) can be 
solved for wt 2 >, which in turn determines (l)  and 

enabling the process to be continued to the 
third equation (20), and so on sequentially through-
out the complete set. Thus all the equations of 
type (20) associated with the compound unit R 
can be solved without assuming values of any 
variables other than and x. 

This method of solution has led us through the 
equations (20) in reverse order of the sub-units. 
It is equally possible to carry out the solution in the 
opposite sequence, starting with the equation, 
corresponding to sub-unit N and working forwards 
to the one corresponding to sub-unit 1. In this 
case, instead of starting with assumed values for 
the D 	components of the vector cL'', we 
assume values for the D 	components of the 
vector cL1 	 M(N_ 1); Using these, 
the left-hand side of the last of equations (20) 
is a function of y(N) = y(R) and w 	only. Since 

(R)  is a unit input and has an assumed value, this 
equation can then be solved for w, which 
in turn letcrmines x (M)  and consequently 
Now the penultimate equation (20) may be written 
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:cL R 1') ... M'"]M_2N ( N- 1) - 

._g(N_l)=Ø (22) 

where 4-I(N-I) is the inverse of the (square) 
natrix 	and is consequently a function of 
.(N1) and wt''. However, 	is known 
rom the calculations on stage N, so the left-hand 
ide of equation (22) is a known function of 
)nly, and the equation can be solved for this van-
ible. This in turn determines xt'= y ( N-2) 

md permits the process to be continued to the 
quation corresponding to the next block, and so 
hrough the sequence. 

Thus we may solve equations (20) sequentially 
n either order, starting with assumed or known 
values either of the vectors cL', xt associated 
vith the last unit, or of the vectors 
%1(N_I) ,  R associated with the first unit, and no 
'urther assumptions need be made. It follows that 
he optimization problem for the complete plant 
:an be decomposed into problems of dimensionali-
ies associated with the separate units, at the expense 
)f introducing an iterative procedure which in- -.  

volvcs no more than two vectors for each of the 
ompound units of sequential structure into which.. 
he separate plant units may be grouped. This 
:epresents a very great reduction in the burden of 
:alculation for plants which are largely sequential 
n structure with a relatively small number of cross-
onnexions but, as we. shall see, it is often possible 
.o make use of particular properties of the struc-
.ure of a given plant to reduce the amount of 
teration required even further. 

It should be noted that the vectors cL'Mt1  
(2)  introduced here are precisely analogous to 

he Lagrangian multipliers used by HORN [5] 
n his treatment of the sequence of stirred tank 
•eactors from the classical variational point of 
,iew. They are also the analogues for the discrete 
ase of the auxiliary functions introduced in Pontrya-
in's method of dealing with the continuous 
equential problem (e.g. the problem of optimum.. 
emperature gradients in reactors). 

SIMPLE SEQUENTIAL PLANT 

The analysis given above is perhaps best devel-
)ped by applying it to a number of examples of 

w(n) 

X 

 

It 

t k 

I 131 

a 

FIG. 4. Simple sequential plant. 

increasing complexity, which will be done in this 
and the following sections. 

The simplest case to consider is a plant consisting 
of a single sequence of units as shown in Fig. 3. 
In this case, however, represents a given feed 
stream, x' represents the output stream and is 
the vector which appears in the profit function P, 
and there are no other parts of the plant. It is 
then appropriate to drop the letter R and number 
the units as shown in Fig. 4. It is also convenient 
to incorporate the topological equations (3) im-
plicitly by using a single symbol for a connected 
input and output, so that the vector x' represents 
the output of the ith unit or the input of the (i-l)th. 
The specified properties of the feed stream are 
denoted by X. In this case equations (20) reduce 
to the form 

cN1 - g(1) = 0 	(WW equations) 

cMtN2 _g(2) = 0 (W 2  equations) 	(23) 

cM'M ... M 	— g = 0 

(Wequations) 

No matrix 	appears, since the output of the 
sequence is itself the plant output. Since the value 
of (= x"') is given, the equations could be 
solved sequentially, starting at unit n, if the vector 
CM(I)M(2) ... M". t  were known. Alternatively, 
since no unknown matrix of the L-type appears, the 
equations could be solved sequentially starting at 
unit 1 if the vector were known. The available 
information, namely the value of R, does not 
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permit the calculation to be started from either 
end without further assumptions, and this situa-
tion is quite typical, as we shall see. One may start 
instead by assuming a value for x (l)  and then solve 
equations (23) successively in the order 1, 2, 3 
as described in the previous section, at each stage 
making use of the inverse unit equations. 

1) = F[x°', W(P) I 
The calculated value of w" then determines a 
value for x(+)  and in general this will not agree 
with the given value R, so the initially assumed value 
of x ("  must be adjusted iteratively, repeating the 
calculations at each stage,, until agreement is 
obtained. 

Alternatively one may start by assuming a 
value M for the vector cM Mt 2  ... M' and 
solve equations (23) in the order n, n — i, n-2, 
as previously described, successively generating the 
matrices M 1(n— 1), M 1(n2) needed to continue 
the calculation to the next stage. Finally a cal-
culated value of the vector c may be deduced from 
the assumed vector M by the relation 

= M. M j1  . 	 . ... M' 

and this may be compared with the specified value, 
or c. The' initially assumed vector M must then be 
adjusted iteratively until the two agree. 
• We may summarize this by saying that the first 
procedure optimizes the given profit function P 
for an input which is not necessarily the one speci-
fied, while the second starts from the specified 
input and optimizes a profit function which is 
not necessarily the one specified. These two 
procedures are identical with those introduced by 
HORN [5] in discussing a sequence of reactors, but 
HORN arrived at the result by using Lagrangian 
multipliers. 

It should be noted that either of these methods, 
with any reasonably intelligent method of iterative 
adjustment, is much more economical in computa-
tion than the method of dynamic programming, 
and furthermore involves none of the intermediate 
tabulation at each stage which makes dynamic 
programming so demanding of storage space. It 
has often been claimed that the method of dyna-
mic programming applied to a sequential prob-
lem greatiy reduces the amount of calculation  

required compared with the classical method of 
seeking a stationary value, and furthermore that 
the dynamic programming procedure is ideally 
suited to automatic computation. It is felt, however, 
that both these claims are mistaken. It has been 
shown here that theclassical equations fora station-
ary value themselves decompose into sets of equa-
tions of lower dimensionality, thus reducing the 
problem in precisely the same way as dynamic 
programming sets out to do, but introducing an 
iterative process which is computationally much 
more economical than the intermediate tabulation 
involved in dynamic programming. The extent of 
the intermediate tabulation required in any problem 
of more than one dimension surely makes dynamic 
programming a method singularly ill-suited to 
automatic computation. It is, of course, perfectly 
true that it produces simultaneously the solution 
of a complete class. of problems, but one would 
seldom be interested in a complete exploration of 
so much territory. The fact that one cannot solve 
a specified problem without such an exploration 
nevertheless reveals the staggering redundancy of 
the procedure. In the author's opinion the true 
virtue of dynamic programming—one which is 
seldom stressed—is the fact that it inevitably leads 
to the greatest (or least) value of the function to be 
optimized, irrespective of the possible existence 
of multiple stationary values. For this reason it 
would be of great interest to extend it to handle 
the non-sequential type of problems which are 
discussed (from the classical variational viewpoint) 
in the present paper. 

A MORE COMPLICATED SEQUENTIAL PLANT 

Fig. 5 shows a somewhat more complicated 
plant than was considered in the last section. Its 

iI3)  

*15)' t2 

• 	
• 	Y3(I) 

Fio. 5. More complicated sequential plant. 
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tructuiC is still sequential, as there are no paths 
orming closed loops, but it now has a branching 

'orm. There arc two feeds with specified properties 
, and S as indicated, and once again the topo-

cgical equations arc taken into account by using 
the same symbol for a connected input and output. 
\Vhcrc a unit has more than one input or output, 
both inputs and outputs are numbered so that the 

suffix notation introduced earlier can be used. 

We then have 

dxt = N(i)dw( )  + 

+ 1 1 (N 2 dwt 2  + M( 2 )[NdW (3)]) + 

+ N1 [ 1 2(N t3 dw t" + 

and correspondingly equations (16) take the form 

(i) cN(1) - g( = 0 	(W" equations)\ 

witit the specified feed vectors i,, and b' In order 

to obtain agreement between the calculated and 

specified values, the assumed values of 
x(t) and 

x are available. The consistency of the unit 

equations will ensure that the total number of 

assumed quantities available to be varied is equal 
to the total number of components of the specified 

feed vectors, so that iterative adjustment is possible. 

PLANT WITH A By-PASS STREAM 

This is again a system of sequential type, but a 

branch from the main sequence rejoins it at a later 

stage as shown in Fig. 6. The suffix notation' is 
used when necessary to distinguish separate inputs' 

and outputs of the same unit, as in the previous 

case, and we have 

dxt = NSP!wU )  + MV(N'2dW2 + 

c1%'111)Nt2 - 
9(2) =O 

(W 2  equations) 

- = 0 

- 	
. (W 3  equations) 	(24) 

(iv) cMNt5 - g(S) = 0 

(W 5  equations) 

(v) cMVMt3N6 - g(6) = 0 
(W 6  equations) 

In order to solve equation (24)(i) for w(l )  it is 

necessary to express N" in terms of w and 
quantities known or assumed. However, since unit 
1 has two inputs and N() depends, in general, on 

both of them, this cannot be done without assum-

ing values for x (1) and one of the inputs. Suppose 

we assume a value for x . Then the unit equa-

tion for unit I can be solved to give xt in terms 

of xU ) , w" and the assumed value of x t2 . Using 

this in N t1 , the left-hand side of equation (24)(i) 

is expressed in terms of 
wU) and the two vectors 

x" and x t 2  whose values have been assumed. 

The equation may then be solved for 
w(l), which 

in turn determines 	Now the second equation 

(24) can be solved for 	
which in turn deter- 

mines x and permits the third equation to be 

solved for w. Similarly the calculated value of 

xt"  permits the fifth and sixth equations to be 

solved for wt" and wt 6 . Finally one can calculate 

values for xm and x t4 , which may be compared 

+ M( 2)[N(dW(3)  + 	 + 

+ M(6)[N(7)dW 7)  + 
12 

+ 

(i) cN-9"'= 0  

cMY1Nt2 - 
g(Z) = 0 

cMyjMt2)N3 - 
g(3) = 0 

cMN6 - g(6) = 0 	
(25) 

cMWM6Nt" - g(7) = 0 

CM(tl)M(2)M(3:P Ny + 
+ cMM(6)M(7)N4) - g(4) = 0 

12 

Equation (25)(i) may be solved for w (1 , as in the 

previous example, after assuming values for xS 
and one of the inputs to Unit I. We may, for 

example, assume values for the components of 

Together with the assumed value of 
1) and 

the value of w obtained by solution of equation 

(25)(i), this then determines the vector 
The calculations may then be continued sequen-

tially up each branch in the way already described, 

determining wt, t7  and the vectors 

x and x. 

The corresponding equations of type (16) take the 

form: 
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FIG. 6. Plant with bypass stream. 

Now associated with unit •  4 there will be two 
unit equations: 

	

,44) = F 4 [x(5 , w 4 ] 	 (26)' 

and 	44) = F 4 [xt 5) , wt4i 	 (27) 

We may solve either of these for xt as a function 
of 	for example the former, giving 

	

= F"[x 4 , w 4 J 	(28) 

and this function for x may then be used to 
express N 4  and N 4  as functions of w 4  only, 
since x 4  is already determined. Equation (25)(vi) 
may then be solved for w and insertion of the 
result in equation (27) determines, in turn, the 
components of the vector In general these 
will not agree with the values obtained already 
by the sequential solution of the equations associ-
ated with units 6 and 7. Furthermore, w 
determines through equation (28) and the 
components so determined will not, in general, 
agree with the specified feed vector A. 

We see, therefore, that there are two mis-matches; 
one between the specified and calculated values of 
the vector associated with the feed and one between 
the values of the vector x calculated in two 
different ways. Correspondingly there are two 
vectors, x 1  and whose values have been 
assumed and may be adjusted iteratively to elimi-
nate the mis-matches. 

'It will be recalled that in Section 2 it was shown 

in a general way that the stationary value problem 
for the plant as a whole could be decomposed into 
sub-problems with the dimensionalities of the 
separate Units by introducing an iterative process 
involving vectors cL" and ym) associated with 11 
each unit, while in Section 3 it was shown that the 
iterative work could be considerably reduced since 
it is necessary to introduce only one set of these 
variables foreach compound unit of simple sequen-
tial structure. Now in fact, in the examples worked 
so far, the number of variables involved in the 
iteration has been smaller even than this. Indeed 
it has not been necessary to assume values for any 
vectors of the type By starting from the 
output appearing in the profit function and working 
backwards 'towards the feeds, it has proved 
possible to solve the problem in its dimensionally 
decomposed form with iterative adjustment only 
of vectors associated with plant streams. The 
reason for this is that the expressions for the 
matrices in terms of the matrices M are 
sequential in nature, permitting one matrix to be 
obtained from the previous one as the calculation 
proceeds through the plant. It is not difficult to 
see that this is a general propertyof structures of 
the type we have considered so far which do not 
contain any closed loop configurations. To be 
more precise we shall say that a structure contains 
closed loop configurations if variation 'of an output 
of a unit causes a consequential variation in one of 
its inputs, and we shall show that the power of the 
general method developed in Sections 2 and 3 is 
only fully revealed when dealing with such con-
figurations. 

A SIMPLE FEEDBACK Loon 

Fig. 7 shows a simple structure with a single 
closed loop configuration, using the same type of 
notation' as in previous examples. As indicated, 
the units 2 and 6 may themselves consist of simple 
sequential chains of sub-units, but we shall'flrst 
solve the problem treating them as single units. 
We then have 

dx = Ndwt + Mdx' 	(29) 

dxt 2  = Nt 2 r!w 2  + Mt 2 [N' 3)  dw 3  + 

+ MNt4 r1wt4  + M)dx!) 	(30) 
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and 
dx 	N 6 'dwt 6  + M(6)[Ndw(I)  + 

+ Mdx] (31) 

The matrices 	being given in terms of the 
M-matriccs by comparing equation (32) with its 
alternative form 

FIG. 7. Plant with simple feedback top. 

The variables dxt 2  and dxt 6  may be eliminated 

from these to give the required equation for 
which is 

dx' = [N 1 ' > + M',H 1M( 2 )M 1Nj(6)N]dW )  + 12 

+ MI. 'IH 	 + 

- + M 1H'Mt2NYdwt" + 

+ My,)H 1 M(2 )MYN(  dw 4  + 

+ M,)H_ 1 M( 2 )1v%1Y2) N (6)dW(6) 	(32) 

where the matrix H is given by 

H = I - 	 (33)12 	21 

and H 'is its inverse. We may now write down the 
equations for the vectors in their standard 
form (16): 

(I) cLN.+ cL'N' - 

(ii) cL'2N2 - g(2) = 0 

• (iii) cL ?  N t33 - g(3) = 0 	 (34) 
- g(4) = 0 

cL1x6)N(6) - g(6) = 0  

'I 	I 

It is no longer possible to solve equations (34) 
sequentially without assuming values for the 
as it was in the previous cases, since each such 
matrix, except 	depends on variables associ- 
ated with all the units in the closed loop. Thus 
we now have a case in which there is no means of 
side-tracking the procedure described in Section 2. 
It is first necessary to assume values for the corn-
ponentsof the vector cL 12X 1 ) (cL'W is already 
known) and for the components of the output 

vector 	x  can then be expressed in terms of 

x and 	using the unit equations of unit 1, 
and hence the left-hand side of equation (34)(i) 
can be expressed as a function of wt 1 . The 
equation can then be solved and this determines 

It is not necessary to assume values for the 
components of the vector cL 12 , since it can be 
seen to be given by the following linear combina-
tion of cL'j'' and cL'': 

	

cL 12  = cL''M + cL'M' 	(35)12 	21 

Equation (34)(ii) can then be solved for 
which in turn determines 	It is then seen from 
equation (32) that cL',X 3) can be obtained from 

cL' 2  according to 

cL'3 = cL 12 M 2 	(36) 

since Mt 2  is known from the solution for unit 2. 
However, in order to solve equation (34)(iii) for 

W 	it is necessary to express N 3  in terms of 

w 3  and quantities already known, and since 

N( 3  is in general a function of both inputs to unit 3, 
this cannot be done without assuming values for 
some of the components of the associated vectors. 
For example, if 	x 4  and x t 6  have the same 
dimensionality, it will suffice to assume values for 
the components of one of the two vectors 
X(6) . . Let us assume a value for x. Then the 
unit equation for unit 3 can be solved to give 

(6) in terms of 	w 3  and the assumed value 

of 	Using this in 	the left-hand side of 
equation (34)(iii) is expressed in terms of 
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and known (or assumed) quantities. It may there- 

fore be solved for 	which in turn determines 
We next deal with equation (34)(v), which 

may be solved without assuming anything further, 

since cLlR6)  is determined from cL 3  according 

to 

	

cL' 6  = cLS3MYz 	(37) 

and the matrix M?2 is known from the solution 
for unit 3. The left-hand side of equation (34)(v) 
can therefore be expressed as a function of w 6  
and the equation can be solved, hence determining 

However, x could also be calculated from 
the values of x and already determined, and 
in general there will be a mis-match between the 
vectors calculated in these two different ways. 

Finally we deal with equation (34)(iv). There is 
no need to assume a value for cL' 4> since it is 

determined from cL 13  according to 

	

cL'4 = cL3Mtj3 	(38) 

and the matrix M is known from the solution for 
unit 3. A value of xt 4  has been assumed earlier, 

so equation (34)(iv) may be solved for 	which 

in turn determines a value of X 	and this will 

not, in general, match the specified feed vector R. 
Having completed a solution,' we are in a posi- 

tion to calculate all the matricesand hence ij 
the matrix H 1 , so using the expression for the 

vector cL 1 2  in terms of these matrices, we may 
calculate the components of this vector. In general 
the value so obtained will not agree with that 
originally assumed in obtaining the solution. We 
are therefore in the position of having assumed 
values for three vectors, namely x and 

cL' 2 , in order to obtain a solution, and hence 
having arrived at a solution with three mis-matches. 
The assumed values must then be adjusted until 
the mis-matches are eliminated. The consistency 
of the unit equations will ensure that sufficient 
variables are available for this iteration. - 

Once again it has proved unnecessary to assume 

values for all the vectors and 
ym) in order 

to obtain a solution, and, this is because the feed-
back loop is itself a sequential structure, compli-
cated only by the fact that its head is joined to its 
tail. Thus the presence of a closed loop increases 
the amount of iteration required compared with 

the branching structure considered earlier (in 
particular vectors cLW" are drawn into the 
iterative process), but an intelligent use of the 
largely sequential nature of the structure reduces 
the number of variables involved in the iteration far 
below what might be expected from the general 
treatment of Section 2. Indeed it would be difficult 
to.devise a structure so entangled that the full 
nuthber of variables must be used in the iterative 
process. 

If each of the units 2 and 6 is, in fact, a compound 
unit of sequential structure with many sub-units 
âs indicated inFig. 7, this does not increase the 
number of variables in the iteration. The matrices 

Nt 2  and Nt6  merely decompose into a set of 
matrices associated with each individual sub-unit, 
as indicated in equations (18) and (19), and these 
can be calculated sequentially. 

CONCLUSIONS 

The method developed in this paper permits the 
problem of finding a stationary value of a specified 
objective function in a complex chemical plant to 
be decomposed into a set of sub-problems of lower 
dimensionality. To this extent it serves the same 
purpose as the dynamic programming algorithm 
but, unlike dynamic programming, its application is 
not restricted to simple sequential structures. Like 
all other classical variational calculations, the 
present method only ensures that the objective 
function will take a stationary value, and this is 
not necessarily its greatest value. It would there-
fore be very valuable to develop the method of 
dynamic programming itself in such a way that 
it could be applied to complex non-sequential 
structures, since dynamic programming always 
leads to the greatest value of the objective func-
tion. Attempts [6, 71 to do this known to the author 
fail, because they do not correctly consider inde-
pendent variations in the adjustable parameters 
as has been discussed elsewhere [8]. In particular,  
when .a closed loop is present in the system, an 
variation in an adjustable parameter of a giver 
unit leads to changes which are propagated rounc 
the loop and cause a change in one of the inputs o 
the unit. At no stage, therefore, is it permissibli 
to consider variation of the parameters of. a uni 
with fixed values of its inputs. 
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The caniplcs which have been used to illustrate 
G 

g (fl) 

Number of specified feeds 
Vector 	obtained 	by 	differentiating 	Gt" 	with 

he procedure have deliberately been chosen to be rcspcct to C0mpOflCfl 	of w" 1  
wt"t 

;implc, but the single feedback loop illustrates all G(n) Scalar function of the vector argument 
Matrix defined by equation (33) 

ihe features of more complicated problems with 
II 

Lit'" Matrix defined by equation (15) 

multiple recycles. 	In particular, the reader will be M The vector CM (I)M(2) 	 f4(n-1) 

'Matrix defined by equation (13), characteristic 
able to convince  himself that the method experiences Ma ( " )  

no difficulty in dealing with structures such as 
M 1 "t 

of unit it 
Matrix Mi,(")when unit has only one input and 

interlaced feedback loops and even more compli- one oUPU 
(14), characteristic 

catcd configurations. 
Ni(') Matrix defined by equation 

N(n) 
of unit a 
Matrix N1t") when unit has only one input and one 

. Note added in proof: It is implied in the above output 

paper that the optimization procedure proposed by P Scalar objective function 
Vector 	adjustable parameters for unit n of 

Mitten and Nemhauser is fallacious. It is now rca- wt") 
W"' 1  Dimensionality of vector w(") 

lized that this view resulted from a misunderstanding xi ( n) Vector associated with ith output of unit n 

of these 	authors' proposals. 	I am grateful to y5 (m) Vector associated with jth input of unit m 
Vector associated with a specified feed  

Dr. R. AR1s for pointing out my error. Ye(') 

NOTATION 	 v Number 	Dj1" 
n I 

c Row vector used to form scalar objective function Number 

Dt" 
V5 

Dimensionality of vector xi" mJ 

E1 1" 
Fi"' 

Dimensionality of vector yj(M) 

Function relating x ( " )  to variables ykt" 	and w(") 	vs Number G 

F"' )  F,t" when unit has only one input and one output 

Full Function relating y(n) to variables x ( " )  and wt" 1 	 V4 Number E Wt"  

Obtainable from ptn) 
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Abstract—A method of decomposing optimization problems in topologically complex plants, des-
cribed in a previous paper, is extended to deal with objective functions of a much more general type 
and to include units with a continuous infinity of adjustable parameters, such as tubular reactors. 
An alternative derivation of the formalism based on Lagrangian multipliers is also given. 

INTRODUCTION 

IN A previous paper [I] a method was described for 
decomposing optimization problems in topologi-
cally complex plants into sub-problems with the 
dimensionalities associated with the separate units. 
The method was developed by a classical variational 
argument of a very straightforward type and, for 
simplicity, an objective function formed by linear 
combination of the elements of a single output 
vector was considered. The discussion was also 
limited to units with a finite number of adjustable 
parameters, and therefore excluded cases such as 
tubular reactors with an adjustable temperature 
gradient. 

In the present paper it will be shown how this 
work can be generalized to deal with objective 
functions of a much more general type and to 
include, units with a continuous infinity of adjust-
able parameters, such as tubular reactors with ad-
justable temperature gradients. At the same time 
an alternative derivation of the results based on 
the use of Lagrangian multipliers will be given. 
This is more concise and elegant than the deri-
vation given in the earlier paper, but it provides 
a less appropriate introduction to the subject, since 
it is not so easily interpreted physically. 

STATEMENT OF THE PROBLEM 

As before [1] we shall consider a plant consisting 
of a set of interconnected units, each with a set of 
inputs and outputs and a number of adjustable 
parameters. A number n will, be assigned to each  

unit, and its input and output streams will also 
be numbered. The properties of each stream are 
characterised by a set of physical quantities which 
may be regarded as the components of a vector, 
and similarly the adjustable operating and design 
variables for a given unit may be regarded as the 
components of a second vector. The vector asso-
ciated with the i-th output stream of the, n-th unit 
will be denoted by x7 and the vector of adjustable 
parameters for this unit by w. It should be noted 

that the suffix i serves to identify the output stream 
and does.not refer to individual components of 
the vector x7. The numbers n and i may be called 
the identifying indices of a stream. 

In the previous paper [1] symbols y were intro-
duced for the vectors associated with unit input 
streams, but here we shall introduce a different 
notation. Unit inputs are connected to outputs, 
of other units (except those which form feeds to 
the plant as a whole) so, strictly speaking, the out-
put vectors x7 suffice to describe all process streams 
in the plant, and it is only necessary to identify 
those inputs and outputs.which are connected to 
each other. This can be done by listing the output 
stream connected to each input, and we shall use 
the notation (Il, j) to indicate the identifying indices 
of the output stream which is connected to the j-th 
input of the n-th unit. The vector describing the 
physical properties of this stream is correspondingly 
denoted by x. Alternatively we could list the input 
stream connected to each output, using the notation 
(n, i) for the identifying indices of the input stream 
connected to the i-th output of the n-th unit. The 
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corresponding vector is then denoted by x. This 
notation is illustrated in Fig. I. There will, of 
course, be no values of 11 and i corresponding to 
outputs (ii, i) which form plant products, and these 
will be referred to as free outputs. 

- 0, or 

- 4 

Mo. I. Illustration of notation. 

The relations between outputs, inputs and ad-
justable parameters for a given unit take the form 
of a set of equations 

x i" F7(x, w") 	 (1) 

which we shall refer to as the unit equations of the 
n-th unit. In general the functions F' depend on 
the vectors x5 associated with all the inputs of the 
n-th unit. There is no need to write separate equa-
tions identifying the vectors associated with streams 
which are connected, as in the previous work [1], 
since the topological structure of the plant is deter-
mined by the listed correspondence between (ii, j) 
and (n, j) or between (ii,  i) and (#1,1). 

We shall consider the problem of finding values 
for the adjustable parameters of the units which 
maximise an objective function P of the form 

P = H(x) - G"(wI') 	 (2) 
I' 

where H is a specified scalar function which may 
depend on all the output vectors x7 of the plant 
Units, while the GI' are specified scalar functions 
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of the vector arguments W. We shall not restrict 
ourselves to cases in which w" has a finite number 
of dimensions, but shall include units such as 
tubular reactors with adjustable temperature gra-
dients, for which w" has a continuous infinity of com-
ponents. In such cases the GI' are more properly 
regarded as functionals. 

In the earlier paper [1] a simpler objective func-
tion of the form 

	

P = cx - G"(w") 	 (3) 

was considered, but the generalization represented 
by equation (2) is desirable for two reasons. In the 
first place, the operating returns from the process 
may depend on more than one .product stream; 
for example there may be more than one salable 
product, or one of the outputs may be an effluent 
which it is costly to disperse. Secondly, in addition 
to imposing constraints on the values taken by the 
adjustable parameters WI', it is often desirable to 
constrain the values of certain quantities associated 
with the process streams themselves. For example, 
the properties of available materials of construction 
frequently impose upper limits on the permissible 
temperatures of certain streams. Such constraints 
can be imposed by including in Pa term which takes 
very large negative values when the variables in 
question pass outside their permitted ranges, and 
the general form of the function H in equation (2) 
permits terms of this type to be included. 

CONDITIONS FOR A STATIONARY VALUE OF P 

Differentiation of equation (2) gives the first 
order variation in the objective function in the 
form 

' dP = 	dx i" - 	 (4) 

where h7 is the row vector of partial derivatives 

äH 	••' 
[h7J = r n • 	 (5) 

L'LXIJp 

The suffix p indicating the p-th component of 
a vector. The notation L3G I' is introduced to indicate 
the first order variation in GI' produced by a small 
variation in the adjustable parameters WI' of unit n. 
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The variations cl.e, appearing on the right hand 
side of equation (4) arc not independent since the 
unit equations (1) must be satisfied. Differentiating 
these gives the following set of equations relating 
small variations in the vectors associated with 
process streams 

' 	dx7= M7 dx + ôx7 	(6) 
i 	 1., 

where M"IJ is the following matrix of partial deri-
vatives 

The notation ax7 is analogous to the notation 
introduced above and denotes the first order varia-
tion in x7 produced by a small variation in the 
adjustable parameters w"with the inputs to unit n 
held constant. 

Our problem is now to find the conditions that 
dP as given by equation (4), should vanish ideriti-
cally, when the dx's' are constrained to satisfy 
equations (6). The constraints may be introduced 
by the use of Lagrangian multipliers [2], which we 
shall denote by 27./The multiplier 27 is associated 
with the equation (6) for dx7, and correspondingly 
it is a row vector of the same dimensionality ,  as 
the column vector x7. Combining equations (4) 
and (6) by means of the Lagrangian multipliers, 
the condition for a stationary value becomes 

> h7. dx7 E 
A 4 	 A 

27{dx - M73  dxj - aX} = 0. (8) 

In this equation the dx7 may be regarded as inde-
pendent variations, while the ôx and t3G" are inde-
pendent for different values of n, since they then 
represent the effects of varying the adjustable 
parameters of different units. )l Collecting the terms 
in dx' and the remaining terms separately, equa-
tion (8) may be written 

2M} dx7 + 

+ An Ox "' — .9GhI  } = 0. 	(9) 
n(k 

This must be satisfied for arbitrary and independent 
values of the d4, so the coefficient of each 44 in 

the first double sum must vanish separately. In 
the second summation, each value of it gives the 
contribution arising from the variation of the 
adjustable parameters of a different unit, so again 
each term must vanish separately. Thus we have 
the following equations 

27 = h7 + 2Mr 	 (10) 

and 
(11) 

When 4 is a free output, there is no unit 11 con-
nected to it. Thus the second term on the right 
hand side of equations (10) is absent for values of ii 
and i corresponding to a free output. Instead of 

modifying the form of the corresponding equations 
(10), however, wecan achieve the desired end simply 
by introducing the formal definition M-= 0 in 

cases where x7 is a free output. 
The stationary value problem is therefore solved 

by choosing values of the vectors 27, 4 and w 
to satisfy equations (10) and (11), together with 
the unit equations (1). Those vectors 4 associated 
with plant feed streams are given, and form 
boundary. conditions for equations (1). Again, the 
vectors 27 corresponding to plant product streams 
are given by 17 = h7, since the vanish for free 
outputs, and these form boundary conditions for 
equations (10). It is characteristic of this type of 
problem that the boundary conditions for the 27 
and the x7 are given on different streams, and this 
makes an iterative solution procedure necessary 
even in the case of a plant with simple sequential 
structure. 

Each formal equation (11) represents a set of 
equations involving the components of a single 
vector w" associated with the n-th unit, and contains 
no adjustable parameters associated with other 
units. Thus, assuming it is possible to satisfy each 
separate equation 

E 2 - = 0 
k 

with a suitable choice of real values for the compo-
nents of w", the problem has been decomposed 
into a set of sub-problems with the dimensionalities 
of the separate vectors w", and this has been paid 
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for by introducing the extra variables 27 and equa-
tions (10). 

Remembering the significance of ôx and 3G, 
it is seen that equations (11), regarded as equations 
for the components of the vectors W', simply state 
that the adjustable parameters of the n-th unit 
must be chosen so that 

P27x—G 	 (12) 
k 

takes a stationary value, with constant values of 
all inputs to the unit.. Then the solution to the 
problem as a whole may be stated in the pleasingly 
elegant form that each vector w" must be chosen 
so that the sub-objective function 

P" = 	- G 

for the corresponding unit takes a stationary value, 
the vectors A and.x being determined by equa-
tions (10) and (1) respectively, with the boundary 
conditions stated above. In this formulation it has 
nowhere been assumed that the dimensionality of 
the vectors w" is finite, so the method can handle 
units with Continuous ranges of adjustable para-
meters suchas a tubular reactor.with an adjustable 
temperature gradient. The stationary value sub-
problem for such a unit would, of course, be solved 
by the method of PONTRYAGIN [4] or SWINNERTON-

DYER [5]. Indeed, if one considers the special case 
of a simple sequential chain of units and passes 
formally to the limit of an infinite number of units 
each generating an infinitesimal change in the 
stream vector, the present equations reduce to 
differential equations and the method becomes 
identical with that of PONTRYAGIN and SWINNER-

TON-DYER. To this extent, the Maximum Principle 
Of PONTRYAGIN may be regarded as a special case 
of the relations given above, but of course the 
formal passage to the limit is permissible only if 
the limit exists, and SWINNERTON-DYER [5] has 
given a counter-example to show that this is not 
necessarily the case even in apparently innocuous 
situations. 

The above description of the process corresponds 
to that given in the previous paper [1] and to a 
recent variational treatment of the simple sequential 
system by KATZ [6]. However, both in this des- 

cription and in KATZS paper, it is implicitly assum 
ed that it is possible to find real values of the com-
ponents of Is" to make P stationary for each valu 
of n, and this is by no means always the case 
For example, the sub-objective function F" may 
be monotonic in certain components of w" even 
when the objective function F has a perfectly 
satisfactory stationary value, and in this case it is 
not possible to adjust the components of w" tc 
make P" stationary, so the procedure just described 
breaks down. This possibility will be clarified latel 
by means of a simple example, but meanwhile the 
nature of the iterative process involved in the solu-
tion will be illustrated by an example for which it 
will be assumed that each P has a stationary value. 

Finally, it should be remarked that the use ol 
Lagrangian multipliers to take account of the re-
strictions imposed on the dx7 by the unit equations 
and the plant structure was introduced by HORN [3] 

in discussing a simple sequence of stirred tank reac-
tors. The present derivation may therefore be 
regarded as the extension of HoRN's method to 
systems of arbitrarily complex non-sequential 
structure. 

APPLICATION TO A SYSTEM WITH RECYCLE 

The method developed above will be illustrated 
by describing its application to a system which 
was also discussed in the earlier paper [1], namely 
a simple recycle configuration. The system is 
shown in Fig. 2, which also serves to define th 
notation. The objective function will be taken tr 
be 

P=cx+ ex" —G" 	(13) 

which depends on the components of two different 
stream vectors. 

The calculation may conveniently be started at 
the free output x. The sub-problem associated 
with unit 1 has the objective function 

F' 2x + 2x - 

according to equation (12). The row vector 1 
is simply equal to c, as can be seen from equation 
(10) for the free output x, but a value for.A must 
be assumed to start the calculation. If we also 
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Flu. 2. Simple recycle system. 

assume a value for the vector xl, we must then 
choose w' so that P1  takes a statiOnary value for 
fixed x 2, subsequently adjusting the value of x 2  

until x'1  agrees with its assumed value. Thus the 
solution of the sub-porblem for unit I yields values 
Of x2  and ii)', together with the partial derivative 
matrices M 1  and M and the vector x, from 
assumed values of 4 and xl. 

According to equation (10) we have 

A2 _AI M I +4Mh 

since h vanishes as x2  does not appear in the 
objective function P. We may therefore proceed 
to choose values of x 3  and w 2  which make 

p2  = A 2x 2  - G2  

stationary and give a value of x 2  equal to that pre-
viously 'calculated. This in turn determines the 
matrix M 2  and permits P to be calculated through 
equations (10) giving, 

A 3  =X2M 2  

Values of x4, x6  and w 3  must now be chosen 
which make 

P3  = Ax 3  - G 3  

stationary and give a value of x 3  equal to that found 
in the calculation for unit 2. This can clearly be 
done in an infinite number of different ways, since 
the total number of components of x 4  and x6  
available for adjustment will be greater than the 
number of components of x 3 . Thus it is necessary 
to fix arbitrarily the values of some of the compo-
nents of x4  or x6 . If x4, x6  and x 3  all have the 
same dimensionality, for example, we could specify, 
a value of x4  and choose x6  and w 3  to make P3  

stationary and x3  equal to its previously calculated 
value. This, in turn, would determine the matrix 

, 3 12 
Equations (10) now permit A 6  to be calculated, 

remembering that h6  = e since x6  appears in P. 

Thus 

A6  = e + A 3M 2 . 

Values for x and w6  must then be chosen to make 

stationary and x 6  equal to its previously determined 
value. These in turn determine the matrix M 6 , 

which may be used in equations (10) to give Al 

4 = AM 6 . 

Finally the sub-problem for unit 4 is solved 
A 4  is given by 

4_ 3AA' 3  ,' - ,, J 11 

and x5  and w4  are chosen to make 

P4  = A 4x4  - G4  

stationary and x4  equal to the value already 

assumed. 
Inspection of the course of calculation just des-

cribed shows that three mis-matches have arisen. 
First, values of x have been obtained by solution 
of the sub-problems for both units 1 and 6, and 
these values will not, in general, agree. Secondly, 
a value of 4 is obtained from A6  and M 6  after 
solution of the sub-problem for unit 6, and this 
will not, in general, agree with the value for 4 
assumed at the beginning of the calculation. 
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Thirdly,. a value for x 5  is determined by solution 
of the sub-problem for unit 4 and this will not, 
in general, agree with the specified feed vector. 
Corresponding to these three mis-matches we have 
assumed values for three vectors, namely x, 4 
and x4, and these must be adjusted until the mis-
matches are eliminated. 

It is not difficult to check that the above calcul-
ation is identical with that described previously [1] 
for this system, except for a small added complica-
tion in the present case due to the presence of an 
extra term ex' in the objective function. The row 
vectors A7 introduced here correspond to the row 
vectors cL7 which appeared in the previous 
work. 

The iterative solution of the problem can, of 
course, be started in many different ways, of which 
the above is but a single example. In practice one's 
choice would need to be guided by consideration 
of the convergence of the numerical process of 
iterative adjustment. 

CASES IN WHICH THE ABOVE PROCEDURE MAY FAIL 

It was remarked earlier that the process as des-
cribed so far will fail if any sub-objective function 
F" is monotonic in one or more of the components 
of w". This is by no means impossible, even when P 
itself has a stationary value [7], as may be shown 
by a simple example. 

Consider the sequenc&of two units shown in Fig. 3, 
the unit equation for each unit being inscribed 
in the corresponding block of the block diagram, 
which also serves to define the notation. All vectors 
in this case have just one component. With the 
objective function P = x1 , direct calculation gives 

P=A—(x 3 +w2) 2 —w  

and this has the statioIary maximum value A wher 
w1  = 0 1  w2  = - x3 . Now let us attempt to fin( 
this stationary value by following the proceduri 
described earlier in this paper. For unit 1 we hav 

' 

2 	
'ax, 

3x1 = (-) dw 1  = — 2w 1  dw 1  = 0 

when w 1 =( 
and with this value of w 1  

X2 = .J(A - x 1 ) and M1 = (.!) = 
— 2x2  

= —2.J(A - x 1 ). 

We then have 22 = 21 M1  = - 2j(A - x1)al 
the equation of type (11) for unit 2 is 

A 2 = — 2,J(A—x 1)=0 - 
W2 X3 

which cannot be satisfied by choice of w1 , since w 
does not appear on the left hand side. The cor 
responding sub-objective for unit 2 is 

P2  = 22x 2  = — 2.J(A - x 1 )(x 3  + w 2) - 

which is monotonic in w 2 , and has no stationar. 
value. Thus the simple procedure breaks down a 
this stage. 

However, the value of x 1  is still available, an 
we can satisfy the equation A2, t3x 2  = 0 by takin, 
x1  = A, when the left hand side vanishes for a 
values of v2 . 1V2 then becomes an available variabl 
in place of x 1 , and it must be chosen so that th 
boundary conditions at inlet are satisfied. Sinc 
x 1  = A implies that x 2  = 0, we must take w 2  
—x 3 , where x3  is the specified value Of 93, and w 
have then found the same solution as was originall, 
obtained by inspection of the form of P. 

The description of the general procedure can b 
extended to embrace cases such as this. For sini 
plicity consider a simple sequence of units as showi 

x+w 	

Il-i 

Fio. 3. A case in which the simple procedure fails.. 
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Xn 	 X 3 	 X2 	
X1 

IN-1 	 X NO 	 XN, 	 4, 

Fio. 4. Simple sequence. 

in Fig. 4, which serves to define the notation. solving equations (15), y 2  will be identical with y t , 

Let D be the dimensionality of the x-vectors and but if some components of y' were used in the 

let each vector w" have finite dimensionality W. solution these components will be absent from y 2  

Then at unit I we have D + W 1  variables (i.e. w' and will be replaced by the components of w 2  not 

and x' or w 1  and x2) with which to satisfy the W 1  used in solving equations (15). 

equations. 	
In this way we can proceed to unit 3, and so on 

)i 	- 	= 0 	 (14) throughout the chain to unit N. After, satisfying 

Thus D variables remain available and, in principle, the stationary equations (11) for unit 
N, there will 

it does not matter which D 
we choose to regard as remain a D-dimensional vector y' of undertermined 

available and which we regard as "used" in satisfy- variables, and adjustment of these will permit the 
ing equations (14). (More generally, equations (14) boundary conditions at entry to be satisfied. In 
confine x and 0 to a D-dimensional subspace of general 

N will comprise components of y' together 

the D + W' 
dimensional product space.) Let us with certain components of the w-vectors along the 

denote by y' a set of D variables regarded as still chain. 
available after satisfying equations (14). Then x2 

stage may permit several 
It is clear that the alternatives available at each 

and 2 can be expressed as functions of y t , and the 	
different solutions to be 

stationary equations for unit 2, namely 	
obtained, in which case each will correspond to a 
different stationary value of P. When P has a 

X 	- 	 '15 / unique stationary value, however, only one of the 
have left hand sides which are functions of the alternatives will permit the solution to be continued 

D + W 2  variables w 2 , 
y'. They may be satisfied throughout the chain. 

by any W 2  of these variables, the remainder being 	The situation described in the present section 

regarded as still available, and the particular W 2  does not exhaust the possible difficulties which may 
variables chosen may or may not be the compo- arise in attempting to carry through a solution, 

nents of w2. 	
but in many cases the simplest procedure described, 

In—some cases, as in the example just worked, using only w-vectors to satisfy the stationary value 

w 2  (or some of its components) does not appear equations (11), is successful. The basic equations 
in the left hand sides of equations (15), in which (1), (10) and (11) are universally applicable, and 

case it is necessary to incorporate some components one is attempting to find a procedure which enables 
of y' in order to have enough variables to satisfy them to be satisfied with a minimum amount of 
the equations. Even when all the components of iterative calculation. 

'iv2  appear on the left hand sides of equations (15), 	Finally, although the method described here can 

it is possible that these equations cannot be satisfied be applied to a very large class of optimisation 

for real w 2 , in which case adjustment of yt  may problems, it does not necessarily follow that it is 

modify the coefficients in such a way that a real always the most effective way of solving them. 
solution exists. It is frequently possible to take advantage of 

After the stationary value equations (15) for certain features of the equations defining a parti-

unit 2 have been satisfied, there still remain D cular problem to reduce the. amount of iterative 
variables undetermined, which we shall denote calculation far below what would be required in 

, ,2 if v.imnnnents of w 2  only were used in a blind application of the method. 
------------------ . 
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CONCLUSIONS 

The present formalism extends that described in 
an earlier paper [1] so that it can be applied to 
very general objective functions in plants of arbi-
trarily complex topological strucutre. It is also 
able to handle units with continuous ranges of 
adjustable parameters, either alone or connected 
to other units with discrete sets of parameters. 
Thus methods of reducing the dimensionality of 
optimization problems, which have previously been 
useful only in sequential structures, have been 
extended so as to be applicable to systems of any 
structure. 

-Acknowledgement—The author would like to thank Mr. 
C. L. BROOK for his invaluable and constructive criticism 
of the paper in draft form. 

NOTATION 

c- Specified row vector used in forming objective functi 
e Specified row vector used in forming objective functic 

F7 Function defining unit equation for n-th unit 
Gn Cost associated with adjustable variables for the n- 

unit 	- 
H Scalar function of the variables x7 appearing in t 

objective function 
h7 Partial derivative vector with components [h7)p 

- 	au 

Mn Matrix of partial derivates with elements LM]pq 

a Number identifying a given unit 	- 
P Objective function 	 - 

F" Sub-objective function for the n-th unit 
x7 Vector associated with the i-th output stream of 

n-th unit 
ii 

Xi 
Vector associated with the output stream connected 
the f.th input of the n-th unit 

x 	Vector associated with the input stream connected 
the k-th output of the n-th unit 

w" Vector whose components are the adjustable desi 
and operating variables for the n-th unit. 
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A variational solution of unsteady state optimization problems in complex chemical plants 
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Abstract—Variational methods described in previous papers for dealing with optimization problems 
in complex chemical plants operating under steady conditions are developed so that they :may  be ap-
plied to unsteady state problems of a very general nature. Previous results are shown to be special 
cases of the new equations, and the relation of the method to the well known method of gradients is dis-
cussed. 

INTRODUCTION 

IN pivious papers [1,2] a variational method of 
determining optimum conditions for the steady 
state operation of a complex plant has been develop-
ed. The method is analogous to, but weaker than, 
Pontryagin's Maximum Principle, and permits 
the over-all optimization problem to be decomposed 
into sub-problems, one associated with each of the 
units which are interconnected to form the plant. 
Similar results have since been re-derived by DEr.mr 

and ARIs [3]. Stronger results, more strictly similar 
to the maximum principle, were derived by FAN and 
WANG [4], but it has since been shown by HORN 

and the present writer [5,6] that their derivation is 
erroneous, and their results are correspondingly 
untrue. DENN and Aius [7] have also demonstrated 
the error of the stronger result by a method which 
does not differ essentially from that of HORN and 
JACKSON [6]. 

All the papers referred to above deal with the 
optimization of steady state operation. In the pre-
sent paper it will be shown how analogous results 
may be obtained for time varying conditions. 
Results obtained earlier [1,2] will be shown to be 
special cases of the more general results now pre-
sented. The close relation between the weak 
maximum principle and the well known method of 
gradients will also be demonstrated. 

THE DYNAMIC PROBLEM 

As in earlier work [1,2] we shall consider a plant 
consisting of a set of units which are interconnected  

by process streams flowing from one to another. 
No restriction is placed on the nature of the network 
of connexions, which may be as complicated as we 
please, including multiple and interlocking recycle 
loops, cross feeds, bypass streams etc. Each unit 
will be assigned an identifying number n and its 
input and output streams will also be numbered. 
Thus the pair of indices (n,i) will identify the ith 
process stream associated with the nth unit. The 
physical and chemical properties characterizing 
each process stream may be regarded as the com-
ponents of a vector x', where the suffixes n and i 
identify a particular unit and a particular stream. 
Neither is used to distinguish components of the 
vector, which would require a further index. In the 
same way, the adjustable design and operating 
variables for a unit may be regarded as the com-
ponents of a second vector w. We shall further 
assume that the performance of a unit depends on 
the values of certain other parameters, for example 
heat transfer coefficients and catalyst activities, 
whose values are not freely available to the designer 
or operator but may change with time in a manner 
depending on the mode of operation of the unit. 
Their values at any particular time may be regarded 
as the components of a vector çb(t). Finally, each 
unit may be subject to disturbances quite outside 
the control of the operator, for example, the temp-
erature of cooling water may change with changes 
in ambient temperature, and these disturbances 
may be regarded as the components of a time-
dependent vector d(t). 

The interconnexions of the units will be specified 
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by means of a notation introduced in an earlier 
paper [2], namely by listing the identifying indices 
of each pair of process streams which are connected 
together to form a link. We shall use the notation 
(nj) to indicate the identifying indices of the output 
stream which is connected to the jth input of the 
nth unit. A similar notation (ti,i) will be used for 
the identifying indices of the input stream connected 
to the ith output of the nth unit. The structure of 
interconnexions can then be specified completely 
by listing corresponding values of (n,i) and (n,j), or 
alternatively corresponding values of (n,j) and 
(,). Thus a list of the form 

(2,i)(3,2) 

(5,4)(l,1) 

would indicate that output stream number 2 of 
unit number 3 is connected to input stream number 
1 of unit number 2; output stream number 1 of 
unit number 1 is connected to input stream number 
4 of unit number 5, and so on. It could be written 

-----x' or 

- - - - - 

Fin. 1. Illustration of Notation  

in the alternative form 

(2, 1) 	(3, 2) 

(5,4)(1, 1) 

and either of these lists would provide a complete 
topological specification of the plant. The notation 
is illustrated by Fig. 1. 

The behaviour of each unit within the plant will 
be completely described by differential equations of 
the form 

=F 
dt 	

(1) 

where Fj  is a vector function of all the components 
of input stream vectors x". and output stream 
vectors x associated with this unit, as well as the 
parameters 0", the disturbances d and the design 
and operating variables w. Any set of ordinary 
differential equations of any order can be reduced 
to a set of simultaneous first-order equations of 
the form (1) by introducing suitably defined 
auxiliary variables, so the first-order form of equa-
tion (1) does not imply that the physical differential 
equations governing the behaviour of the unit are 
necessarily of the first order in their most compact 
form. 

The parameters on are also time dependent, and 
we shall assume that they change at a rate which 
depends on current conditions in the corresponding 
plant unit. Thus 

dt - E(x, 0", d, 	 (2) 

It is not difficult to see what conditions must be 
specified in order to determine a solution of equa-
tions (1) and (2). Clearly the initial values x(0) 
and 4(0) of all plant stream variables and unit 
parameters must be specified, while the distur-
bances d(t) and operating parameters w(t) must 
be specified as functions of time throughout the 
interval 0 -* T of interest. Certain streams enter 
the plant as external feeds and do not form links 
between pairs of units, and the corresponding 
stream vectors x(t) must also be specified as func-
tions of time. With these specifications equations 
(1) and (2), together with the list of interconnexions 
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described above, suffice to determine the complete 
behaviour of the plant in the time interval 0 - T. 

Now the components of the vectors w"(t) are 
assumed to be to some extent available. For cer-
tain of these parameters, for example, those repre-
senting design variables, it may only be possible to 
fix a value which is subsequently retained at all 
times. In other cases, for example operating 
variables, the parameter may be freely available for 
adjustment as a function of time. In either case we 
shall be interested in exercizing the available 
freedom of choice to maximize some criterion of 
performance defined over the time interval 0 - T. 
More specifically, we shall consider the problem 
of choosing the w" so as to maximize an objective 
function of the form 

fT / 	 \ 
P = 	I EH (x,) - G(w) I dt 	(3) 

Ofl\i 	 / 

Where H, is a specified scalar function of the 
variables associated with the ith output of the nth 
unit, and G(w") represents the cost of a particular 
design and operating policy for the nth unit. 

This general formulation clearly enables us to 
deal with practical problems of determining op-
timum start-up procedures, of investigating opti-
mum operating policies for chemical reactors with 
decaying catalysts, of controlling the operation of 
a plant against variations in feed or externally 
imposed disturbances, and so on; in fact a very 
wide range of dynamic optimization problems. 

ADJOINT EQUATIONS 

In this section some simple algebraic manipula-
tions of general sets of linear algebraic equations 
will be set out for subsequent use in solving the 
optimization problem. 

Suppose a set of N variables 	is related to a 
set of N variables O by linear algebraic equations of 
the form 

N 

E (XiA = O 	(1 = 1, 2, ... N) 	(4) 
j=1  

as a linear combination of the 0's in the form 
N 

E k 0k 	 (6) 
k= 1 

If equations (4) are multiplied from the left by a 
matrix fl which is the inverse of oe, we obtain 

N N 	 N 

E I3kiiJJ = E f3ki0 i 
i=1 j=1 	 i=1 

but since 
N 

Y_ flkiO (ii = kj, 
i=1 

where ökj  is the Kronecker delta, this becomes 
N 

= E I3ki 0 i 	 (7) 
i=1 

If equations (4) were differential equations rather 
than algebraic equations and i were a continuous 
variable such as time, Pki would be a Greens 
function, so the inverse matrix of coefficients in 
these algebraic equations is the analogue of the 
Greens function for differential equations. 

From equations (5) and (7) 
N IN 	\ 

P= 	( 	Cfl)01 
i=1 \k=1 	/ 

and comparing this with equation (6), it is seen that 
N 

(i = 
k=1 

Multiplying from the right by the matrix ; this 
then gives 

N 

E Lcx, = c 	 (8) 
i=1 

We shall call the l the ad/oints of the variables 
and equations (8) are said to be adjoint to equa-

tions (4). The desired form (6) for P is therefore 
obtained by solving the adjoint equations and using 
the adjoint variables in equation (6). 

These elementary general results, applicable to 
any set of linear algebraic equations, will be used 
in the next sections to develop a solution of the 
dynamic optimization problem. 

Consider the problem of expressing a certain linear EXPRESSION OF THE VARIATION IN P IN TERMS OF 

combination of the 's 	 VARIATIONS IN THE ADJUSTABLE PARAMETERS 

N 	 Consider the effect of a small change in the P= 	C 	 (5) 

	

k=1 	 adjustable parameters of the units from w"(t) to 
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w(t) + Ow"(t). This induces corresponding incre-
ments 64 and Oj in the vectors x and 4, where 
the increments, if small, are related by the incre-
mental forms of equations (1) and (2), namely 

0x7 = + F7Ox + KO4 +fOw' (9) 
dt 	Ic 

and  

and taking the simplest finite difference approxima-
tions to differential and integral operators, equa-
tions (9), (10) and (13) become 

6x75 - 	- OtflS5fS - Ot FnSOX S - 

ik  
Ic 	 j 

- OtKO çb" = OtfOw 	(15) 

bons - 54ns-1 - OtJ64 - Ot yESO xlS 

bon = EJOX + JnOcbn + ?Ow 	(10) 
	 = OteOw' 	(16) 

and 
where F"ik,  F, Kit , fl, E, .1" and? 

are matrices of partial derivatives with the following 
elements 

= 0(F) 
; (Ft), - (

"

F7) 
kipq 	(X)q 	q 

(11) 
___ 

(K)Pb = a(), 	

- 

- (W) r 	) 

and 

(Ein
- a(E")a 	

(e 
- ô(E'0 n - a(E a  (12) 

- ô(X)q ( )a - 	)b 	
)ar 

(The extra suffixes p, q, a, b and r in these expressions 
serve to distinguish components.) 

The increment in the objective function P is seen 
from equation (3) to be 

rT 	/ 

5P= I 	hOx7—g'Ow'I dt 	(13) 
Jon\j 

where h' and g" are row vectors with components 

(ha) = 
	

and 	(gfl) = 	(14) 

Though there are certainly more elegant methods 
of dealing with these equations, perhaps the most 
straightforward procedure at this point is to take 
finite differences with respect to time, thus reducing 
equations (9) and (10) to a set of simultaneous 
algebraic equations involving the variations Ox 
and bon at different instants of time. The expression 
(13) for OP then reduces to a sum and we can use 
the general formulae of Section 3 to express this 
sum in terms of the independent variations Ow n . 
Writing t = sOt, where Ot is a small increment in 
time which we shall later allow to tend to zero, 

Op = 	z 	
hO _gnsOwns)Ot 	(17) 

s1 n \ i 

where T = SOt. 
Equations (15) and (16) are a set of simultaneous 

linear algebraic equations in the variables 0x7 5  

and 041nS precisely analogous to equations (4) in the 
variables . Again, the first term on the right-hand 
side of equation (17), namely 

S 

6P1  = 	Oth75Ox7 	(18) 
s1 n 

is a linear combination of variables precisely analog-
ous to the right-hand side of equation (5). Thus, 
writing down adjoint equations for the present case 
corresponding to equations (8) of the general case, 
we can determine the coefficients in an expression 
of 6P1  as a linear combination of the variables 
Ow' 5  by comparison with equation (6). 

We shall introduce variables ) and 	adjoint 
to 64s and 64 respectively. To write down 
adjoint equations corresponding to equations (8) 
we then have to pick out the coefficients correspond-
ing to the a ij  of equations (4). Now for a given 
value off, the ot ij  are the coefficients of all the terms 
in which appear on the left-hand sides of equa-
tions (4). Similarly, to write an equation adjoint to 
one of equations (15) or (16), we must pick out all 
the terms in which a given variable 6x 5  or 0ns 

respectively appears on the left-hand sides of these 
equations. The sum of the coefficients of these 
terms multiplied by the corresponding adjoint 
variables then forms the left-hand side of the cor-
responding adjoint equation, as in (8). 

Let us consider first a variable Ox', picking out 
those terms on the left-hand sides of equations (15) 

and (16) in which it appears. If we also write down 
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the right-hand sides of the corresponding equations 
so as to identify these equations, we obtain the 
following terms, provided (n,i) are not the identify-
ing indices of a "free "output stream unconnect.i 
to any other unit, and provided also that s 

A term (1 - 5t 	flS)flS 

in an equation with r.h.s b tf5w ?s  

Terms — ötöx, (k 0 1) 
in equations with r.h.s.' tf75 w7s 

Terms - tF6x, (j = 1,2,...) 
in equations with r.h.s.'s tfw 

A term — tEö4s 

in an equation with r.h.s. ötensö w  

A term - 
in an equation with r.h.s. tf 1 w"' 

When (n,i) is a "free" output not connected to 
any other unit, only the terms (i), (ii) and (v) appear, 
and when s = S there is no term of the form (v). 

In a similar manner we can pick out those terms 
on the left-hand sides of equations (15) and (16) in 
which a particular variable 64' appears, again 
identifying the corresponding equations by noting 
their right-hand sides. Provided s =A S this gives 
the following terms 

(i) Terms — MK 	S  (i = 1,2,...) 
in equations with r.h.s.'s 3fflS5WflS 

term (1 — 
in an equation with r.h.s. ötenwns 

(iii) A term — 60"S 
in an equation with rJ.s. te''öw"' 

However, when s = S there j ,' no term of the form 
(iii). 	 / 

Having picked out t1ese  terms, and Temembering 
that equations (IF) correspond to the general 
equations (5), t.!-.e adjoint equations can now be 
written down directly by analogy with equations 
(8). They are 

— 5teF) — 5t 	)fls,flS - 	1 - 

k*i 

— 	J JL — 	= 6th7s 	(19) 
j 

when (n,i) is not a free output and s 0 S 

flS(1 - 6t.) - 	) flSflS - n,s+1 = oth7s  (20) ki 
k*i  

when (n,i) is a free output and s S 

	

1flS(1 - tff7) - 	E — 	
1IISp'S — 
j j 

k0 	 i 	(21) 
- tpE = 5t) 7s 

when (n,i) is not a free output and s = S 

 bt F_ = 5 th7s 	(22) 
k*i 

when (n,i) is a a free output and s = S 
Together with 

pflS(l — 5tJ"5) - 	 6"' - 	= 0 (23) 

when s e S, and 

"S(1 - &Jls) — 5t 	SKIS = 0 	(24) 

when s = S 
We also have, by comparison with equation (6) 

	

S 	 - 

5P1  = 	5t 	( 2f7s + 	 (25) 

	

S1 	n 	 I 

The required results can finally be obtained by 
passing to the limit 5t —+ 0, when equations (19) 
to (24) reduce to 

—h' 	(26) Wt 
	k 	 j 

valid when (n,i) is not a free output, together with 

+ = —h 	(27) 
dt 	k 

valid when (n,i) is a free output, with the boundary 
conditions 

= 0 	[all (n, i)] 	(28) 

and 

+ J" + )n 

	

dt 	
iKn = 0 	(29) 

with boundary condition 

= 0 	(all n) 	(30) 

In equations (26) to (30), the suffix s has been 
dropped, since all quantities are understood to 
depend on the continuous variable t. The boundary 
conditions (28) are obtained from equations (21) 
and (22) on passing to the limit 5t —* 0, and the 
conditions (30) follow in a similar way from 
equation (24). 

On passing to the limit in equation (25) and 

409 



R. JACKSON 

incorporating, once more, the second term on the 
right hand side of equation (13), the variation in P 
is seen to be given by 

T  

P=Jo 
	(y-e- 	 (31) 

n 

which expresses öP, as required, in terms of the 
variations 5w(t) in the available adjustable 
parameters. 

SOLUTION OF THE OPTIMIZATION PROBLEM 

If each of the functions w(t) is freely available 
for variation, necessary condition for P to take a 
stationary maximum value is that 6P should vanish 
for all variations 5w(t); in other words that 

jz"e n +  27f7 _gfl = 0 

(n = 0, 1, 2 ...) (all 0 < t < T) (32) 

which represents a set of equations to determine 
the components of w'. Remembering the defini-
tions of f 7, e" and g' given in equations (11), (12) 
and (14), the condition (32) may be expressed in 
the following alternative form. 

"P will take a stationary value if and only if each 
of the quantities 

P(t) = jzE + 27Ff - G 	(33) 

is stationary with respect to variations in w(t) at 
each value of t, the variables 27 and j? and all other 
variables on which E" and Ft" depend, other than 
w", being regarded as constants." 

It should be noted that although a stationary 
value of P results when each P" is stationary for all 
t, there is no relation, in general, between the 
natures of these stationary values. What we have 
found is therefore a "weak" maximum principle 
analogous to that developed earlier (1),(2) for the 
case of steady state operation. As in the steady 
state a "strong" maximum principle is not generally 
true [5,6]. 

An alternative and possibly more practical way 
of making use of equation (3 1) to solve the dynamic 
optimization problem is to regard it as giving the 
gradient of the objective function P in the function 
space of the set of functions w(t). As the idea of a 
gradient in function space is not yet very familiar  

to chemical engineers, it is probably worthwhile 
digressing briefly to say a little about it. The 
concept appears to have been first introduced into 
chemical engineering by HORN [8], but it has also 
been used by KELLEY, BRYSON and other workers 
in the field of flight path control [9,10]. However, 
the use of the gradient in function space in handling 
variational problems was described a good deal 
earlier in the well known textbook of COURANT (11). 

The idea may be introduced by comparing a 
function of many variables 

P1  = F(x1 , x 2 , ... x) 	(34) 

with an integral whose integrand depends on 
function of the variable of integration. 

fo 
T 

P2  = G[t, x(t)] dt 	 (35) 

P1  is a function of the finite set of variables x 1 , 
x21  ... x, while P2  may be regarded as a function 
of an infinite set of variables, namely the values of 
x(t) at each value of t. The discrete valued para-
meter i which distinguishes different variables x 
of the finite set then corresponds to the continuous 
valued parameter t which distinguishes different 
variables x(t) of the infinite set. In the finite ca,-,e 
one often uses geometrical language, saying that P 

is a function of position in the space of the variab1 
X1, x2 , ... x, and by analogy we can say that J'\ .  
is a function of position in the "function space" of 
x(t). This will be a "space" with an infinite number 
of dimensions, each point of which corresponds to 
a particular function x(t) defined in 0 :!:-:: t :5 T. 

Now consider small variations 6x, in the variables 
x1  of equation (34) and 5x(t) in the function x(t) of 
equation (35). 

We can then write 

P1  =f1 x 1  +f26x 2  + ... +f,5x 	(36) 

where the numbers (f, f2 , ... f,,) are the components 
of the gradient of P1  in the space of the variables 
X1, x2 , ... x. They have the property that, for all 
displacements of equal magnitude (i.e.(öx 1 ) 2  

+ (ox2)2  + ... + (Ox)2  = const.), that for which 
each 6x 1  is proportional to the corresponding J 
gives the largest increase in F1 ; in other words 
displacements 6x 1  = kf1 , 6x2  = kf2 , ... = kf 
lie along the line of steepest ascent of P1 . Just as 
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(36) gives an incremental form of equation (34), it 
may be possible to express 6P2, corresponding to 
the variation äx(t), in the form 

f

T 

5P 2 = 	g [t, x(t)]öx(t) dt 	(37) 
o 

Comparing equations (36) and (37), and regarding 
integration in (37) as analogous to summation in 
(36), it is seen that the function g[t, x(t)] could 
appropriately be called the gradient of P2  in the 
function space of x(t). It is not difficult to show 
that, if we regard as of equal magnitude all varia-
tions 5x(t) for which $[6x(t)] 2  dt is the same, then 
the largest increase in P2  results from that variation 
in which 6x(t) is proportional to g[t, x(t)] at each 
value of t. In other words, if we use the above 
quadratic measure of the "length" of a displace-
ment in the function space, then displacements 

5x(t) = kg[t, x(t)] 

lie in the direction of steepest ascent of P2 . 
Now we are interested in the variational problem 

of finding a function x(t) which maximizes F2 , and 
the above suggests that this might be attacked by 
improving an initial guess x 0(t) according to a 
steepest ascent procedure, replacing x 0(t) by 

x 1 (t) = x 0(t) + kg[t, x(t)] 

and recalculating the gradient g after proceeding 
some distance along this line. Such a procedure is 
strictly analogous to the well known method of 
steepest ascents for maximizing a function of a 
finite number of variables. 

Returning now to equation (31), we see that it is 
essentially of the same form as equation (37) except 
that many functions of time, namely all the compo-
nents of the vectors w(t), are involved rather than 
the single function x(t). However, it is still true to 
say that the functions 

p(t) = 	+ 2:'f - 	 (38) 

represent the gradient of F, in the sense just des-
cribed, in the space of the functions w(t). One could 
therefore start from a guess w(t) at the adjustable 
parameters and obtain the greatest increase in P 
for a small modification of the guess by taking 

w(t) = w(t) + k[/feh' + 2)f 	7 _gfl] 	(39)  

As k is increased, one moves up the line of steepest 
ascent at the point corresponding to the initial 
guess w(t), and at any stage the functions w(t), 
given by equations (39) with k = k 1 , may serve as a 
basis for a new estimate of the gradients (38). One 
may then proceed up the new steepest ascent line, 
continuing the process of alternate climbing and 
recalculation of the gradient, until P is no longer 
significantly increased. 

It remains to indicate how the plant equations and 
adjoint equations may be solved in order to compute 
the gradient (38) corresponding to any particular 
set of values of the functions w(t). With the 
postulated form of the functions w(t), the given 
initial conditions x7(0) and 0'(0) and the boundary 
conditions specified for those x7 which correspond 
to external feeds to the plant, the plant equations 
(1) and (2) may be integrated forwards in 
time to determine all the variables x7 and çb 
throughout the interval 0 :!~ t :!~ T. The adjoint 
equations (26), (27) and (29) may then be integrated 
backwards in time from the terminal conditions 
(28) and (30). This is possible since the coefficients 
in these equations are determined once the variables 
x7 and 4' have been found. The adjoint variables 
)7 and y' are then known for all t, and the solution 
of the plant equations determines the quantities 
? and f for all t, so the required gradient can be 
calculated from equation (38) at each value of t. 

Earlier, in describing the problem, it was recog-
nized that certain of the components of the vectors 
w(t) might not be independently adjustable at all 
values of t. For example, if a particular vector w" 
consists entirely of design variables for the nth 
unit, the values of these variables must be chosen 
once for all, and cannot be made to depend on time. 
In this case 5w in equation (31) is independent of 
time and can be taken outside the integral so that 
the corresponding contribution to 6P is 

	

5w" f (je + 	,7f;t 
_gfl\ d  

and the components of the gradient corresponding 
to the components of w" are simply 

fo 	 (39)  \ 	I 
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which can be computed when the plant equations 
and adjoint equations have been solved. In the 
optimizing adjustments the changes w '1  are then 
made proportional to the quantities (39), and are 
independent of time. 

THE STEADY STATE PROBLEM 

Finally we shall show how the equations derived 
in the present paper degenerate into those previ-
ously obtained [1,2] when conditions in the plant 
do not vary with time. In the case of steady state 
operation, the process stream vectors are related 
by algebraic equations of the form 

= R7(x, w') 	 (40) 

corresponding to equations (1) in the earlier treat-
ment of the steady state [2], with a slight change in 
notation to avoid confusion. The problem is then 
to choose (constant) values for the vectors w'  
which will maximize an objective function. of the 
form 

Ps = T :: ( H7(x7) - G '1(w hl)) 	 (41) 

where the constant factor T has been introduced to 
make P formally identical with P of the present 
paper. 

The simplest way to derive the solution of this 
problem as a special case of the general dynamical 
problem is to replace equations (40) formally by 
dynamic equations of the form 

dx in 
R7(x, w) - x7 	(42) 

dt - 

The steady state solution of these equations, obtain-
ed by setting dx7/dt = 0, clearly satisfies equations 
(40). There are no variables of the type /" in this 
case so the adjoint equations, whose general form 
is given by (26), reduce to 

d2' 	
(43) ' 101 - 

 

- - 27 + 1= —h7  

where 

[M7j]pq = 
a(x), 

The variation in the objective function is given 
by equation (31), which simplifies to 

f6
1_  

w' 
	/\

5P = 	IE 27N7 —gdt 	(44) 
on\i  

where 

(I'%17)pr - 
- 

Now if there is no time variation, we can set 
dx7/dt = d17/dt = 0 in equations (42) and (43), and 
the integrand of equation (44) is independent of 
time. Thus these equations reduce to 

= R7(x, W') 	 (40) 

27 = h7 + 	
(45) J. 

	i 

5P= T> (A7N7_gn1)ôwt 	(46) 

Equations (40) are the steady state plant equations, 
equations (45) are indentical with the adjoint 
equations for the steady state problem previously 
derived [2], and equation (46) yields the following 
condition for a stationary value of P 

27N7 - g" = 0 	(n = 1, 2, ...) 	(47) 

which is the same as that found in the earlier work 
[1,2]. Thus we have demonstrated that the formal-
ism of the present paper includes the steady state 
formalism presented in previous papers as a special 
case. 

CONCLUSION 

The methods developed in the present paper are 
applicable to a very wide range of practical dynami-
cal optimization problems. In particular one might 
mention the determination of optimum start-up 
conditions, the optimum operation of catalytic 
reactors with decaying catalysts, the optimum 
adjustment of operating conditions to compensate 
for variations in feedstock and the control of plants 
against time dependent external disturbances. Some 
of these particular problems will be examined in 
more detail in subsequent publications. 
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Crcup C 

In many optimization problems of practical interest thee is a finite and 

often small number of variables whose values are available to be adjusted. 

However, this is not always the case, and sometimes the available quantity may 

be a function of one or more independent variables. For example, in time-dependent 

optimization problems the form of certain variables 	functions of time may 

be available to be adjusted. Again, in tubular chemical reactors it may, in 

principle, be possible to adjust the temperature as a function of position 

along the tube. Mathematically such problems belong to the Calculus of 

Variations, and in chemical engineering systems they most frequently aria, in 

a form conveniently attacked by the Maximum Principle of Poxitryagin, which is a 

result in the Calculus of Variations. The publications of this group are 

concerned with such probleAnb. 

The sol';tion of a variational problem by means of the Maxim Principle is 

by zo means & straightforward procedure as this principle gives only a necessary 

condition for optimality. Thus mathematical structures which satisfy the Principle 

are not necessarily solutions of the problem, and one sometimes finds that the 

aximum Principle may be satisfied in more than one way, even though the problem 

itself has a uniqueclution. Such difficulties are frequently regarded as more 

mathematical curiosities by engineers, but in publication Cl it is shown that 

they arise in acute form in a ve1y well Anown and aparently simple problem in 

chemical reaction er,gineering. Indeed when this problem was first analysed in 

1956, the solution given w a incorrect in certain oases for this very re son. 

Publication C2 deals with the problem of choosing the control variables in 

a c4hemical reactor, as functions of time, to bring the system into its final 

operating state in the most economic possible way. The system treated is an 

exothermic reaction operated autothermioally with recycle of heat to the feed 

s treaxq/ 



stream. This has an interesting ignition phenomenon with effects which are 

reflected in the opt imum startup procedure, and is also of practical interest 

since it represents a simple mathematical model Of a Haber ammonia synthesis 

reactor. 

Publications C3 and Cj. are concerned with a problem in which the adjustable 

variable, the local temperature in a tubular reactor, is a function of two 

indepcdent variables, namely time and position In the reactor. In catalytic 

reactors the activity of the catalyst packing frequently decays in use and the 

r:te of decay depends, among other things, on the temperature. Thus the choice 

of temperature profile in the reactor must at all tines be a compromise 

between securing the highest instantaneous yield of the desired product and 

preserving the activity of the catalyst. The problem is therefore to select 

the optimnm temperature, as a function of position and time throughout the 

length of the reactor and the life of the catalyst, to secure the largest 

total yield of the desired product. The principal difficulty here is to 

develop a practical computationul procedure to approximate the solution of an 

a' arently very complex problem. ':he basic theory of such a procedure and 

early attempts to implement it are described in publication C3,  while 

publication C4.  reports the finally successful computational method and its 

results. 

In the course of this worx it became apparent that variational problems 

in two independent variables,with hyperbolic partial differentiLl equations 

as side conditions, raise some interesting mathematical questions. These are 

taa.en up in publications C5 and C6 which develop a first order variational 

theory and a maxill2lm principle respectively for problems of this cia35.  The 

principal new result of interest arises when the boundary of the domain of 

interest in the plane of the independent variables includes finite segments 

paralle]/ 



paallel to the characteristics of the hyperbclic equations. These generate 

interesting and unexpected singularities in the solution within the domain. 

hen two successive chemical ref ctiona are required to convert a feedstock 

into a final pro Iuct, and when each reaction is catalyaed by a diffrent 

catalyst, it is common industrial practice to carry out the reacion in two 

separate stages in physically distinct reactors. The first is used to convert 

the feed.stook. to the intermediate product and the 'cond to convert the inter-

mediate to t'. final product, and each cont:ins its respective calyst. In 

1 965 Gunn and Thomas suggested that it ma be better to blend the two catalysts 

in c single reactor, and investigLted the optimum blend. In publication C7 

a generalization of Gunn and Thomas's problem is investigated. The proportions 

of the two catalysts present in the blend is now permitted to vary from point 

to point along the reactor in a :y way, and the problem is to find the optimum 

catalyst blend profile as a function of position in the reactor. For the simplest 

class of two successive re c'iriiit turns out that this problem can be solved 

cplicitly without reourse to numerical computation and the result is rather 

simple. The optimum policy is to use a rectcr of a certain length containing 

only the first catalyst, folLowed, by a second section of determined length 

containing a uniform blend of the two catalysts in letermined proportions, and 

a terminal section contnring only the second catalyst. 

Finall., in publication C8, the present writer and a number of other workers 

draw together their joint..ee,rate investigations of a system which has now 

been very thoroughly exp.ored, namely the single exothermic reversible reaction. 
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Optimum temperature proffles in tubular reactors: an exploration of some difficulties 
in the use of Pontryagin's Maximum Principle 
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Abstract—By considering the well known problem of determining optimum temperature profiles for 
the successive first order reactions 	 1 	2 

A — B — C 
carried out in a tubular reactor it is shown that the application of Pontryagin's Maximum Principle 
is not straightforward, even in a case as simple as this. In particular, it is stressed that the Maximum 
Principle provides necessary but not sufficient conditions for optimum operation, and that the dis-
tinction is of more than academic importance. 

INTRODUCTION 

As a result of current interest in optimisation 
problems the Maximum Principle of Pontryagin has 
recently received a great deal of attention. Experi-
ence [1] has shown that there may be computational 
difficulties in obtaining a solution to a given problem 
which satisfies Pontryagin's condition, but quite 
apart from these there are mathematical difficulties 
of a more fundamental type. It is well known [4] 
that Pontryagin's principle provides only a necessary 
condition for the maximisation or minimisation of 
the quantity of interest, so there exists the possibility 
of finding solutions which satisfy Pontryagin's con-
dition but do not maximise or minimise this 
quantity. It is the purpose of this paper to illustrate 
by means of a well known example the sort of diffi-
culties which can arise. 

We shall consider the system of two successive 
first order reactions 

C 
 

originally studied by BILous and AMUNDSON [2]. 

This example is sufficiently simple for the structure 
of the possible solutions to be deducible largely by 
general reasoning without resort to detailed nu-
merical work, and it will be seen that attempts at a 
direct numerical solution by the usual methods 
would be unlikely to succeed in the absence of the 
information obtainable by general reasoning. 
There is no reason to suppose that the difficulties 

revealed in this example are not present in more 
complicated problems, where they can no longer be 
elucidated by the type of general reasoning applied 
here. Consequently the success of a blind numerical 
attack, the only method available in such cases, is 
doubtful even if it runs into nol purely numerical 
difficulties of the type discussed by ROSENBROCK 
and STOREY [1]. 

In their study of the reactions A -+ B - C, 
BILous and AMUNDSON [2] sought temperature pro-
files which would maximise the yield of substance B 
in a tubular reactor of given length. 

Rather surprisingly the optimum temperature 
profile was found to be independent of the relative 
activation energies E1  and E2  of the two reactions, 
and to decrease monotonically from inlet to outlet, 
both for E1 '< E2  and E1  > E2 . This is physically 
reasonable when E1  < E2  but less reasonable when 
E1  > E2 , and the authors expressed some reserva-
tions about the validity of their result in the latter 
case. This point was later examined, using the 
method of dynamic programming, by ARI5 [3], who 
showed that their doubts were well founded since the 
profile derived was not optimal when E1  > E2 . In 
this paper we shall use the Maximum Principle to 
re-examine the problem of maximising the exit con-
centration of B, and we shall also consider the con-
ditions necessary to minimise this quantity. Apart 
from its value in illustrating the difficulties of the 
Maximum Principle in a simple way, this second 
problem is of some physical interest in the case 
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where the object of the reaction is to produce pure 
C, and any unreacted A may be separated and 
recycled. 

PONTRYAGIN'S MAXIMUM PRINCIPLE [4] 

For the sake of continuity we shall use the notation 
of HORN [5]. Pontryagin's Maximum Principle 
solves the following problem: given the set of 
simultaneous differential equations 

	

dxi = 
v(x, x 2  ... x, T) 	i = 1, 2, ... n (1) 

dt 

with specified initial conditions 

x1(0) = a 1 	i = 1, 2, ... n 	(2) 

	

choose T(t) in the interval 0 	0 so that 

P = cIx L (0) (3) 

is maximised (minimised), where the c i  are given 
constants. 

The solution requires that we solve simul-
taneously the set of n differential equations 

	

= v' (XI, x2 ... x, T) 	i = 1, 2 ... n 	(1) 
dt 

together with their adjoints 

	

dA. 	n ov.
i=1,2 ... n 	(4) 

	

dt 	j= 1  axi  
with the boundary conditions 

x.(0) =a 1 	i=1,2 ... n 	(2) 

= Ci 	i = 1, 2 ... n. 	(5) 

If P is to be maximised (minimised) it is then 
necessary that T(t) should be so chosen that, for 
each t, the Hamiltonian H is maximised (minimised) 
where 

H = 	 (6) 

It is apparent that our problem—the maximisa-
tion (minimisation) of the exit concentration of B 

with a given reaction time 0—is of this form. The 
components of the vector x are given in this case by 
x 1  = a, x2  = b, where a and b are the concentra- 

tions of A and B respectively, and the differential 
equations governing them are 

da 
= v1(a, b, T) = —k 1 a 	(7a) 

dt 
db = 

v 2(a, b, T) = k 1 a - k 2 b 	(7b) 
dt 

with the boundary conditions at inlet 

a(0) = a0 	 (8a) 

b(0) = b0 	 (Sb) 

The reaction velocity constants are assumed to be 
given by the Arrhenius expression 

k1 = p1eRT 

= p 1et'T 

(i = 1, 2) and t represents residence time from 
the instant of entry to the reactor. 

The differential equations governing the adjoint 
variables are 

—-A 1 --22 —k 1 2 1 -k 1 A 2  (9a) 
dt 	ax 1  

d22 t3v 1 	av 2  
= Itl 	- - = k 2A 2 	(9b) 

dt 	ox2 	ax2 

with boundary conditions at outlet 

(lOa) 

22(0) = 1 	 (lOb) 

since b is the quantity to be maximised or minimised 
at exit. 

The temperature at every point in the reactor is to 
be chosen so as to maximise (minimise) the Hamil-
tonian H where 

H = 21v1 + 22v2 = 2 1(-k 1 a) + 22(k1a - k 2 b) 

= k 1 a(22  - 2) - k 2 b2 2 	(11) 

and Al, 2 2 , a and b are to be regarded as constants 
in the maximisation (minimisation). This will be 
referred to as Pontryagin's maximising (minimising) 
condition. Pontryagin's condition is sometimes 
replaced by the weaker condition that the tempera-
ture be chosen everywhere so that 

av 1  

k 1 e 1 	 k 2e2  
=--a(22- Al)  ---b22 =O 	(12) 
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where it is understood that, if the temperature 
required to satisfy this equation lies outside the per -
missible range T T < T*, then the temperature 
at this point is either T, or T*  depending on which 
inequality is violated. It is important to realise that 
equation (12) may give any type of stationary value 
of the Hamiltonian and that consequently care is 
needed if the weaker condition is used. 

HORN [6] has pointed out that, when only two 
independent reactions are involved, as here, A and 

can be eliminated between equations (7), (9) and 
(12) to give an explicit expression for dT/dt in 
terms of x 1 , x2  and T. However, since this result 
derives from the weak condition (12) it should be 
used with caution. The result of following this pro-
cedure in our problem is 

dT 	k 1 T 2 a 
- 	 (13) 

dt 	e2  b 

A precisely equivalent result is given by BILOUS and 
AMUNDSON in their equation (15) and it is this dif-
ferential equation which gives the falling tempera-
ture profile irrespective of the relative activation 
energies. The results of integrating equations (7), 
(8) and (13) numerically will be referred to later. 

SOME PROPERTIES OF EQUATIONS (7)—(11) 

For convenience in the future discussion we shall 
establish at this point those properties of our equa-
tions which will be used later. 
LEMMA 1. A 2  is positive throughout the interval 
0rO. 
Proof. It is apparent from equation (9b) that 
dA2/dt and A 2  have the same sign and therefore that 
A2  is either positive and monotonic increasing with 
increasing time or negative and monotonic decreas-
ing. Since A 2  = 1 at t = 0 the result follows. 
LEMMA 2. If we define cc(t) = a(A 2  - A 1 ) and 
/3(t) = bA 2  then both cc and /3 increase monotonically 
as we go forwards along the reactor no matter how the 
temperature varies. 
Proof. From equations (7) and (9) 

 dt

ddt - 

2)} = ak2(T)A2 dcc - 	(14) 
-- 

{b2 2 } = ak1(T)A 	
d/3 

2 = 	(15) 
dt  

LEMMA 3. If a temperature profile satisfies the 
Pontryagin maximising (minimising) condition 
throughout the reactor the value of the Hamiltonian 
along the profile is constant. 

This is actually a general result [4] not restricted 
to our particular system. 
LEMMA 4. The only possible stationary values of the 
Hamiltonian are as follows: 

If E1  < E a single maximum at a finite value 
of the temperature. 

If E1  > E a single minimum at a finite value 
of the temperature. 

Proof. It has already been established (LEMMA 1) 

that /3 is positive (or zero if b = 0) and that both 
cc and /3 increase with time (LEMMA 2). It is apparent 
that the Hamiltonian H(T) = k 1 (T) cc - k 2 (T) /3 is 
zero when T = 0 and also that, assuming /3 > 0, it 
is negative and monotone decreasing with increasing 
temperature for cc < 0; for cc > 0 we must investi-
gate the two cases E1  < E2  and E1  > E2  separately. 
Case 1: E1  <E2  

k2(T)l H(T) = ki(T){cc— 
'3k(T)J 

1OH 
T 2  - = ki(T)ei{cc - 

k2(T)e2 
OT 	 k i(T)e i J 

In this case k 2/k 1  increases with increasing tempera-
ture, so if the sign of the Hamiltonian or its deriva-
tive changes with increasing temperature it will do so 
from positive to negative. The frequency factors 
Pi and P2  in the two rate constants may be such that 
there is no stationary value and the Hamiltonian is 
monotonic increasing with increasing temperature; 
if this is not so there is a stationary maximum. 
These two alternatives are shown in Fig. 1 and it is 
clear that there is no possibility of a stationary 
minimum. 

H(T) 

FIG. I. E1 < E. The Hamiltonian as a function of 
temperature takes one of two possible forms (oc 0) 
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H(T) 

FIG. 2. El > E2. The Hamiltonian as a function of 
temperature takes one of two possible forms (cc > 0) 

Case 2: E1  > E2  
In a precisely similar way it can be shown that, in 

this case, there are the alternatives shown in Fig. 2, 
and it is clear that there is no possibility of a 
stationary maximum. 
LEMMA 5. When the Hamiltonian as a function of 
temperature has a stationary value the value of the 
temperature corresponding to this stationary value 
decreases with increasing time. 
Proof. In general 

13H\ 	k 1(T')e 1 	k 2(T')e 2  

= (T') 2 
 

and from equations (14) and (15) 

0 (1H\

Ot 0T)TT' 

	

 k 1 (T')e 1 	 k 2(T')e 2  
ak j(Tm) 2  ak2(Tm)22 -  

2 

	

- (T') 2 	 (T') 2  

where T. is the temperature which gives the Hamil-
tonian at time t a stationary value. 

In particular, taking T' = Tm  we have 

T,-() 	= aki(Tm)k2(Tm)22(ej - e2) (16) 

Now if e1  > e2  we have shown in LEMMA 4 that the 
Hamiltonian may have a stationary minimum, in 
which case (OH/OT) T,,, = 0. Equation (16) then 
shows that the time rate of change of OH/OT at a 
constant temperature equal to the minimising tem-
perature is positive, since a, k 1 , k 2 , 22 are all posi-
tive, and hence the minimising value of the tem-
perature must decrease with increasing time. If 
e1  <e2 , on the other hand, the Hamiltonian may 
have a stationary maximum and the right hand side 
of equation (16) is negative. It then follows in the 

same way that the maximising value of the tempera-
ture must decrease with increasing time. 

APPLICATION OF PONTRYAGIN'S CONDITION TO THE 

DETERMINATION OF TEMPERATURE PROFILES 

We shall now consider the problem of maximising 
or minimising the exit concentration of B in a 
tubular reactor of given length for the kinetic scheme 
given in the introduction. 
Example 1. E1  <E2 . Minimise the exit concentra-

tion of B. 
When E1  <E2  we have seen in LEMMA 4 that the 

Hamiltonian cannot have a stationary minimum, so 
it follows that the Hamiltonian is minimised when 
the temperature takes one or other of the values 
bounding the range of interest, which we shall take 
to be 0 < T < T*. Consequently any temperature 
profile satisfying Pontryagin's minimising condi-
tion must consist entirely of segments on which the 
temperature is either zero or T*, and we can confine 
our attention to such profiles. 

The argument is most easily followed by consider-
ing the course of the reaction in an isothermal 
reactor at T* and plotting trajectories of a against 
b with time as a parameter, as shown in Fig. 3. We 
are interested only in the region a + b 1 within 
the triangle OAB and we shall assume further that 
substance C is not present in the feed at t = 0, SO 

that all initial conditions (a 0 , b0) lie on the line AB. 

e2 b , t 

T*) b, 

b 

FIG. 3. E1 < E2. The course of the reaction A -- B 
-~ C in an isothermal reactor at T for various initial 

conditions. 
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The course of the reaction is then represented by a 
trajectory starting from initial conditions on AB. 
When k 1 (T*) ao  > k2(T*)b 0 , corresponding to 
initial conditions on the line AJ, it is not difficult 
to show that b passes through a maximum at a 
certain time t = tm  which depends on the inlet con-
centrations of A and B, then decreases to zero 
as the time tends to infinity. When k 1(T*)a0  
<k2(T*)b 0  on the other hand, both a and b 
decrease monotonically with increasing time and 
approach zero as the time tends to infinity. Hence 
the form of the trajectories is as indicated in Fig. 3. 

In a numerical search for a solution satisfying 
Pontryagin's minimising condition one could 
proceed by guessing the values of a and b at the 
reactor exit t = 6 and integrating equations (7) and 
(9) backwards along the reactor, choosing the tem-
perature at each point to minimise the Hamiltonian. 
On reaching the reactor inlet t = 0 the values of a 
and b would then give the inlet conditions corres-
ponding to the solution obtained. These would not, 
in general, agree with the given inlet boundary con-
ditions (8) and iteration would be necessary to 
solve this problem. The same procedure will be 
followed here, but the simplicity of the system is 
such that the results we require can be obtained with 
the aid of Fig. 3 without detailed calculation. 

First consider terminal conditions [a(0), b(0)] lying 
in the triangle OAJ, so that k i (T*)a(0) >  k 2 (T*)b(0). 
Then 

H(T* ,  6) = ki(T*)a(0) - k2(T*)b(0) > 0 

and it follows that H(T, 6) is minimised by taking 
T = 0. If we integrate backwards at T = 0, a, b, 
1 and 12  all remain unchanged on moving into 
t < 0; consequently the Hamiltonian as a function 
of temperature remains identical with H(T, 0) and 
is always minimised by T = 0. Thus we obtain 
the isothermal temperature profile T = 0 and the 
corresponding inlet concentrations a(0) = a(6) and 
5(0) = b(0). Since we are interested only in 
initial conditions on the diagonal AB in Fig. 3 the 
only relevant terminal conditions in the triangle 
OAf lie on the line AJ. Thus, for any initial condi-
tions on the line AJ one possible Pontryagin mini-
mising profile is T = 0 everywhere, corresponding 
to no reaction. 

When the terminal conditions lie in the triangle 
9JB we have k i(T*)a(0) <k2(T*)b(0), and cor- 

respondingly H(T*, 0) <0. Thus H(T, 0) is mini-
mised by taking T = T*, and if we integrate 
backwards in time with this value of T the value of 
H(T*, t) remains constant and equal to H(T*, 6) 
(LEMMA 3). Thus H(T, t) continues to be minimised 
by T = T* for all t and Pontryagin's minimising con-
dition is satisfied by the isothermal temperature 
profile T = T* when the terminal conditions lie in 
OJB. The corresponding reaction trajectories are 
shown in the diagram and may be traced back until 
they meet the diagonal AB to give the initial condi-
tions [a(0), b(0)] corresponding to any terminal con-
ditions [a(0), b(0)]. 

It is seen that [a(0), b(0)] may be chosen to cor-
respond to any initial point on the line JB for any 
reactor length 0, so for such initial conditions the 
isothermal temperature profile T = T* always 
satisfies Pontryagin's minimising condition. A ter-
minal condition [a(6), b(0)] in OJB can be found to 
correspond to an initial condition on AJ such as 
point F only if the reactor is sufficiently long. 
Clearly 6 must be greater than tm  if the isothermal 
reaction trajectory for T = T* starting at point F 
is to terminate within OJB, but provided that this is 
the case, the profile T = T* satisfies the Pontryagin 
minimising condition. Thus, for initial conditions 
on the line AJ and reactor length 0> tm , we have 
shown that both the isothermal profile T = 0 and 
the isothermal profile T = T* satisfy Pontryagin's 
minimising condition. In fact both give local 
minima of b(0) in the function space of T(t), and 
which gives the absolute minimum depends on the 
length of the reactor. In Fig. 3 it is seen that, on 
the isothermal trajectory T = T* through F, b 
returns to its initial value at time t = t0  corres-
ponding to point H. If 0 > t0 , b(0) is reduced 
below b0  and the isothermal profile T = T* yields 
the smallest value of b(0). If 0 < t0  on the other 
hand, the isothermal profile T = 0 yields b(0) = b0 , 

and this is the smallest obtainable value of b(0). 

This situation is further complicated if we con-
sider terminal conditions lying on the line OJ, so 
that k i(T*)a(0) = k2 (T*)b(0) and H(T*, 0) = 
H(0, 6) = 0. H(T, 0) is then minimised by choosing 
either T = 0 or T = T*. With either choice H(T*, t) 
retains the value zero on passing back along the 
reactor from t = 0, so the alternatives T = 0 or 
T = T* still minimise H(T, t) and the Hamiltonian 
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is minimised at all times by any temperature profile 
composed entirely of segments at T = 0 and at 
T = T*. In order that the trajectory in the (a, b) 
plane representing the course of the reaction should 
terminate at initial conditions on the line AB it is 
clearly necessary that the total length of the seg-
ments on which T = T* should be tm , and this is 

(C) 

0 	 8 

- - 

(d) 

0 	 - 8 

FIG. 4. Temperature profiles satisfying Pontryagin's 
condition to minimise b(0) when Ei < Ez 

kj(T°)ao < k2(T°)bo (all 0) Nonstationary absolute 
minimum 

k i(T*) ao  > ka(T,°)bo (all 0) Nonstationary local 
minimum. Absolute minimum if 0 < to 

ki(T)ao> k2(T°)bo (0 > trn) Nonstationary local 
minimum. Absolute minimum if 0> to 

ki(T°)ao> k2(T°)bo (0 tm) Total length of seg-
ments at T° is tm. Not even a local minimum. 

possible only if 0 > tm . Thus, when 0 > t,, we have 
a third possibility which also satisfies Pontryagin's 
minimising conditions for feeds along AJ, namely 
an infinite set of discontinuous profiles consisting 
of segments at T = T* and segments at T = 0, the 
segments at T* having total length tm . However, the 
corresponding value, of b(0) is not even a local 
minimum in the space of T(t); indeed it is obviously 
a local maximum for those particular variations 
consisting of changes in the total length of the seg-
ments at T*. 

This situation is summarised in Fig. 4. Of course 
the cases in which the whole reactor is at the absolute 
zero are of no practical interest, and it is quite easy 
to pick out those results which are of physical value. 
Nevertheless, this example serves to emphasise in a 
simple way that Pontryagin's condition is only 
necessary, and not sufficient, so that it is quite pos-
sible to find temperature profiles which satisfy the 
condition but are not the required solution of the 
problem. Later we shall meet a case where it is less 
obvious on physical grounds which results should be 
rejected. 

Example 2. E 1  > E2 . Maximise the exit concentra-
tion of B. 

When E1  > E2  we have seen in LEMMA 4 that the 
Hamiltonian cannot have a stationary maximum, sc 
it follows once again that the Hamiltonian is maxi-
mised when the temperature takes one or other ol 

A 

t 	ffl 

( T')e2b;tt 1  

b 

FIG. 5. Ei> El. The course of the reaction A - B 
C in an isothermal reactor at T° for various initial 

conditions. 
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the boundary values zero or T*.  The argument here 
follows closely that already developed in Example 1 
and will not be given in detail. The conclusions are 
quoted below and reference should be made to 
Fig. 5. 

For initial conditions on AJ (Fig. 5) the only 
Pontryagin maximising profile when 0 < tm is the 
isothermal profile T = T*, while when 0 > tm we 
have an infinite set of discontinuous profiles con-
sisting of segments at T = T* and segments at 
T = 0, the segments at T*  having total length tm. 
For initial conditions on JB the Pontryagin maxi-
mising condition is satisfied only by the isothermal 
profile T = 0, corresponding to no reaction. The 
possibilities are summarised in Fig. 6. 

+ 	 (a) 

.0 	 t -. 	8 

T4-  - - 

t 
T 	 (b) 

0 	 e 

(C) 

-- 8 

FIG 6. Temperature profiles satisfying Pontryagin's 
condition to maximise b(0) when E1 > E2. 

ki(T*) ao > k2(T*)b o  (0 tm) Nonstationary ab-
solute maximum 

k j(T*) ao  > k2(T)bo (0> tm) Total length of seg-
ments at T*  is tm. Nonstationary absolute maximum. 

k i(T*) ao  <k2(T*)bo (all 0) Nonstationary absolute 
maximum 

Example 3. E 1  > E2 . Minimise the exit concentra-
tion of B. 

When E1  > E2  we have seen in LEMMA 4 that the 
Hamiltonian may have a stationary minimum value 
in the temperature interval of interest and accord-
ingly there may be Pontryagin minimising tempera-
ture profiles for which the Hamiltonian takes a 
stationary minimum value at some, or all, times. 

A consideration of the Hamiltonian at t = 0 
shows that it is monotonic decreasing with increas-
ing temperature in the range 0 < T < T* when the 
exit concentrations [a(0), b(0)] are such that 

k i (T*) eia(0) < k2(T*) e2 b(0). 

Following the argument given in LEwt, 5 we can 
then say that the Hamiltonian at any previous time 
is also monotone decreasing with increasing tem-
perature in the range of interest when the exit con-
centrations satisfy this inequality. Thus, for terminal 
conditions in the triangle OIB of Fig. 5 the Pontry-
agin minimising condition is satisfied by the 
isothermal profile T = T* and the course of the 
reaction is then given by the trajectories on the dia-
gram. For feeds represented by points along the 
line Al it is seen from Fig. 5 that isothermal reac-
tions at T*  will give exit concentrations within the 
triangle QIB only if 0 > t. Thus, for feeds along 
Al one Pontryagin minimising possibility is the 
isothermal profile T = T* when 0 > t1 : this pos-
sibility does not exist when 0 < t1 . For feeds along 
lB isothermal reaction at T*  will always give ter-
minal conditions in this area no matter what the 
value of 0. 

We now turn to the question of the existence of 
temperature profiles for which the Hamiltonian has 
a stationary minimum at some, or all, times. It is 
apparent that the Hamiltonian at t = 0 can have a 
stationary minimum in the range 0 < T < T* only 
if 

k t (T*)e ja(0)> k2(T*)e2b(0) 	(17) 

in other words, only if the terminal conditions lie in 
the triangle OAf. Thus for feeds along Al we now 
have the possibility of a Pontryagin minimising 
temperature profile which gives the Hamiltonian a 
stationary minimum value at some, or all, times, 
whatever the value of 0, so long as the exit concen-
trations lie within the triangle OAI. This possibility 
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FIG. 7. Temperature profiles satisfying Pontryagm's 
condition to minimise b(9) when E1 > E2. 

k i(T*)e iao  < k2(T)e2bo (all 0) Nonstationary ab-
solute minimum 

ki(T*)e iao  > k2(T)e2bo (9> ti) Nonstationary 
local minimum 

(a ) 	 (c) kj(T)eiao > k2(T*)e 2bo  (0 > ti) Saddle point - 
ki(T*)eiao > k2(T*)e 2bo  (0 > ti) Stationary local 

minimum 
k i(T*)e jao > k2(T*)e2bo (0 < ti) Saddle point 
k i(T*)e iao  > kS(T*)eIbO (0 < ti) Stationary absolu-

lute minimum 

T 	
(a) 

0 

FIG. 8. Temperature profiles satisfying Pontryagin's 
condition to maximise b(0) when Ei <E2. 

k i(T*)e iao  > k2(T*)e 2bo  (0 < ti) Nonstationary 
maximum 

ki(T*)e iao  < k2(T*)e 2bo  (all 0) or k i(T*)e iao  > 
k2(T*)e 2bo  (0 sufficiently large) Stationary maximum 

k i(T*)e iao  < k2(T*)e 2bo  (all 0) or k i(T*)e iao  > 
k2 (T*)e2bo  (0 sufficiently large) Nonstationary maximum. 

for feeds along Al represents a second minimising 
alternative when 0 > t1  and the only possibility 
when 0 < t1 . 

The most convenient method of finding such 
solutions involves the use of equation (13). The 
procedure is as follows: 
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Optimum temperature profiles in tubular reactors 

The inlet temperature T(0) is guessed and 
equations (7) and (13) are integrated forwards from 
the initial conditions a0 , b 0 , T(0). 

The final values a(0), b(0), T(0) obtained in 
this way must correspond to a stationary value of 
H(T, 0), so we must have 

k 1  [T(0)]e1 a(0) = k2 [T(0)]e2 b(0). 	(18) 

In general this relation will not be satisfied and we 
must adjust the initial guess T(0) until it is. Note 
that it will not be possible to find an admissible tem-
perature satisfying equation (18) unless the inequa-
lity (17) is satisfied. 

To clarify the situation we shall quote the results 
of some numerical calculations on a particular 
example. If we assume the existence of a tempera-
ture profile which gives a stationary minimum of 
the Hamiltonian throughout the reactor it can be 
calculated numerically by the procedure outlined 
above. This was done for the example given by 
BILous and AMUNDSON [21 for the case E1  > E2 . In 
this case 0 > t1  (with T* = 400°K) and two falling 
temperature profiles were found which satisfied the 
condition for a stationary minimum everywhere. 
The first of these was indentical with that given by 
BILous and AMUNDSON for maximising the exit con-
centration of B, but the results obtained on perturb-
ing this profile indicate that it is actually a saddle-
point. The second, which corresponded to a low 
value of the inlet temperature T(0) and fell so slowly 
as to be virtually isothermal, was found to give a 
local minimum. Thus, for feeds along Al it would 
appear from this example that when 0 > t1  we may 
have no less than three possible Pontryagin mini-
mising profiles, namely the isothermal profile 
T = T* and two falling profiles, both of which give 
a stationary minimum value of the Hamiltonian 
throughout. Of these three possibilities, the inter-
mediate temperature falling profile identical with 
BIL0us and AMUNDSON'S result is a saddle point and 
therefore cannot give an absolute minimum, while 
the other two are both local minima and either one 
may give the absolute minimum. In this particular 
example the absolute minimum is given by the 
isothermal profile T = T*. 

For feeds along Al when 0 < t 1  the isothermal 
profile T = T* has already been shown to be inad- 

missible and we may tentatively conclude that there 
will again be two falling temperature profiles of 
which the lower gives the absolute minimum. This 
situation is summarised in Fig. 7. 
Example 4. E1  <E2 . Maximise the exit concentra-

tion of B. 
When E1  <E2  we have seen in LEMMA 4 that the 

Hamiltonian may have a stationary maximum value 
in the temperature interval of interest and accord-
ingly there may be Pontryagin maximising tempera-
ture profiles for which the Hamiltonian takes a 
stationary maximum value at some, or all, times. 
The argument here follows closely that already 
developed in considering Example 3 and will not 
be given in detail. The conclusions are quoted below 
and reference should be made to Fig. 3. 

It is easily demonstrated that the Hamiltonian is 
monotone increasing with temperature within the 
interval 0 < T < T* throughout the reactor for any 
reaction trajectory which terminates within the 
triangle OAI. For initial conditions on Al, there-
fore, the Pontryagin maximising profile when 
0 < t1  is the isothermal profile T = T*. For reac-
tion trajectories terminating within the triangle OBI, 
corresponding to initial conditions on lB or initial 
conditions on Al when 0 is sufficiently large, it is 
possible to find an admissible exit temperature satis-
fying equation (18) and we must seek solutions for 
which the Hamiltonian takes a stationary maximum 
at some, or all, times. The procedure outlined in 
Example 3 was applied to the example given by 
BILOUS and AMUNDSON with E1  <E2  and a result 
identical with theirs was obtained. 

The situation is summarised in Fig. 8. Which of 
the cases 8(b) and 8(c) is found in any given example 
depends on the value specified for T*. 

CONCLUSIONS 

It is felt that the examples considered here are 
sufficient to dispel any illusion that the search for 
optimum conditions using Pontryagin's Maximum 
Principle is simply a matter of following through a 
prescribed procedure, with the possible impediment 
of computational difficulties. Although the problem 
considered is a very simple one, of its type, we have 
found cases in which there are several profiles, all 
satisfying Pontryagin's conditions, only one of which 
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is the required solution (in particular Example 3), a(0), b(0) Exit concentrations of A and B 

cases in which there are an infinite number of pro- 
El, E2 
el, e2 

Activation energies for reactions 1 and 2  
Ei/R and E2/R respectively 

files, none of which is the solution, in addition to the H The Hamiltonian, defined by equation (11) 

one which is (Example I), and cases in which there H(T) The Hamiltonian at any given point in the 

are an infinite number of profiles, all satisfying 
reactor regarded as a function of temperature 
only 

Pontryagin's condition and all providing valid solU H(T, t) The Hamiltonian regarded as a function of both 

tions of the problem (Example 2). 	Some of these temperature and time along the reactor 

cases arise from the constraints imposed on the tem- 
k1, k2 

kl(T),k2(T) 
Velocity constants for reactions I and 2 
Velocity constants for reactions I and 2 as 

perature profile, but in Example 3 we met a case functions of temperature 

in which there were two profiles, each satisfying t Time along the reactor measured from t = 0 at 

Pontryagin's condition 	and 	each 	lying 	entirely tm 
inlet 
Time at which the concentration of B is a 

between the permitted bounds of variation of T. maximum in an isothermal reactor at T*  with 

Of course the physical meaning of some of the feed concentrations ao, bo 

extraneous solutions is quite easy to see in the pre- 
ti Time at which concentrations of A and B are 

such that kieia = k2e2b in an isothermal reac- 
sent case; for example the infinite set of discontinu- tor at T with feed concentrations ao, bo 

ous temperature profiles found in Example 2 are to Time at which the concentration of B is again 

simply a result of making the reactor too long, T 
equal to bo in an isothermal reactor at T* 
Temperature 

However, examples of similar situations in a rather T. Temperature which 	maximises 	(minimises) 

less elementary problem can also be found in the the Hamiltonian at time t 

recent work of SIEBENTHAL and ARIS [7]. 
T* 

fi 
Upper temperature limit 
Numerical quantities in the expression for 
H(T) 

a(t), fl(t) The same quantities regarded as functions of 
NOTATION time along the reactor in expressions for 

H(T, t); defined in LEMMA 3 
a, b 	Concentrations of A and B A2 Variables adjoint to a, b; defined by equations 

ao, bo 	The given initial concentrations of A and B (9) and (10) 
a(0), b(0) 	Initial concentrations of A and B correspond- 0 	The given reaction time 

ing to guessed values of the exit concentrations 
of A and B; not necessarily equal to ao, bo 
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Abstract—Certain exothermic reactions of considerable commercial importance make use of regenera-
tive heat exchange between reactant and product streams in such a way that they are thermally self-
sustaining, or autothermic, when operating steadily. Nevertheless they cannot be started up without 
supplying heat to the reactants from an external source, though the external heating may be withdrawn 
once "ignition" has been achieved. This feature makes the determination of the correct startup 
procedure a problem of some interest. 

In this paper it is shown how the idea of optimum startup can be given a precise quantitative formula-
tion, and Pontryagin's maximum principle is used to determine the optimum startup procedure. 

INTRODUCTION 

THE AMMONIA synthesis reaction 

N2  + 3H2  = 2NH3  

provides an example of a commercially important 
reaction which is carried out in such a way that 
it is thermally self-sustaining, or autothermic. At 
atmospheric temperature the rate of reaction is 
quite negligible and a temperature of several 
hundred degrees centigrade is necessary if it is to 
proceed at a useful speed. However, since it is 
strongly exothermic, the heat of reaction may be 
used to preheat the reactant mixture to a tempera-
ture sufficiently high to maintain the required reac-
tion rate. This is accomplished by means of a heat 
exchanger in which the incoming reactants are 
contacted with the hot gases leaving the reactor. 

Systems of this type are well known to exhibit an 
ignition phenomenon, rather like flames. If cold 
reactants are fed to the reactor there is a neglibible 
amount of reaction and insufficient heat is generated 
to raise the temperature of the reactants signifi-
cantly. However, if the reactants are sufficiently 
preheated the reaction is much more vigorous and 
the heat generated suffices to maintain the neces-
sary temperature at inlet without any further need 
for external heating. Thus, although the heater 
plays no part in the steady operation of the system, 
its presence is essential for startup. A good account 
of ignition phenomena of the type just described 
has been given by VAN HEERDEN [1]. 

In the simplest type of autothermic system the 
reactor is adiabatic and its operation and startup 
are controlled by regulating the external heat 
supply to the reactant preheater and the fraction of 
the hot gas leaving the reactor which passes through 
the regenerative heat exchanger. The startup pro-
cedure adopted is often influenced by special 
features of the particular reaction considered; for 
example, in the case of ammonia synthesis, startup 
with a new charge of catalyst must commence with 
a period of catalyst reduction. Nevertheless the 
mathematical techniques now available to handle 
problems of this sort can be illustrated by consider-
ing a system where optimum startup is a simple 
compromise between the desirability of reaching 
steady operating conditions quickly and the cost of 
the external heating required to do this. This 
includes, of course, as a limiting case, the very 
common situation in which heating costs are of 
little account and it is vital to bring the system to 
its steady operating conditions as quickly as pos-
sible. 

Startup problems in chemical engineering closely 
resemble the problem of guiding a missile to a 
specified target, and perhaps the most successful 
technique developed to deal with this type of prob-
lem is the maximum principle of Pontryagin, of 
which a good elementary account can be found in 
the papers of ROZONOER [2]. In the present paper it 
will be shown that the maximum principle leads to a 
complete solution of the optimal startup problem if 
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one assumes that conditions in the reactor approxi-
mate to perfect mixing. At the other extreme, the 
approximation of no axial mixing raises some inter-
esting mathematical problems which will be dis-
cussed elsewhere. 

Recently SIEBENTHAL and ARTS [3] have used the 
maximum principle to discuss the optimal control of 
some simple reaction systems, and the reader might 
find it useful as a preliminary to read the first of 
their papers in order to familiarize himself with the 
method, as illustrated by examples rather simpler 
than the one considered here. 

THE MATHEMATICAL MODEL 

We shall consider the system shown schematically 
in Fig. 1. For simplicity the first order exother-
mic reversible reaction A ± B will be treated, 
though extension to more complicated cases pre-
sents no difficulty. The reaction is carried out in a 
reactor which is assumed to approximate to an 
adiabatically isolated, perfectly mixed vessel which 
can hold V moles of the reaction mixture. The in-
coming reactants may be heated both by heat 
exchange with the product stream and by heat sup-
plied externally to a heater. The molar flow rate of 
the reaction mixture is F and it enters the cold side 
of the heat exchanger at a temperature T0 . The 
temperature is raised to T1  in the exchanger, then 
further to T in the heater, and finally to a value T 
at the reactor exit. The stream leaving the reactor, 
containing a mole fraction y of the product, is then 
split so that part of it, represented by the flow f, 
passes through the hot side of the exchanger to pre-
heat the incoming reactants. 

In considering the startup procedure we shall be 

interested in time-varying conditions, so we must 
write down the differential equations representing 
unsteady state mass and heat balances for the 
system, namely 

dy 
= r(y, T) - y/t 	 (1) 

and 

+ T = T + LTadrr(y, T) 	(2) 

Here r(y, T) denotes the reaction rate, which de-
pends on the composition and temperature of the 
reaction mixture, as indicated, and t denotes the 
ratio V:F, the mean residence time in the reactor. 
If LH is the heat of reaction (negative for an exo-
thermic reaction) and C the molar specific heat of 
the reaction mixture, the symbol ATad  is introduced 

to represent the ratio (—AH/C 9): physically L\Tad  
is the temperature rise accompanying complete 
reaction under adiabatic conditions. The thermal 
capacity of the reactor contents would be VC9  if 
they consisted solely of the reaction mixture, but 
very often the reactor is packed with catalyst so that 
its thermal capacity takes a different value VC. The 

ratio C:Cg  is then denoted by y. The dependence 
of LH and Cg  on the temperature and composition 
of the mixture is neglected. Finally, note that t' 
is used to indicate time, the symbol t being reserved 
for a dimensionless measure of time introduced 
later. 

Equations (1) and (2) do not provide a complete 
description of the system since they contain the 
temperature T, which is determined by conditions 
in the heater and exchanger. Strictly speaking, 

heat exchanger 
	 reactor 

F, To 	rL_i 
	

I-i 

F- 

FIG. 1. Thermally regenerative reaction system. 
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dynamic equations analogous to (2) should be 
written for the exchanger and heater, but very 
often the reactor has a much larger thermal capa-
city than these units, and consequently its speed of 
response to changing conditions is much slower. 
The states of the heater and exchanger then approx-
imate closely to instantaneous steady states at all 
times, and if the exchanger is assumed to be purely 
countercurrent in operation the temperatures T0 , 

T1  and T are related by a well known equation, 
which may be written in the form 

(3) 
where 

1 —f/F U 	 (4) 1 - f/F exp[ - cx(F/f - 1)] 

The constant a is characteristic of the exchanger and 
the heated gas stream and is given by a = hA/C9F, 
where h is the mean overall heat transfer coefficient 
and A the area of heat transfer surface available. 
The reactor inlet temperature T is then related to 
T1  by 

T=T1 +q 	 (5) 

where q has the dimensions of temperature and is 
proportional to the heat supplied to the reaction 
mixture in the heater. 

Using Eqs. (3) and (5), T can now be eliminated 
from equation (2). At the same time it is convenient 
to introduce a dimensionless measure of time 
t = t'/'r, and a dimensionless reaction rate R =Tr. 
Equations (1) and (2), then reduce to 

and 

dT 
= q - u(T - T0) + LTT;1dR(Y, T) 	(7) 

which provide our mathematical model for the 
dynamical behaviour of the system. 

The reaction is controlled by varying the heat 
supply q and the flow f through the hot side of 
the exchanger. However, it can be seen from Eq. 
(4) that u is a monotone decreasing function of 
f/F, decreasing from u = 1 when f/F = 0 to u = 
1/(1 + z) when f/F = 1. Thus there is a one-to-one 
correspondence between values of u and f/F and it  

is convenient to regard u as the control variable 
rather than f/F, since it enters very simply into 
Eq. (7). Variations of u and q are bounded both 
above and below. We have already seen that 

Um i n  1< u 1<  1 with Um i n  = 1/(1 + ) 	(8) 

and, for a given design of heater, q will be bounded 
above by some value qmax, so that 

(9) 

Given any initial state ( y(0), T(0)), together with a 
specification of the two control variables q and u 
as functions of time, Eqs. (6) and (7) can be in-
tegrated to give the behaviour of the system in 
t > 0. We shall be concerned, in particular, with 
the behaviour in response to manipulations of q and 
u subject to the constraints (8) and (9). 

STEADY STATE OPERATION 

Necessary conditions for steady operation are 

obtained by equating and to zero in Eqs. (6)
dT  

and (7), giving the following two equations 

	

R(y,T)—y=0 	 (10) 
and 

q—u(T— TO) +Lt7R(y,T)=o 	(ii) 

which may be solved for the two unknowns y and T 
once the form of the function R is known. For the 
first order reversible reaction A B, we have 

R(y, T) = K1(T)(1 - y) - K 2(T)y 	(12) 

K 1 (T) = tk01 eh1'T 

K 2(T) = tk02 e2/Tj 	 (13) 

assuming the usual Arrhenius form of temperature 
dependence for the velocity constants. Since the 
reaction is exothermic, e2  > e1 . With R given by 
Eq. (12), Eq. (10) may be solved for y, giving 

K 1  
(14) 

and using this to eliminate y from Eq. (11) 

K 1 	\ 
u(T— T 0)— =LT3d(1 +K

1  + K2) 
(15) 

dy 
--=R(y, T) — y 	 (6) where 
dt 

243 



R. JACKSON 

FIG. 2. Possible steady states. 

It is not difficult to sketch the right hand side of 
Eq. (15) as a function of Tmaking use of Eqs. (13), 
and the result is shown as the curve in Fig. 2. The 
left-hand side of Eq. (15) is a straight line of slope 
u which intersects the vertical line T = T0  a distance 
q below the axis T = 0. An intersection of this 
straight line and the curve gives a value of T cor-
responding to a possible steady state and it is seen 
from Fig. 2 that there may be one or three such 
points, depending on the values of u and q. When 
T0  and q are small and u is large, corresponding to 
the line AB, there is a single steady state s1  at a low 
temperature very near to T0 . Correspondingly, the 
extent of reaction is very small. If q is increased and 
u decreased a line such as CD is obtained, inter-
secting the curve at the three points s, s and s. 
s'1  once again corresponds to a low temperature and 
very little reaction, but at s the temperature is 
high and the extent of reaction large. We shall see 
later that s represents an unstable condition 
which can only formally be regarded as a steady  

state at all. When q is increased and u decreased 
still further, a line such as EFis eventually obtained, 
intersecting the curve at a single point s' corre-
sponding to a high temperature and large extent of 
reaction. 

This behaviour corresponds to the well known 
"ignition" phenomenon in reactors of this type 
which was discussed by VAN HEERDEN [1]. A 
rigorous account of this must be deferred until we 
consider the dynamical equations in more detail, 
but an intelligent guess at what happens can be 
based on the steady state equations, as illustrated 
by Fig. 3. Suppose the system starts in the 
temperature steady state s  with q = 0 and u = u1 . 

If u is decreased, corresponding to an increase in the 
flow of hot gas through the exchanger, s moves a 
indicated by the arrow to higher values of T as the 
straight line pivots on the point. P. When u reache 
the value u21  the steady state has progressed to s2  
and with any further decrease in u two of the stead 
states are lost, leaving only the high temperatun 
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steady state 53. We may therefore surmise that, at 
this point, the system suddenly "ignites" and 
settles in state s3 . 

If the flow of hot gas to the exchanger is then 
decreased, causing u to increase once more, 53 

moves continuously to lower values of T, as indi-
cated by the arrow, until it reaches the position 54, 

corresponding to u = u1 . With any further increase 
in u two of the steady states are lost, leaving only 
the low temperature state s, so we may surmise 
that the system returns to this state and the reaction 
is effectively extinguished. At no stage in the cycle 
has the system settled at the central intersection of 
the line and the curve, and this is a consequence of 
the instability of the corresponding state noted 
above. 

The ease with which autothermic operation can 
be attained depends on the kinetics and thermody-
nmics of the reaction, the size of the heat exchanger 
and reactor, and the inlet temperature T0 . If T is 
high, dearly a high conversion can be obtained with 
very little heating or heat exchange, and when T0  
is sufficiently high the straight line and the curve in 
Figs. 2 and 3 never intersect more than once. If 
T0  is low, on the other hand, and the heat exchanger 
is small, the slope u2  in Fig. 3, which is necessary to 
cause ignition, may be smaller than the smallest 
value attainable, u = 1/(1 + cc), even with all the  

hot gas passing through the exchanger. It is then 
necessary that q should have a finite value to achieve 
autothermic operation. If L\I and r are larger the 
ordinates of the curve in Fig. 3 are large, and it is 
even possible for the line and curve to intersect 
three times when u = 1 and q = 0, corresponding 
to no heating, either externally or by exchange. 
Thus a well mixed adiabatic reactor may operate 
steadily in an autothermic state without any heat 
exchange if the heat of reaction and capacity of the 
reactor are sufficiently large. 

In practical systems of the present type such as 
ammonia synthesis converters, autothermic opera-
tion without heat exchange is not usually possible, 
but the size of the heat exchanger is such that 
U = Um i n  = 1/(1 + c) corresponds to a line like CD 
in Fig. 2, intersecting the curve in three points. 
Steady autothermic operation in a state such as s 
is then possible, but heat must be supplied externally 
to initiate the ignition which leads to the auto-
thermic state. This is precisely analogous to the 
situation encountered in the combustion of fuels, 
where the fuel must first be heated to initiate the 
reaction, which is subsequently maintained by its 
own heat output. 

It is clear that the state corresponding to the 
highest point of the curve in Figs. 2 and 3 gives 
maximum conversion of reactants to products and, 

P
30  T - 

FIG. 3. Illustration of the ignition phenomenon. 
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provided this is a possible autothermic state, it will 
represent the optimum operating conditions. 

THE OPTIMUM STARTUP PROBLEM AND THE 
MAXIMUM PRINCIPLE 

If reactant gas is circulated through the system 
without any external heat supply or heat exchange, 
so that u = 1, q = 0, the steady state achieved is 
represented by Sj  in Fig. 2, and the conversion 
achieved is negligible. However, it is required to 
operate the reactor in an autothermic state such as 
s, with y and T taking given steady values y 3  and 
7' respectively. The problem, then, is to manipulate 
the variables u and q in such a way that the system 
is transferred from its initial state (Yo,  T0) to the 
final autothermic state (y T) in the best possible 
way. To formulate this problem precisely we must 
define what is meant by the "best possible way" and 
express this mathematically in terms of an objective 
function which it is desired to maximise or mini-
mise. 

Let us suppose that the startup procedure com-
mences at t = 0 and that the reactor attains its 
final steady state at time t = 0. Let u and q be the 

values of u and q for steady operation in the final 
state (q will normally be zero). Then if p  is the 
selling price per mole of product and P2  the cost 
per unit of external heating, the net profit during 
the startup period is 

f
0

PaP1Fydt — p2f
o
qdt 

o  

If the system had operated in its final steady state 
throughout this period, the profit would have been 

Pb = p1Fy0 - p2 q0 

so the loss of profit due to startup is 

f
~,

o 

0 
P'Pb Pa P11' (y—y)dt 

 CO  
P2 (q—q)dt 

Jo 

and the plant is started up as economically as pos-
sible if this quantity is minimised. Since Pi' P2 and 

F are constants the algebra can be simplified 
slightly by seeking to minimise the alternative 

objective function 

f. [(y.~
O  

P = 	- y) - c(q5 - q)] dt 	(16) 

with 'c = p 2/p 1 F. This differs from F' only by a 
constant factor. Mathematically, then, our object 
is to choose u(t) and q(t) in the time interval 
0 t 0, with U unspecified, subject to the con-
straints Um i n  < u 1<  1,0 < q qmax, in such away 
as to transfer the system from the state (ye, '0) to 
(y T) with a minimum value for P. The variation 
of y and T is constrained by the boundary condi-
tions and the differential Eqs. (6) and (7) which 
they satisfy. 

The maximum principle of Pontryagin provides a 
technique which is well adapted to the solution of 
problems of this type, and before proceeding any 
further we will briefly summarise this result. A 
fuller account may be found in the papers of 
ROZONOER [2]. 

Consider a set of simultaneous differential equa-
tions 

dx 
-- =f(x, w) 	(i = 1, 2, ... n) 	(17) 
dt 

with the following boundary conditions 

and 	
x(0) = x0 , 	(i = 1, 2, ... n) 

	

x(0) = x 1 	(iel) 	
} 	

(18) 

where I is a subset of the numbers 1, 2, n... It is 
required to choose the functions w,,(t) in 0 < t < 0, 
possibly subject to constraints of the form a < w, 

A,,, in such a way as to minimise a specified 
linear combination 

P = Y ccx,(0) 	 (19) 
iI 

of those variables x,(0) whose values are not fixed 
by the boundary conditions (18). To solve this 
problem one introduces a set of variables 2,, 
adjoint to the x i  and defined by the differential 
equations they satisfy, namely 

d2 
(20) 

	

dt 	j=1 ax, 

together with the boundary conditions 

= —ri, 	(ieI) 	 (21) 
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Using these variables we may define a Hamiltonian down, namely, 
function 

H = 	w) 	(22) 	 dt= 0 	 (26) 

in terms of which it is possible to give necessary 
conditions for the minimisation of P. The form of 
these conditions depends on whether 0 is specified 
or is itself available to be varied in minimising P. 
If 0 is specified, the variables w,, must be chosen so 
that H is maximised at each t, the values of the 2 
and x being regarded as constant in this maximisa-
tion. This condition is also necessary if 0 is not 
specified, but then it is additionally necessary that 
the maximum value of H should vanish at all times. 

max H(2, x, w) = 0 	(all t) 	(23) 
wp  

At first sight our problem does not take the form 
used in stating the maximum principle, since our 
objective function (16) is an integral over the time 
interval of interest, while the objective function (19) 
involves only the values of variables at the terminal 
time. However, it is easily reduced to the desired 
form by introducing a new variable z defined by the 
differential equation 

dz 
--=y—y—c(q—q) 	(24) 
dt 

together with the boundary condition 

Z(0) = 0 	 (25) 

Our objective function (16) is then simply P = 
which is of the desired form (19). Equation (24), 
together with the mass and heat balance equations 

dy 
(6) 

dt 
and 

dT 
= q - u(T - T0) + LT1 1d R(Y, T) 	(7) 

dt 

then corresponds to the differential Eqs. (17) 
introduced in stating the maximum principle. The 
boundary conditions corresponding to (18) are 
the specified values of (yo,  T0) and (y "s),  together 
with condition (25) on z. Introducing variables 

All 2 2  and 2 3  adjoint to z, y and T respectively, 
adjoint equations analogous to (20) can be written 

d22  
= A l -  22 (R 1  - 1) - l 3LTadR l /Y (27) 

dt 

and 

-  
dt 	

22R2 - A3dR2 - u)/y 	(28) - 

where R 1  = 3R/ôy and R 2  = aRlaT 
These are subject to the single boundary condition 

A, (0) = —1 	 (29) 

corresponding to (21) in the general case. Finally, 
the Hamiltonian is given by 

H = 	- y - c(q - q)] + 22 [R(y, T) - y] 

+ 23 [q - u(T - T0) + AJ dR(y, T)]/y (30) 

Thus the problem is reduced completely to a form in 
which the maximum principle may be applied. 

SOME GENERAL FEATURES OF THE SOLUTION 

A good deal can be learned about the optimum 
startup procedure simply by inspection of the 
Hamiltonian (30). From Eqs. (26) and (29) it is 
clear that 2 = - 1 for all t, so the Hamiltonian 
may be written 

H = (21y - c)q - 1 3(T - T0)u/y + (y - y + cq) 

+ 22 [R(y, T) - y] + 13 jadR(Y, T)/y (31) 

showing that it varies monotonically with each of the 
control variables u and q. Since these variables are 
to be chosen to maximise H their values will depend 
on the signs of the factors by which they are multi-
plied, so in the case of q we must take q = umax if 
23  > yc and q = 0 if 13  <yc. Since we are interested 
principally in temperatures higher than T0 , the 
value of u depends on the sign of 231  with u = 1 if 
2 3  <0 and u = Um in if 2 3  > 0. These results can 
be summarised as follows: 

When 2 3  > yc then q = umax and U = Um i n  

When yc> 23  > 0 then q = 0 and u = U m i n  (32) 
When 0> 2 3  then q = 0 and U =1 
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FIG. 4. Solution trajectories for it = 1O, q = 0. 

q and u may take values in the interior of their per-
missible ranges, while satisfying the maximum 
principle, only if l3  = ye or A3 = 0 respectively and 
we shall investigate these possibilities further in a 
later section. 

The situation in which the control variables must 
take one or other of their limiting values in order to 
satisfy the maximum principle is very familiar in the 
theory of optimum control, and is said to corre-
spond to "bang-bang" operation. The name 
refers to the fact that the optimum control policy 
may be divided into a sequence of time intervals in 
each of which the control variables are constant at 
one or other of their extreme values, with sudden 
changes from one set of extreme conditions to an-
other at the end points of the intervals. 

Neglecting, for the moment, the possibility of q 

or u taking values in the interior of their permitted 
ranges, it is seen that the physical behaviour of the 
system during optimum startup will be represented 
by segments of three sets of solutions of differential 
Eqs. (6) and (7), corresponding to the three pairs of 
values of q and u given by conditions (32). These 
segments must be joined together in such a way that  

the switches from one to another occur when ) 
passes through the values 0 and yc, where A3  is 
obtained by solving the adjoint Eqs. (27) and (28). 
The solutions of the physical Eqs. (6) and (7) may 
be plotted parametrically in the (y, T)-plane with 
time as a parameter as shown in Figs. 4, 5 and 6, 
which represent solutions for the three pairs of 
values of q and u determined by conditions (32). 
Specifically, these diagrams represent solutions of 
Eqs. (6) and (7) with the rate equations given by 
Eqs. (12) and (13) and the following numerical 
values of the kinetic constants. 

tk 01  = 2417, 	= 2683 x iO, 

e 1  = 5000°K, 	e 2  = 10,000°K 

It was also assumed that i.Tad  = 500°K, T0  = 
300°K, y = 1 Um i n  = 05 and qma . 

= l00°K. The 
trajectories shown are based on numerical solutions 
of the differential equations with a little interpola-
tion, but actually it is quite easy to see their general 
features without any detailed calculation, using the 
method of isoclines [4]. 

Reference to Fig. 5 clears up a point raised earlier 
in the discussion. On this diagram there are seen to 

248 



I 

Y 

Optimum startup procedures for an autothermic reaction system 

JUL) 400 500 A600 700 800 900 1000 1100 1200 

Fro. 5. Solution trajectories for ii = 05, q = 0. 
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FIG. 6. Solution trajectories for u = 05, q = 100°C. 
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conditions. Nevertheless they are not free to be 
chosen arbitrarily and independently, since accord-
ing to Eq. (23) the maximised value of the Hamil-
tonian must vanish at all times, including t = 0. 
Thus only one variable, say 2 2 1 

may have its value 
arbitrarily fixed. Having chosen a value for 2 2  
Eqs. (6), (7), (27) and (28) are integrated backwards 
in time, with q and u determined throughout by the 
value of 2 3  through conditions (32). These ensure 
that the values of the control variables will change 
whenever 2 3  passes through one or other of the 
switching values 0 and yc which appear in conditions 
(32). In general the solution generated will not pass 
through the specified initial point (Yo,  T0), and it is 
necessary to adjust the value assumed for 2 2  at 

t = 0 until a solution is obtained which does match 
the initial conditions. 

The solution obtained in this way satisfies the 
necessary condition provided by the maximum 
principle for the minimisation of the objective 
function P. If it proves to be the only solution with 
this property it can be demonstrated that the condi-
tion is sufficient as well as necessary, so it provides 
the result we seek. 

be three steady states, labelled s'1 , s'2  and s'3  to 

correspond to the notation of Fig. 2, and it is clear 
from the form of the trajectories that s'2  represents 
an unstable steady state, since all trajectories in its 
neighbourhood lead away from it. s'1  and s'3  on 

the other hand, represent the two stable steady 
states at low and high temperature respectively. 
The broken curve A s'2  B represents a separatrix 
dividing the (y, T)-plane into two parts containing 
trajectories which converge to different steady 
states. Starting from any initial conditions to the 
left of this curve the system eventually settles in the 

state s, while from initial conditions to the right of 
the curve it converges to the autothermic state s. 

Figure 4 represents the solutions when there is 
no external heat supply and no regenerative heating, 
and it is seen that there is a single steady state s1  
with negligible reaction. This is the initial state to be 
considered in the startup problem. Figure 6 shows 
the solutions for conditions of maximum external 
and regenerative heating and once again there is a 
single steady state, in this case the autothermic 
state s. The labelling of the steady states in Figs. 4 
and 6 is chosen, once again, to correspond to the 
nomenclature of Fig. 2. 

On all three diagrams the region of physical 
interest is bounded above by the broken curve E, 
on which the condition of chemical equilibrium 
R(y,T) = 0 is satisfied. Also of interest is the chain 

dotted curve R(y, T) = y, which represents the 
locus of points for which dy/dt = 0. All steady 
states, whatever the values of u and q, must lie on 
this curve, and it is clear from its shape that the 
steady state conversion passes through a maximum 
value y = 07, so it follows that these conditions 
also maximise the steady state objective function 

P = y - cq 	 (33) 

and therefore represent the optimum conditions for 
steady operation. 

We can now describe, in principle, the procedure 
to be followed in computing a solution to the 
optimum startup problem. It is convenient to start 
with the system in its final steady state (y, T) at 

t = 0, and work backwards in time to the initial 

state (yo, T0) corresponding to point s1  in Fig. 4. 

In the final state y and T take specified values y and 

T but 22 and 2 are not determined by any boundary 

OPTIMUM STARTUP TO THE OPTIMUM 
STEADY STATE 

We have already seen that the optimum stead) 
state is given by y = 07, TS = 800°K, and the cor-
responding values of the control variables art  

u = 0.7, q = 0. We now consider the optimun 
startup procedure, starting from the initial state s 
of Fig. 4 and terminating in this optimum state. 

Following the procedure just outlined, we attemp 
to trace the optimum trajectory in the (y, T)-plan 
backwards in time from the final state (y 7'). W 
also require that the trajectory should consis 
entirely of segments of the curves shown in Figs. 4—( 
and this immediately gives rise to difficulty, since i 
each of these diagrams the trajectory passing throug 
the optimum state (y T5) leads upwards across th 

equilibrium curve E into the region of no physic 
interest when it is followed backwards in timi 
Thus there is no possibility of joining the final stal 
to the specified initial state by a trajectory compose 
entirely of segments from these three diagrams. 

The resolution of this difficulty follows from ti 
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fact we have already noted, that conditions (32) are 
not completely exhaustive. It is possible that the 
maximum principle can be satisfied with u in the 
interior of its permitted interval if 2 3  = 0, for then 
the Hamiltonian (31) is independent of u. In the 
same way q may take a value within its permitted 
interval if 1 3  = yc. The second of these possibilities 
does not appear to have any bearing on the problem 
of optimum startup but, as we shall show, the first is 
of vital importance. 

Let us, then, consider the possible existence of a 
finite time interval during which u lies between its 
specified limits. Then 2 3  must vanish throughout 
this interval if the maximum principle is to be 
satisfied, and it follows that d23 1dt must also vanish. 
Consequently Eqs. (27) and (28) reduce to 

d22  
---=—l-22 (R 1 -1) 	(34) 

and 
22 R 2  = 0 	 (35) 

Furthermore, the Hamiltonian must be maximised 
with respect to q, and when 2 3  = 0 this implies that 
q must vanish. Then according to equation (23) 
the corresponding maximum value of the Hamil-
tonian must also vanish, so we have 

y—y+22(R—y)=0 	(36) 
Equations (34), (35) and (36) must be satisfied 
throughout the interval for which u takes interior 
values. Considering first Eq. (35), this cannot be 
satisfied by taking 22 = 0 throughout the interval, 
for this would imply that d22 1dt = 0 and Eq. (34) 
would reduce to a contradiction. Thus it is neces-
sary that R 2(y, T) = 0, and this determines a 
trajectory in the (y, fl-plane which must represent 
the required solution of Eqs. (6) and (7). It is 
indicated in Fig. 4, from which it is seen to pass 
through the specified final state at the highest point 
of the curve R(y, T) = y. 

Not all parts of the curve R2  = 0 can represent a 
solution of Eqs. (6) and (7) with q = 0 and u con-
strained to lie within its permitted interval; indeed 
this is only possible if there exists an interior value of 
u which makes the ratio of the right-hand sides of 
Eqs. (6) and (7) equal to the slope of R 2  = 0, so that 

R 22 dy 	R—y 	
37 R 1 dT AT adRU(T_T O)  

Equation (37) has a simple geometrical interpreta-
tion. It is satisfied whenever the direction of the 
curve R 2  = 0 lies between the directions of the 
trajectories of Figs. 4 and 5 respectively, which is 
seen to be the case on a short segment PQ below the 
final state F, as indicated in Fig. 4. This segment 
may therefore form part of an optimal trajectory, 
and on it u takes the values determined by Eq. (37). 
Actually the value of 2 2  is also determined at all 
points of this segment by Eq. (40), so there is no 
freedom of choice in the values of 2 2  or 2 3 . 

The segment PQ provides the desired means of 
escape from the point P in a manner which permits 
the state s1  to be reached by trajectories which 
everywhere satisfy the maximum principle. Moving 
backwards in time from P along this segment 
towards Q, 2 3  vanishes at all points, so according 
to conditions (32) it is possible to switch to a 
trajectory from Fig. 4 or Fig. 5 at any point of PQ. 
Once this switch has been made the remainder of 
the startup procedure is determined by the "bang-
bang" conditions (32) and can be generated in the 
manner described at the end of the previous section. 
The value of 22  at the start of the "bang-bang" 
segments is no longer available, since we have seen 
that Eq. (36) determines 22  at each point of PQ, but 
we have instead the freedom to leave PQ at any 
point and can choose our point of departure to 
ensure that the trajectory eventually passes through 
the specified initial state s1 . 

Scrutiny of Figs. 4-6 reveals that we cannot leave 
PQ on a trajectory drawn from Fig. 5 if we are ever 
to reach s1 , so at the point of departure we must 
take u = FO, q = 0 and proceed backwards in 
time along a trajectory from Fig. 4. It is then found 
that 2 3  falls below zero, passes through a minimum, 
then rises to change sign. At this point, according 
to conditions (32), we must change the control 
variables to u = 0•5, q = 0 and proceed down a 
trajectory drawn from Fig. 5. 2 3  meanwhile con-
tinues to increase monotonically, and when it 
reaches the value yc we must switch the values of the 
control variables to u = 05, q = max and continue 
along a trajectory from Fig. 6. No further switching 
conditions are encountered, so if it is to complete 
the solution this trajectory must pass through s1 . In 
general, of course, it does not, and in order to 
obtain the desired solution for given values of c and 
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FIG. 7. Chart to determine optimum startup to the optimum steady state. 

umax it would be necessary to repeat the whole 
procedure from a different starting point on PQ 
until a trajectory was found which did pass through 
Si . 

In practice this iterative adjustment can be 
avoided if we seek solutions, not just for a single 
specified pair of values of c and qmax, but for a range 
of values of each parameter. Suppose we ran a 
solution backwards in time from a point on PQ, as 
described above, as far as the segment with u = 0-5, 

q = 0. We also run a trajectory with u = 0-5, 

q = max forwards in time until it interesects this 
segment. Then the value reached by 2 3  in the back-
wards integration at the intersection point gives yc, 
for the complete solution obtained by joining these 
trajectories. By running solutions backwards from 
various points of PQ and forwards from s1  with 

various values of qmax, we can therefore generate 
complete solutions for various values of umax and 

c, as required. 

The results of numerical integrations to determine 
the trajectories are plotted in this way in Fig. 7, 
where the continuous curves represent solution 
trajectories. The broken curves joint points on these 
trajectories with equal values of 13  and the numerical 
value of 2 3  corresponding to each curve is indicated. 
In particular the curve 2 3  = 0 gives the locus of 
switching points between conditions u = 1-0, q = 0 
and u = 05, q = 0. If we require the complete 
trajectory representing the optimum startup pro-
cedure for given values of qmax  and c, we start al 
state s1  and follow the appropriate trajectory 
u = 0-5, q = max forwards in time until it intersect5 
the curve 1 3  = yc, with the specified value of c. We 
then follow the trajectory with u = 0-5, q = C 
from this point to the curve 2 3  = 0, the consequeni 
trajectory u = 1-0, q = 0 to the segment PQ, anc 
the segment PQ to the final steady state P. 

Ifyc is large the solution trajectory passes close tc 
the unstable steady state s, and in the limit a 
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Fto. 8. Optimum startup procedure to the optimum steady state with u3  = 07, q8  = 0 when Umth = 05, qmax = 200°C 
and c = 0008. 
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yc —+ cc it actually passes through this state. This is 
physically reasonable since a large value of ye cor-
responds to a high cost of external heating, and the 
solution passing close to s cuts the external heating 
to the minimum necessary to initiate ignition to the 
autothermic state. When yc is small, on the other 
hand, the external heat supply is retained almost to 
the point where the trajectory q = qmax, u = 05 
crosses the curve A3 = 0, and correspondingly the 
segment with q = 0, u = 05 becomes very short. 
Once again this is reasonable. When external 
heating is cheap it is used to the fullest extent to 
promote rapid startup. 

Instead of plotting the behaviour during startup 
parametrically in the (y, fl-plane, as in Fig. 7, the 
values of y, T and the control variables u and q can 
be plotted separately as functions of time. Fig. 8 
shows the optimum startup procedure for qa,, = 
200°C, c = 00081, plotted in this way. The values 
of u and q are determined by conditions (32) every-
where except on the final segment PQ, where u is 
computed from Eq. (37). It is seen that the system is 
brought on line in its final steady state in a time a 
little greater than three times the mean residence 
time in the reactor. 

It is interesting, and perhaps a little unexpected, 
to see that the optimum startup procedures include 
a short interval during which all heating, both 
external and regenerative, is cut off. During this 
interval y increases without very much increase in 
temperature as a result of cooling by the cold 
reactant stream entering the reactor. It seems prob-
able that this feature of the optimum startup policy 
would be absent if the approximation of perfect 
mixing in the reactor were replaced by the other 
extreme assumption of no axial mixing. 

OPTIMUM STARTUP TO A NON-OPTIMAL 

STEADY STATE 

We have now seen how best to bring the system to 
its economic optimum state of steady operation, 
and it is not immediately obvious why one should 
be interested in any other steady state. The principal 
reason for operating in a non-optimal steady state is 
illustrated by Fig. 9, which shows trajectories describ-
ing the dynamical behaviour of the system in the 
(y, T)-plane for u = 07, q = 0. These are the values 
of u and q required for steady operation in the 
optimum state F, so the trajectories illustrate what 

0 tOO 200 300 400 500 600 700 800 900 1000 1100 1200 
T( O K) — 

FIG. 9. Region of stability in relation to steady operating states. 
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will happen if the system is displaced from P by 
some disturbance and no correcting action is taken. 
For sufficiently small disturbances it is seen that the 
system will return to state F, but if the disturbance is 
large enough to carry the representative point 
across the separatrix AB the system will settle in the 
low temperature state s1  and the reaction will be 
extinguished. Furthermore, AB passes fairly close 
to point F, and with different values for the con-
stants in Eqs. (6) and (7) than those used here, it 
may pass even closer. Thus there is a certain danger 
that accidental disturbances affecting the system 
will cause the reaction to be extinguished if prompt 
corrective action is not taken. Of course the proper 
way of dealing with this difficulty, in principle, is to 
devise a control system which is capable of supplying 
the required prompt corrections, but in practice the 
margin of stability available can be increased sub-
stantially simply by operating at rather lower con-
versions in steady states represented by points to the 
right of P. The steady state can be moved to the 
right by reducing the value of u, eventually reaching 
the position F' when u reaches its minimum value, 
05, but to go further than this a finite value of q 
would be needed, and this would be expensive. Thus 
the only steady states likely to be of interest, other 
than F, are those lying between P and F', and we 
shall illustrate the optimum startup procedure in 
such cases by considering the particular state F" 
with y5 = 0674 and T = 870°K, corresponding to 

= 0591, q = 0. 
The state F" does not lie on the segment PQ of 

Fig. 4, on which u may take interior values, so in 
this case we would expect the startup procedure to 
terminate in the "bang-bang" mode, in contrast to 
the case already discussed. Following the procedure 
outlined earlier, we attempt to trace the optimal 
trajectory in the (y,  fl-plane backwards in time 
from F", so we must first decide which of the three 
types of trajectory distinguished by conditions (32) 
is to be used in leaving?". 

A glance at Fig. 4 reveals that the trajectory with 
u = 1.0, q = 0 passing through F" leads backwards 
across the equilibrium curve E into the region of no 
physical interest, and can therefore be eliminated 
from further consideration. If q = qmax, u = Um i n  
on leaving F", corresponding to the trajectories of 
Fig. 6, the Hamiltonian (30) reduces to 

H = — cq 3  + ' 3[qmax - umin(T; - T0) 
+ LTadR(YsTs)]/Y 

at point F", where R(y, T) = y and y = y5 . Since 
the Hamiltonian must vanish, it then follows that 

ycq 

= qm.. -  u 1 ( - T0) + adR(YsTs) 

However, since F" is a steady state with u = 
q = 0, it follows from Eq. (7) that /Tad R(y,  T) = 
u(T - T0) and the above reduces to 

yc 
23 = 	 <yC 

1 +(' - To)(u - 'min) 

q max 

But according to conditions (32), the values 
q = qmax, U = Urn  for the control variables only 
maximise the Hamiltonian when 2 3  > yc, so it 
follows that H is not maximised and the maximum 
principle is not satisfied on the trajectory consi-
dered. 

We are left, therefore, with a single acceptable 
possibility for leaving F", namely the trajectory 
with u = 05, q = 0. The value q = 0 is identical 
with the value q required for steady state operation 
at F", so the Hamiltonian (30) now reduces to 

H = 23 [-0.5(T - T0) + iTadR(Y ST)] 

at point F". As we have already seen, 1Tad  R(y, 
7) = u(T3 - T0) = 0591(T - T0), so it follows 
that the content of the square bracket above is non-
vanishing, and the condition that H should vanish 
implies that 2 3  = 0. The value of 22 at F" remains 
available to be varied so as to ensure that the 
trajectory passes through the specified initial state 
represented by point Si  of Fig. 4. According to 
conditions (32), if the values u = 05, q = 0 are to 
satisfy the maximum principle immediately after 
leaving F", 23  must become positive. Thus d23 1dt 
must be positive at the initial point F", and since 
2 3  = 0 it follows from Eq. (32) that the value chosen 
for 22 must be negative. 

On integrating Eqs. (6), (7), (27) and (28) with 
u = 05, q = 0, backwards in time from?", starting 
with a negative value for 22 and 23  = 0, it is found 
that 23  first increases to a maximum, then decreases 
to a minimum and finally increases monotonically. 
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If the initial value of 22 is sufficiently large and 
negative, 2 3  remains positive throughout these 
variations, and the conditions u = 05, q = 0 con-
tinue to satisfy the maximum principle until 1 3  
reaches the value yc, when a switch must be made to 
a trajectory with u = 05, q = qmax• If this fails to 
pass through the specified initial state s1 , the value of 

22 used to start the integration is available to be 
adjusted. Thus the optimum startup trajectory 
consists simply of two segments joining s1  and F". 
When the value Of) 2 used to start the integration is 
smaller in magnitude, however, the situation is 
more complicated, since the minimum value through 
which 23  passes becomes negative. Thus 2 3  passes 
through a maximum after leaving F", then falls to 
zero, at which point it is necessary to switch to a 
trajectory with u = 10, q = 0. Pursuing this back-
wards in time 2 3  decreases, passes through a mini-
mum, then increases once again and changes sign. 
At this second change of sign we must revert to a 

trajectory with u = 0.5, q = 0, and this is followed 
until 13  reaches the value yc, when a final switch is 
made to a trajectory with u = 05, q = qmax• Once 
again the value of 22  used to start the integration is 
available for adjustment to ensure that the trajec-
tory finally passes through state s1 . The complete 
optimal trajectory joining s1  and F" now consists of 
four separate segments. 

As discussed earlier, the iterative adjustments of 
22  can be avoided if we generate, not one solution, 
but solutions for a range of values of qmax  and c. 
The method is the same as that described previously. 
Optimal trajectories are run backwards in time 
from F" to meet trajectories with u = 05, q = 
run forwards in time from s1 . The value of 2 3  
obtained by backwards integration at the intersection 
of any such pair of trajectories gives the value of ye 
corresponding to the complete optimal startup 
procedure represented by the trajectories taken 
together. Thus the complete optimal startup pro- 

I - 

FIG. 10. Chart to determine optimum startup to a non-Optimum steady state. 
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cedure for any pair of values of max  and yc can be 
picked out if we superimpose on the trajectory 
map in the (y, T)-plane a set of curves joining 
points on different trajectories with equal values 
Of 2 3 . The results are presented in this way in 
Fig. 10. Here F" AB is the trajectory with u = 05, 
q = 0 passing through F". 

For sufficiently small negative values of 22(P"), 
the optimal paths leave this trajectory, as indicated 
between P" and A, along segments with u = FO, 
q = 0, and these in turn are relinquished for other 
trajectories with u = 05, q = 0, as discussed 
above. The broken curves join points on the dif-
ferent trajectories with common values of 2 3 , and 
the value of 2 3  corresponding to each curve is 
indicated. 

The trajectory F" AB differs from the others in 
that 2 3  is not uniquely defined along it. This arises 
from the fact, noted above, that decreasing 22(P") 
below a certain value has no effect on the optimal 
trajectory, which coincides with F" AB, but it does 
change the values of 2 3  at points along this trajec-
tory. Effectively, we may take it that all the curves 
2 3  = const. change direction where they meet 
F" AB, and follow this trajectory upwards towards 
F". Thus they become superimposed. 

To pick out the trajectory representing the com-
plete optimum startup procedure for given values of 

max and c, the procedure is similar to that described 
earlier. The trajectory q = max is followed for-
wards in time from the specified initial states s1  
until it meets the curve 2 3  = yc which may occur 
either on the part of this curve indicated by a 
broken line, or on the part lying along F" AB. If 
the intersection occurs on the part of 2 3  = yc which 
is superimposed on F" AB, the optimal trajectory is 
completed by following F" AB upwards to the final 
state F", and correspondingly the control variables 
are switched to u = 05, q = 0, which values they 
retain up to F". If the intersection occurs on the 
part of 2 3  = yc indicated by a broken curve, on the 
other hand, the trajectory springing from this inter-
section point is followed through two further 
switching points to P". 

For given values of max  and c the results may 
alternatively be plotted as graphs of y, T, u and q 
against time, and Fig. 11 presents them in this way 
for qmax = 200°C, c = 00018. It should be corn- 

pared with Fig. 8, which gives the same information 
for startup to the optimum steady state. 

The optimum startup procedure to the optimum 
steady state always includes an interval during 
which all heating, both external and regenerative, is 
withdrawn, as can be seen from Fig. 7. In the 
present case, however, such an interval occurs only 
if c is sufficiently small. With larger values of c 
there is only one switching point in the optimum 
trajectory, and regenerative heating is always 
employed to the full. This is physically reasonable, 
since it serves to economise in the use of external 
heating at the expense of a rather slower startup 
when external heat is expensive. 

It should not be assumed that the form of the 
optimum trajectories is as indicated by Fig. 10 for 
all positions of the final steady state F". When F" 
lies sufficiently close to the optimum steady state F, 
the optimum startup procedure makes use of part of 
the segment PQ in Fig. 4 on which u may take 
interior values, so the trajectory may not represent 
exclusively "bang-bang" operation. The form of 
the optimum startup procedure in such cases can be 
obtained by reasoning entirely analogous to that 
already presented here. 

CONCLUSION 

It has now been shown how the optimal startup 
procedure can be found for a specified final state of 
steady operation, and the result is quite complex, 
involving a number of changes of conditions, all of 
which must be correctly timed. It is therefore of 
interest to consider a very simple startup procedure 
and see how far it falls short of the optimal per-
formance. The system can be brought to its final 
steady state very simply by first setting q = max and 
U = Umi n , thereby providing the maximum possible 
heating effect, then switching to the values q = 
u = u5  required for steady operation in the specified 
final state. Provided the heating phase is of suffi-
ciently long duration, the system will then settle 
eventually to the required steady state (y, T.J.  (If 
heating is not continued long enough to induce 
"ignition" of course, it will revert to a state with 
negligible reaction.) The value of the objective 
function P can be computed as a function of the 
duration of the first (heating) phase, t 0 , and one 
would expect it to be minimised for some value of 
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FIG. 11. Optimum startup procedure to the non-Optimum steady state u3  = 0674, q3  = 0 when Umjn = 05, qmax =  200°C 
and c = 013018. 
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Table 1 

qmax 	 C 	 Pi 	 P2 

100 	00992 	475 	500 
200 	00081 	433 	4.45 
600 	0000195 	0616 	0653 

t0 , which would then determine the optimum startup 
procedure within this limited class of possibilities. 

The value of the objective function P for startup 
to the optimum steady state = 07, T = 800°K) 
has been computed for various values of the para-
meters umax  and c, and the results are given in Table 
1. P1  is the value of  corresponding to the optimum 
startup procedure deduced from the maximum 
principle as described earlier in this paper, while P2  
is the lowest value of P obtainable by adjusting the 
value of t0  in a simple startup procedure of the type 
just described. 

P1  is necessarily smaller than F2 , but in no case is 
the difference very large. Of course these results 
refer only to specific cases, and it would be unwise 
to generalise on this basis, but they at least suggest 
that it is worthwhile, in specific problems, to examine 
the quality of a simple startup procedure in compari-
son with the absolute optimum. If the difference is 
small, as it is in the examples just considered, an 
almost optimum startup can be achieved with a 
single change of conditions, and the optimum time 
to  for this change could be found by experimental 
trial. 

NOTATION 

A Heat transfer surface area in exchanger 
c Ratio p21P1F 
C Thermal capacity of reactor per unit molar capacity 

C,7  Molar specific heat of reaction mixture 
el, e2 Activation energies of forward and reverse reac- 

tions, divided by the universal gas constant 
f Molar flow rate through hot side of exchanger 
fj  Right-hand sides of differential equations in the 

general statement of the maximum principle 
F Molar flow rate through reactor 
Ii Mean overall heat transfer coefficient in exchanger 

H Pontryagin's Hamiltonian 
EH Heat of reaction 

k01, k02 Frequency factors in velocity constants of forward 
and reverse reactions 

k1, k2 Quantities rlcoi exp(—ei/T) and Tk02 exp(—e2/fl 
respectively. Proportional to velocity constants of 
forward and reverse reactions 

P1, P2 Costs for product and externally supplied heat 
respectively 

P Objective function to be minimised 
P' Loss of profit due to startup 
Pa Net profit during startup period 
P Net profit for steady operation during startup 
P8  Value of P in steady state 

q Temperature rise in heater 
q8 Value of q in steady state 

qmax Upper bound for q 
r(y, T) Reaction rate 

R(y, T) Scaled reaction rate, equal to 'rr(y,T) 
R1 Partial derivative aR/ay 
R2 Partial derivative 8R/dT 

R21 Second derivative 2R/ayt3T 
R22 Second derivative 32R/T 2  

t Dimensionless time. t = 
t' Time 
T Temperature at reactor exit 

To Temperature at entry to cold side of exchanger 
T1 Temperature at exit from cold side of exchanger 

T1' Temperature at entry to reactor 
T8 Value of Tin steady state 

ZT ad Adiabatic temperature rise for reaction 
ii Control variable for exchanger. Related to f by 

Eq.(4) 
u8 Value of u in steady state 

Umjn Lower bound for u 
V Molar capacity of reactor 

Wp Control variables in general statement of maximum 
principle 

Xj Dependent variables in general statement of maxi-
mum principle 

xo1 Initial values of the Xi 

j Terminal values of the xi 
y Mole fraction of product in mixture leaving re-

actor. 
ya Steady state value of y 
z Auxiliary variable, defined by Eqs. (24) and (25) 

Constant characteristic of exchanger. a —hA/CF 
at Constants defining objective function in general 

statement of maximum principle 
y Ratio C/C8  
0 Value oft at which the steady state is attained 

A 1  Variable adjoint to z 
A 2  Variable adjoint toy 
A 3  Variable adjoint to T 
A 1  Variables adjoint to the xi 
r Mean residence time in reactor. 
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Résumé—Certaines reactions exothermiques d'une grande importance commerciale, utilisent un 
échange thermique régénérateur entre les courants de reactant et de produit, de telle sorte que 
lorsqu'on atteint le régime d'équilibre, la chaleur fournie par la reaction compense les besoins ther-
miques du procédé. Cependant leurs démarrages exigent un apport de chaleur aux reactants par 
une source extérieure, bien que celle-ci puisse être éloignée des que 1' "ignition" est terminée. 

Ce fait donne de l'importance au probléme de la determination d'un régime correct de démarrage. 
Dans cet article l'auteur montre comment on peut dormer une formule quantitative precise de 

l'idée d'un régime transitoire optimum, et utilise le principe du maximum de Pontryagin pour 
determiner ce régime optimum. 

Zusammenfassung—Bei einigen technisch interessierenden exothermen Reaktionen wird ein regenera-
tiver Wärmeaustausch zwischen den Reaktanden und den Produkten so durchgefUhrt, daB der ProzeB 
im stationären Zustand thermisch stabil 1st. Jedoch benotigt ein soicher Prozel3 im Anfahrzustand 
eine äuBere Wärmezufuhr, die erSt später abgeschaltet werden kann. Hier soil nun gezeigt werden, 
daB man die optimalen Anfahrbedingungen mit Hilfe des Pontryagmnschen Maximum-Prinzips 
quantitativ formulieren kann. 
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OPTIMUM TEMPERATURE GRADIENTS IN TUBULAR 
REACTORS WITH DECAYING CATALYST 

By R. JACKSON, M.A.* 

SYNOPSIS 
The problem of determining the variation of temperature along the length of a tubular reactor so as to maximise 
the yield of a specified product is well known and complete solutions have been obtained in a number of cases. 
In practice, however, tubular reactors often contain a catalyst which decays with time. Since the decay is 
a result of a side reaction involving the catalyst, it does not occur at the same speed everywhere in the reactor 
and, in particular, the pattern of decay is dependent on the temperature policy adopted. 

The present paper considers the problem of determining the optimum temperature policy, as a function of 
both time and position in the reactor, to maximise the total yield of a specified product in a given time interval. 
An optimising algorithm is derived, based on the concept of the "gradient in function space ", and the results 
of some preliminary computations are reported. 

Introduction 

There has recently been considerable interest in variational 
methods of solving optimisation problems in chemical plants. 
A variational treatment of plants consisting of sequences of 
discrete units was first given by Horn' and was later extended 
by the present writer 2 ' 3  to deal with non-sequential systems 
involving recycle loops and other complex configurations. 
Horn4  has also treated the continuous problem of determining 
optimum temperature gradients in tubular reactors, intro-
ducing the concept of the gradient in function space. 

The work so far cited has all been concerned with optimi-
sation problems in the steady state. Recently the present 
writer5  has shown how variational methods can also be used 
to optimise the behaviour in time-varying situations such as 
those encountered at start up or in the presence of time-
dependent perturbations. The method was developed 
specifically for the case in which the parameters available 
for adjustment are associated with separately distinguishable 
plant units, but there are also systems of interest in which the 
adjustable parameters are functions of a continuous position 
variable. In this paper we shall be concerned with one such 
problem, namely the determination of the best way to vary 
the temperature profile as a function of time in a tubular 
reactor with a decaying catalyst. 

In general catalyst decay results from some side reaction 
involving the catalyst and consequently the instantaneous 
rate of decay depends on the temperature and composition 
of the reaction mixture and is not the same at all points in 
the reactor. It follows that the instantaneous rate of decay 
will depend on the choice of reactor temperature at each 
point, and the pattern of decay of the catalyst at any time 
will depend on the complete previous history of the tem-
perature profile of the reactor. This leads to an interesting 
optimisation problem in which the current temperature pro-
file influences the whole future course of the reaction by 
leaving its imprint on the pattern of catalyst decay. Mathe-
matically, we are faced with the problem of optimisation 
with respect to a function of two continuous variables, 
namely the reactor temperature as a function of time and 
position. The object of the present work is to develop a 
variational method of attacking this problem. 

* University of Edinburgh and Heriot-Watt College Chemical 
Engineering Laboratories, Chambers Street, Edinburgh 1. 

The General Problem 

We shall consider a catalyst-packed tubular reactor in 
which R independent chemical reactions take place. If we 
neglect axial diffusion, the composition of the reaction mixture 
at any point is determined by its composition on entering the 
reactor and the stoichiometrjc extents of reaction ,. (r = 1, 
2, ..., R).t The rate of each reaction at any point is a 
function of the local values of the composition and tem-
perature of the reaction mixture and of the catalyst activity. 
We shall assume that the rate of decay of the catalyst is slow 
compared with the time required by the reactor to respond 
to changes in conditions so that the state of the reactor 
differs only very slightly from a steady state at all times. We 
shall also assume that we can neglect dynamical effects in the 
response of the reactor to the catalyst changes. The usual 
mass balance equations for the reactor then take the form: 

-.-- =f,.(, 0, ) 	(r= 1, 2, ..., R)  

where x is the distance along the reactor from the entry, 0 is 
the temperature, 0 is the catalyst activity, and the form of the 
functions f, is determined by the kinetic scheme of the 
reactions. 

The catalyst acivity at any point decays at a rate determined 
by the local values of the temperature, the composition of the 
reaction mixture, and the catalyst activity itself: thus we 
can write: 

at 
0, 	

) 	 . 	 . 	 ( 2) 

giving the rate of the side reaction responsible for the catalyst 
decay. 

When the temperature O(x, t) is specified in the domain of 
interest OzxX, OtT, equations (1) and (2) can be solved 
subject to the boundary conditions: 

= 0 when x 0(all Otfl(r = 1, 2, ...,R) (3) 
and: 	00 when t —0 (all 0xX) 	 (4) 

where çf is the uniform initial catalyst activity, Xis the total 
length of the reactor and 0 -> T is the time interval of interest. 

t Symbols have the meanings given them on page 4 : 38. 
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The behaviour of the reactor is thus completely determined. 
We now consider the problem of choosing 0(x, t) so as to 

maximise the total yield of a specified product during the 
time interval 0 —> T. The concentration of any substance in 
the mixture leaving the reactor may be expressed as a linear 
combination of the extents of the separate reactions, so the 
objective function to be maximised takes the form: 

'T R 
P= 	E arr(X,t)dt . 	. 	(5) 

JO r1 

where the a, are given constants. 
The first step of any variational method is to express a small 

change SF in the dependent variable P in terms of the corres-
ponding small change 80(x, t) in the independently adjustable 
variable. A change in temperature from 0 to 0+80 induces 

consequent changes 8 r  in the extents of reaction and 8q in 
the catalyst activity, and these are related to first order by 
the incremental forms of equations (1) and (2), namely: 

 

and: 

 

with the boundary conditions: 

when x==0 (all 0tT) (r = 1,2,...,R) . (8) 

and: 	
So =0 when t = 0 (all 0 x X) . 	. (9) 

We now introduce a new set of variables A, adjoint to the 
St,. and p adjoint to 8q. These are defined by the differential 
equations they satisfy and the associated boundary conditions, 
namely: 

8 	 . 	

. 	 ( 10) 
ax  

and: 
a.a!LacSA  

with boundary conditions: 

when x ==X (all 0tT)(r1,2,...,R) (12) 

and: 

	

=0 when t = T (all 0xX) 	. (13) 

Now consider: 

(14) 

Substituting from the incremental equation (7) and the 
adjoint equation (11) into the right hand side of equation (16) 
gives: 

, A,.+ 	Lg 8C,.+p Lg 80 . (17) 

Adding equations (15) and (17) and simplifying then gives: 

(18) 

We now integrate both sides of equation (18) over the 
rectangular domain 0 x X, 0 t T. Considering the 
two terms on the left hand side separately, the first gives: 

(1-8)dxdt=j!IL89dx=0 . (19) 

making use of the boundary conditions (9) and (13) on 60 
and tt, while the second term gives: 

Jox rr a 
 JO _(EA7 8'  dxdt= fTIArSrIXdt 

r 	I 	JO 
 1,. 	0 

f 'a,.8,.(X,t)dt (20) 
O r 

making use of the boundary conditions (8) and (12) on 8,. 
and A r. The result of integrating equation (18) is therefore: 

J JoT 	
r 8 r(A', I)  dt=J 	+ EA,. 	

) 
80 dx dt. 

But reference to equation (5) shows that the left hand side 
of this is simply the variation SF in the objective function, 
so we may write: 

('X J T 	 0 8p I 	( 	+ EAr} 80 dxth th . (21) 
JO O 

and we have achieved our objective of expressing SF in terms 
of the small variation 86(x, t) in the temperature policy. 

Probably the best way of using this result is to regard: 

ag 	af,  
• 	• 	(22) 

as the gradient of P in the function space of the function 
0(x, t). The idea of a gradient in function space was 
originally suggested by Courant 6  and was introduced into 
chemical engineering by Horn. 4  Let 00(x, r) be an initial 
guess at the temperature policy. We consider small variations 
80(x, t) from 0 0  such that the integral: 

JXJT 	
dxdt 

Substituting from the incremental equations (6) and the 	takes the same value in all cases. Then, by an obvious 
adjoint equations (10) into the right hand side of equation (14) 	analogy with spaces of finite dimensionality, we say that all 
gives, after simplification: 	 these variations are of the same magnitude. It can then be 

shown, (Leitman, 7  Chapter 6), that the largest increase in P 

(E Ar 	A,. 	8q - 	r + A,. 	80 	results from the member of this set of variations whose valueae 	 is proportional to P0  for all x and t; in other words: 

Consider also: 

	 (15) 	
80 (X, t) 	Lg  + A,, 'f ) • 	. (23) 

(16) 
i: 0% Sr)=p -- 	 80 Tt 

 where / is a constant and may be regarded as a displacement of 
0 along the direction of steepest ascent through the point 0 0  in 
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the 0-space, and correspondingly P0  may be referred to as 
the gradient of P in the function space of 0. 

Equation (23) provides the basis of a computational pro-
cedure to maximise P. Starting with an initial guess 0 0(x, t) 
at the temperature policy, the direction of steepest ascent in 
the function space of 0 may be determined from equation 
(22). 00  may then be modified by increments given by equa-
tion (23) with successively increasing values of 1, thus moving 
up the steepest ascent line through 00  and computing the 
value of P at each stage. At some suitably determined point 
on this line the direction of steepest ascent can be redeter-
mined from equation (22) and the ascent continued along the 
new steepest ascent line, continuing this procedure until P 
no longer changes significantly. In spaces of finite dimen-
sionality many ways of using the gradient more efficiently 
than the simple steepest ascent procedure have been de-
scribed7' 8' 9  and there is no difficulty in principle in generali-
sing these to apply to the function spaces encountered in the 
present type of problem. The most effective procedure will 
clearly have to be found by trial in each particular case. 

A First-order, Reversible, Exothermic Reaction with 
Temperature-dependent Catalyst Decay 

As an example with which to develop a practical compu-
tational procedure we shall consider a single, first-order, 
reversible, exothermic reaction. If y 0  is the mole fraction of 
the reaction product in the feed and is the stoichiometric 
extent of reaction, the single equation corresponding to 
equations (1) of the general case is: 

--- -=.i-k 20  exp (-A 2/0) 
ax 

x [(l-y0 -)K0  exp (Q/O)- (yo+)if(, 0, *) 

 

Here I( exp (Q/0) is the equilibrium constant, with Q equal 
to the ratio of the heat of reaction and. the gas constant, 
A 2  is the ratio of the activation energy of the reverse reaction 
to the gas constant, k20  is the frequency factor for the velocity 
constant of the reverse reaction, and i' is the total residence 
time in the reactor. The independent variable x represents 
distance along the reactor expressed as a fraction of the total 
length X, and this choice of variable reduces the whole 
equation to a conveniently dimensionless form, since the 
group 'nc20  is dimensionless. The decay of the catalyst 
activity 	will be assumed to be influenced only by the 
temperature, and will be described by an equation of the 
form: 

 
at 

The time t is conveniently expressed in dimensionless form 
as a fraction of the interval T of interest, and it then follows 
that the constant 0 has the dimensions of temperature. It 
may be regarded as a characteristic temperature which 
determines the extent of decay in the time interval considered. 

Some simplification can be obtained by a change of variable 
in equation (25). If is replaced by /i = loge  , equation (25) 
becomes: 

 

and the boundary condition 	I at t = 0 is replaced by 
= 0 at t = 0. With the catalyst decay equation in the  

form (26) its right hand side is independent of 0  and the 
general adjoint equation (11) reduces to: 

 

(There is only one variable A corresponding to the single 
reaction variable , so the suffix,, used to distinguish reactions 
in the general case can be omitted.) Taking account of the 
boundary condition (13) on t, equation (27) integrates to 
give: 

rlaf(u) 
L(t) 	--A(u)du 

where the upper limit is unity in view of the way t is defined. 
Using this result the general expression (22) for the gradient 
in function space reduces to: 

äf dg rlaf(u) 
Po=A--+---J -- A(u) du 	. (28)

ao  00 dO 

This expresses P0  in terms of the solution A of a single 
adjoint equation, namely: 

(29) 

with the boundary condition: 

A = 1 when x = 1 (all 0tl) 	 (30) 

Equations (29) and (30) are the appropriate special forms 
of the general equations (10) and (12). 

Having established the form of the relevant equations, the 
problem of maximising P resolves itself into two parts: firstly 
we must obtain a numerical method of computing the 
gradient F0, and secondly we must devise a numerical scheme 
which makes use of the computed values of the gradient to 

- maximise P. These will be discussed in turn. 
• Given an estimate O0(x, t) of the temperature policy, the 
following four steps are involved in the computation of the 
corresponding gradient P0 . 

With the assumed value 00  for 0, equation (26) is 
integrated forward in time at each value of x from the 
initial condition 	= 0 at t = 0, thus generating the 
function /s (x, 1). 

Making use of the above result to determine q, 
equation (24) is integrated forward in x at each value of t 
from the initial condition = 0 at x = 0, thus generating 
the function (x, t). 

Knowing ç  and , f/ can be evaluated at any 
point and the adjoint equation (29) can be integrated 
backwards in x at each value of t from the terminal con-
dition A = 1 at x = 1, thus generating the function 
A(x, t). 

Differentiation of the function f gives explicit 
expressions for f/d0 and 	and these can be evaluated 
at any point using the values of , and A found in steps 
(i), (ii) and (iii) above. The integral on the right hand side 
of equation (28) may then be evaluated numerically, and 
hence F0  may be computed for all x and t. 

The integration of differential equations required by steps 
(i), (ii), and (iii) and the evaluation of the definite integrals 
in step (iv) all have to be carried out by finite difference 
methods. 

The demands on storage and computing time of a digital 
computer will depend on the number of steps into which the 
basic intervals in - the x and t directions are divided, but 
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Fig. I.—Optimum temperature profile in the absence of catalyst decay 

clearly these demands will both be heavy if reasonable 
accuracy is to be attained. The exploratory calculations 
described in this paper used an Atlas digital computer, which 
is both very large and very fast. Nevertheless it would have 
been inappropriate to make excessive demands in computing 
P0  until an efficient procedure for using P8  in the maximisation 
of P had been evolved. In the absence of any catalyst decay 
the optimum temperature profile in the reactor can be 
obtained by well-known methods and is known to be a curve 
which decreases with increasing x and is concave upwards. 
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This suggests that the finite difference intervals should be 
short at small values of x but may be longer further along 
the reactor. In the light of this consideration it was decided 
to divide the interval 0,<x<,0-1  into 20 equal sub-intervals, 
and the interval 0.1 <x< 1.0 into 18 equal sub-intervals. In 
the t-direction, on the other hand, the interval 0 < t < 1.0 was 
divided into 25 equal sub-intervals. In all, therefore, each 
function of two variables such as C(x, t) had to be computed 
and stored at 1014 points. The numerical integrations made 
use of a process of iterative adjustment at each step of the 
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forward integration so that the slope of a chord joining the 
values of the solution at the ends of one sub-interval was 
equal to the gradient, as calculated from the right hand side 
of the differential equation, at the mid point of the sub-
interval. 

The computed values of P0  can be used in schemes of 
varying sophistication to maximise P. In this initial explora-
tion it was decided to adopt a simple stepwise steepest-ascent 
procedure in 0-space, and to examine the results at the end 
of each successive ascent. From an initial estimate 00(x, t) 
of the temperature policy, a sequence of improved policies 
O(x, t) were obtained from the formula: 

O(x, t) = 0 0(x, t)+1P0(x, t) 

using successively increasing values of 1. For each value 
of / the corresponding value of the objective function P was 
computed and the value 1 = l which maximised P was 
located approximately by interpolation. The new temperature 
policy, 0 = Oo+i'm Po, was then taken as the starting point 
of another similar ascent, and so on for successive ascents. 
It is known that this is not a very efficient maximisation 
method; in particular, in spaces of finite dimensionality, 
progress becomes very slow once the current point has 
ascended to the neighbourhood of a ridge. However, it is 
a perfectly adequate method to use until it is certain that the 
computation of P0  itself is in order, and it has the advantage 
that progress is divided into more or less separate and inde-
pendent stages, namely the successive ascents. Thus it is 
possible to print out the temperature policy for inspection at 
the end of each ascent before reading it back into the computer 
as the starting point of the next ascent, and no other informa-
tion need be carried forward from ascent to ascent. 

Results and Discussion 

For the preliminary calculations, the following values were 
taken for the constants appearing in equations (24) and (25): 

i-k 20  = 3x107  

YO = 0.06 

A 2  = l0000°K 

K0  = 0.000 23 

Q = 5000°K 

= 250°K 

and, as an initial guess at the temperature policy, 0 was 
assumed to take the value 600°K for all x and t. Fig. 1 shows 
the optimum temperature profile in the absence of any catalyst 
decay. This is obtained, as is well known, by choosing 0 to 
maximise the rate of reaction at each point, and with the 
above values of the constants this problem can actually 
be solved in closed form. 

The stepwise steepest-ascent procedure described in the 
previous section was then pursued through three successive 
ascents from the initial temperature profile. The variation 
of P with displacement, 1, along the steepest ascent lines is 
shown in Fig. 2, and the behaviour is seen to be as expected. 
P increases with I initially, then passes through a maximum 
whose location determines the starting point of the next 
ascent. Figs 3, 4, and 5 show the temperature policies at the 
end of the first, second, and third ascents respectively, plotting 
o against x at various values of t. The complexity of the prob-
lem is such that it is very difficult to make an advance guess at 
the form of the solution on physical grounds, but the general  

features of Figs 3, 4, and 5 are not unreasonable. At small 
values of t, the improved profiles of 0 against x are character-
ised by an initial fairly-rapid fall in temperature, followed 
by a section in which the temperature falls relatively slowly, 
and terminated by a second region of rapidly falling tem-
perature. Such a profile has the effect of preserving the 
catalyst near the end of the reactor in a state of high activity. 
At later times, the temperature is increased generally and the 
profile flattens out markedly thus raising the temperature 
near the end of the reactor substantially and making use of 
the relatively fresh catalyst there. More difficult to explain 
are the curious waves appearing in the profiles of 0 against x 
shown in Fig. 5 at small values of t. It seems unlikely that 
these are genuine features of the optimum policy and it is not 
yet known whether they arise from truncation errors in 
integrating the differential equations or whether they are an 
inherent feature of the stepwise steepest-ascent procedure in 
function space. 

It seems clear from the results given that the method of 
determining P0  is sound in principle, though some improve-
ment in the finite difference approximations will probably be 
necessary to reduce truncation errors. It also seems likely 
that the simple stepwise steepest ascent procedure is not a 
very suitable method for determining the optimum policy 
accurately, since the first three ascents show no very clear 
evidence of convergence. Further work will be directed to 
developing an improved numerical procedure to evaluate P0  
and to replacing the stepwise steepest-ascent procedure by 
one of the more sophisticated methods of using the informa-
tion contained in P0 . 89  

Finally, it must be pointed out that the procedure described 
in this paper tackles only one aspect of the problem of a 
decaying catalyst. It has been assumed throughout that the 
total time, T, is given, and the method permits the total yield 
of a given product or, more generally, the total operating 
profits, to be maximised. In practice one is also faced with 
the problem of determining the value of T at which the 
catalyst should be replaced in order to give maximum profit 
over a long period, taking account of the cost of catalyst 
replacement. It is possible to give a variational equation to 
determine the optimum value of T, but in practice this turns 
out to have no advantage over the straightforward procedure 
of solving the problem stated in the present paper for various 
values of T and determining the value which maximises the 
difference between the operating profits and the costs of 
catalyst replacement. 

Symbols Used 

2 
= ratio of the activation energy of the reverse reaction to 

the universal gas constant. 
= functions on the right hand sides of equation (1). 

g = function on the right hand side of equation (2). 

K0  = temperature independent factor in the equilibrium 
constant. 

k20  = frequency factor in the velocity constant of the reverse 
reaction. 

I = displacement along a steepest ascent line. 
= value of I which maximises P. 

P = objective function to be maximised. 
P0  = gradient of P in the space of the function O(x, t). 

Q = ratio of the heat of reaction to the gas constant. 

R = total number of independent reactions. 

T = length of the time interval of interest. 
t = dimensionless measure of time. 
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X = total length of the reactor. 
x = dimensionless measure of distance along the reactor. 

y o  = mole fraction of reaction product present in the feed 
mixture. 

= constants defining the objective function. 
= stoichiometric extent of reaction for single reversible 

reaction. 
= stoichiometric extents of reaction for independent 

reactions. 
= steady-state value of c,.. 

O = absolute temperature. 
= characteristic temperature determining the rate of 

catalyst decay. 
00 = initial approximate temperature policy. 
A = variable adjoint to . 

= variables adjoint to the .. 
= variable adjoint to q. 
= total residence time in the reactor. 
= catalyst activity.  

00 = initial catalyst activity. 
related by change of variable to the catalyst activity. 

The above quantities may be expressed in any set of con-
sistent units in which force and mass are not defined inde-
pendently. 
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Prof. DONALD L. KATZ said that during some thirty-five 
years in the general field of chemical engineering he had seen 
a gradual transition from the physical system to mathematical 
models. It was indeed wonderful that there had been such a 
transition to the field of mathematics, and that a great deal 
was being learned. However, it might be as well as the dis-
cussions proceeded on the topics to relate what was currently 
being done back to the physical situation which was being 
described. 

Prof. A. B. METZNER said that Bird had produced an excel-
lent survey of his own activities and those of his students, but 
attention should also be drawn to the analyses of engineering 
problems of several of Bird's contemporaries, particularly 
Drs. Pearson and Walters in the United Kingdom, Dr. 
Giesekus in Germany, Dr. Astarita in Italy, and of several 
currently active Americans. Together they appeared to give 
a rather clear insight into the kinds of mathematical models 
which must be used on various occasions. Some lead to con-
siderations as complex as those which Bird had discussed, but 
others were very simple and, as they might suffice for the 
analysis of certain classes of problems, could not be neglected. 
The recent extensive studies of the Coleman-Noll theory of 
"Simple Fluids" fell into the latter category. 

With regard to the flow patterns in non-Newtonian fluids, 
perhaps the most graphical illustration was the work of 
Walters and Giesekus, who have pointed out that visco-
elastic fluids could be mixed by pumping material through an 
open pipe of non-circular cross-section, or, equivalently, 
through a helical coil of round tube. The secondary flows 
which arose as a consequence of visco-elastic properties 
caused intense cellular mixing patterns to develop in both 
cases. 

Prof. BIRD said that the principal new feature of the work 
presented in the present paper was the use of the Rouse 
molecular theory to reduce drastically the number of constants 
in a rheological model and thereby obtain a model containing 
a small number of constants. Such a procedure was believed 
to be new and had not been used by the researchers cited by 
Prof. Metzner. 

The works of Coleman and Noll have been appropriately 
cited in Refs 36-38 of the paper. One comment needs to be 
made relative to their " Second order fluid ", however, which 
was inadequate for describing experimental results. In 
Fig. 5 of the paper the Coleman-Noll second-order fluid 
described only the region less than Aw or Ay about 0.1 (i.e., 
where and were both constants) and failed to describe the 
"power law region" above Aw or Ay about 1, which was 
generally the region of engineering interest. 

Prof. Bird also emphasised the importance of comparing 
the time-constant of the fluid with a time-constant for the 
flow system, and reference was made to seven experiments 
which had been performed at the University of Wisconsin. 
That comparison of time-constants often provided a simple 
means for determining when viscoelastic effects were import-
ant (see Ref. 46 of the paper). 

[Note Added 4 November 1965: At the time of preparing 
the manuscript for this paper, the author was unaware of an 
interesting model proposed by White and Metzner.' This 
model is a non-linear Maxwell model containing one adjust-
able function (the non-Newtonian viscosity) and one constant. 
This model may prove particularly useful for those engineer-
ing problems in which it is important to describe non-
Newtonian viscosity accurately, but unimportant to have an 
accurate portrayal of oscillatory response, stress relaxation, 
and secondary normal stress.] 

Dr. J. WE! referred to the paper by Kelsall and Reid and 
said that it was gratifying to learn that a subject as difficult as 
grinding was amenable to exact analysis. The problem was 
very similar to that in the analysis of a complex system of first-
order chemical reactions: one would thus expect that the 
techniques developed in one field might be beneficial to the 
other. 

Because the effect of residence time distribution was absent, 
a batch (rather than a continuous) experiment might be of 
value to the investigation of Kelsall and Reid. For example, 
the drop in breakage rate at particle size 2362 microns was 
probably an effect of residence time, and not a true effect. 

Mr. P. J. HOFTYZER said that during the symposium it 
appeared that the use of mathematical models in chemical 
engineering had already developed into a number of special-
ised fields. They corresponded to a number of different 
purposes, for which a mathematical model was constructed, 
for instance: 

fundamental process studies, 

design of apparatus, 

process control, and 

plant optimisation. 

The complexity of the mathematical model for a given 
process decreased markedly in the above-mentioned order. 
At the same time, an increasing number of other factors had 
to be incorporated into the calculating programme in which 
the model was used. 

The first four papers of the session of the symposium were 
examples of the use of a mathematical model for the first-
mentioned purpose. They dealt with quite different fields of 
chemical engineering—rheology, comminution, packed col-
umns, thermodynamics. But all of them resulted from 
physical-chemical process studies, and contained a number of 
constants, to be determined experimentally as a function of 
several process parameters. Yet in the derivation of the 
models a number of simplifying assumptions had been made. 

So mathematical models of that type showed a tendency 
towards increasing complexity. The possibilities of calcula-
tions with complicated models had grown considerably by 
the development of rapid computers. It should be stressed, 
however, that those possibilities were certainly not unlimited. 
That would probably often result in a limit for the complexity 
of the model beyond which it becomes inefficient. 
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AN APPROACH TO THE NUMERICAL SOLUTION 
OF TIME-DEPENDENT OPTIMISATION PROBLEMS 

IN TWO-PHASE CONTACTING DEVICES 

By R. JACKSON, M.A. (ASSOCIATE MEMBER) * 

SYNOPSIS 

In distillation, gas absorption, and liquid extraction applications, and in tubular catalytic reactors, two phases 
in relative motion interact with each other by the transfer of matter and heat. In the approximation of no 
axial diffusion within each phase, the time-dependent behaviour of all these systems is governed by similar sets 
of first-order partial differential equations which provide constraining conditions for problems of optimum 
start-up and control. This paper gives a common mathematical formulation of all such optimisation problems 
and examines the practicability of solving them numerically with reference to a particular problem, namely that 
of the optimum temperature policy in a tubular reactor with decaying catalyst. 

Introduction 
Many chemical engineering operations involve thermal 

interaction, transfer of materials, and other mutual influences 
of two (or more) flowing streams of fluid. One might instance 
gas absorption apparatus which makes use of mass transfer 
between liquid and gas streams (often flowing in opposite 
directions), packed distillation columns in which mass transfer 
is accompanied by a substantial heat transfer, and latent heat 
effects are involved, and to introduce a further complication 
chemical reactors in which reaction on a stationary catalyst 
phase is accompanied by mass and heat transfer between the 
catalyst and a flowing reactant stream. Within each stream 
mixing in the direction of flow always takes place to a greater 
or less extent but it is frequently a reasonable approximation 
to neglect this altogether and to make the assumption of 
ideal plug flow in each separate stream. In this approximation 
all the above .types of system may be represented mathe-
matically by equations of similar form, namely :t 

u?u 

	

Y~ t 	3X 
=f(u,v,O)  

v 	bv 
O) 	. 	. 	(2) 

where t represents time, x distance along the common axis 
of flow, u and v are sets of variables, or state column vectors, 
representing physical quantities such as the composition of 
the two streams, and 0 represents a column vector of functions 
of x whose form is available to be varied; for example the 
temperature or rate of heat removal from the system. 

The detailed forms of the vector functions f and g depend 
on the particular process considered and may be influenced 
by mass transfer coefficients, the detailed kinetics of chemical 
reactions, and similar physical considerations. The co-
efficient ratios c/y and /e  on the left hand sides of the equa-
tions are velocities of the flowing streams relative to the 
stationary apparatus; they will have the same sign in systems 
with co-current flow and opposite signs in the case of counter-
current flow, and we shall assume that the coefficients cc,  91 
y, and € are independent of x and t. Boundary conditions for 
equations (1) and (2) comprise initial conditions, namely the 

* The University of Edinburgh and Heriot-Watt University, 
Chambers Street, Edinburgh 1. 

t Symbols have the meanings given them on p. TI 69.  

values of u (x) and v (x) at t = 0, together with entry condi-
tions for the separate streams, both specified at the same end 
of the -apparatus (say x =- 0) in the case of co-current flow, 
or at opposite ends of the apparatus (say x = 0 and x = x 1 ) 
in the case of countercurrent flow. Thus u (t) at x = 0 and 
v (t) at x = x 1  would complete the set of boundary condi-
tions for a counter-current apparatus, where u (t, 0) and 
v (t, x1) may either be given functions of time or may contain 
components which are under the control of the operator 
and may, therefore, like 0 (x, t), be regarded as available to 
regulate the operation of the system. 

In particular cases where the coefficient of the x or t 
derivative in equations (1) or (2) vanishes, rather less complete 
boundary conditions may be specified. For example, if 

= 0 only initial conditions u (x, 0) are specified, while if 
= 0 only-  boundary conditions u (0, t) or u (x 1 , t) may be 

specified. Similar considerations apply to v and 'a case of 
this type will be the subject of numerical study later in the 
paper. 

If the operating period extends from t = 0 to t = 7', one 
is then interested in the solution of equations (1) and (2) in 
the rectangular domain: 

	

0x<x1;0<t<T 	. 	. 	(3) 

and, in particular, along the edges of this rectangle where 
boundary conditions are not specified, since these correspond 
to the process streams leaving the apparatus, and the state 
of the contents at the final time t = T. 

Mathematically equations (1) and (2) are hyperbolic first-
order partial differential equations. By a linear transformation 
of independent variables of the form: 

X=at+bx; Y=ct+dx 

it is always possible to reduce them to the canonical form: 

(4) 

	

=g(u,v,O) . 	. 	 . 	(5) 

at the cost of distorting the rectangular domain of interest 
into a parallelogram with one corner at the origin. 

Attention may therefore be limited to equations of the form 
and (5) without any real loss in generality. 
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Optimisation Problems 

Let F denote the boundary of the domain of interest, namely the rectangle in the original problem, or, more generally, the 
parallelogram in the problem transformed into canonical form. Let F,,, F,, denote those parts of F on which u, v respectively are 
either specified or available as a control variable, and let F - F,, and F - F,, denote the remaining parts of the boundary. 
Then optimisation problems of interest can frequently be formulated in terms of an objective function of the form: 

P=jl.uds+Jm.vds . 	. 	. 	 (6) 

where 1 and in are specified vector functions of position on the segments of F indicated and s denotes distance along F. Very 
often, for example, one is concerned with the problem of maximising or minimising the time integral of some property of one or 
both exit streams from the unit (the total yield of a desired product in the time interval 0 - T is of this type), in which case 
finite contributions to P arise only from the two sides x = 0, x = x1  (0 < t ( T) of the boundary. The side t = T(0 < x ( x 1 ) 
gives a finite contribution only if the final hold-up of the apparatus is economically significant. 

The starting point for many optimising computations is a first-order relationship between small changes in the adjustable 
variables and the consequent small change 8 P in P, and there is no difficulty in deriving such a relation for problems of the 
present class. Indeed, this has already been done in particular cases by Volin and Ostrovskii," 2 Denn, Gray, and Ferron, 3  
and the present writer. 4  For small variations the linearised form of equations (4) and (5), correct to first order in small quantities, 
is: 

M 	bf 
. 	 (7) 

	

8u+.Sv+. o . 	. 	. 	. 	. 	. 	(8) 

where M/i'u, g/v etc. represent matrices of partial derivatives*  and the terms on the right hand sides are products of these 
matrices with the column vectors &u, 8v, 80. 

Introducing row vectors tp and X adjoint to u and v and satisfying the differential equations: 

	

. 	. 	. 	. 	. 	. 	. 	(9) 

by 	ZV 	3V 
(10) 

it follows that 
b 

(41  - SO + -0 (X . 8v) 	tp - bf + X - bg) so 
I 

Integrating both sides of this over the interior of the parallelogram and applying Gauss' theorem gives: 

(7 —T 1 X.v)ds= fr .+x.).0dY 
r J 

where I denotes the interior of the parallelogram with boundary F and and 7-2 are components of the unit tangent to F. 
Now if boundary conditions for 4,1 and X are chosen such that: 

	

T2tl onF — F,, 	 (11) 

the above may be written: 
	 —r 1 X=m on F— F,, 	 (12) 

bf 

frr
uds  +Jrn.Svds = f f 	. + x .). 0dXctY_ f'bg T2 	suds +fr:1 X.Svds  

r. 
or: 

= r ( f r 	Fe) 	 f 	frix.vth 	. 	. 	. 	(13) 
r 

Equation (13) relates a small variation in the objective function P to small variations in the adjustable variables, namely 0 
within Z, u on F,,, and v on F,,. If u on F,, and v on F,, are specified inlet conditions rather than adjustable variables, Su and Sv 
vanish on these segments and only the first term remains on the right hand side of equation (13). 

* ff
J ,J

- fi
'" Jj,

-  
etc.  

u 	?u 	 0  
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Equation (13) can be used as the basis of a number of computational schemes for maximisation or minimisation of P and one 
of the principal interests in studies of this type is the development of effective algorithms for numerical computation of optimum 
conditions. Confining attention, for the moment, to the problem with given values of u and v on F and F, respectively, it is 
seen from equation (13) that a necessary condition for a stationary value of P is that: 

6f 	bg 
 

throughout 1. This provides a set of algebraic equations for the determination of 0 in terms of u, v, %P, and X, and Volin and 
Ostrovskiit suggest that these should be used to eliminate 0 from the partial differential equations (4), (5), (9), and (10), which 
can then be integrated with the given boundary conditions. The solutions then determine 0 through equations (14). However, 
these authors do not report any numerical work based on this algorithm, and the present writer believes that it would be almost 
impracticably cumbersome, except in unrealistically simple cases where equations (14) could be solved to give 0 in closed form 
as a function of the physical and adjoint variables. A more promising approach is to use equation (13) to suggest means of 
improving an initial guess Oo at the optimum policy. For problems in which the second and third terms on the right hand side 
are absent, equation (13) reduces to: 

8PJ Jr (.+x.!.6odxdY  bf 
ye 	be 

and any choice of 60 such that: 	

( M 
+ x bg . 60> 0 throughout 

bb 	Fe) 

will lead to an increase in the value of F, so that Oo + 60 will be an improvement on the control policy 00. One particular varia-
tion satisfying equation (15) is given by: 

bf 	
g) T 

(16) 
_60 	bo 

where 61 is a small positive constant and the superscript T  indicates the transpose. The change 60 is then said to be in the 
direction of the gradient of P in the function space 0 (X, Y), and it is not difficult to show 5  that, among all variations satisfying: 

f f (60)2 dxdv= const 

(16) gives the largest increase in P. Successive modification of 0 by increments of the form (16) was first used to solve a chemical 
engineering problem by Horn and Troltenier, 6  though it has also been used in work on aerospace problems. 5  However, the 
work mentioned is all concerned with cases in which 0 is a function of one independent variable. To the present writer's knowledge 
there are, at present, no reports of the feasibility of using this technique in cases where 0 is a function of tWo independent 
variables, as in the present class of problems,. though Volin and Ostrovskii 2  suggested that a gradient technique might prove 
useful without, however, carrying out any calculation or even formulating a specific computational algorithm. The principle 
object of the present paper, therefore, is to carry out a numerical exploration of the technique for a particular problem of this 
type, namely the optimum operation of a tubular catalytic reactor whose catalyst activity decays at a rate which varies from 
point to point depending on local conditions. A preliminary report of this work was presented 3  at the A.I.Ch.E.—I. Chem.E. 
Joint Meeting in London, 1965, and the remainder of the present paper reports the completion of this work and the resolution 
of many uncertainties remaining at the time of the preliminary report. 

Before leaving the general problem, however, attention should be drawn to a particular situation in which difficulties arise. 
The validity of equation (13) depends on the choice of boundary conditions (11) and (12) for 4.o and X, and this choice is always 
acceptable unless the arc F - P, contains one or more finite segments on which T2 = 0 and I =A 0 or the arc F - F contains 
one or more finite segments on which T1 = 0 and m =A 0. Difficulties therefore arise if there are finite contributions of the 
form I. u to P from horizontal segments of F - F,, or finite contributions of the form m . v from vertical segments of F - Fr,. 
Mathematically this is a result of the fact that these segments are parallel to characteristics of the hyperbolic differential 
equations (4) and (5) and in such a case 6P can no longer be represented in the simple form of equation (13). This situation is 
discussed fully elsewhere 7  but does not arise in the numerical problem treated here. 

A first-order Reversible, Exothermic Reaction with Temperature-dependent Catalyst Decay 

As in the earlier report, 4  we shall consider a catalyst-packed tubular reactor with a single first-order reversible reaction whose 
effective velocity constants are proportional to a variable measuring the catalyst activity. It is assumed that the catalyst decays 
sufficiently slowly that conditions in the reactor approximate closely to a steady state throughout. If Yo  is the mole 
fraction of reaction product in the feed and represents the stoichiometric extent of reaction, a function of distance x along the 
reactor, we then have: 

= çbf(, 0) = 9Tk20 exp (—A2/0)[(l - - 0K0  exp (Q/O) - ( Yo + )} 

= c/.[U(0) - V(0). fl (say) . 	. 	. 	. 	. 	. 	. 	(17) 

Here K0  exp (Q/O) is the equilibrium constant, with Q equal to the ratio of the heat of reaction and the gas constant, A 2  is the 
ratio of the activation energy of the reverse reaction to the gas constant, k20  is the frequency factor for the velocity constant of 
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the reverse reaction, and T is the total residence time in the reactor. The symbol x represents the fractional distance along the 
reactor, U the temperature, and 4 the catalyst activity, which is assumed to decay with increasing time according to the law: 

T (18) 

where O s,, is a constant with the dimensions of temperature which determines the rate of decay and time t is expressed in dimen-
sionless form as a fraction of the total interval of operation before catalyst renewal. The work can be simplified slightly by a 
change of variables from 0 to A = loge  q, when equation (18) is replaced by: 

	

= - O/O = g(0) (say) 	. 	. 	. 	. 	. 	. 	. 	(19) 

The boundary conditions for equations (17) and (18) are then: 

	

=0atx=0 (all 0 < tl) 	. 	. 	. 	. 	. 	. 	. 	(20) 

and: 	 A=O at t=0 (allO<x< 1) 	. 	. 	. 	. 	. 	. 	. 	(21) 

The total production during the catalyst life is proportional to: 

P = j(l, t) dt 	. 	. 	. 	. 	. 	. 	. 	. 	(22) 

and it is required to choose the temperature policy U (x, t) to maximise this quantity. The numerical values of the constants 
are the same as those taken previously, 4  namely: 

/ 	 Tk203X107 

Yo°°6  

A2 = 100000 K 

K0  = 000023 

Q = 5000°  K 

= 250°  K 

In the present problem it is seen that equations (17) and (19) are already in the canonical form referred to earlier so no change 
of independent variables is required and the adjoint equations corresponding to equations (9) and (10) in the general case are: 

 

and: 

 bt 
with boundary conditions: 

	

= I at x = 1 (all 0 < t < 1) 	. 	. 	. 	. 	. 	. 	(25) 

	

X = Oat t = 1 (all 0 < x < I) 	. 	. 	. 	. 	. 	. 	(26) 
respectively. 

In the preliminary report' of this work equations (17) and (19) and their adjoints (23) and (24) were integrated numerically by 
a "marching" type finite difference method, and it was suspected that certain curious features of the final results might be attrib-
utable to a numerical instability in the integration procedure. In the present work this uncertainty has been eliminated by 
reducing the problem of solving the differential equations to one of evaluating definite integrals. The reduction to quadratures, 
or definite integration, is accomplished as follows: firstly equation (19) with boundary condition (21) can be integrated 
immediately to give: 

	

A(x, t) = - - J O(x, t') dt' 	. 	. 	. 	. 	. 	. 	. 	(27) 

Equation (17) is a linear, first order, inhomogeneous equation in with variable coefficients, so it may be integrated by the 
well known elementary device of multiplying by an integrating factor of the form exp (f 0 V dx), after which use of the boundary 
condition (20) leads to the result: 

	

(x, t) = exp [A(x', t)]U(x', t) W (x, x', 1) 	' 	. 	. 	. 	. 	. 	(28) 

with: 

	

W (x, x', t) = exp { - Iexp [A(x", t)]V (x", t) dx"} 	. 	. 	. 	. 	. 	(29) 

so two definite integrals must be evaluated to give for any particular x and t. 
The adjoint equation (23) may be integrated directly after dividing through by 0, giving: 

	

log,. (x,t) = - j' exp [(x', t)] V (x', t) dx' 	. 	. 	. 	. 	. 	. 	(30) 

TRANS. INSTN CHEM. ENGRS, Vol. 45, 1967 



T164 	 JACKSON. AN  APPROACH TO THE NUMERICAL SOLUTION OF 

and finally equation (24) may be integrated to give: 

	

X(x, t) 
= j exp [A(x, t')]{ U (x, t') - V (x,t')(x, t')}(x, t') dt' 

	
(31) 

By performing the integrations in the orders (27), (29), (28), (30), (31), quantities required in the later stages are always eval-
uated earlier. The method of integration adopted was the trapezium rule with step lengths Fix = Fit = 004, giving 25 integration 
steps in each variable and a total of 676 values of each function to be stored to provide tabulation at all points of the x - t grid. 
To check the importance of truncation errors, a number of calculations were also carried out with Fix reduced to 0 02, and in no 
case did this change the resulting temperature policy 0 (x, t) by more than 02 degK in temperatures of the order 600° K. Once 
the integration was complete and the variables stored, the gradient of P in the function space 0 (x, t) could be calculated at each 
grid point from the form of equation (13) appropriate to this problem, namely: 

	

= I f 6 x, t)80(x, t) dx dt . 	 . 	 . 	 . 	 . 	 . 	 . 	 . 	 (32) 

with 

Pe  = — X + 0 exp (A) (-' U  — ~ ' V) 	 (33) 

The values of P6  were used in a simple stepwise steepest ascent procedure in 0-space. From an initial estimate 00  (x, t) of the 
temperature policy, a corresponding function P6  (x, t) was computed in the manner just described, and a sequence of improved 
policies 0 (x, t) was obtained from the formula: 

	

O(x, t) = 00(x, t) + 1P6(x, t) 	. 	 . 	 . 	 . 	 . 	 . 	 . 	 (34) 

using successively increasing values of 1. For each value of / the corresponding value of the objective function was computed 
from equation (22) after using equations (27) and (28) to determine . The sequence of values of P thus obtained was printed out, 
and the value I = I,,, which maximised P was located. The new temperature policy: 

0 1 	00 + Im P6 	. 	 . 	 . 	 . 	 . 	 . 	 . 	 . 	 (35) 

then replaced 00  as the starting policy for a further iteration of the process. 
In spaces of finite dimensionality this simple stepwise steepest ascent procedure is known to converge very poorly in many 

cases, so its use initially in the present work was purely exploratory, and it was expected that replacement by some more sophis-
ticated technique might be necessary to obtain useful results. 

Results of Numerical Work 
The first set of computations started from a uniform and 

constant temperature policy 0 (x, t) = 600° K, which is not 
very far from the optimum policy of this very restricted class. 
Figs IA to lo show this policy and the policies at the end of 
successive ascents in the function space of 0 (x, t), performed 
as described in the last section, plotted as functions of x 
for t = 0 and for t = I. The corresponding curves for other 
values of t are intermediate in nature between those plotted, 
and are omitted in the interest of clarity. Fig. 1 H shows the 
corresponding sequence of values of the objective function 
and this appears to be converging in a satisfactory maner by 
the end of the sixth ascent. The temperature policy at the end 
of the third ascent (Fig. 1D) shows oscillations which were 
previously noted in the preliminary report of this work , 4  
but if these are disregarded they become damped out in the 
succeeding ascents until the temperature policy at the end 
of the sixth ascent retains only a trace of oscillation in the 
neighbourhood of its large change of slope. 

There is no guarantee, of course, that the temperature 
policy given in Fig. 1G approximates to the true optimum 
rather than a secondary maximum of F, but one's confidence 
would be increased by a second calculation starting from 
completely different initial conditions. Accordingly such a 
calculation was carried out starting from the policy shown in 
Fig. 2A, chosen to differ markedly from both Fig. 1A and 
Fig. 1G. The resulting policies at the ends of the second, fourth, 
sixth, eight, tenth, and twelfth Ascents are shown in Figs 2B 
to 2G and the corresponding sequence of values of P is given 
in Fig. 2a. To avoid numerical difficulty in evaluating the 
velocity constants accurately a lower bound of 500° K was 
placed on the temperature throughout. If the steepest ascent 
procedure prescribed a temperature .  below 500'K at any 
stage of the calculations, this value was simply replaced by  

the lower bound. The final result of Fig. 2G is a policy with 
temperatures everywhere above 500° K, so the imposed 
lower bound is of no importance ultimately; indeed it could 
probably have been taken lower without difficulty, since the 
calculations of Figs IA to lo make use of temperatures well 
below this level. 

The most striking feature of these results is the very large 
oscillation which develops in the temperature policy, so that 
after the eighth ascent there seems to be very little prospect of 
convergence to a reasonable final result. Nevertheless, four 
further ascents prove sufficient to smooth out this oscillation 
almost completely, and after the twelfth ascent the value of 
the objective function is converging well and indeed is a 
little higher than the final value in the previous calculation. 
Although the final values of the objective function in the 
two calculations agree quite closely, the sharp drops near 
x = 0 and x = 1 in the initial profile of Fig. I G are absent 
from Fig. 2G. Thus the policies giving rise to near optimal 
values of P differ quite significantly from each other. In other 
words, the maximum of P in the function space is very flat, 
and one might expect to find a variety of functional forms for 
0 (x, t) giving performances very near to the optimum. This is 
not very surprising, and is in any case valuable information, 
since it may be possible to find quite simple policies which are 
almost optimal. With this in view a third set of calculations 
was carried out, limiting the search to the class of policies 

O(x, t) = A + Bx + Ct 	 . 	 (36) 

The search method employed was that of Powell, 8  which 
does not make use of gradients. In this case 0 (x, t) was 
simply regarded as a function of the three variables A, B, 
and C on which a search was initiated from two different 
starting points. The initial values of A, B, C, and P and their 
values at the end of each successive iteration of Powell's 
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basic procedure, are given in Table I from which it is seen 
that P converges to 0•307646 to six decimal places after only 
four iterations from either starting point. This value differs 

TABLE .  I.— Values of Parameters Before  and After Iterations 
according to Powell's Basic Procedure 

IA=400 A=600 
Starting I B=O B=0 
Conditions I C = C = O 

P=0-0ll95O P=0-271967 

IA = 59575 A = 605-104 
1st iteration J B = - 15-02 B = —20-017 

1 C = 50-688 C = 67-557 
= 0290900 P = 0-289899 

IA = 587-597 A = 606-033 
2nd iteration I B = - 48-817 B = - 85-995 

1 C = 120-622 C =  118-662 
Li' = 0-302245 P = 0-306588 

(A = 615-554 A = 607-980 
3rd iteration B = - 102-97 B = - 87-237 

c = 111898 C = 111-611 
= 0307084 P = 0-306739 

IA = 623-285 A = 623-319 
4th iteration B=-106-376 B=-106-706 

C = 107528 . C = 107-634 
(P = 0-307646 P = 0-307646 

= 623-319 A = 623-318 
5th iteration f B=-106-344 B=-106-464 

C = 107392 C = 107-391 
= 0-307646 P = 0-307646 

IA = 623-334 A = 623-318 
6th iteration B = - 106-369 B = - 106-343 

C = 107-386 C = 107392 
LP 0-307646 P=0307646 

from the highest value given in Figs 1H or 2H only in the 
third significant figure, so it is possible, as suspected, to 
obtain almost optimal results within a class of policies as 
limited as (36) above. It should be noted, however, that 
the economy in computation obtainable by restricting atten-
tion to a class of policies such as (36) is not as large as 
might be imagined. In spite of the curious oscillations 
apparent in the intermediate stages of Figs 1 and 2, con-
vergence to a near optimal value of P is remarkably rapid; 
indeed it is much better than could be expected in view of the 
usually poor performance of a simple stepwise steepest ascent 
procedure in a space of finite dimensionality. Thus, contrary 
to expectation, the results indicate that hill climbing in a 
function space—even a function of two independent variables 
—is quite a practical proposition provided that one is 
interested primarily in the value of the objective function 
rather than the form of the optimising policy. Although 
experience of actual computations by this method is still 
quite limited, this conclusion has also been reached by other 
workers6' 9  on the basis of a limited number of computations. 

The source of the "self-healing" oscillations, which appear 
only in the earlier stages of the steepest ascent procedure, is 
still obscure. They must be clearly distinguished from the 
well-known oscillations in the values of the independent 
variables after successive ascents, which almost invariably 
accompany this type of hill-climbing procedure when used in 
spaces of finite dimensionality. The present oscillations are 
exhibited when 0 is plotted as a function of the dimension 
index x which, in this case, is a continuous variable. In 
spaces of finite dimensionality N the dimension index takes 
only integer values 1 -- N, so when N is small, as in most 
published applications of hill climbing, such a plot consists 
of just a small number of isolated points and there is no 
discernible corresponding phenomenon. 
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Finally, it should be noted that Chou, Ray, and Aiis'° 
have very recently obtained some results in closed form for a 
catalyst decay problem which is a simplified version of the 
one discussed here. By considering an irreversible reaction, 
whose rate depends on the value of only one velocity constant, 
they are able to show that the optimal operating policy must 
be such that the overall conversion remains constant through-
out the catalyst life. 
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Symbols Used 
A = constant used in defining a simple temperature 

policy through equation (36). 
A 2  = ratio of the activation energy of the reverse reaction 

to the universal gas constant. 
a = coefficient in the transformation from (t, x) to 

(X, Y). 
B = constant used in defining a simple temperature 

policy through equation (36). 
b = coefficient in the transformation from (I, x) to 

(X, Y). 
C = constant used in defining a simple temperature 

policy through equation (36). 
c = coefficient in the transformation from (t, x) to 

(X, Y). 
d = coefficient in the transformation from (t, x) to 

(X, Y). 
f = vector function of u, v, 0 in equation (1). 
g = vector function of u, v, 0 in equation (2). 

g(0) = Function —8/0. 
K0  = temperature independent factor in the equilibrium 

constant. 
k20  = pre-exponential factor in the velocity constant of 

the reverse reaction. 
/ = displacement along the steepest ascent line. 

= vector given on F and defining the objective 
function through equation (6). 

= value of I which maximises P. 
m = vector given on F and defining the objective 

function through equation (6). 
P = objective function to be maximised. 

P0  = gradient of P in 0-space. 
Q = ratio of the heat of reaction to the universal gas 

constant. 
s = distance, measured along F. 
T = length of time interval of interest. 
t = time. 

= variable of integration in equation (31). 
U = function of 0 defined by equation (17). 
u = column vector of physical variables associated with 

the first phase. 
V = function of U defined by equation (17). 
v = column vector of physical variables associated with 

the second phase. 
X = variable related to t and x by the transformation 

X = at + bx. 
x = distance measured in the direction of flow. 

x 1  = total length of the apparatus. 
x' = variable of integration in equations (29) and (30). 



T168 	TIME-DEPENDENT OPTIMISATION PROBLEMS IN TWO-PHASE CONTACTING DEVICES 

Y = variable related to t and x by the transformation 
Y = ct + dx. 

Yo = mole fraction of the reaction product in the feed 
mixture. 

oc = proportional to velocity of the first phase. 
= proportional to velocity of the second phase. 

P = boundary of the region of interest. 
= part of F on which u is specified or available for 

control. 
= part of F on which v is specified or available for 

control. 
= stoichiometric extent of reaction. 

O = absolute temperature. 
o = column vector of variables available for control. 

= characteristic temperature determining the rate of 
catalyst decay. 

00 = value of 0 (x, t) at the beginning of an ascent in 
0-space. 

A = defined by A = logq!. 
E = region contained within F. 
T = residence time in the reactor. 

T 1 , r2  = components of the unit tangent vector to F. 
= catalyst activity. 
= variable adjoint to . 
= row vector of variables adjoint to u.  

X = variable adjoint to . 
X = row vector of variables adjoint to v. 

The above quantities may be expressed in any set of 
consistent units in which force and mass are not defined 
independently. 
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ABSTRACT 

Distributed systems such as chemical reactors, absorption columns and 
other similar apparatus used in the chemical industry have time-varying 
behaviour approximately describable by hyperbolic partial differential 
equations. Questions of optimum start-up and control therefore find 
mathematical expression as variational problems in two independent 
variables with these differential equations as side conditions. Such 
problems have interesting mathematical features when the integral to be 
extremized is taken round a closed curve in the plane of the independent 
variables, and this curve includes finite straight segments parallel to the 
characteristics of the differential equations. 

§ 1. INTRODUCTION 

A wide class of optimization and optimum control problems in chemical 
engineering can be formulated mathematically as variational problems 
with sets of first-order hyperbolic partial differential equations as side 

iion. It has been noted elsewhere (Jackson 1966) that such problems 
have interesting mathematical features when the boundary of the domain 
of interest includes finite segments parallel to characteristics of the 
constraining differential equations. It is the purpose of the present paper 
to pursue this point for a class of problems which is a slight generalization 
of those encountered in chemical engineering systems. 

Consider functions u and v satisfying differential equations of the form: 

au 

	

-b;; =f(u,v,t9), 	 (1) 

av 

	

=g(u,v,O), 	 (2) ay  
where f and g are given functions and O(x, y) is available to be varied. 
The domain of interest, 1, in the x, y plane is bounded by a closed curve 1' 

t Communicated by Dr. A. T. Fuller. 
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which may include finite straight segments parallel to the coordinate 
axes, as in fig. 1, where the segments parallel to the x-axis are denoted by a, 
b, c, d, andthosepara1lelto the y-axis byx,, y,......Ingeneral, of course, 
there may be any number of such regments of each kind. However, it 
will be assumed that no two segments parallel to the x -axis have the same 
ordinate and no two segments parallel to the y-axis have the same abscissa. 
C and A are the points of F with largest and smallest abscissa respectively, 
while D and B are the points with largest and smallest ordinate. 

Fig. 1 

I 

x 

Boundary conditions for u are specified by giving its value at all points 
of the arc DAB not lying on horizontal segments, and also at the left-hand 
end points of these segments. The set of points so defined will be denoted 
by F,,, so 'a is' specified on the sub-set F, of F. Similarly boundary 
conditions for v are specified by giving its value at all points of the are 
ABC not lying on vertical segments, and also at the lower end points of 
these segments. The set of points so defined will be denoted by F,,. 
These boundary conditions, together with eqns. (1) and (2) are sufficient 
to determine 'a and v throughout I  arid, in particular, at all points of F. 
It is then required to find that function O(x, y), in 1 , which maximizes an 
integral of the form: 

1= 	 (3) 

where ds is the magnitude of a small displacement along F, and 1 and rn 
are specified functions of position on F. 
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The problem, as just stated, differs from problems of importance in 
chemical engineering in two respects; firstly eqns. (1) and (2) are normally 
replaced by the more general forms: 

au 	au 

	

oc— +— =f(u,v,8), 	 (1') 
3x 	ay   

v 	a 
Y 	+6 	=g(u,v,0), 	 (2')

TY  

in practical problems, and secondly the boundary F is most frequently a 
simple rectangle. The first difference is unimportant, since a linear 
transformation of the independent variables can always be used to 
transform (1'), (2') into (1), (2). This transformation will distort the 
rectangular region of interest into a parallelogram, so the introduction of 
the more general boundary F genuinely widens the class of problems treated. 

Certain variational problems with hyperbolic partial differential 
equations as side conditions have been considered by Egorov (1964), but 
the interesting features of the present class of problems do not appear in 
Egorov's work. 

§ 2. THE EFFECT OF THE CHARACTERISTIC SEGMENTS 

Variational problems are usually dealt with by expressing a small 
variation 61 to first order as an integral over the region of interest of the 
corresponding small variation 80 in the available variable. The resulting 
expression can either be employed as it stands in one of the direct methods 
of the calculus of variations (Leitmann 1962), or used to provide necessary 
conditions for a stationary value of I in the form of Euler—Lagrange 
equations. Thus the central mathematical problem is the expansion of 
31 to first order in 60, and in order to accomplish this in the present case 
consider the linearized form of eqns. (1) and (2) relating small variations 
in u, v and 0, namely 

I_(8u)= 8u+ F3v+60 	 (4)  To 

and 

_(8v)= 	8u+ 8v+ 60. 	 (5) 
ay 	au 	av 	ao 

Introduce variables 0 and x' adjoint to u and v respectively and satisfying 
the differential equations: 

ao  =_çlraf 	g 
ax 	FU  A all 	 (6) 

and 

ax 	af 	ag  
(7) 
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/ 	 \ 
-(u)+ 	(3v)= 1; 

aj 
+x 

 ag 
,)O. 

Integrating over I and using Gauss's theorem, this gives: 

f (r2u - TiXv) ds = ff (! 	\ ag

r 	
(8) 

where (r1, 7-2) are the components of the unit tangent to F in the direction 
of integration. 

Now 3u = 0 on F and 8v =0 on Fe,, so if we could choose 

T211=1 	at all points of F— F,, 	 (9) 

- 7,1X=m 	at all points ofF—F, 	 (10) 

the left-hand side of (8) would be equal to 8 1 and the desired expansion 
would be accomplished. 

However, (9) cannot be satisfied on the horizontal segments of r - r. 
(unless 1 = 0 there), since '2  =0 at all points of these segments, and similarly 
(10) cannot be satisfied on the vertical segments of F - I, (unless m = 0 
there), since r1  =0 at all points of these segments. Thus (8) cannot be 
reduced to an expansion of 8 1 by choice of the boundary conditions for the 
adjoint variables when F contains finite horizontal and vertical segments 
which make contributions to both terms in the integrand of I. The 
remainder of the paper will show how this difficulty can be overcome. 

§ 3. THE FIRST VARIATION 

Referring to fig. 1, produce into the interior of I all horizontal segments 
of the are BCD and all vertical segments of the are CDA, thus obtaining fig. 2. 

Fig. 2 

I 

X - 
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If b is a typical horizontal segment, denote its end points by b1  and b 2 , 
as indicated, and the point where its projection meets I' again by b0 . For 
horizontal segments of the are DAB, b0  may be regarded as coincident 
with b 1 . The corresponding points of a typical vertical segment fi are 
denoted by flu, fl and fl, and if the segment belongs to the arc ABC, f 
may be regarded as coincident with P1

. 

Now introduce a set of functions Ab(x),  defined on the lines b0 , b1 , b 2 , where 
they satisfy the differential equations: 

dA b 	0f 
- 	= —A bs  1b(X), 	 (11) 

with 

Ab(b2)=01 	 (12) 

and 

lb(x) l(x) 	on 

=0 	on b0 ->-b1 . 	 ( 13) 

Then from (4) and (11): 

Wx- 	 To (Au) + VU = Ab ae + Ab av 
on b0  -->b2 , and integrating both sides of this between b0  and b 2  gives: 

 fb, A, 
'f  8v dx, 

f:: 1udx=  f

N

. Ab3odx+  
since Ab  =0 at b 2  and u =0 at b0 . This may alternatively be written: 

	

f:: 1u—Abv cix f 0 A b 0dx+  f:'Abvdx. 	(14)
TV 

A set of functions j(y) may similarly be introduced on the vertical 
segments where they satisfy the differential equations: 

(15) 
dy 	VV 

with 

P'fl(92)0 	 (16) 

and 

M,9 (y) = m(y) on 
(17) 

=0 on 

Then similar reasoning to the above shows that 

I (m8v— [LP  ,u)dy= 
f19.

P's  80dy+ 
 ft?.

/-40 	u dy.  (18) 
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The lines obtained by producing horizontal and vertical segments of I' 
divide I  into a number of sub -regions. Denote by F the closed boundary 
of the ith sub-region L and in each region introduce two functions & 
and x  satisfying the differential eqns. (6) and (7). Then, applying Gauss's 
theorem to the sub -region Lit  follows, in the same way as (8) was obtained 
from (6) and (7), that 

'1  
(r2cb8u--rixv)ds= Jf( 

3f 
+ 

ag 
1 8Odxdy. 	(19) 

Provided the integrals on the left-hand side are all taken round the bounding 
curves in the same sense (say, anti-clockwise), they may be added to give 
an integral round F together with contributions from each of the lines 
obtained above by producing horizontal and vertical segments into . 
Thus, on adding eqns. (19) for all i: 

1' 	 rbi  

( 7-208't-  T1X 8V) ds + J (xi - x)v dx r 	b 	b, 

+ I 	(bi I1r)81dy = ff(+x)8odxczY 	(20) p ffl. 

where Xi  denotes the value taken by x  on approaching the projection of a 
horizontal segment from below and X. the value taken on approaching this 
line from above, and similarly çls and cbr  denote the values taken by cu on 
approaching the projection of a vertical segment from the left and right 
respectively. 

Now denote by f that part of F which belongs neither to horizontal nor 
vertical segments, so that the left-hand side of eqn. (20) may be written: 

Jr (T20u - T1X8V) ds = J (T26u - TiXv) ds + 	(— TV) ds 
 b fb 

+ I J 	 (21)' 

Here 

f
b — r i vd 

denotes the integral along the horizontal boundary segment b in the 
sense of traversal of F, and will therefore be 

J (—v)dx 

in some cases and 

f
b, 

XSv) dx 
, 
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in others. Using the same notation, the left-hand sides of eqns. (14) 
and  (18) may be written as: 

	

f b 

(18u — L av) ds and J (rn8v - 	&u) ds 

respectively. 
By adding all eqns. (14) and (18) to eqn. (20), using the form (21) for 

the left-hand side of (20), we may obtain: 

	

af ff; 	 b 

(T 206U — T1X 3 V) ds + J I1SU - (A b  + 	av] ds 

+ f I  mav — 	ani ds+ 	(——) 8vdx 

	

" 	( FU 	) 	b ba 	 _jV_ 

+ j 
(0, _ 7 _ 	) 6udY 	J A80dx+  f 	Ody

TO $ $o 	
U 	 b b, 	 $0 

a 
+ f f (0

+) aUdxdy. 	 (22)
TO 	FO 

Now 8u is finite on F— F, where u is not specified as a boundary 
condition. Let us therefore choose )l, so that 

T2011 	 (23) 

at points common to r and F - F. Referring to fig. 1, this specifies a 
boundary condition for 0 at points of the arc BCD not lying on horizontal 
or vertical segments. Similarly, since av is finite on F - F e,, we may 
choose 

—Tlx=m, 	 (24) 

atpoints common to r and F — F, and this specifies a boundary condition 
for x  at points of the are CDA not lying on horizontal. or vertical segments. 
Then from eqns. (23) and (24): 

(.i- 08- 1 8v)d8= 	(l +m8v)ds. 	 (25) 

On horizontal segments belonging to the arc ABC where v is specified, 
v=O and 

f b I lau — (, 
L + T1X) av] ds = 5 lands = 5 (l& + may) ds. (26) 

On horizontal segments belonging to the are ODA, however, 8v:#0, but we 
may choose x;sothat 

= —rnm, 	 .(27) av 
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required to determine a solution of eqns. (6) and (7) in each of the sub-
regions Ji  into which I is divided by the projections of horizontal and 

vertical segments. 

§ 4. Discussiox 

Comparing eqn. (32) with the form it assumes in the absence of finite 
horizontal and vertical boundary segments, namely 

ff I f 	ag' 
o\ 

+ X ) 30dTdlY. (33) 

It is seen to contain additional contributions in the form of line integrals 
along the singular segments of the boundary, and along the projection of 
some of these segments into the interior of Y . This means that a per-

turbation of 0 confined to a small horizontal line element, such as PQ or 
P'Q' in fig. 2, will make a first-order contribution to 8 1 if the element 
lies on the projection of a horizontal segment of F, as in the position PQ, 
but will contribute only to higher order if the element does not he on 
such a projection, as in the position P'Q'. This is perhaps hardly surprising 
since disturbances propagate along the characteristics of eqns. (1) and (2). 
The lines of discontinuity of /i and x in the interior of I are also a result 
of the presence of the singular segments in F. 

Any perturbation 60(x, y) which has the same sign as Af/0 at all 

points on b0 -*b 2  (all b), the same sign as tL,,aglaO at all points on 

(all ), and the same sign as 0(af/a0) + (g/0) at all other points, will 

increase the value of I, so eqn. (32) provides a means of selecting small 

changes in 0 which will increase the value of the objective function I 
and permit a 'hill climbing' procedure to be devised for its maximization. 
The functions 0(x, y) generated in this way need not, of course, be 
continuous, and may in general have discontinuities wherever /i or x is 

discontinuous. 
Alternatively eqn. (32) yields necessary conditions for a stationary 

value of I in the form: 

	

=0 on b0  -*b 2  (all b), 	 (34) 
TO 

ag 

	

=0 on 90 _>_92 (all ) 	 (35) 

and 

ag af 
+ X  =0 (all other points of ). 	 (36) 

To To 

Once again, a solution of these equations will, in general, have discontinuities 
wherever 0 and x are discontinuous. 
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ABSTRACT 

Questions of optimum start-up and control of certain types of chemical 
plant find mathematical expression as variational problems in two indepen-
dent variables with hyperbolic partial differential equations as side-conditions. 
It was shown in Part I of this work that such problems have interesting 
features when the integral to be extremized is taken round a closed curve in 
the plane of the independent variables, and this curve includes finite straight 
segments parallel to the characteristics of the differential equations. 

In the present paper the first-order variational theory described in Part I 
will be extended to obtain a result analogous to Pontryagin's maximum 
principle. 

§ 1. BRIEF STATEMENT OF PROBLEM 

THE problem has been formulated in Part I of this work (Jackson 1966), 

and the formulation will be reiterated briefly here for convenience. 
We are interested in two functions u and v of two independent variables 

x and y, which satisfy the differential requations: 

Ou * 	 (1) 

av 
(2) 

ay 

in the region E enclosed by the curve 1, which may include finite straight 
segments parallel to the coordinate axes as indicated in fig. 1, where 
segments parallel to the x-axis are denoted by a, b, c, ... and segments 
parallel to the y-axis by x, P, y. ... . No two vertical segments have the 
same abscissa and no two horizontal segments have the same or 
The points of F with largest and smallest abscissa are denoted by C and A, 
and the points with largest and smallest ordinate by D and B respectively. 

i is specified at all points of the arc DAB not on horizontal segments, 
and at the left-hand end-points of these segments, while v is specified at 
all points of the arc ABC not on vertical segments, and at the lower end 
points of these segments. Denote the sub-sets of F on which u and v are 
specified by F and F respectively. These boundary conditions, together 

Communicated by Dr. A. T. Fuller. 
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with eqns. (1) and (2), determine u and v at all points of Z and F when the 
function O(x, y) is given. The problem is then to find necessary conditions 
for the function O(x, y) to maximize. an  integral of the form: 

I=1r+S 	 (3) 

where ds is the magnitude of a small displacement along F and 1 and m are 
given functions of position on I'. 

Fig. 1 

A - 

The problem will be approached by considering perturbations of 
O(x, y) which have a small effect on I, not because they are small in 
magnitude, but because they are localized in a small region of the (x, y) -
plane. The course of the argument is influenced by the location of the 
region in which 0 is perturbed in relation to the horizontal and vertical 
segments of F and their projections into Z, and three types of location 
are dealt with separately in the three succeeding sections. 

§ 2. A NECESSARY CONDITION AT A GENERAL POINT OF 

We shall consider a perturbation of 0 which is not necessarily small in 
magnitude, but is localized in a small neighbourhood of a point P(x 0 , Yo) 
of Z. The course of the derivation depends to some extent on the location 
of P, as previously noted, and we first consider the case in which P does 
not lie on any horizontal or vertical segment of F, on the projection of any 
horizontal segment of the are BCD into Z, or on the projection of any 
vertical segment of the arc CDA into . Such a point will be referred to 
as a 'general' point of Z. 

Specifically, let 0 be changed to 0 + z0 in the small square region 
xo -  -xo, y0 - -*y0, as shown in fig. 2. This induces small but finite 
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changes Su and 8v in u and v within a region occupying the first quadrant 
of a pair of horizontal and vertical axes with the point (x0  - - 8) as 

origin. u and v are unchanged elsewhere, so attention can be confined to 
the part of E lying in this quadrant, as indicated in fig. 2. The horizontal 
and vertical lines through (x 0, Yo) meet the bounding curve F at Q and R 
respectively, while the corresponding lines through (x 0  - , y0 - ) meet 

F at Q' and R'. 

Fig. 2 

0 

R ' 

Tb3b3 	bi b2 

C 

P(xo yo) 	 P3  
Q. 

(x0-5.yo .- 6 0 

X -! 

The segment Q-~ R of F will be denoted by 1W and will, in general, 
include a number of finite horizontal and vertical segments. Figure 2 
shows just one of each type for simplicity in drawing. Those horizontal 
segments of V which also belong to the are BCD of F are produced back 
to meet either F or the line PR at a point which will be denoted by b3  in 

the case of the horizontal segment b. As in Part I of this work, the end-
points of the horizontal segment b will be denoted by b1  and b2 , and this 

notation is illustrated in fig. 2. (If the produced segment meets F rather 
than PR, b3  is, of course, identical with the point b0  introduced in Part I.) 
Similarly the vertical segments lying in W and the arc CDA of F are pro-
duced back to meet either F or PQ in points such as 9. Those parts of the 

arc W which belong neither to horizontal nor vertical segments will be 

denoted by 10, and the region enclosed by W and the straight lines PQ and 
PR will be denoted by Y. 

When U is perturbed as described the integrand of (3) is changed only 
on the arc '' and the small arcs QQ' and RR', so: 

81 = 811+812+813, 	 (4) 
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where 

	

Ii = f(18u+m8v)ds, 	 (5) 

	

812 = f
Q,, 

(16u+m6v)ds 	 (6) 
 

and 

	

813 = fR (16u+mc5v)ds. 	 (7) 

81 will be evaluated in three stages; firstly, 81, will be related to changes 
in u and v along the lines PQ and PR; secondly, the contributions from 
PQ and PR will be related to variations in u and v at point P; and, 
thirdly, the variations in u and v at P will be related to AO and the 
contributions 812  and 613  will be added. 

Stage 1 

As in Part I of this work, variables A b  and lt,6  are introduced, associated 
with the horizontal and vertical segments respectively and satisfying: 

dAb 	
A 8 	1 --- bb(X) dx  ( 8  

with 

and 	
.b(b2) = 0  

lb(X) = 1(x) 	on 	b1  -> b2  

together with 	
= 0 	on 	b3 --b 1   

dy 
= —/L fi --mfl (y)  

with 
= 0 

and 
 (12) 

mfi(y) = m(y) 	on 

= 0 	on 	93 -*91 .  
We also consider the linearized form of eqns. (1) and (2) relating small 
changes in u and v, namely: 

= F6u+ L c3v  
and 

= ay 	3u 	by  

Terms in 86 do not appear in these equations, since 6 remains unchanged 
throughout the region considered. 

From (8) and (14): 
d 

	Of-8v' - (A b  6u) + 1b  8u = 'b av 
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and integrating between the limits b3  and b 2 : 

f
b2 

 f
b2 3

Ab8uIb:+ 	I
lUdX = 

b3 	 b3 

Since b(b 2) = 0 and 1b = 0 on b3 -±b1 , this gives: 

fb

b2 	Pb2 3f 	 (16) ludx = f A b -8vdx + (Abu)b S . 

1 	 Jb3 9V 

Similarly, for a vertical segment fl: 

f8,1

2jfl2
mvdy = 	g 3udy+(t8v) 3 . 	 (17) 
 P3 	

– 
 

Now 9' is divided into sub-regions Yk  by the projections of horizontal 
and vertical segments of le. As in Part I, introduce variables b and x in 
each sub-region, satisfying the differential equations: 

f 	3g 
(18) 

ax 	if ag 	 (19) = –; – X. 

Then if Wk  is the (closed) boundary of the sub-region 9 k , it follows from 
Gauss's theorem, using eqns. (14), (15), (18) and (19) that 

5(T2çb3U—TiX6V)dS = 0, 

where T = (-r1 ,-r2 ) is the unit tangent vector to Wk
. 

(The argument is the 
same as that leading to eqn. (8) in Part I.) Adding these equations for all 
sub-regions then gives: 

fp,  + + J) (i-s çb8u - 1 i Sv) ds + J(xi - Xu) Sv dx 

PP1  

+4 	(/ii br)8u1Y=0, 	(20) 

where Xi  and xu are the values of x on approaching the projection of b 

from below and above respectively, while /i and or  are the values of /i 
on approaching the projection of fi from the left and right respectively. 

Now in general T1  d8 = dx and r2 ds = dy, while on PQ = 1 and r2  = 0, 

and on RP T1 = 0 and _r2 = - 1. Thus (20) may alternatively be written: 

fW

rb 	 rfii 
(T2 U — TiXV)d8+ I (xi —xu)vdx+ 	( çb1 —)t3vdy 

bJb3 	 6 6 

fP 

Q 

= 	6vdx+ çb8udy. 	 (21) 
.JP 
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Equations (16) and (17) may be re-arranged in the form: 

b , ( 

	

- Ab 	dx = 
f

bI

b'~ 

Ab 8v dx + (A b  u)b3 , 	 (16') 

and 
fJfl62(M  

8V Lg 8  dY = f ag  V  8u dy  + ( ft 8v) ft3 . 	(17') 

Adding these for all values of b and fi to eqn. (21) and separating the first 
integral on the left-hand side of (21) into contributions from the horizontal 
and vertical segments and from we obtain: 

f (T2u—r i X8v)d8+ 
1b2r 

Ilu_ __+-1-lX)t3v]dx (Ab 
bJbjL OV 

+J mv- 
I 	ft 	- T 	&) 

( 

dy 
ft flu 

+ 
b1  f 1Xl_XU_Ab)vdx 

/ 

b b 3 \ 

+
fi

fi

3 
l ( / 

	
b
-

J 	
)UdY fi 

 
j 

= I x6v dx + 	çbu dy + (A r, u)b3  + ( sap eSV) ft3 . 	(22) 
JP 	.JP 	 b 

Now let i/i and x be required to satisfy the boundary conditions derived 
in Part I of this work, namely: 

	

T201 	 (23) 

at points common to P and F 
- 

I', where P is that part of F which belongs 
neither to horizontal nor vertical segments: 

	

— ,z- 1 )=m 	 (24) 

at points common to P and F - 

7_20 — /Lftrr 1 	 (25) 

on vertical segments belonging to the arc BCD, and 

(26) 
OV 

on horizontal segments belong to the arc CDA. 
The discontinuities of i/s and x on the projections of vertical and hori-

zontal segments are also chosen so that 

	

1 r +Pfi 	 (27) 
OU 

and 

XlXu+Ab if. 	 (28) 



Optimization Problems 	 591 

Conditions (23) to (28), together with eqns. (18) and (19), suffice to 
determine /s and x at all points of I and F when 6(x, y) is given. 

Using these conditions eqn. (22) is considerably simplified to: 

fie

fQ

fp
E  

(18u+m8v)ds = 8I = I 	vdx+ 	udy+(Ab6u)b 3 +(fLfiv)p 3 . 
JP 	 b 

(29) 

This relates 	to changes in u and v on the lines PQ and PR and 
therefore completes Stage 1 of the argument. 

Stage 2 
It is now required to find 6v on PQ and Su on PR for use in eqn. (29). 

In view of the localized nature of the perturbation in 0: 

	

= 0 for x>x0 , 	 (30) 

so a Taylor expansion gives: 

V(X,Yo) = 
 VIY

(v)1 	+ 0 (8 2 ). 	 (31) 
J 

From eqns. (15) and (30) 

I l(5v)1
= R 8u   1 	= [ u1 +O(S) 

Y 	X,Io-8 	i x,yo—ô 	LU i x,yo 

and using this in the right-hand side of eqn. (31) gives: 

8v(x,y0) = + 0 (8 2 ). 	 (32) Va'U6 8U] 
x,y.  

With this value of 8v(x, Yo) we then have: 

C  
fP 

 XSvdx 	x 
ag

udx+0( 2 ). 	 (33) 
 jp uU 

At all points of PQ, other than the points 0' 3 , 93 , 73 , . . ., v31  where it is 

intersected by the projections of vertical segments of F, /c satisfies 
eqn. (18). Thus, from eqns. (14) and (18):

O(Lf =
_(+) 

= 8v - 8u. (34) 
~X 	 au 	av V) 	au au 

But from (32): 
8v = 8uO(8) + 0(e2) 

at all points of PQ, so the first term on the right-hand side of (34) is an 
order smaller than the second, and we may write: 

	

= x+°(e) 	 (35) 

which is valid at all points of PQ except 3, 3, y3, ..., v3. 
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The value of (ag/au) 3u given by eqn. (35) may not be substituted 
directly in the integrand of the right-hand side of eqn. (33), since 0 is 
discontinuous at the points a31931 Y31 ..., v3  and the left-hand side of (35) 
does not take a finite value. However, we may write: 

J Q 	 (f O'3  i'fi3   1y3

P   
X 	- P 	a3  	fi3  	

JQ)
u dx.  — udx –  	+ j   +J   +...+ 

	au  
Equation (35) may then be used in each separate integral so that eqn. (33) 
becomes: 

I P3   

I xvdx=-6e( 	+f
'63 +fY3+...+ 

 
J'°)xudx+o(2) 

JP 	 \/P3 	fi3 

	

= - [(O 6u), - (/iu) + ( 	- ('r 8u) + 

	

+ (u)Q - 	3U)p ] + 0(2) 
or 

f
Q 
XSvdx = {(1Ju) - (/iu) - [( 0 - &) 8u]fi3} +0(862), 	(36) 

P 

and by similar reasoning, using an equation analogous to (32), namely: 

u(x 0,y) = 	
a  SVI +0(2), 	 (37) 

V 
it can be shown that 

fP

R 	 ( 
/iudy = 	(&'h - (XV)R - [(xi – xu) tv]b3} + 0(62). 	(38) 
 b 

Equations (36) and (38) may now be used to determine the integrals 
on the right-hand side of eqn. (29), and the values of 3u and Sv in the sums 
on the right-hand side of this equation may be obtained from eqns. (32) 
and (37), with the result: 

= {(8u)_(it) 0 	[ 	8u] 
163 fl 

+ (Xv)p - (X8 ')R -  Xu - 'b O 3v] J + 0(862). 
b I(XI  

Conditions (27) and (28) then show that each term in the sums over b and 
fi vanishes separately, so this reduces to: 

&Ii  = [(çliu) - (/I&t) Q  ± (Xv)p - (Xv)] +0(8 62), 	(39) 

and this completes Stage 2 of the argument. From now on we shall drop 
the terms of 0(2)  for simplicity in writing. 

Stage 3 

Finally, it is necessary to add 812  and 813  to 811 , and to express Sup  and 
in terms of AO. 

From boundary conditions (23) and (24), = 1/i- 2  at Q and x = – rn/i-1  
at R, so: 

8 1(08u)0 + (Xv)] = [(iu) /T2]Q - [(mSv) eii-1i. 	 (40) 
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Now if 88Q is the length of the small displacement Q'Q and by 6YQ  its 
vertical component, we have: 

IQ  = 7-288Q. 

But 6yQ = 8 since IT is traversed in the direction of increasing y at Q, 
so this becomes: 

81T2 = 68Q. 	 (41) 

Similarly, if 8SR  is the length of the small displacement RR' and 8XR  its 
horizontal component, we have: 

6XR =  -rl 88R- 

But 8XR = -8 6 , since F is traversed in the direction of decreasing x 
at R, so this becomes: 

— 6/Ti = 8SR. 	 (42) 

Using (41) and (42) eqn. (40) becomes: 

6[(/J6u)Q + (X6v)R] = (l8U88) Q  + (m8v&s)R 	 (43) 

and using this, eqn. (39) becomes: 

6I + (l8U88)Q  + (m6v8s)n  = [(06u)p  + (8V)p] se, 	(44) 

omitting terms of 0(62)  on the right-hand side. 
Since Q'Q is small, we may write: 

812 = I  (18u+m8v)ds = (l8u+m8v)0 e3s+O(8 2 ) 
J Q,  

But according to eqn. (32): 

SV = 8uO(8) + 0(8 2) on PQ, 

so the above becomes: 
612 = (l6u6s)Q +O(6 2). 	 (45) 

Similarly, using eqn. (37), it follows that 

613  = (m6v6s) R +O(6e2 ), 	 (46) 

and using (45) and (46) in eqn. (44): 

81 - 811 +812 +813  = 60&t+x6v)P1 	 (47) 

omitting terms of 0(6 2 ). 
From differential eqns. (1) and (2) for u and v, the changes Sup  and 

Svp resulting from the perturbation LO can be found. It follows from 
eqn. (1) that 

6u(x0 , Yo) = 6u(x 0  - 6, y0) + 6e[f(u,  v, 0 + AO) —f(u, v, 0)],. ,, + 0(8 62), 

and since u is unchanged at (x0  - 8, yo)' the first term on the right-hand 
side of this vanishes and we may write: 

6u(x0,y0) = 8e (Af)x"'Y"+0(Se2)' 
	 (48) 
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where 
= [f(u, v, 0 + 0) —f(u, v, 	 (49) 

Similarly, using eqn. (2), it can be shown that 

v(x 0,y 0 ) = 	(g) 0 , 0 +O( 2 ), 	 (50) 
where 

(g) 0,,0  = [g(u, v, 0 + 0) - g(u, v, 0)]xo,yO• 	 (51) 

Using (48) and (50) in eqn. (47) then gives: 

81 = 2[,b\f+ Xg]0,o 
or 	 (52) 

= 2[iX(/if+xg)] 00 , 	 ) 

omitting terms of higher order in Se. 
If I is to be maximized by the function 0(x, y), it is necessary that 

U < 0 for all t0 and hence, from eqn. (52), it is necessary that 

(53) 

for all i0 at any 'general' point (x 0 , ye). Note that z0 is not necessarily 
small, so that 0' = 0+ AO may be any other permissible control function. 
It therefore follows that 0(x, y) must be chosen at each point so that 

11(0) = çbf+xg 	 (54) 

takes its largest possible value, regarded as a function of 0, for fixed values 
of 0 x' u and v. This is a result analogous to Pontryagin's maximum 
principle for extremal problems with ordinary differential equations as 
side-conditions, and provides a necessary condition for the maximization 
of I stronger than that obtained from the theory of the first variation in 
Part I of this work. 

§ 3. A NECESSARY CONDITION AT A POINT LYING ON THE 
PROJECTION OF A HORIZONTAL OR VERTICAL SEGMENT OF F 

Figure 3 illustrates the case in which P lies on the projection of a 
horizontal segment B 2B 1  of F. In the notation previously used, P then 
coincides with B 3 . 

In place of the square used in the previous discussion, the perturbation 
of 0 is now confined to a line segment (x 0  - , y) -* (x0 , y0), as indicated in 
fig. 3. The result will be a perturbation of the integrand of I confined to 
the arc B 2B11fl2 b 2b1 RR' of F, as drawn in fig. 3. Only one vertical and 
one horizontal segment are indicated between B 1  and R but in general, of 
course, there may be a number of segments of each type. As before, the 
are B2 --R will be denoted by '' and the sub-set of points on. this arc 
belonging neither to horizontal nor vertical segments win be denoted by W. 

Stage 1 of the argument for a general point P may be taken over 
unchanged in the present case and leads to an equation analogous to (22), 
except that Q is replaced by B 1  and it is important to remember that the 
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value X. must be taken for x on PB1, since this is a line of discontinuity of  
X. Thus eqn. (22) becomes: 

JT2 	- x6v) ds + 
	

[iu - (A b  + i- x) v] dx f 

	at  

	

18  ffl,, "  [M 	au 	0) 1 
+ f

b3'(X i -Xu - Ab 	v dx 
b 	CIV) 

+Efflu 	
dY ( i _ r _pp _) 

fl 

	

f B 	 R 

=x
U

6v dx +08U  dy + Z (A &t)b 3  + (A,6 SV),6,,- (55) 

	

P 	

fp 	b 	16  

Fig. 3 

x- 

Now add to eqn. (55) the equation of type (16') associated with the 
horizontal segment B, namely: 

	

f
B 	

- 'B 	dx = JAB 	v dx + (AB 6')B3 

and, at the same time, use the boundary conditions (23) to (28). The 
result is: 

f;e 
(l6u+m5v)ds+ 	(lu-f-m6v)dx 

b.1b1 
B 	

if  
• f

)
)6

+ 	(18u + mv) dy + 	(lu AB 	dx 
fl1 	 Ov 

3J) 

	

= I (Xu+ 	vdx+ f çb6udy + (A b 8u)bS +.,fl6v)fi S + (AR u)P. 
JP \ 	 b 

(56) 
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Now since the perturbation in 0 is confined to a line element collinear with 
B3B1B2, 8V = 0 at all points of B 3B1B2, and 

B2(JSU 	 B 
AB Z 	f2)dx = 	ludx =(l6u+mv)dx. 

JB1 	 B 1 

	

fB1 

Thus the left-hand side of (56) is simply 81, the contributions to SI from 
the arc B 2 -*R of F, and the first and last terms on the right-hand side 
vanish, giving: 

	

811 = 
	/i.Sudy+(A b .5u)b3 + (AB Iu)p . 	 ( 57) 
.JP 

This completes the analogue of stage 1 in the previous discussion. 
Stage 2 of the previous discussion may also be used virtually unchanged 

to show that 

fP 

R  
08u dy + Z (At, u)b, = &[(Xv)p - (Xv)R] + 0(8 e2) ,  

so eqn. (57) becomes: 

811+ Xv)R = 6e(8v) + (AB u) + 0(8 2 ). 	 (58) 

The first term on the right-hand side of this vanishes, since 8 v = 0 at P. 
Furthermore, the reasoning which led to eqns. (43) and (46) remains 
valid, and in the present case shows that: 

(mvSs)R = 
so (58) becomes: 

= 811  + 813 = (A B  8u)p , 

neglecting terms of higher order in 8e. 
But 8up  is given by eqns. (48) and (49) as before, so 

	

= 	'e( 	f)..,vo = 	[(A Bf)]X0,y0 , 	 ( 59) 

neglecting terms of higher order in 8 6.  
If I is to be maximized by the function 0(x, y), it is necessary that 

0 for all A6 and hence, from eqn. (59), it is necessary that 

for all t0. Since AO is not necessarily small it follows that O(x, y) must 
be chosen at each point on B 3B1  so that 

11B( 0) = ABJ 	 (60) 

takes its largest possible value, regarded as a function of 0, for fixed values 
Of A, u and v. Once again this is a result analogous to Pontryagin's 
maximum principle, but the Hamiltonian HB to be maximized along the 
projection of a horizontal segment differs from the Hamiltonian H defined 
by eqn. (54), which is to be maximized at points of Z not lying on pro-
jections of horizontal or vertical segments of F. 
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Applying the same reasoning to points lying on the projections of 
vertical segments, it is found that 0 must be chosen at such points to 
maximize the Hamiltonian: 

H(0) = jg. 	 (61) 

§ 4. A NECESSARY CONDITION AT A POINT LYING ON A 
HORIZONTAL OR VERTICAL SEGMENT OF F 

Finally, it is necessary to consider the case in which P actually lies on 
one of the horizontal or vertical segments of F, as indicated in fig. 4 for 
the case of a horizontal segment. Then a perturbation of 0 in the small 
interval (x 0 —,y 0)---(x 0,y 0 ) only affects the contribution to I from the 
segment PB 2  of F. 

Fig. 4 

I, 

x 
On PB 21  8u satisfies: 

d 	af —(5u) = —3u 
dx 	8u 

since 6v = 0, and using this and eqn. (8), it follows that 

(A 'a) = - 

whence, integrating between P and B 2 : 

r B2 
(AB SU) = 	l5udx = SL

JP 

8u is still given by eqn. (48), so it follows that 

SI = 5 6(A z\f) 00  + 0(5e2 ) 
or 

SI = S[i(A13f)]01 	 (62) 

neglecting terms of higher order in S 
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This is identical with eqn. (59), and it follows in the same way as before 
that 0 must be chosen so that 

HB = Bf 

is maximized. Similarly ilk , given by eqn. (61), must be maximized at all 
points of vertical segments of F. 

§ 5. Cocrusioxs 

It has been shown that a necessary condition for 0 to maximize I can be 
framed as the requirement that 0 should be chosen at each point to 
maximize a certain function of 0, which may be constructed by integrating 
the given differential equations and other differential equations adjoint to 
them. To this extent the result resembles Pontryagin's maximum 
principle, valid for maximization problems with ordinary differential 
equations as side-conditions. 

However, the Hamiltonian function to be maximized must be con-
structed in different ways, depending on whether or not the point con-
sidered lies on a horizontal or vertical segment of the bounding curve or 
the projection of such a segment into the interior of the region of interest. 
The adj oint variables must also have discontinuities of specified magnitude 
on crossing such lines. 
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The optimal use of mixed catalysts for two successive 

chemical reactions 

R. Jackson 

(University of Edinburgh) 

Summary 

lhen the conversion of a feedstock to a product takes place 

in two chemically distinct steps, each of which is promoted by a 

different catalyst, Gunn and Thomas recently showed that there are 

advantages to be gained by miming the catalysts in a single reactor 

rather than carrying out the two reaction steps separately. In this 

paper the Maximum Principle is applied to the problem of determining 

the optimal variation in catalyst blend along the reactor, and for a 

simple first order kinetic scheme it is shown to lead to a complete 

solution in closed form. 



Introduction. 

Chemical reactions of economic importance often take place in 

several steps through a number of intermediate products, and each stage may 

be catalysed by a different catalytio substance. The simplest example of 

/ 
	

this in the pair of successive reactions 

I 
A 
	

(i) 

which it is common practice to carry out in two p1sioally Sparate reactor's, 

the first to convert A to B and the second to convert B to the final product 

C. If both reactions are catalytic, the first reactor will then contain only 

the catalyst for reaction 1, while the second will contain the catalyst for 

reaction 2. 

However, Gunn and Thomas(1) have pointed out that, in certain 

circumstances, there are advantages in mixing the two catalysts in a single 

reaction vessel. They quote the example of the reaction scheme 

3 

I -I 
	 (ii) 

2. 

which differs from the previous one only in that the first reaction in 

reversible. Then if the reactions are carried out in the conventional my, 

in two separately catalysed reactors, the yield of C is limited by the amount 

of B which can be produced in the first reactor, which is in turn limited by 

the equilibrium condition for the reversible reaction. If the two catalysts 

are mixed in a single vesel, however, B is removed by conversion to C and the 

equilibrium restriction is removed, permitting substantially higher yields to 

be achieved. 

Gu/ 
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Gunn and Thomas limited their inveatiation to the use of a 

uniform catalyst mixture in a single isothermal tubular,  aactor, and were 

able to show that there is an optimum catalyst blend iddch gives the 

highest yield of C for a given length of reactor. They also remarked 

that it is clear on physical grounds that further improvements could be 

obtained by varying the catalyst blend along the reactor, but did not 

pursue this point further. 

It is the purpose of the present paper to determine the 

optimum catalyst blend as a function of position in the reactor. A 

complete solution of this problem in explicit terms can be found using 

Pontryagin' a Maximum Principle (2), and has the interesting property of 

using only a finite number of segments in the reactor, each containing 

uniformly blended catalyst. Thus the solution is of a pure "switching" 

type, but it is not a "bang-bang" solution makin use only of the two 

pure catalysts. 

Mathematical statement of the problem 

Referring to reaction scheme (ii) we shall use x and y to 

denote the mole fractions of substances A and B in the mixture and will 

assume that all the reactions are of the first order and are carried out 

in an isothermal tubular reactor. The differential equations describing 

the variation of compoaLtion with distance along the reactor are then 

/i y 	 (2) 

where/ 
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where t denotes residence time from the instant of entry to the reactor. 

and 	are the velocity constants of reactions 1 and 2 respectively 

in a reactor where the catalyst consists entirely of the substance which 

catalyses the reactions '' 	 1 3 4 is the velocity constant of 

reaction 3 in a reactor where the catalyst consists entirely of the 

substance which catalyses the reaction 	 i which 

we shall refer to as the catalyst blend, denotes the fraction of the 

catalyst formed by the substance which catalyses the reactions I' # i,  

and this fraction can be varied as required along the reactor by 

suitable mixing of the two catalysts. here the blend has the value + 
the effective velocity constants are and 

as indicated in equations (1) and (2). 

The feed will be assumed to consist of pure substance A. so 

the initial conditions are 

(3) 

and we shall consider the problem of determining 	1) aibjeot to 

the pkyaioally necessary c oristraints 

CD zcH 	 (If) 

so as to maximise the mole fraction of substance C present in the mixture 

at the reactor exit 	 Thus the objective function to be 



-4- 

The problem as stated is clearly of a Corn to which the 

Maximum 	 is applicable. The ad.joint equations corresponding 

to (1) and (2) are 

and 

dAl- k(x-,) 	
-) 

k3\ 	 (7) 

and the appropriate boundary conditions corresponding to the objective 

function (5) are 

(T) = )'(T) = - C 	(cQ) 	
(8) 

Then a necessary condition for optimality of 	is that the Hmnlltonian 

(9) 

should take its greatest value (regarded as a function of f ) for each 1 

Since H is linear in 	, this implies that 	= C 	 = / 	,or 

-L depending on the sign of J at the point in question. 	 may take 

value between these bounds only if 7 vanishes, and if this is the case 

or,.r a finite interval of 	, the corresponding part of the solution 

"'erred to as a singular segment. 

taking account of equation (8), the Hamiltonian 
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is seen to be 

CcfrkJ iC/I 

and since c > 0 • this is maximised by tald.ng f 0 • Thus the 
optimal catalyst blend starts back from 	with 	= C) , and 

will retain this value until 3 changes sign. At this point the 

optimal blend may switch to 	- 	or, in certain ofrcumst-nces, to an 

intermediate value of i Corresponding to a singular segment. In fact, 

this second possibility is important in the present problem, so before 

proceeding further we will investigate in more detail the possible form 

of a singular segment. 

Conditions for a singular segment. 

If ± is to take values between its bounis for the finite time 

interval 	< 'L < 	it is clearly necessary that 

(& ) (10) 

which, in turn, implies that 	 0 	for all t i  < t < 

Using the differential equations (1) and (2) and the adjoint equations 

(6) and (7), this condition can be reduced to the form 

	

te- 
 - kXk 4 	 (& 1 <<L) 	(ii) 

Solving equation (ii) for /\, , and substituting into equation 

(10) we then obtain the following necessary condition for a singular 

segment/ 
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segment 

1 C) 

Ek. 	 C 	( < 	I 	
(12) 

whence 

or 

(13a) 

= 	 (13b) 

But from equation (11) it follows that (13a) mo uld imply 	C , and 

hence 	 at all points of the singular segment. However, 

the form of H at t 	has already been foun and been seen to be 

maximised by 	. The corresponding mt1Tnm  value of H is 

L(r) 	-fr 	>0 

Thus a singular segment on which 	cannot belong to the optimal 

solution, since it is known from the Maximum Principle that H must max 

remain constant throughout the entire solution. The possibility (13a) 

can therefore be discounted and we are left with (13b),, which reduces to 

- 

j 	 (is) 
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iquation (14) gives an algebraic equation for the singular 

segment in the j  plane and shows that it may be one of two straight 

lines through the origin. It must also, of course, be a solution of 

differential equations (1) and (2) for a suitable choice of , and 

to determine the necessary form of 	we may compare the differential 

equation 

0 
	 (16) 

obtained from equation (14),  with the corresponding differential equation 

obtained by dividing (1) and (2), namely 

- ________________ 
—(1 7) 

 — (-  fr)  

Evaluating the ratio.)/ X in equation (17) from equation (14), it is 

found that (17)  reduces to (16) if and only if 

(18) 

This may be simplified by writing 

) 

	 (19) 

and solving for 	. Taking the upper sip  ,us in equation (18), we 

than obtain 

f 
r 	 (20) 

and/ 



- 

and correspondingly, from equations (14)  and (15) 

>= >/)¼ 
(21a) 

and 

2 	 (21b) 

where we have introduced the abbreviations 	and Z  for the ratios >.. /> 
and 	respectively. Similarly, taking the lower signs in equation 

(18) gives 

(22) 

together with 

 

 

Now if < I equation (22) gives a negative value for 

which is p1sioally unacceptable, while if 	equation (23b ) gives a 

negative value for 	, which is also physically unacceptable. Thus 

equations (20) and (21) describe the properties of the only acceptable 

singular segment for this problem. From equation (20) it is easy to see 

that i < I for all 	> 0 
, so this value of QF  lies in the permitted 

interval whatever the reaction kinetics. 

The singular segment just found has the interesting and unusual 

property that the control variable takes a constant value along it. 

Thus an optimal solution of the complete problem retains its "switching" 

aracter even when it includes a singular segment. It differs from a 
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"bang-bang" solution only by the introduction of a third switching 

level (given by equation (20)) between the upper and lower bounds of 

the control variable. 

The singular segment (21b) is indicated on the x - j plane in 

Fig. I 

Form of the complete solution 

'Ye have already seen that the optimal solution starts back 

from 	 with 	• Then from equation (1), GLX /* C) , 

and the corresponding trajectory in the '/ plane is a line segment 

parallel to the y axis, as indicated in Pig. I • The blond f = 0 is 

retained until J reaches the value zero as t decreases, then it is 

necessary to switch to 	, as at point E in Pig. I. However, if 

the/ 
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the vertical segment meets the singular segment at the point where 

there is the alternative possibility of switching to the value of 	given 

by equation (20) and following the singular segment for a time before 

switching to 	I • This possibility is illustrated by the vertical 

segment CD in Fig. 1. 

Having switched to 	1, it can be shown that the condition 

J.- 0 	is not satisfied so a segment , correaroncIin 

to a line of slope - I in the 	.j plane, must be fo1lowe1 back to the 

initial conditions represented by the point A (1, o). Thus the two 

possible ways of satisfying the Maximum Principle and the initial 

conditions are typified by the trajectories ABCD, making use of the 

singular segment, and .AEP, which is a pure bang-bang trajectory. If 

the reactor is sufficiently short s  corresponding to a small value of T. 

the switching must occur at a point on the segment lying between 

A and B, and there is no solution using the singular segment. For small 

values of T, therefore, we expect to find only one blending policy which 

satisfies the Maximum Principle, namely an interval with 	I followed 

by an interval with 	0. For larger values of T, on the other hand, 

there will be two alternative policies, one the bang-bang policy just 

described, and the second making use of an intermediate switch to a blend 

lying between the two limits. '!hich of these policies gives the larger 

value of the objective function can be found only by direct comparison of 

results, since both satisfy the Maximum Principle. 

We shall now develop each of these solutions in greater detail, 

determining the switching points and the relation between the final value 

of the objective function P and the totalxaidenoe time P. The time 

otlm'l solution will then be the one which gives the largest value of P 

at a given T. and this may be found by plotting the curve of P against T 

for/ 
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for each case. 

The bangbang solution 

Let t be the value of t at which the switch from 	I 	to 

0 is made. Then 	( ) 	, and from equation (10) this implies 

that 

2 z 
(24) 

at 4 t 	. From equations (6) and (7) it is easy to obtain a. 

differential equation for X , namely 

dlz\
- 	 (2) 

and on the segment 	0 this reduces to 

at 	 (26) 

The segment i = 0 has the values 	 and 1 = T as its tannin!, 

and we know from equation (8) that / (T•) -= I • Thus, integrating 

equation (26) 

and using this in equation (24) permits 	to be expressed in 

terms of Z s 9  the value of Z. at the switching point 

Iir-t- efriI* 	Z 

(27) 
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A second expression relating 	and 	can be obtained directly by 

integrating the differential equation for 1.  fcward.s from  

From equations (1) and (2) 

(I + ) (Is; - k) 	(i - c) k 
Ctk 

and on the segment 	1 this reduces to 

(I-_)(k—k3 z) 
at 

But 	at 	, so integrating between the limits 	arid  

gives 

(28) 

Adding equations (27)  and (28) then permits P to be expressed in terms of 

k T___ , /((/ tzs 1 4- & 	
) 	

(29) 

Finally we wish to calculate x(T) , (T) 	
and hence P as functions 

of 	 At 

-= 	 I 
whence 

I-= ______ 
H-z 	 (30) 

On the terminal segment 	 does not change, so 

/(+ 
7,) 

(31) 

while/ 
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while (T) 
	

may be related to 	by jntctini equion (2) after 

setting 	, -'with the resi it 

= 

Using equations (27) and (30), this reaoes to 

(T) 	s 	

(32) 

Thus 

	

z 	
(3) 

Equations (29) and (33) provide the relation between P and T 

in parametric form, with 2s as a parameter. Siinli any equations (28) 

and (29)  provide a parametric relation between and • Note 

that 	T' C) 	as 	s 	C-) and 	 as 	(! 

so the complete range of bang—bang solutions is obtained as Zs 

traverses the finite interval 0 	
(. 

The solution uzald.ng use of the singular seent 

The path ABCD in Mg. I represents a solution which makes use of 

the singular segment. Clearly this is possible only if 	a 	where 

is the value of 	at which the singular segment is reached along a 

trajectory 	I 	starting from the initial conditions • But if S 

and Zs are replaced by 	and 1  in equation (28), we have a general 

relation holding at any point of the segment 	issuing from the initial 

conditions. If, in particular, we set Z 06.t  ) in this, we obtain 

the value f r  & i 	immediately 
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k , = 	_- 
- 	

(' \ 
	

(34) 

1 

Suppose we leave the singular segment (point C in Pig • 1) at 

t = t2 ,  when y y 	 On the singular segment equation (2) reduces to 

jc,iy  

k3 at 	+ 

and this may be integrated to obtain the following relation: 

- 	I () - 	 (35) 

where y1  a y (t 1 ), the value of y at the intersection of the singular 

segment and the line x + y = 1. Clearly 

p 	- 

so equation (35) rduoes to 

r 	-1 	(36) 

On the singular segment we know that 	 , while at 

t = T, > 	
• Thus, integrating equation (26) between these limits 

along the final segment with f z 0 (CD in Pig. 1): 

Ic (r-*) 	4L (1~ 4 	 (37) 

Then adding equations (34), (36) and (37) gives the value of T: 
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(38) 

We then wish to express P in terms of 
Y2 

50 as to obtain a 

parametric nation between P and T, with 
Y2 as a parameter. From the 

equation of the singular segment 

	

x (r) joj ), 	 (39) 

while by integrating equation (2) al ong the final segment r = 0 

- 

(T) 	 /O ) 	 (io) 

where we have made use of equation (37). 	inally, from equations (39) 

and (4.0) 

- I - () - ()  
(3 	 (4.1) 

Equations (38) and (i..i) then provide the desired parametric relation 

between P and T, while equations (34) and (37) give the two switching 

times which determine the optimum blending policy. 

The solution is a valid alternative to the pure bang-bang 

solution cn1 -,±0rL 	 , of course; in other words, when 

1.) 	
(42) 

menical results 

To! 
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To illustrate the ziatw'e of the solution coniier the values 

of the kinetic constants taken by Gunn and Thomas ( ' ) , namely 

3H= I 	k 	!O 

A curve giving P as a function of k7 can be computed for the 

bang—bang solution from the parametric equations (29) and (35), and a 

corresponding curve for the aDlution innldng use of the singular segment can 

be computed from equations (38) and (ii.i). These curves are presented in 

Pig. 2, from which it is seen that the solution making use of the singular 

segment gives the larger value of P ove: the whole range 	' ()' 1+ I I 

and therefore represents the optimum blend policy over this range of T. 

When I TT< 	on the other -innd, inequa: -t (I2) is violated, so 

the bang—bang solutio: is the enlT,r nclution 	. - f -in' the raximum 

principle and therefore represents the optlmm blend policy. 

O'.-II corresponds to point A in Pig, 2. 

Since P represents the mole fraction of the desired product C 

in the mixture leaving the reactor, it is clear from Pig. 2 that the 

optimum blend policy makes use of the singular segment for all reactors 

which are capable of giving a reasonable yield of C. Only for very 

short reactors giving an unacceptably small yield vuld the bang—bang 

solution be optimal. Using equations (34)  and (37) it is found that the 

optimal blend policy takes f = I for an interval of length, 

at the entry to the reactor, and takes 1' = 0 for an interval of length 

k(T_t) 	027L7 

before the reactor exit. Throughout the remainder of the reactor length, 

whatever/  
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whatever it may be (provided fr T ' C 	 of course), the blend 

takes the intermediate value 

=()'272. 

computed from equation (20). This is illustrated in Fig. 3, which shows 

the optimum blend policy for fr T 1 C 

Physically the above choice of reaction velocity constants 

corresponds to a system in which the conversion is strongly limited by 

the reversibility of the reaction / 	 . Thus a large 

proportion of the total reactor voluirc 	 taken up by mixed 

catalyst which enables the reactions to circumvent this limitation. 

If a smaller value is taken for k. , thus reducing the importance 

of the reverse reaction, the interval occupied by mixed catalyst is 

decreased and the initial and terminal regions occupied by pure 

catalysts become more important • Indeed it is not difficult to see 

that 1 - 	when F -s' C) 	• so in the limit where the first 

reaction is irrevc..'sible, the bang-bang solution is optimal in all oases 

and the catalyst should never be mixed. 

Pie. 2 shows that the optimal solution using a mixed catalyst 

may give spectacular increase sin yield compared with the conventionsl 

arrangement of two reactors in series in which the reactions A 

and 	- (, 	are separately catalysed. 
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Captions for diagrams 

Pig. 1: Solution trajectories in the x-y plane 

Pig. 2: Opt1nn'm yield as a function of reactor length for the two 
solutions satisfying the Maxlnnnn Principle. 

= k = 1, 	k a 10 

(i) Solution using singular segment, (ii) Bang-bang solution. 

Fig. : Optimal blend policy when lc 3T = 1.0 

k1 = k3 1 	1c2-10 
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REACTOR OPTIMIZATION PROBLEMS FOR • 	:-. 	•. 
REVERSIBLE EXOTHERMIC REACTIONS 

?7. I e 

D. C. Dyson, F. J. M. Horn, R. Jackson, /and C. B. Schlesinger 
Department of Chemical Engineering 3 / 

Rice University ' 

• 	••. 	:. 	 ABSTRACT 2 

Optimization of tubular reactors for exothermic reversible reactions is 
considered. For the cases where there are no side reactions and there is 

• .......no decay of catalyst various types of temperature control are investigated. 

The remaining cases considered are a) stable catalyst, irreversible decay 

of product and b) decaying catalyst, stable product. In each of these cases 

perfect indirect temperature control is treated. Particular attention is given •' 

Lto devising numerical methods which take advantage of the structure of the 

problem in question and to convenient representation of data 

p 
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1. INTRODUCTION 

Someof the earliest applications of physico-chemical 

principles to the design and operation of efficient industrial 

chemical reactors were made for processes involving a single 

reversible reaction such as ammonia synthesis (N 2  + 3H2  = 2NH3 ), 

the water gas shift reaction (Co + H 20 = CO2  + H2 ) and the oxi-

dation of sulphur dioxide (2S02 + °2 = 2S0 3 ) 

The objective of this paper is to discuss some typical re-

actor optimization problems arising with such reactions. Impor-

tance will be given to the mathematical formulation of the 

different problems and to the convenient representation of 

:'results. Only the general ideas behind the methods of solution 

will be discussed, For mathematical details we shall refer to 

other papers. The reactions under consideration are exothermic 

W  hich means that the equilibrium conversion decreases with in-

creasing temperature; on the other hand, the rate of the forward 

reaction increases with increasing temperature, and in fact, it 

was early recognized that in the interests of catalyst economy 

the temperature should be high in the first part of the reactor 

(where the : reverse reaction is slow because of lack of products) 

and low in the last part. In order to achieve this, two methods 

• of cooling are employed in practice.— 	' 	, '. 	• 

1) indirect cooling by means of heat exchangërs, and'- 
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2) direct cooling by adding cold gas to the mixture. 

Often in practice the reactor consists of a set of stages 

in each of which the reaction takes place adabaticly while 

!hetween the stages the cooling is achieved either by method 1) 

or 2). This type of reactor will be called an adiabatic cascade. 

In general, the maximum conversion obtainable for giver total 

amount. of catalyst, total mass flow, and .nlet composition 3.n-.. 

creases as the number of stages increases, it is of practical 

interest t know the limit of the performance of a multistage 

reactor as the number of stages approaches infinity. This is 

equivalent  to considering a reactor in which the temperature 

can be controlled by eitheiz method 1) or 2) at any pont along 

the reaction tube. This type of control will be called "perfect". 

Perfect control can be approximated either by using many adia-

batc stages (the cross-section of which can be arbitrarily 

large) or by removing heat from or adding cold gas to the re- 

:. 'action zone. in the latter case the problem of transport of 

heat and mass perpendicular to the main direction of flow 

arises---Examp1esn this class are the U-tube ad the push-pull 

reactor which will be treated later. 

: 	; 	iLc1) 	ci )O 	 1D 

reactions under investigation can be jell approximated by the ideal tubular 

reactor. 



In other cao8 for oxan1e in&ireotly cooled reactors,, this plus fl au  

Eco1 is an important limiting case, the properties of which are of practicai 

iczest becauso they normally set an upper limit for the perforiTance of 

o.1izabie reactors. 

- 
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model for which it is assumed that the fluid velocity, composi- 

tion, temperature and pressure are constant across any plane of 

,section and that there is no mixing (by any mechanism, eg. 

diffusion or convection) in the direction of main flow. The 

pressure will be assumed to be constant along the reactor as 

the influence of the pressure drop on the kinetics is negligible 

in the industrial cases mentioned here 

Ammonia synthesis, Awater  gas shift reaction, and the oxi-

dation of sulphur dioxide can be described by a single stoichio- 

metric reaction. Also, in these cases the catalyst used 'is 

fairly stable so that catalyst deterioration should not be 

taken into account in the mathematical model. The reactor 

material balance. 	 is then described by a single ordinary 

differential equation In Section II of this paper we will deal 

with this situation. 	In Section III a short account will be 

- 

	

	giver of problems 	when the reaction kinetics is more 

comple x  for one of the following reasons 

' 	the number of stoichiometricallv inde- 

perAdent reactionS is greater than one. 

catalyst deterioration has to be 

taken into account. 	 - 

In the first case the reactor material balance is described by 

more than one ordinary differential equation. In the latter 
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case partial differential equations are needed since there are 

two independent variables; that is distance and time. Only 

• . ' perfect indirect tenperature control will be considered in the. 

• 	last part of the paper. 

..II. OPTIMUM PROBLEMS WITH A SINGLE STOIC}OrITRICALLy INDEPENDENT 

REACTION AND WITH STAL.E CATALYST 

A. Perfect Indirect Control 	. 

The concept of the ideal tubular reactor with perfect 

. ........indirect temperature control was introduced early and the problem 

of finding the relationship between temperature and position in 

this reactor such that the volume required for' a given duty is 

minimum was solved by Leitenberger 1  and others: 23  the optimum 

polIcy may be obtained by maximizing the reaction rate with 

; respect to temperature at each point in the reactor. 

If t is the minimum reactor volume required to change the 

fractional conversion y of some reference reactant (not present 

in stoichicimetric excess) which flows through the 'reactor in a 

steady stream at a given total mass flowrate, from 0 at the inlet 

to y at: the outlet, then it can be shown that for a large class 

of reaction rate expressions if the tf S yf .relation is plotted 

• with scales proportional to log t f  and log (yf/(l-y .,,: )) respectively, 

'the curve approaches a straight lineas y -  1. These scale 
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transformations have been found useful for the representation 

of the minimum volume, y   relations for a wide class of reactors 

over a considerable-- range of Yf  (see Figures 4 and 5) 

The curve C divides the Yf , t  plane (Figure 1) into two 

regions, such that only points on C and in the shaded region 

below C are attainable by tubular reactors with any temperature 

* 
control. The boundary points of the region (the curve C ) repre-

sent reactors which are optimal with respect to various objective 

functions of practical significance (see also Section III.A). 

The boundary curve is easily obtained numerically from the 

rate expression. Sometimes it can be expressed in terms of 

known functions. 11  In order to compare various reactor types 

numerically calculations have been carried out for an example. 

In this example the reaction rate expression was chosen as 

-A/y / _A7y 

the sets of parameters used aregiveninTablë 1 andthe results 

of the calculations are plotted in Figures 3 and 5. 

B. Perfect Direct Control 

ifl this section we consider a reactor which has a main 

feed F0  (see Figure 11) and a supplementary feed Fm • We shall 

For the definitionsof.thesyo1s see Appendix 
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treat only reactors where the compositions of F and F are the 

same. 

in . the appendx the conversion y, the variable £,J (which 

is proportional to the total mass flow), the volume variables 

rn and t, and the reaction rate v(y,T). are defined. 

i . 	No special form is assumed for the function v(y,T) but the 

thermochemistry is assumed to be such that the adiabatic tempera-, 

:.ture rise coefficient is constant. 	(See Table 1.) 

• .. 

	

	The minimum volume problem which we will now discuss for 

this reactor is as follows. 

For given reaction rate function and thermochemistry, feed. 

conversion
r'  supplementary feed temperature T, exit conversion 

Yf s and for (..J = 1 at the exit from the reactor determine the 

minimum volume rn 	where the temperature T of the main feed 

	

f.min 	 0 

is freely adjustable and the feed distrubution £.J(m)  s also 

: freely  adjustable (except that J is, of course, to be a non-de-

creasing-  function of rn, i.e material may leave the reactor only 

at the right hand end in Figure 10). 

Consider the contours of the reaction rate v in the plane 

of y and T. For non-autocatalytic single reversible exothermic 

reactions the rate contours for expressions proposed in the 

literature have the shape shown in Figure 2. 	 • 

In Reference 14 the corresponding discussion cove. • . case 
an ri€xär 

: 	coi 	 o vcc2o G 

	

('r 	 C n 	 t 
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The subsidiary feed condition is represented by the point 

0. The lines of constant enthalpy (adiabatic trajectories for 

a tubular :reactor)are straight lines with the direction DE. 

Consider a point in the reactor corresponding to D. If no cold 

gas is added the state of the mixture will change such that the 

point representing it moves in the direction DE as in inreases0 

If cold gas is added at a very high rate so that the change 

of the state of the mixture by reaction is negligible 4 n compari-

son to the change of the state due to mixing, the point represent-

ing the state of the mixture will move in the direction DF as in 

increases All directions pointing into the shaded region bounded 

by the two directions Just mentioned can be obtained by choosing 

the rate of addition of cold gas appropriateiy. A point or the 

line OB however, can move only in the drection of this lire (up-

wards or downwards). Points to the left of this line can not be 

reached from a starting point to the right of this line 

Inctrect cooling can be considered as a limiting case of 

direct cooling If Tm  is given the value - CO ( a purely rratne-

matical device, of course) then direct cooling becomes equivalent 

to indirect cooling because by adding an infinitesimally small 

amount of subsidiary feed one can produce any given drop in the 

temperature without changing the composition. In this case the 



• the T axis. The locus of points where the rate is maximum with 

respect to displacements in this direction (i.e. with respect to 

temperature variations) correspOnds to optimal perfect indirect 

control. The curve L is the locus of points at which the rate 

is maximal with respect to displacements in the direction DO. 

To follow this locus is to maximize the reaction rate at each 

point in the reactor with respect to the available control. As 

• pointed out such a policy is known to be optimal for perfectin- 

• 	direct control. One might be tempted to surmise that the optimal 

• control would trace out this curve L in Figure 2; however, this 

is not so in general. That this policy is not optimal for y.= 

Yf in Figure 2 is clear, and it has, in fact, been established 
i 

that it is not, in general., optimal for y  = Yf  in Figure 2 
2 

	

H.: 	either.. 

The optimal trajectory may be found by methods which have 

o 
• already been established. 14  

Except in certain special cases (which arise when Tm  is 

unreasonably hot with respect to y 
  and will not be discussed 

here) the optimal control may be described as follows. 

Consider a given flowrate w0  and the corresponding value 

C 	 in•  il 	 are 

	

• 	represented by the point A in Figure 2. Now let w be increased 

in suclil, a way that the curve L in Figure 2 is traced out until 
• 	

•• ,• 	 I 	 - 	 - 	 I 	 • 	 - 	 - . 1 	I 	
-' 

•.iJ - 	2) 	Wi a 	 o 	 o 

ibo VJ.:T) 	 2- 	2) 
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Then for some value of C 

(Note that both w 0 
 and the break- 

point B' are completely determined by C.) There is no simple 

way to determine the optimum value of C for a given Yf•  How-

ever, by choosing several values of C one can determine the 

corresponding Yf' mf  relations and the optimum relation, will 	/ 

'thDT 	or.ve'ibjT (e Figure 	 for the results  

corresponding to y 	0.01 ,T 	3000 and the first sct of praineters in Table I,. : IM 

T1 corr3spondiflg  
- 	

e su-t---f ore 	 i-rec ton tre-l- - is 

One can shorten the numerical work by.making use of the fact 	 j 

that only one integration along the curve L (up to the furthest 

breakpoint) is req-u.red. The contribution to - 	to inte- 

gration along L up to other breakpoints is then easily deter- 

1430 
mined.. 2 

To compute the curves shown in Figure 3 with a relative 

precision better than 0.0001 in m f  not more than 4 seconds 

are required on an ICT Atlas computers 

• 	These optimal controls have a limit as C-> 0 which may be 

thought of as the entire portion AB of curve L in Figure 2 mapped 

onto the entrance of the reactor (m=0) at which place w = 0, and 

w(m) so adjustd to keep y and T in the reactor constant at values 

corresponding to B jr. Figure 2 until w = 1, at which stage w is 

made z 1. Such a policy is, of course, identical to the tank-

tube policy, 14  and it is, in fact optimal in some cases. Point 

B in Figure, 4 corresponds to. such a control. 

// 
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• 	' 	If y = 0, then for many reaction rate expressions (such 

as Equation'(l)), the point on the L locus corresponding to A 

	

• 	in Figure 2 has a coordinate T = 00 and the above theory breaks 

down. In such cases the optimum relation may be estimated pre- 

	

I'. 	ciselyby using a slight modification of the above' procedure. 14  

C. Indirect Control of an Adiabatic Cascade 

It has already been noted that by making T  

:direct control becomes equivalent to indirect. The equations 

mentioned-in the following subsection can be easily specialized 

	

..•' 	 *25 
for this case and the equations thus obtained are well known 

in Figure 5 results are given for N = 1,2,3, 00 stages for trie 

first set ofparameters in Table 1. 

D Direct Control of an Adiabatic Cascade 

In this case, for given J,y and T
M 
 and kinetics we 

M.

wish  to adjust the N-1 ratios of catalyst masses and the N-i by-

pass ratios and the main feed temperature in such a way as to 

end up with w = 1, and a given conversion 'e  and a minimum total 
N 

mass of catalyst. (See Figure 9.) 

There have been many ways proposed for treating this 

problem. 1721  The most efficient by far makes use of the equa-

tions found by taking the derivatives of the total mass of 
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• catalyst:. 	• 

y 
(A 	 (2) 

• 	
v=1 

with respect to a suitably chosen set of 2N-1 free variables 

• taking into account the restraint relations (heat and mass 

balances 'for the subsidiary feed addition) 

W 	- 	- ), = 
	 = 1,? 	 (3) 

TOjt 	 1,2 
 

14-17 
If this is done one obtains a set of equations 	first derived 

* 
by K. Konoki which can, in general , be solved by treating a 

series of easy one-dimensional problems if T   is guessed. For 
I 

each , 	one obtains a reator which is optimal for someY e  

v 	• T 1 . tho 	 relation is obtained. A pro- 

ced_redescrbedin Reference'14 a edlon Konoki s equations 

was found to be over 100 times as fast as a dynamic programming 

method. 9 	 - 

In Figure 4 results calculated •f or N = 1, 2,3,. and GO are 

given for the first set of reaction rate function parameters in 

• Table 1, and for y = O,T = 600 JCNow Ta varies along each 
• 	 1 

*  
The discussion of these equations is complicated • 	14

and will 
not be given here. • -: 	 • 
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of the curves for N = 1,2, and 3, being high for low y and 
N 

decreasing as y increases. A the ends of the curves N = 3 
N 

and N = 00. close to B 	 . Ta = T. The point 
1 

- A represents the case where T is relatively too hot to be any 

H use in the case of a two stage reactor. It also represents the 

degenerate point for 3, 4, 5.,... 00  staged reactors (the missing 

portions of the curves for the 3 and 00 staged reactors were 

• 

	

	
not computed but can be expected to follow the N = 2 curve 

closely and meet at the point A). 

E. U-Tube Reactors: Empty-Full and Push-Pull Reactors 

Consider the reactor shown in Figure 6 in which heat 

(but not mass) may be transferred across the dividing wall. Two. 

cases are important. 

1) No reaction takes place in the left hand tube; e.g. 

where the right hand tube is packed with catalyst but the left 

hand tube is not. This we will call the empty-full reactor 

• which has found practical application in ammonia synthesis and 

• 	so  oxidation. 

• 	2) Both tubes are identical and reaction takes place in 

• each tube. Two such reactors are shown in Figure 8. By a 

symmetry argument it has been shown that these two are equi-

valent to the countercurrent scheme in Figure 7. Reactors 

plug flow with no axial dispersipn of mass or heat assumed, and 
heat transfer orthogonal to flow with all resistance lumped into 
the boundary. A constant overall heat transfer coefficient was 
used as in Reference .22. 
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of these types are called push-pull reactors because they are 

also equivalent, (see footnote, page 12), to the limiting 

operation of . a pebble heat exchange reactor (Figure 11) with 

flow in the direction of the arrows for one half cycle and in 

the opposite direction for the other provided that the cycling 

is neither so slow that the pebble temperatures vary appreciably 

with time nor so fast that back-mixing becomes serious. 

The problem of minimizing the volume (for w I) for zero 

conversion, pararnetricly in the exit conversion (with in-

let temperature and heat transfer coefficient as the two free 

variables) was solved by using a perturbation technique for the 

derivatives and a modified-iterative-gradient method. 2 ' 24  

: 	In the case of the empty-full reactor only the volume of 

:- the right hand tube (Figure 6) was considered as the reactor 

volume but for the push-pull reactor both sides were taken. 

The results are shown in Figure 5 for the first set of 

rate parameters in Table 1. For the push-pull reactor (P-P) 

the broken line indicates that the minimum was not determined 

with great precision for the corresponding range of values of 

Yf  The empty-full reactor (E-F) results fell almost exactly on 

the line for the optimum two stage adiabatic 'reactor with indirect 

We have in mind a' solid catalyzed fluid reaction where only 
the volume which is packed with catalyst is important. 



14 

w 
intercooling, and so are not shown. 

The push-pull reactor has internal heat exchange (pebbles) 

which may in some cases be provided more cheaply than interstage 

cooling. The mathematically equivalent full-full reactor re- 

....quires more volume than the empty-full reactor but never twice 

as much so that one might expect that in cases where volume 

is expensive, per se (as in high pressure processes) and not on 

;account of the catalyst required to pack it, one could improve 

on a given empty-full reactor (such as a Haber Bosch ammonia 

converter) by using fewer tubes, each of a larger diameter, ut 

packed with catalyst. 

F. Sig1e Stirred Tank 

Also shown in Figure 5 is the corresponding result 

for a sngle (adiabat.c) C S T R captioned (M) 	It is of 

interest to compare it with the one stage adiabatic tubular 

reactor (captioned N = 1) and to notice that at high conversions 

its performance is superior. Such is r.otthe case for the second 

set of parameters 14  for which the tube is always better especially 

at high conversions. 

For other reaction rate function parameters which we have 
studied the E-F reactor was found to require from 10% less to 
10% more volume than the corresponding two stage reactor. 
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• An explanation for the superiority of the tank at high 

• :1. conversions in Figure 5 is to be found in the exceptionally high 

activation energies used in the kinetic Under these conditions 

the heat feed-back in the tank more than compensates for the mass 

action loss due to the mixing. 

Note the inlet temperature to the adiabat_c tank 	was 

freely adjustable as was the inlet temperature to the tube 

(N = 1) and that these were not forced to be the same as has 

been done in other studies, e.g.  Reference 26 

Note also that the tank plot (M) is an exact straight iine 

on our transformed coordinates. 

III. oP::ML PROLENS INVOLvING MORE THAN ONE sTO1cH:OYIEIRICALLY 

IND2PENDEIcT REACTION OR CATALYST DETERIORATION 

A. A Reaction in which the Desired Product Decays 

Consider a reaction system in which the desired product 

is formed by an exothermic reversible •reaction and decays by an 

irreversible reaction. Thesimplest case of such a system is 

represented by • 

H 	
'0 ABC 

where A is the raw material, 'B is the desired product and C is a 

waste material. The fact that there are now two stoichiometrically 
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independent reactions instead of one causes some difficulties 

in the proper formulation of the optimum problem as well as in 

its solution. in-the following a geometrical interpretation 

will-be utilized o overcome these difficulties. 

raticB of the molar flowrates of B and C 
Suppose y, and y2  are th€ 

respectively to the molar feed flowrate of A. 
For given pressure and initial c3:ositon 

the reaction. rates then become functions of y 1 11 y2 , and T. The 

change of composition along a tubular reaction therefore can be 

described by the two differential equations 

oil t 

(6) 

where t is an appropriately chosen measure for the distance in - 

the reactor. For instance, t may be the volume of tie \reaczor 
• . . 	 eco-  

fronAinlet to the 	under consideration divided by 

the flowrate of A at the inlet. 

We shall consider in this section perfect temperature 

control only, that is, any function T(t) which is piecewise 

-. continuous 'and subject to  

F (t " Z  Y .'• 

will be considered as a possible temperature policy. The 

introduction of temperature limits is in general necessary 

(quite apart from other physical reasons) in order to prevent 
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the temperature from becoming negative or infinite in the optimum 

H case : 

If there is no B and C present at the inlet the boundary 

coid_taons which have to be considered together with Equations 

(5)..and,(6) are: 

 

For any given temperature policy T(t) the solution 3 -f: Equations 

:1 (5) and (6) will trace out a path in the space spanned by y.., 

and t. Consider the set of all admissible policies {T(t)}. 

,To this set there corresponds a set of reaction paths which form 

a regon called the attainable region, 15  in the above mentioned 

space , see Figure 12 ) 	Each point belonging to this region is 

attainable by at least one admissible policy, that is, there 

exists an admissible T(t) such that conversions yl'  y2  

(corresponding to the first coordinates of the point) can be 

obtained in the time t (corresponding to the third coordinate 

of t.he point) 	The attainable region thus defined Will, of 

course, lie within the stoichiometrically attainable region 

which is defined by: 

 

• 	We shall discuss at first how the attainable region can be 

used in order to solve special optimization problems and then we 
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shall discuss methods to calculate the attainable region. 

The attainable region depends only on the initial condi-

tions for the giverr system, once the various parameter values 

have been fixed. The region may be used in conjunction with 

any objective function depending on y 1 , y2 , and t. We will 

illustrate this by means of an example. 

Consider the recycle system shown in Figure 13, with re- 

action described by Equations (5) and (6) carried out in a 

tubular reactor. A fixed amount of A enters this reactor and 

product 3 is desired. Pure A enters the system and separation 

may be considered complete, so that only A is present in the 

recycle A mass balance over the system will yield tre flows 

shown, assuming unit flow of A into the reactor. 

In this example let us assume that the profit P per no.1. 

of A entering the reactor has to be maximized and that this 

prof it is given by the following simple relation: 

'= 	 )c—(i---)c— tç 	 (9) 

where C = cost of raw material/mol. feed 

Cr = cost of recycling/moL recycle 

• 	.. 	C = cost of reactor/unit volume 

C  = value of product/mol. B formed 	 . 	. 

t = volume/mol..of A entering 
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Only under very special circumstances will such an objective 

• function be of any practical significance. However, the essen-

tial points of the-following discussion apply to any objective 

function, however complicated, as long as the arguments of this 

function are y1 , y2,  and t. only. From Equation (9) it follows 

that; 

(C,:L— Cl- C6 	(Cc,— 	LA 	r- (10) 

This equation represents a plane in the (y 11 y21 t) space. 

Note that C > C for recycle to be economical and C,>  C or a 	r 	 a 

system to be profitable. The coefficients of y2  ana t are thus 

positive and that of y 1  is negative, while (Cr  P) i s poslzlve 

.Planes  of constant P are thus parallel planes and a 

t.ypica1 such plane is represented in Figure 12. The attainable 

region must now be considered together with these planes to 
tke 

• • solve J\Optimum problem. Since P increases in the direction in-

dicated by the arrow lAprof  it will be maximum on that plane which 

Just touches the surface of the attainable region. The point of 

tangency will then provide the solution. 

It follows that the border of the attainable region will be 

of special interest to the solution of optimum problems. The 

border can be found by means of Pontryagin's Maximum Principle. 



together with If Equations (5) and (6) are integrated  

'I  

and the temperature is chosen such that the expression 

- 	 )1) 	 (12) 

assumes a maximum with respect to T at any time t then the 

solution will trace out a path at the border of the region. 

.;.. 
By integrating the equations for various initial values of 

2 and by 1imizing asteadof maximizing the expression 

given above a set of pathsat the border can be calculated and 

.'.the border can thus be determineth 

Once the border of the attainable region is known opt-4..Ura 

reactors can easily be calculated for any objective function. 

The calculation of the border itself does not require any 

• quantitative knowledge of the economics of the process. What 

has to be known is'the set of economic important variables 

which in our example are y1 , y2 , and t and the kinetics of the 

reaction. 

20 

(11) 
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Calculations have been carried out for first order kinetics 

with  Arrhenius rate constants. In this case the functions v, and 

V in Equations (5) and (6) are given by: 
2 

7 	, 	 - 

= 	e 	
y1 	

0 	
(13) 

It is convenient to introduce a dimensionless time ta  and a 

dimensionless control variable, z, which will replace the 

temperature T as follows: 

/ 
 

(15) 

With these transformations Equations (5)and (6) become 

CL 
(16) 

cL_ 	 . 	 0 

• 0 • 	 - 	I 	• 	0 	
•• 	• 

and a are given by 

 (17  ) CL  
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•.:'Adjoint equations are obtained if t is replaced in Equation (11) 

by t' and v and v2  are replaced by v 1 ' and v a ', i.e. the functions 

of 
'1 '2' and 

z onthe right hand sides of Equation (16). 

Similarly, along a border path the-expression', 

must be maximum with respect to z at any t'. If temperature 

1 'limits are to be taken into account and z and z are the values 
1 	U 

• of z corresponding to the lower temperature limit TI,  and  upper 

limit T  the expression (18) must assume its maximum within the 

interval: 

 

Numerical integrations have been carried out for the values 

 

The  results are shown in isometric representation in Figure 	1 / 

'The coordinate 	is defined as:  

C l  
 

By this transformation the infinite time interval 

is represented by the finite 1\  interval: 

• 	 0 	 • 	
0 	 • 	

,it 	F.17 	• 

• The lines a, b, ....,'h are border trajectories obtained by 
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•integrating (16) together with its adjoint equations and under 

consideration of the optimum condition. Each such line corre-

sponds to a ratio•'12 chosen at t' = 0. All rajectories 

start at the point 0 and all trajectories shown in the diagram 

• end at the point E. The lines intersecting the trajectories repre-

sent intersections of the border with planes of constant 	. If 

the cost of reaction volume is insignificant ( c = 0 u-i Equation 

(9)) then only. the border of the projection of the attainable region 

onto the y1-y2  plane is of importance. This border of the projection 

is •identical with the intersection at 	= 1. Furthermore, this 

line is identical to the projection of the trajectory a onto the y 1_Y2 

plane. In the example in question they 1-y2  projection of the at-

taina1e region does not fill out the stoichiometrically attainable 

regicn The maximal obtainable conversion to A2  is about 43%. If 

H H however, 6.>l and >l (the latter is necessary for an exothermic 

reaction) the projected region would completely fill the stoichio-

metrically attainable region (in the limit of very large Z, and 

the maximal obtainable conversion to A2  would be 100%. If only the 

conversion to A2  and the reactor size matters while the conversion 

to A3  is not important (no utilization of A 3  or unconverted A1  in 

the reactor effluent is possible) the projection of the region onto 

the 'try  plane has to be considered. It can be seen that the border 

• of this projection is not generated by a trajectory in contrast to 

the previously discussed case.. 	 . 



B Exothermic Reaction with a Decaying Catalyst 

Very often an exothermic reaction carried out in a 

tubular reactor is*catalyzed by a solid catalyst, present in 

the form of a packing, and the activity of the catalyst decays 

with increasing time. In general, the rate of decay of the 

catalyst will depend on temperature, and possibly also on the 

compos±ticn of the reaction mixture, and since these are not 

the same at all points of the reactor an uneven decay occurs. 

• In particular, the instantaneous rate of decay will depend on 

the reactor temperature at each point, so the pattern of 

catalyst decay at any time will depend on the complete previous 

•historyof the temperature 'profile in the reactor. This leads 

H to an interesting type of optimization problem, in which the 

current temperature profile influences the whole future course 

of the reaction by leaving its imprint on the pattern of 

catalyst decay 

If the changes in catalyst activity are slow compard with 

• • the speed of response of the reactor to changes in imposed con-

ditions, the departure from an instantaneous steady state is 

always small, and the course of the reaction is determined by 
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where t as the distance along the reactor (0,<, t,<, 	y is the 

H conversion, T is the temperature, and x is a variable measuring 

the cat.aiyst activity. 

Typically, for a reversible reaction, with first order 

kineticLj behavior i both arectaons, f would take -he form 

(14) 

The rate ofE decay of the catalyst activity at any ooint will 

certainly depend on the temperature, and may also depend on the 

composition of the reaction mixture and the activity itself, so 

7") 

that: 

(±5) 

Twherei.s the time. 

When the temperature T(t, 	) is specified in the domain 

of interest  

where 	is the total time between catalyst changes, quations 

(13) and (15) can be solved subject to boundary conditions 

( 	-2) 
and 	

( 	
O 	 (16) 
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where x0  is the uniform initial activity of the catalyst. The 

: problem is then to choose T(t,%') so as to maximize the total 

yield of product i the time interval (0, '' 
), 

in other words 

to maximize an objective function: 

= 	 (17) 

A solutionwill be sought using a direct method of the 

• calculus of variations and for this purpose it is necessary 

to consider a small change in temperature policy from T(t,"C) 

to.(tI, ) + 	( t,"C) and to relate the consequent change g P 

to T. This can easily be done by introducing two new variables 

	

7L. and 	defined by the differential equations 

 

x. 
together with the boundary conditions: 

- i 	t 	0
. 	) ) 

 

it is then easy to show29  that: 

Tdtce 2: 
• •:. 	•• 	

A] 

	

• 	 S 
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rD  27 

The gradient of P in the function space T(t/) isdefined as: 

rT - fi 25 5-_ 
	

(21) 

Equation (20) provides the basis for a very simple computa-

tional procedure in which the rth approximation T(t,') to the 

optimum policy is replaced by T(t/) where: 

Y(t> c) = 	-F e 	(22) 

with P. computed from the temperature policy Tr(ti) 

Using the temperature policy T(t'), a value of Pcan then 

be computed, and 	is varied to maximize this value of P. if 

1 is the corresponding value of 	, the (r + l)th approximation 

to the optimum policy is taken to be: 

-c-H - 	
- - 	D 	

(23) 

and the process is repeated. 

This procedure corresponds to the gradient method widely 

used in the problem of maximizing a function with a finite 

nurrer of variables. 28 

This procedure was tested for an example in which the 

:. reaction rate was taken to be of the form (14), with k and k 

depending on temperature according. to: 



52) 

= 
/ 	e/) 

while the rate of catalyst decay was given by 

TC 
where T is a constants The values taken for the various 

C 

• 	constants were 

y = 	006 (extent of reaction at inlet) 

= 	250 °K 
C 

xc = 	1 

k = 	6900 
0 

= 	3x10 7  

= 	6000°K 

e 2  ' 1 0 1 000 0K 

= 	' e 1  

(Note that the above values of t: 	and 	result from the use 
e 

of dmensioniess scaled values of distance and time, and this 

scaling also makes k. 	and k' dimensionless, as indicated.) 
0 0 	- 

Figures 14, 15, and 16 show T 2 , T4 , and T6 , the temperature 

policies after two, four, and six ascents respectively, plotted 

as functions of t for = 0 and for 	
= 	'. 	The temperature 

profiles for intermediate values of 2 , not shown on the diagrams, 
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• 	 .. 	 S 	 S 	 - 	
S 

are, as one would expect, intermediate in nature relative to 

these two. 

The corresponding values of the objective function P are 

also indicated on these diagrams. The search was started from 

an initial temperature policy. (T 0) = 600°K (all t and 

H.. 'giving P= 0.2720 and after six ascents P.is increasing only 

slowly. 

S 	 S 	 • 5 	 -, 	 -. 	 -S 	
--:'•- 	 -- . 	 ' 
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APPENDIX 

Stoichiometric Parameters, Conversion, Reaction Rate Functi -. 

Suppose that the reaction taking place in the reactor is 

represented by: 

(Al) 
ILI 

where..M. is the chemical formula of the ith species and -s?. is 

the  stoichiometric coefficient if M. is a product, minus the 

;stoichometric coefficient if M. is a reactant, an zero if 
1 	 1 

is inert, and n is the total number of species present. M is 

a react it not present in stoichiorecric excess wriicl-' we will 

call ti- c reference substance 

Consider a sample of the feed F and suppose it to be re- 

EY:actedcompletely in reverse direction, (i.e. until at least one 

product disappears). Suppose that in this (reacted) sample there 

are oresent 	. moles of M. and that the samole is of such size 
1 	 1 

The se t ö 	iñ't&Eeri 	 Eermed theT T  

;basic composition of the feed F  
.0 

Let y be the fractional conversion of 	at sce 

o_ 



It is convenient to introduce the quantity AX as the flow 

rate the reference substance would have if the material in the 

stream were instantly converted to completion in the reverse 

direction. 

It is clear that the composition of a stream is completely 

determined by the variable y and the parameters 	., so that 

with a given pressure and a given set ( 
o.) in mind the re-

action rate,v, i.e., the number of moles of reference substance 

converted per unit time unit volume by a homogeneous reaction, 

may be written as a function of y and the temperature T: 

• 	:.'. 	
(2) 

In the. case of a solid catalyzed fluid reaction taking 

• . •. place in a tube packed with fixed granular catalyst we can still 

:- use the form (A2) if we make y and T fluid phase variables 

(assumed  constant in the fluid part of a cross section) and 

consider the mass flowrate per unit sectional area (which to-

gether with ' and T and the catalyst characteristics will 

determine the rate) to be either constant or else without 

influence. 

For the solid catalyzed, fluid reaction v is based, on the 

mass of catalyst rather than the reactor volume. 

Let in be the volume of the reactor (or mass of catalyst 

in the case of the solid catalyzed reactor) between the main 
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feed inlet and some plane of reference A in Figure 17. 	The feed 

addition policy may be specified by assigning a relation between 

w and rn: w(m) 

Mass Balance, Enthalpy Function, Heat Balance 

It is convenient to introduce a new variable, X: 

;kc=  

in cerTLs of which we may write a differential- mass 	a_arce for 

the reactor: 

 

For a tubular reactor w is constant, and if we put t = m/w, 

(A5 1  in Equation (A4) we obtain: 

• •. 	 = 	
0 (A6) 

In general, T will not be explicitly specified but must be 

determined from an enthalpy balance, so the relation between 

enthalpy composition and temperature will be required. 



	

-' 	 )) 

e enthalpy of We  will assume (as is commonly done) triat th  

the reaction mixture is linear in y and T. It follows that for 

an adiabatic feed bypass reactor we may write the enthalpy 

balance:. 

T 	-h 
(A7) 

• 	c.= 	 S 
* 

The numerical calculations were all made for J = 152.5°K and 

for thereaction rate expression: 	 - 

( ) T)_ H(t - 

with the two separate sets of parameters shown in Table 1. 

These sets of parameters have the following-  properties. 

The differences A-A are constant, corresponding to 

the heat of reaction for SO 2  oxidation. 

The ratios A'/A are respectively 1.5 and 2. For these 

* 
• 	simple ratios the tf I Yf relation for perfect indirect control 

11 
can be obtained in closed form. 

• • 	 3) The ratios H'/H are constant. 

- •. 	• it follows that the equilibrium relation between y and T 

is the same for each set. 

• The second set of parameters corresponds to the experimental 

Atypical figure for a lean Pyrites roast gas. 



• 	'.1 

.- 

-) -I 

• 	data of Schytil and Schwalb16  for the oxidation of a lean SO  

gas at 440°C. 

Noteunitsfo H and H are not important because the 

quantities of interest in this study are the ratios of reactor 

• volumes required in different cases and these ratios are, of 

---cou-r-se, --in-variant-against-- muLtiplication of HandH± 	the _ 

same positive constant. 

• 	I 	• 

• 	 This 	as supported by the systems :rant from the National 

Science Ioundation (-No. GU 1153) 
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NOMENCLATURE 
(Defining Equations in Brackets) 

• 	a See 	(17). 

• 	•f Reaction rate, 	(14). 

g Catalyst act-ivation function, 	(15) 

1 See (22) and following text. 

 See text between (A2) and (A3). 

Measure of distance from entrace of reactor. 	See (A5), 	(5), and (13) 
and adjacent texts. 

tv See 	(14). 

See 	(21). 

v Reaction rate. 	See (A2), 	(1), 	(5), 	and (6). 

ol Reference flow. 	See text between (Al) and (A2). 

x Catalyst activity, 	(15), 	(16) and text below (23). 

Fractional conversion of reference reactant. 	See Appendix. 

• 	
See text above (5). 

z • 	 See 	(15). 

C See (A7). 

C,C,etc. See Text below (9). 

E Activation energy. 

H,H' • 	 Parameters in (1). 	See Table 1 and last paragraph of Appendix. 

• 	
H1 ,Hetc. Parameters in (13). 

J Adiabatic temperature rise coefficient, 	(A7). 

 • 	 Number of stages. 

• 	• 	 P Profit, 	(9); 	(17). 

O 	

• 	T • 	

• 	Gradient of 	P 	in function space, 	(21). 

R • 	 Gas constant. 

T 	•. • 	• 	Temperature) 	degrees Kelvin 	 • 



X 	Adjoint variable, (18). 

Adjoint variables, (11). 

Adjoint variable, (18). 

p 	See (17). 

ô 	See (17) 

Time, see text below (15). 

Subscripts(apply to Section II only) 

a Referring to entrance to stage j. 

e. Referring to exit of stage j. 

• 	f .  Referring to exit of reactor. 

Referring to subsidiary feed: 	See Fig. 	10. 

0 • 	 Referring to the main entrance to the reactor. 



• 	. ' 

• 	., 	 . 
. 

Titles for Figures 

• 	Figure . . Attainable region for a single reaction with stable catalyst. 

Figure  •. 	Reaction rate contours and optimal trajectories for perfect 
control in the 	y, T 	plane. 

Figure 3:..:•'', Perfect-'control trajectories in the 	m, y 	plane. 

• 
Figure 4: •.. 	 Comparison of N-stage directly controlled adiabatic stage reactors. 

• 	 . 	 '• .. Of 
Figure 5:" ComParisonAindirectlY controlled reactors. 

Figure 6: U-Tube reactor. 

Figur 7:., Counter Current heat exchange reactor. 

."" 	Figure  Modified counter current heat exchange reactor. 

Figure  N-stage directly controlled adiabatic stage reactor. 

Figure  Distributed feed reactor. 

Figure  Push-pull reactor in push mode. 

Figure'  Attainable region (hill) and plane of constant objective function 
(triangle). 	Arrow indicates direction of gradient of objective 
function. 

• 	•• 	Figure  Reactor-separator system. 

• 	Figure  Temperature profile for time 	T =  0 	and 	T = T 	
after 2nd ascent. 

Figure  Temperature profile for time 	T 	0 	and 	T = T 	after 4th ascent. 

• 	' 	' 	Figure  Temperature profile for time 	T = 0 	and 	T = T 	after 6th ascent. 

Figure  Attainable region in 	y1 , y 21 	
space. 	Lines a - h are optimal 

trajectories. 
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roup D 

A celebrated theorem of chemical thermodynamics determines the minimum 

energy required to separate a given mixture of substances into a number of 

other mixtures. The case of greatest practical interest is that in which the 

final mixtures approximate to the pure components themselves, in which case 

the troblem may be described as the determination of the mininnim energy of 

separation. The minimum is attained only when the separation is reversible, 

of cccse, and can therefore only be approximated by any real separation 

device. Publication 1)1 shows how a binary distillation column can, in principle, 

be oper.ted reversibly in such a way as to attain the thermodynamic minimum 

sparation energy, and some practical schemes for improving the energy economy 

are based on this analysis. These schemes form the basis of pa te1t granted in 

the xames of the authors of the ptiblioatior. 

.hen the mixture distilled ccntains more than two components it is not 

possible, even in principle, to atain the thermodynamic minimum energy of 

separation in a distillation column. Nevertheless there iz7 still a. lower 

bound on the energy of separ iori by distillation, even though this is higher 

than the thermodynamic bound. The problem of determining this bound for the 

distillation of multicom:onent mixture tili remains unsolved, to the writer's 

nowledge. 



ENERGY REQUIREMENTS IN THE SEPARATION 
OF MIXTURES BY DISTILLATION 

By J. R. FLOWER, Ph.D.,*  and R. JACKSON, M.A.t 

SYNOPSIS 
The reversible operation of a continuous distillation column is briefly described and it is shown how closely this 
can be approximated in principle, both using heat pumps with an independent heat-transfer medium and using 
direct compression of the overhead vapour. The corresponding systems are impractical idealisations but have 
obvious practicable analogues which are discussed in more detail; quantitative illustrations are given. In 
particular, it is shown that systems may be designed, making direct use of compressed overhead vapour, which 
are economically attractive in certain cases. 

Introduction 

It has long been recognised that the process of continuous 
distillation, as normally carried out in an adiabatic column, 
is highly irreversible and consequently the energy requirement 
greatly exceeds the theoretical minimum demanded by the 
thermodynamic properties of the feed and product streams. 
When the energy is provided in the form of mechanical work, 
as in low-temperature gas separations, there is a thermo-
dynamically determined minimum amount of work required 
to accomplish the separation. As early as 1923, van Nuys' 5  
gave a very thorough discussion of this point and a few years 
later Dodge and Housum 6  analysed in detail a number of 
systems for separating the main components of air. Subse-
quently Hausen7  proposed a model for an ideal distillation 
system which would, in principle, achieve the limiting per -
formance thermodynamically permissible for a binary separa-
tion. In later years a large number of papers and patents 
relating to low-temperature gas separation have appeared, 
and it will suffice to mention papers by Haselden 8 ' 9  and the 
book by Ruhemann'° which give many references. 

In conventional distillation systems operating above 
ambient temperature, where energy is supplied in the form of 
heat rather than mechanical work, the approach has, on the 
whole, been less systematic than in the field of gas separation, 
though many methods of reducing heat consumption have 
been described and patented." 

It is the purpose of the present paper to describe an ideal 
distillation system somewhat different in structure from that 
of Hausen, 7  to discuss the energy losses which necessarily 
accompany various approximate physical realisations of this 
system, and hence to arrive at practically realisable systems 
which secure a significant proportion of the energy economies 
associated with the ideal system at reasonable capital cost. 

Reversible Distifiation 

In its most general form a distillation column separates a 
feed stream into a number of product streams, in the course 
of which heat is exchanged with a number of reservoirs at 
different temperatures and mechanical work is performed on 
the system. If Q, is the heat absorbed from a resevoir at 
temperature Ti  (1 = 1, 2.. N) and W is the mechanical work 
performed on the system during the distillation of a quantity F 
of the feed, it is easy to show from the second law of thermo-
dynamics that: 

N 	 P 
QI/TGSP—FSF=LS. 	. 	( 1) 

1=1 	pl 

" Department of Chemical Engineering, Houldsworth School of 
Applied Science, University of Leeds. 

t Chemical Engineering Laboratories, University of Edinburgh 
and Heriot-Watt College, Chambers Street, Edinburgh 5.  

where G is the quantity of the pth product corresponding to 
a quantity F of feed, S, is the unit entropy of this product and 
SF is that of the feed. 

A straightforward enthalpy balance also gives: 

N 	 P 

Q I +W=GPHP —FHF =LH . (2) 
i=1 	 p=I 

where H and HF  are the unit enthalpies of products and feed 
respectively. 

With a heat pump or vapour compression system, heat is 
exchanged with only a single reservoir (at temperature T, say) 
and work is done on the system by a compressor. Equa-
tions (1) and (2) then degenerate into the familiar expression 
giving the minimum work of separation, namely: 

W>LH — TLS . 	. 	. 	(3) 

In conventional distillation, on the other hand, no mechani-
cal work is performed on the system and equations (1) and (2) 
yield rather less familiar lower limits for the heat absorbed at 
the reboiler, Q8, and the heat rejected at the condenser, QD, 
namely: 

Q11> (LH - TDLS)/(1 - TD/ TB) 	. 	(4) 

\ 
and: 	QD> (tH - TBAS) TB / (- - 1J . 	. 	(5) 

\D 	I 

where TB and TD  are the temperatures in the boiler and 
condenser respectively. 

The limits imposed on the performance by equations (1) 
to (5) are attainable only by strictly reversible systems, but a 
conventional adiabatic distillation is far from reversible since 
on each plate heat and mass transfer occurs between a liquid 
and a vapour with which it is not in equilibrium. 

In the case of a binary distillation it was shown by 
van Nuys, 15  and by Dodge and Housum, 6  that it is possible 
to arrange that the liquid and vapour are everywhere in 
equilibrium by varying the reflux flow along the length of the 
column in such a way that it operates everywhere in a 
"pinched" condition. This can be accomplished by supplying 
or removing heat in the necessary amounts and leads, of 
course, to a column of infinite capital cost, with an infinite 
number of theoretical stages. It has frequently been assumed 9  
that the same is true for separations involving more than two 
components but, as has been pointed out by Timmers and 
by Beek, '2' ' variation of the heat exchange between the 
column and its surroundings does not provide sufficient 
disposable parameters to ensure equilibrium with respect to 
all components in the liquid and the vapour at all points of 
the column, so multicomponent distillations cannot be 
rendered reversible in this way. 
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For a binary mixture the necessary distribution of heat 
exchange along the column can be calculated very simply if 
an enthalpy-composition diagram is available. This is illus-
trated by Fig. 1, in which f, d, and b represent the feed, 
distillate, and bottom product respectively, all three being 
liquids at their bubble points in this case. The distance dd' 
gives QDO/D,  where Q00 is the heat to be removed in the 

Fig. 1 .—H--x diagram, illustrating the construction of the Q-curve 

condenser to condense the flow D of distillate. If 1 and m 
represent liquid and vapour in equilibrium at some point 
above the feed and n is the point in which lm produced meets 
the vertical through d, the distance nd' gives LQ'/D, where 
LIQ' is the additional amount of heat, over and above QDO, 
which must be removed between the top of the column and 
the point where the liquid has the composition represented 
by point 1. By choosing various positions for 1 between 
d and f, it is therefore possible to plot the heat to be removed 
above any point as a function of the liquid composition (or 
equivalently the temperature) at that point. Similarly, if t 
represents the liquid at a point below the feed, the distance yv 
gives the heat to be supplied to the column between the feed 
and this point, per unit of bottom product, and again this 
quantity can be plotted as a function of liquid composition 
(or equivalently temperature) in the part of the column 
below the feed. 

The two curves obtained as just described can be combined 
into a single curve showing the net amount of heat to be 
supplied to the column (including the condenser) above any 
point as a function of the temperature at the point in question. 
This will be denoted by Q(T) and the resulting curve, which 
will be called the Q-curve, will prove very useful in dealing 
with thermal effects accompanying the distillation. Fig. 2 
shows a Q-curve, constructed in this way, for the separation 
of a methanol—water mixture at its boiling point, containing 
90% by weight of methanol, into a distillate containing 
9995% methanol and a bottom product containing 1 % 
methanol. It is based on the enthalpy-composition diagram 
and equilibrium data of Plewes, Jardine, and Butler 14  for a 
pressure of one atmosphere and is typical of the simplest 
form which these curves can take. 

Enthalpy-composition diagrams are, of course, seldom 
available in practice, and one must then derive the form of 
the Q-curve from the same approximate assumptions as lead 
to the McCabe—Thiele construction with straight operating 
lines. With these assumptions, and a suitable choice of the 
units used in expressing the composition, it is possible to  

arrange that the latent heat of vaporisation per unit of liquid 
takes a constant value L, independent of composition, and 

100 s.... 	90 	- 	80 	 70 	d 	60 

- 100  

-o -201 

- 30 1 

- 400  [ 	

I 	 I 	 I 	U 
Fig. 2.—Q-curve for the methanol–water system described 

the thermal quantities which determine the form of the 
Q-curve can be obtained from the following equations: 

LXQ'/LD 

	

= 1 + LQ'/LD 	
(6) 

1 + L.Q/LB 
and: 	 12 = LXQ/LB 	

(7) 

where s1 is the slope of a line joining the point (x, y) (above 
the feed) on the equilibrium curve in the x-y plane to the 
point (XD,  x0) representing the composition of the distillate, 
and s2 is the slope of a corresponding line joining a point 
(x, y) on the equilibrium curve below the feed to the point 
(XB, XB) representing the bottom product. LQ' is the heat to 
be removed from the column between the top and the point 
above the feed where the liquid composition is x, and LtQ 
the total amount of heat to be supplied to the system (including 
the boiler) below the point between the feed and the bottom 
of the column where the liquid composition is x. B and D 
are the flows of bottom product and distillate respectively. 
The construction is illustrated in Fig. 3. 

Slope 

AQILO 

	

1.1Q'LD.-.-' 	/ 

Slope  

1,110/LB 

110/LB 

Fig. 3.—Construction of the Q-curve from a McCabe–Thiele diagram 
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Examination of Fig. 2 shows that reversible operation does 
not, in itself, reduce the total amount of heat to be supplied 
to the column, which is equal to the difference in ordinates 
of the Q-curve, Q(TB) - Q(TF), whether it is all supplied at 
the boiler, as in an adiabatic column, or is distributed to 
make the system reversible. Reversible operation therefore 
permits part of the heat supplied to be of lower grade than 
that required in the boiler, but when the only available source 
of heat is a medium hotter than the boiler temperature, there 
is no advantage in distributing the heat supply. However, 
since the majority of the heat supplied in the lower part of 
the column is subsequently rejected to a cooling medium in 
the upper part or the condenser, there may be a considerable 
economic advantage in operating some form of heat-pumping 
system. Such a system was described by Hausen, 7  who used 
a compressor to deliver a hot heat-transfer medium to the 
boiler. The medium was then reduced in pressure through a 
sequence of expansion engines, passing through exchangers 
on the plates of the column between successive expansions, 
and finally returning to the suction of the compressor after 
serving to condense the distillate at the top of the column. 
By suitable adjustment of the expansion ratios it was possible 
to distribute the heat supply to plates below the feed and the 
heat removal from plates above the feed in such a way as to 
make the column reversible. At the same time, of course, the 
number of plates, and correspondingly the number of expan-
sion engines, became infinite. Hausen's arrangement is of 
course impracticable for the reason common to all reversible 
devices, the necessity for an infinite amount of equipment (in 
this case distillation plates and expansion engines), but it 
suffers from the further disadvantage that even finite approxi-
mations to it are hardly practicable, as expansion engines 
working through the small pressure drops involved are not a 
practicable means of recovering energy to offset the work 
performed in the main compressor. In fact, Hausen's arrange-
ment is an unnecessarily complicated way of using mechanical 
work to realise a reversible system, and we shall describe a 
simpler arrangement using no expansion engines which has 
the further advantage that its finite approximations are 
practically realisable systems. 

Conventional heat-pumping systems for distillation columns 
operate between the condenser as source and the reboiler as 
sink, either directly by compression of the overhead vapour 
or indirectly using a secondary heat-transfer medium, and 
systems of both types have been extensively described's and 
have formed the basis of many patents. However, inspection 
of the Q-curve in Fig. 2 immediately suggests that this type 
of system can be greatly improved, since the major part of 
the thermal requirements of the system can be met by opera-
ting heat pumps through quite small temperature differences 
between sources above the feed point and sinks below it, 
corresponding to the steep sides of the deep, narrow valley in 
the Q-curve. Only a very small proportion of the heat to be 
supplied to the lower part of the column need be pumped 
through temperature differences approaching (TB - TD), and 
correspondingly the work consumption of the heat pumps 
using the distributed sources and sinks required for reversible 
operation is much smaller than that of a single pump opera-
ting between the condenser and reboiler. Furthermore, the 
reversible mode of operation crowds the heat supply to the 
column and the heat removal from the column as closely as 
possible below and above the feed point respectively; any 
attempt to supply or remove more heat than the quantity 
corresponding to reversible operation in a given interval 
adjacent to the feed would lead to a "pinch", and would 
prevent the specified product compositions being obtained. 
A heat-pumping system using a minimum amount of work is 
therefore obtained by linking infinitesimal sources and sinks 
above and below the feed by an infinite array of heat pumps, 
each driven by a compressor. The individual sources and 
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sinks can be linked in pairs in an infinite number of different 
ways; for example sources and sinks at successively increasing 
temperatures may be linked together or, as indicated in 
Fig. 4, the coolest source may be linked to the hottest sink 
and all the other sources and sinks connected in reverse 
sequence. However, the particular pattern of connection is of 
no importance since it can easily be shown that the total 
work of heat pumping is the same for all patterns. 

Any system of this type therefore operates, in principle, 
with the minimum work for separation as given by the 
inequality (3) and, unlike Hausen's arrangement, requires no 
expansion engines. 

Let dQ be the amount of heat to be supplied to a small 
element of the column about the temperature T and assume 
that it is made available by a heat pump which extracts an 
amount of heat dQ' from an element of the column about 
the temperature T'. Then, assuming the heat pump is 
reversible, we have: 

dQ'=-dQ. 	. 	. 	. 	(8) 

and 	 dW= T_T ' dQ . 	. 	. 	(9) 

where dW is the work done in the heat pump. Equations (8) 
and (9) are differential equations for T' and W as functions 
of T, since Q' is given in terms of T' and Q in terms of T by 
the ordinates of the two branches of the Q-curve, one on each 
side of the feed point. W is the total amount of work per-
formed in the heat pumps supplying heat to the temperature 
interval TF —* T in the column. The equations may be inte-
grated outwards in the directions of increasing T and 
decreasing T' from the feed point, starting with W = 0 and 
T' = TF when T = TF. This actually corresponds to the 
pattern of connection of sources and sinks indicated in Fig. 4. 

HoI 
pumps 

Fig. 4.—Optimum heat-pumping system 

The integration may terminate either when Q reaches the 
value Q(TB), leaving a finite residue of heat to be removed at 
the condenser, or when Q' reaches the value zero, leaving a 
finite residue of heat to be supplied to the boiler. Which of 
these occurs in any given case is determined by the sign of the 
entropy change for the overall separation process. 

In certain circumstances it may be economic to terminate 
the sequence of heat pumps at some temperature T lower 
than TB  even if Q' has not reached the value zero. The cost 
per unit of mechanical work is greater than that of heat, and 
if the cost of d  units of work exceeds that of dQ units of 
heat, where d W and dQ are related by equation (9), it is 
clearly uneconomic to go further with the heat-pumping 
sequence. Since the ratio d W/dQ increases with T, there will 
then be some temperature at which the heat-pumping sequence 
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should be terminated to give minimum total energy costs, 
namely the temperature at which the costs of d Wand dQ are 
equal. In most cases the temperature difference between 
condenser and reboiler is not large enough to satisfy this 
condition and heat pumping should therefore be employed 
to the fullest possible extent. 

Another interesting approach to the problem of energy 
economy is to replace heat pumps using mechanical work by 
pumps which consume heat from a reservoir at the boiler 
temperature TB; for example, absorption refrigerators. In 
this arrangement the system consumes heat from a single 
reservoir at temperature TB  however complicated a system of 
heat pumps is used, and a rational comparison of energy 
economies can be made without raising the question of the 
relative costs of heat and mechanical work. If the thermal 
heat pumps are reversible, and if dq is the heat absorbed 
from the reservoir at TB  by the heat pump operating between 
a source in the neighbourhood of temperature T' and a sink 
in the neighbourhood of temperature T, the equations corre-
sponding to (8) and (9) are: 

(10) 
T 
T' ( 1 

TB  - T 

TB 

( TB 
T - T' 

and: 	 dq =
T 	- T')

dQ  

These may be integrated outwards from the feed in the 
same way as equations (8) and (9), and the integration termi-
nates either when Q reaches the value Q(TB)  or when Q' 
reaches the value zero. The corresponding value of q is then 
the total amount of heat absorbed from the reservoir at 
temperature TB. 

It can be seen from the above descriptions that the form of 
the Q-curve gives a very good qualitative idea of the econo-
mies likely to be obtainable by the use of heat pumps. The 
total amount of heat to be supplied to the boiler of a con-
ventional adiabatic column is given by Q(TB) - Q(TF), and 
therefore corresponds to the vertical span of the Q-curve. 
On the other hand the energy (heat or work) required by the 
heat pumps is determined by the width of the valley about 
the feed point. Thus, if the Q-curve is more or less flat except 
for a deep, narrow valley at the feed point, the total heat 
required for adiabatic distillation is large, but the minimum 
energy requirement is small if heat pumps are correctly 
deployed. Such a system therefore offers considerable scope 
for energy economies. If the valley about the feed point is 
broad and flat, on the other hand, there is relatively little to 
be gained by heat pumping. 

Quantitative Results for Particular Systems 

In this section some numerical results will be quoted which 
have been obtained by applying the theory of the foregoing 
section to specific examples, and the effects of various 
departures from the ideal reversible system will be compared. 

Two examples will be considered. The first is the methanol-
water system whose Q-curve is given in Fig. 2, and the second 
a mixture of acetic acid and water, containing 28 % by weight 
acid and at its boiling-point, which is separated at atmospheric 
pressure into a bottom product containing 99O% acid and a 
top product containing 985 % water. The Q-curve for the 
second example can be constructed from the enthalpy-
composition chart and equilibrium data of Lemlich, Gottslich, 
and Hoke, 15  and in both examples energy consumptions 
were calculated by integration of equations (8) and (9) or 
equations (10) and (11) in the manner already described, 
making use of the Q-curves. Costs quoted are based on 
Id/kWh for electric power, and 10 shil and £1 per ton, which 
are thought to span a reasonable range of costs for industrial  

heating steam. The results are given in Table I in which QBO 
is the boiler heat required for conventional adiabatic distilla-
tion at minimum reflux, QT'S  the total heat required from a 
source at temperature TB with the optimum heat-pumping 

TABLE 1.—Energy Costs in Distillation 

Methanol-water Acetic acid-water 
(Basis 100 lb (Basis 100 lb 

distillate) bottom product) 
QBO (lb cal) 45 730 452 000 
QT (lb cal) 9375 62807 
W (lb cal) 850 2500 
C1 (pence) 4-57/9.14 45-2/904 
C2 (pence) 0-45 1-32 

system using pumps which consume heat rather than work, 
W is the work consumption of the optimum heat-pumping -
system using heat pumps which consume electric power, C1  
is the energy cost for adiabatic distillation at minimum reflux, 
and C2 is the cost of electric power in the optimum heat-
pumping system. The two values given for C1  refer to steam 
costs of 10 shil and £1 per ton respectively. The basis of the 
calculations is 100 lb of distillate in the methanol-water 
system and 100 lb of bottom product in the acetic acid-water 
system. The reduction in heat consumption or cost is very 
striking in both cases. 

The results of Table I refer to idealised systems which 
represent the limits of sequences of real systems of increasing 
cost and complexity. If we disregard for the moment any 
mechanical inefficiencies of the heat pumps, there are three 
major reasons why practical systems will fall short of this 
performance. Firstly, heat must be transferred to and from 
the column across heat-transfer surfaces of finite area with 
which there will be associated finite temperature drops, 
secondly, the infinite set of heat pumps providing a con-
tinuous distribution of heat transfer along the column must 
be replaced by a finite number of pumps supplying and 
removing heat at a finite number of points, and thirdly, the 
column may contain only a finite number of plates of finite 
area while the ideal systems operate the column in a 
"pinched" condition at all points and therefore require an 
infinite number of theoretical plates. Since the pressure drop 
over a plate is zero in the ideal system, the plates are assumed 
to have zero hold up and infinite area. 

It is interesting to see the relative effect on the cost of 
distillation of relaxing each of the first two idealisations. 

To calculate the cost of power for a heat-pumping system 
which is ideal in every respect save the presence of a finite 
temperature difference AT associated with each heat-transfer 
surface, equations (8) and (9) are simply modified by replacing 
T by T + AT and T' by T' - LIT', and integrated as before. 
For the methanol-water system, with AT= LIT' = 10°  C, 
this increases the power cost from the value 0- 45d/ 1001b  
distillate, given in Table I, to 1 80d/100 lb distillate. 

To investigate the effect of departure from the ideal heat 
distribution, we consider a very simple system comprising a 
single heat pump operating between a source in the upper 
part of the column and a sink in the lower part, and supplying 
enough heat to create a local pinch at the sink. The economics 
of such a system clearly depend on the position chosen for 
the sink, but by carrying out calculations with various sink 
temperatures it is possible to find the system with lowest 
total energy costs. If steam is charged at £1/ton and electrical 
energy at Id/kWh, this is found to be a system delivering heat 
to a sink at 82° C and gives a total energy cost of 1 72d/ 100 lb 
distillate. 

It is seen that even this gross simplification of the optimum 
heat distribution has a smaller economic effect than the 
presence of 10° C temperature drop across each of the heat-
transfer surfaces, and it must be concluded that the reduction 
of these temperature drops is of prime importance. The 
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simplest way of accomplishing this is to eliminate one of the 
two temperature drops completely by directly compressing 
vapour drawn from the top of the column and supplying heat 
by condensing it at a point or points in the lower part rather 
than by using an external heat-transfer medium separated 
from the contents of the column by heat-transfer surfaces at 
both source and sink. What can be achieved in principle with 
systems of this type will be discussed in the next section. 

Optimum Direct Compression Systems 
The systems described above are idealised systems and 

their performance is the limit of what can be achieved by 
realisable heat-pumping systems of increasing complexity. 
Although they are not themselves of any practical significance, 
their study is valuable in that it sets a limit to the attainable 
performance of real systems in the same way as the Carnot 
engine sets a limit to the attainable efficiency of real heat 
engines. We now turn our attention to systems which supply 
heat in the lower part of the column by compression of the 
overhead vapour of the column its.lf, and enquire, once 
again, what is the best performanc( attainable in principle 
by such a system. 

To supply heat at any point in the I )wer part of the column 
the overhead vapour must be compresed to such a pressure 
that its saturation temperature excteds the temperature 
within the column at the point in questic n. Heat can therefore 
be supplied at a number of points by compressing parts of 
the overhead vapour stream to appopriate pressures, 
then condensing the compressed vapour i. % thermal contact 
with the contents of the column. The condt.nsate formed at 
higher pressures could in principle be let down through 
expansion engines to heaters at lower pressure thus recovering 
some mechanical work and giving up more heat to the column 
at each stage, but for reasons discussed earlier we exclude the 
possibility of expansion engines. We must then be content 
with flashing the condensate formed at higher pressures down 
through valves to heaters at lower pressures, thus recovering 
some extra heat from it but forgoing the benefit of recovering 
work at the same time. A system of this type with three 
heating stages is illustrated in Fig. 5 in which E 1 , E2, and E 3  

Fig. 5.—Three-stage direct-compression system 
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are the three heat exchangers, C 1 , C2, and C3  are the three 
compressors handling overhead vapour, and V 1 , V2, and V3  
are the three valves through which high-pressure condensate 
from one stage is flashed to the exchanger at the next highest 
pressure. The condensate from the final exchanger is flashed 
to the reflux drum, B, which provides the top product and 
the reflux in the usual way. Any vapour not used in the 
compression system may be condensed in the externally-
cooled condenser, A, which also deals with vapour produced 
by flashing condensate through V 1 . The balance of the 
column heat requirements not satisfied by the exchangers 
E 1 , E2, and E3  must be supplied in an externally-heated 
reboiler, R. 

The work required to compress the overhead vapour is 
smallest when the vapour is condensed at as low a tempera-
ture as possible, so the aim should be to transfer heat from 
the condensing vapour to the column contents as far up the 
column as possible. The limit to which this distribution may 
be pushed is set by the Q-curve, and the minimum work of 
compression is expended when the heat supply to the lower 
section of the column from condensing overhead vapour is 
distributed as specified by the lower branch of the Q-curve. 
This, of course, entails the provision of an infinite number of 
plates and associated heat exchangers in the lower part of 
the column and makes use of an infinite sequence of 
infinitesimal compression stages as indicated schematically 
in Fig. 6. The system shown in Fig. 6 may be regarded as the 
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Fig. 6.—The optimum direct-compression system 

limit of a sequence of practicable systems of the type shown 
in Fig. 5, with increasing complexity, and correspondingly 
its performance provides a limit which may be approached 
but not bettered by a practical system. 

In order to calculate the total work of compression in a 
system of this type it is necessary to know the distribution of 
flow of compressed overhead vapour as a function of the 
temperature at the point in the column to which heat is 
supplied. 1ff is the total flow of condensate down the tempera-
ture gradient in the heaters at a level in the column where the 
temperature is T, then the flow of compressed vapour 
condensed in the temperature interval T to T + d  is 
(—df/dT)dT and an enthalpy balance on an elementary 
section of the column and heaters in Fig. 6 between tempera-
tures T and (T + dT) gives the following differential equation 
for!: 

	

- hd)f I = - 	+f 	. 	(12) 
dT dT 
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where Hd is the unit enthalpy of compressed (superheated) 
vapour which delivers its heat by condensing at tempera-
ture T, hd  is the unit enthalpy of the corresponding 
condensed liquid, and Q is the ordinate of the Q-curve at 
temperature T. The method of integrating equation (12) 
depends on whether or not the amount of overhead vapour 
available is sufficient, after compression, to supply all the 
heat requirements of the column without any additional 
external heat supply. If it is, equation (12) may be integrated 
upwards from the base of the column, starting from the 
initial condition f = 0 at T = TB. If it is not, on the other 
hand, and the total flow of overhead vapour available for 
compression is!, the integration must proceed downwards 
from the feed point, starting with the initial condition f=f 
at T = TF. The value off is easily seen to be given by: 

!(R+1)D[HdO 
	

(13) HdO — hdO  1 
 - hd(TF)j 	

.  

where R is the reflux ratio at the top of the column, D is the 
flow of top product, HdO  and Ildo  are the enthalpies of overhead 
vapour and its equilibrium liquid at the top of the column, 
and hd(TF) is the enthalpy of liquid top product at the feed 
temperature TF. The two cases are probably best distinguished 
in practice by starting the integration from T = TB and 
proceeding up the column. If I reaches the value I before T 
reaches the feed temperature TF, this must be abandoned and 
the integration must be re-started from the feed. In either 
case the integration must be carried out numerically, using 
values of Q from the Q-curve and values of Hd and hd from 
suitable thermodynamic approximations; for example: 

Hd(T) = Hd0  + w(T) . 	. 	. 	(14) 

hd(T) = lid0  + c(T - TD) . 	. 	(15) 

where c is the specific heat of the liquid top product and 
w(T) is the work required to compress unit quantity of the 
vapour from the top of the column to a pressure such that its 
saturation temperature is T. It is assumed that the top 
product is sufficiently pure to be treated as a single substance 
in these calculations. 

Having obtained f by integration of equation (12), we 
obtain the total work of compression of overhead vapour 
from: 

w 
= wdf 

=  J
Ty Of 

T. 

dT . (16) 

where T. is the highest temperature to which heat is supplied 
by compressed vapour. The value of T0  will be identical with 
that of TB if sufficient vapour is available. 

These calculations were carried through for the methanol—
water separation already discussed. In this case there is 
sufficient vapour to supply all the heat requirements of the 
column when compressed, and the energy cost is simply the 
cost of electrical energy to drive the compressors. With a unit 
energy cost of 1 d/kWh, this was found to be 0 46d/ 100 lb 
distillate. This should be compared with the value 045d 
given in Table I for the ideal reversible system, and it is seen 
that the irreversibilities associated with the present system 
have an almost negligible effect on the energy costs. The 
calculations were also repeated evaluating Hd and lid in 
equation (12), not at temperature T, but at T + A T, with 

AT = 100 C. Physically this corresponds to a 100  C tempera-
ture drop allowed across the heat-transfer surfaces. The 
energy cost is then found to be 1-23d/1001b  distillate, 
compared with a value 1 80d found above for the optimum 
system with an external heat-transfer medium when 10° C tem-
perature drop is allowed at each heat-transfer surface. Thus  

the departure from ideal heat distribution in the system of 
Fig. 6 compared with the system of Fig. 4 is more than repaid 
by the elimination of one of the two heat-transfer surfaces. 
Although this conclusion has been reached for one particular 
system, there is good reason to suppose it is true in the 
majority of cases where heat pumping is likely to be an 
attractive proposition, for these are systems in which a 
substantial part of the energy needs to be pumped through 
only small temperature differences, and the heat-transfer 
temperature drop will then be correspondingly important. It 
is probably true, therefore, that a system employing direct 
compression of the overhead vapour is preferable to one 
using a separate heat-transfer medium, and should normally 
be used unless there are mechanical or chemical factors which 
make it impracticable or expensive to handle the overhead 
vapour in compressors. 

Practical Direct Compression Systems 

Practical approximations to the ideal direct compression 
system of Fig. 6 are based on a system with a finite number 
of compression stages like the one shown in Fig. 5. In practice, 
the reflux ratio at the top of the column must be sufficiently 
high to avoid a pinch above the feed and give a reasonable 
number of plates in the upper part of the column. The 
quantities of heat supplied in the exchangers E 1 , E2 , and E3  
must also be less than the limiting quantities deducible from 
the Q-curve so that pinches are not generated at these 
positions. The temperature at any point in the column 
depends on pressure as well as composition, so in order to 
keep the pressure of the condensing compressed vapour as 
low as possible, and hence to reduce the work of compression 
as far as possible, it is important to choose low pressure drop 
plates or packing and not to load the column too heavily. 

To keep the temperature drop across the heat-transfer 
surfaces in exchangers E 1 , E2, and E3  as small as possible a 
large heat-transfer-surface area must be provided, and this 
would be difficult to accommodate within the column as 
indicated in Fig. 5, since the tubes would need to be sub-
merged in the liquid hold-up on a plate. It is possible to 
arrange internal heat exchangers of a completely different 
design from an ordinary distillation plate, but probably the 
most practical method of dealing with this problem is to 
draw off liquid at the point to be heated and carry out the 
heating in an external tube and shell exchanger, thus obtaining 
a system of the type illustrated in Fig. 7. Strictly, the combina-
tion of a plate within the column and a separate vaporiser, 
as shown in Fig. 7, is not equivalent to a perfectly-mixed 
plate with submerged heating tubes on which the theoretical 
calculations have been based. It is possible, though rather 
complicated, to modify the thermodynamic calculations to 
apply rigorously to a system of the type shown in Fig. 7, but 
in practice this is hardly justifiable. The difference between 
the two calculations is not very large, and actually the 
arrangement of an ideal plate and separate external vaporiser 
gives slightly greater enrichment than one theoretical plate 
with built-in heating. Thus calculations based on the system 
of Fig. 5 will, in principle, give slightly pessimistic results 
when applied to the system of Fig. 7. 

The simplest practical compression system is one in which 
part of the overhead vapour is compressed and condensed in 
a single heat exchanger, supplying heat to just one point in 
the column between the feed and the reboiler. The balance 
of the heat requirements of the column are then supplied by 
an external heating medium in a reboiler at the base of the 
column. In such a system the position of the intermediate 
exchanger has an important effect on the overall economics 
of the process. In conventional vapour recompression 
schemes, the reboiler itself is the exchanger in which com-
pressed overhead vapour is condensed, but there will be few 
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cases in which this is the best arrangement. As the position 
of the intermediate exchanger moves up the column from the 
reboiler, the amount of expensive external heat required at 
the boiler increases, but the amount of compressed vapour 
to be condensed in the intermediate exchanger decreases, and 

Fig. 7.—Practical three-stage direct-compression system with external 
heat exchangers 

so does the work of compression per unit of this vapour. 
When the exchanger is near the bottom of the column the 
decrease in work of compression on displacing it upward 
usually more than pays for the extra heat required at the 
boiler: so the total energy cost decreases. Near the feed, on 
the other hand, the total energy cost usually increases when 
the intermediate exchanger is displaced upward and it follows 
that there is frequently some position of the intermediate 
exchanger, between the feed point and the base of the column, 
which gives minimum total energy cost. 

When considering a compression system with any number 
of stages it is clearly important to find the best positions 
in the column for the intermediate heat exchangers in which 
compressed vapour is to be condensed, and in the Appendix 
an approximate method of locating these positions is 
described. 

Of course, when assessing the relative economics of different 
arrangements, one must take the capital cost of the system 
into account as well as the energy costs. The capital cost of 
the compressors and exchangers decreases as the positions of 
the exchangers move up the column towards the feed, with 
the result that the most economic system, taking account of 
both energy and capital costs, has its exchangers rather nearer 
to the feed than the positions which minimise the energy 
costs alone. This will be illustrated by the figures given below 
for specific systems. 

Calculations to determine the optimum single-stage com-
pression systems have been carried out for several separa-
tions 16  and we shall quote detailed results for the methanol—
water and acetic acid—water separations described earlier in 
the paper. In the methanol—water example the refiux ratio is 
taken to be 1 : 1, the isentropic compressor efficiency is 
assumed to be 70% and a temperature drop of 100 C is 
allowed across the heat-transfer surface. The total energy 
costs were calculated for conventional adiabatic distillation, 
for a conventional vapour-recompression system with con- 
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densation of the compressed vapour in the reboiler, and for 
single-stage compression systems of the type described here 
with heat supply to liquids of various compositions by 
condensation of compressed vapour. 

The number of theoretical plates varied only between 
17 and 20 for all the systems considered, so it was not worth 
while adjusting the reflux ratio to maintain the number of 
plates strictly constant. The results are given in Table IL, in 

TABLE IIA.—COSts of Separation: Methanol-Water System 

Total energy cost per 
System 100 lb distillate 

(pence) 

Vapour recompression to 
reboiler 525 525 

Compression to heat liquid 
with 	x=02 38 405 

x=04 31 3.5 
x=05 29 35 
x=06 275 36 
x=07 28 4l 
x = 08 31 52 

Conventional adiabatic column 5-15 103 

which x is the weight fraction of methanol in the liquid on 
the heated plate, and the two cost figures quoted correspond 
to unit costs of 10 shil/ton and £1/ton for heating steam. In 
both cases it is seen that the total energy cost passes through 
a minimum which is substantially smaller than the costs for 
either adiabatic distillation or conventional vapour recom-
pression. The optimum liquid composition x depends, of 
course, on the unit cost of the heating steam. 

In the separation of acetic acid and water the refiux ratio 
is taken to be 5 : 1, the compressor efficiency is assumed to 
be 70% and a temperature drop of 100  C is allowed across 
the heat-transfer surface, as before. A set of calculations 
corresponding to those for the methanol—water system were 
carried out and it was found that the number of theoretical 
plates in the column varied between 23 and 30 in different 
cases. The calculations were based on a McCabe—Thiele 
diagram with a fictitious molar weight of 100 for acetic acid 
to give a constant pseudo-molar latent heat of vaporisation. 

TABLE 11B.—Costs of Separation: Acetic Acid-Water System 

Total energy cost per 
System 100 lb bottom product 

(pence) 

Vapour recompression to boiler 475 47.5 
Compression to heat liquid 

with 	x=02 390 420 
x=04 315 340 
x=05 295 325 
x=06 277 320 
x=07 275 350 
x=08 320 480 

Conventional adiabatic column 820 1630 

The results are presented in Table ha, where x denotes the 
pseudo-mole fraction of water in the liquid on the heated 
plate and, as before, the cost figures quoted refer to unit costs 
of 10 shil/ton and £1/ton for heating steam. Once again there 
is a value of x for which the total energy cost is a minimum. 

The costs in Tables IIA and IIB should be compared with 
those given in Table I for ideal reversible heat-pumping 
systems. Although the single-stage systems of Tables II come 
nowhere near the minimum energy cost attainable in principle, 
they still show a very substantial saving over conventional 
distillation. 

The above results give no indication of the effect of capital 
costs on the economics of the process, so further calculations 
were carried out to give estimates of capital costs and equip-
ment specifications for plants of specified annual output. In 
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the methanol-water example the basis was taken to be a plant 
producing 22 000 tons per annum of the 9995% by weight 
methanol top product, and in the acetic acid-water example 
a plant producing 5000 tons per annum of the 90%  by weight 
concentrated acid. The installed capital costs of compressors 
were estimated from a chart given by Vilbrandt and Dryden 17  
(converting costs to sterling at the rate £1 $3). The capital 
cost of extra heat-transfer equipment (over and above that 
required for conventional adiabatic distillation), extra plates, 
valves, and piping was estimated using approximate methods 
such as those described by Sawistowski and Smith. 18  

The results are set out in Tables IIL' for the methanol-water 
system and IIIB for the acetic acid-water system, and show  

the separation are then reduced to 27d/100 lb acid, inde-
pendent of the cost of heating steam, and this should be 
compared with the best costs of 27-5d/1001b acid and 
32 Od/lOO lb acid given in Table us for a single-stage system, 
with steam costs of 10 shil and £1/ton respectively. Clearly 
there is no justification for the second stage when the steam 
cost is 10 shil/ton, but the extra capital cost may be worth 
while when the steam cost is £1/ton. 

During start-up, the reboiler would be heated by an 
independent heat supply until a sufficient overhead vapour 
rate had been established to enable the compressors to 
operate satisfactorily. Since the heat load at the reboiler and 
condenser will frequently be determined by these start-up 

TABLE 111A.—Plant to Produce 22000 ton/a of Methanol 
Total 

Energy Energy Intake Installed installed 
cost cost volume cost of cost of 

(steam at (steam at Motor of Pressure compressor heat-pumping 
System 10 shil/ton) £1/ton) power compressor rise and motor equipment 

(;C/a) (i/a) (hp) (ft3/min) (lb/in2) () (f) 

Vapour recompression to boiler 10770 10 770 425 2567 56- 1 18 000 35 400 
Compression to heat liquid containing 

50 %wt methanol 5960 7210 186 2386 177 7000 22200 
Compression to heat liquid containing 

60% wt methanol 5690 7430 156 2269 149 6000 20400 
Compression to heat liquid containing 

70% wt methanol 5750 8420 122 2042 125 4500 17700 
Conventional adiabatic column 10 500 21 000 - - - - - 

TABLE 111B.—Plant to Produce 5000 ton/a Acetic Acid 
Total 

Energy Energy Intake Installed installed 
cost cost volume cost of cost of 

(steam at (steam at Motor of Pressure compressor heat-pumping 
System 10 shil/ton) £1/ton) power compressor rise and motor equipment 

(i/a) (i/a) (hp) (ft3/min) (lb/in2) () () 

Vapour recompression to boiler 22300 22 300 835 8900 23 36000 83 000 
Compression to heat liquid containing 

21% wt water 13500 15 300 430 8400 10 17 000 67 500 
Compression to heat liquid containing 

30% wt water 12 800 16 300 352 8200 88 15 000 64000 
Compression to heat liquid containing 

42% wt water 15 000 22 400 287 7300 72 12000 54 300 
Conventional adiabatic column 38 200 76 400 - - - - - 

the power of the motor required to drive the compressors, 
the intake volume of the compressor and the pressure rise, in 
addition to capital and energy costs. 

For acetic acid, due allowance is made for construction in 
stainless steel because of the corrosive nature of the substance 
handled. 

When heating steam costs £1 /ton it is seen that the reduction 
in energy costs, compared with those of a conventional 
adiabatic column, pays off the extra capital investment in 
between one and two years. This is a very satisfactory return 
on capital, and even with the lower steam cost the return on 
capital is still quite good. 

Clearly in more detailed design studies it would be necessary 
to consider various reflux ratios and the effect of changing 
the temperature drop allowed across the heat-transfer surface. 
It would also be important to consider the possible advantages 
of using two or more stages of compression and condensation, 
as indicated in Fig. 7. In the acetic acid-water separation, a 
two-stage system can be obtained by compressing overhead 
vapour to 10 lb/in2  gauge and condensing most of it at this 
pressure. The remainder, quite small in quantity, can then be 
further compressed in a second compressor to 23 lb/in 2  gauge, 
after which it can be condensed in the reboiler to supply the 
remainder of the column heat load and eliminate the need 
for heating steam. The pressure ratio of the second com-
pressor remains reasonably small and the intake volume is 
only 1680 ft3/100 lb acid product. The total energy costs of  

conditions rather than by the steady-state conditions, the 
savings in energy costs obtained by using compressed over-
head vapour in the reboiler must be balanced against the 
small saving in capital cost of the reboiler and condenser 
surface and a possible loss in flexibility of the column. 

Finally, it must not be inferred from the examples worked 
here that the application of the direct compression system is 
confined to binary mixtures of only moderate non-ideality. 
The methanol-water and acetic acid-water systems were 
chosen only because of the availability of accurate thermo-
dynamic data. Indeed it is doubtful whether distillation is the 
best method of effecting the latter separation. 

Discussion 

In a McCabe-Thiele diagram, the heat to be supplied to 
the reboiler of a distillation column is determined by the 
slope of the operating line at the base of the column, decreasing 
as this slope increases. The principle of the present method 
is to increase this slope by condensing compressed overhead 
vapour and hence supplying heat to the column at some 
point or points between the feed plate and the reboiler. 

Freshwater' 9  has proposed an alternative method of 
increasing the slope of the lower operating line which is 
applicable when the form of the equilibrium relations is such 
that there is a pinch above the feed plate. In an adiabatic 
column, the reflux ratio must be sufficiently large to avoid 
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this pinch, and this has the effect of unduly reducing the slope 
of the lower operating line. It is therefore suggested that high 
reflux should be generated locally in the region of the pinch 
by using a heat pump over quite a small temperature interval. 
The reflux ratio at the top of the column can then be reduced 
without meeting difficulty at the pinch, and correspondingly 
the slope of the lower operating line is increased and the heat 
consumption at the boiler reduced. However, the economy 
in heat consumption obtainable in this type of system is still 
limited by the creation of a pinch at the feed point, whereas 
the systems described here permit considerably greater 
economies. This is borne out by the relatively modest 
reduction in energy consumption (about 20%)  quoted by 
Freshwater for a worked example. 

Actually the effect on the operating lines of heat transfer 
to and from the column is erroneously represented in the 
diagrams of Freshwater's paper, but it is not known whether 
the numerical calculations quoted are subject to a corre-
sponding error. 

It is hoped that this paper has shown that vapour recom-
pression, often regarded as impracticable in most distillation 
columns because of the large temperature difference between 
condenser and reboiler, may be an attractive proposition if 
the compressed vapour is condensed at some point, or points, 
in the column more appropriate than the reboiler. 
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APPENDIX 

Approximate Method of Locating Best Positions for 
Intermediate Heat Exchangers 

Consider the system of Fig. 5 with a reboiler, R, and 
N exchangers, E1 , . . . , E,, . . . , EN, at positions where the 
temperatures of the contents of the column are T1 , . 
T . . , TN, numbered in order of increasing temperature. 
If the heat liberated by the flashing condensate entering 
exchanger E is small compared with the total heat supply, 
q*(T), at exchanger E, the associated work of compression, 
W*(T), is: 

w(T) W*(T) = q*(T) 

	

- ha(T,,)} . 
	(17) 

The total cost of supplying the energy requirements of the 
column is: 

T.E.C. c3{ + N 
	 w(T Q 	 ).0 	• = 	 qS(T 

[Hd(Tfl)—hd(Tfl)]J 
(18) 

where C3  is the unit cost of heat supplied to the reboiler and C 
is the ratio of the unit cost of power supplied to the com-
pressors to that of heat supplied to the reboiler. If the reboiler 
is heated by condensing compressed overhead vapour: 

C Hd(TB) - hd(TB) (19) 

W(TB) 

From the point of view of energy costs, the optimum 
system is that set of values of 7., which minimises equation 
(18) subject to: 

q*(7',) ( Q(T,.) - Q(TF) . 	. 	. 	(20) 

and: 	f(T) <(1 + R)D[H''0h")] . 	(21) 
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These relations ensure that the column is free from pinched 
conditions and that sufficient overhead vapour is available 
for compression. 
From equation (20): 

QB = Q(TB) - Q(TF) - 

so: T.E.C. = c3{Q(TB) - Q(TF 

N 	

[ 	

C.w.(T) 	I q*(T,,) 	
H(T,.) —ha(7jj 	

(22) 

In a given problem, a diagram such as that shown in 
Fig. 8 can be constructed. The energy cost is proportional to 

Heat 

O(r,)-O(r,) 

0. 

vi 

I' 

q(l) 

0 	 [1- 	C.'(T) 	

] 

,1r 	
H(T)-t,(T) 

Fig. 8.—Approximate determination of the optimum positions for the 
heat exchangers in the system of Fig. S 

the area of the hatched region. The area of the nest of 
rectangles shown by broken lines represents the savings in 
energy costs achieved when the system of Fig. 5 is used 
instead of the conventional systems where all the heat is 
supplied to the reboiler. The inequality (20) is represented by 
the vertical distance between the value of Q(T) and the upper 
boundary of the nest of rectangles. Therefore the height of 
the steps can be chosen to provide a suitable compromise 
between energy savings and an excessively large number of 
plates. Negative values of the abscissa clearly represent the 
range of values of T where heat supply by condensing 
compressed overhead vapour is uneconomic. The diagram 
also shows the advantages obtained when the Q-curve has a 
shape similar to that shown in Fig. 2. 

If N is small, as seems likely in most practical cases, 
estimates of the optimum values of T,, corresponding to the 
maximum area of the nest of rectangles, can be found very 
easily by visual inspection of the diagram shown in Fig. 8. 
The condition imposed by inequality (21) can then be checked. 
The further saving obtained by using N + 1 exchangers can 
also be estimated very quickly. These estimates of the 
optimum values of T would then form the starting point of 
a further set of calculations which include the effect of the 
flashing condensate on the heat supply at each exchanger and 
introduce assigned capital costs for the extra equipment. 

Symbols Used 

B = flow of bottom product. 
C = ratio of unit costs of energy as power and heat to 

reboiler. 
c = specific heat of condensed overhead vapour. 

C1  = energy cost for conventional distillation with 
adiabatic column. 

C2  = cost of electrical energy in heat-pumping system. 
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C3  = unit cost of heat supplied to the reboiler of the 
system in Fig. 5. 

D = flow of distillate. 
f = flow of condensate in optimum direct-compression 

system. 
f== total flow of overhead vapour available for 

compression. 
F = flow of feed. 

flow of pth product stream. 
hd(T) = unit enthalpy of compressed vapour after con-

densation. 
hd,, = unit enthalpy of condensed overhead vapour. 

Hd(T) = unit enthalpy of compressed vapour which delivers 
heat by condensation at temperature T. 

Hd0  = unit enthalpy of overhead vapour. 
HF = unit enthalpy of feed stream. 
H, = unit enthalpy of pth product stream. 

LH = enthalpy change accompanying the separation. 
L = latent heat of vaporisation. 
N = total number of exchangers in the system of Fig. 5. 
q = heat required to operate heat pumps. 

Q(T) = ordinate of Q-curve at temperature T. 
Q*(T) = heat supply to the exchanger where the tempera-

ture of the column is 7,. 
Qj  = heat absorbed from reservoir at temperature TI . 

QB = heat supplied to boiler. 
QD = heat removed at condenser. 
QT = total heat taken from source at temperature TB. 

AQ = total amount of heat to be supplied below specified 
point in column if system is to be reversible. 

= heat to be removed between specified point above 
feed and top of column if system is to be 
reversible. 

R = reflux ratio at top of column. 
SF = unit entropy of feed. 
5,, = unit entropy of pth product stream. 

= slope of upper operating line. 
= slope of lower operating line. 

AS = entropy change accompanying the separation. 
T = Absolute temperature. 

TB = Temperature in reboiler.  

TD = Temperature in condenser. 
TF = Temperature at feed plate. 
Tj  = temperature of ith heat reservoir. 
T = temperature of contents of column at exchanger 

E. 
= highest temperature in column to which heat is 

supplied by compressed vapour. 
T.E.C. = total cost of energy. 

AT= Temperature drop across heat-transfer surface. 
w = incremental work in direct compression systems. 
W = total mechanical work performed on system. 

W*(T) = work of compression associated with the heat 
supply at exchanger E. 

The above quantities may be expressed in any set of 
consistent units in which force and mass are not defined 
independently. 
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