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Abstract

Radiotherapy is the most widely used treatment for cancer, with 4 out of 10 cancer patients

receiving radiotherapy as part of their treatment. The delineation of gross tumour volume

(GTV) is crucial in the treatment of radiotherapy. An automatic contouring system would be

beneficial in radiotherapy planning in order to generate objective, accurate and reproducible

GTV contours. Image guided radiotherapy (IGRT) acquires patient images just before treat-

ment delivery to allow any necessary positional correction. Consequently, real-time contouring

system provides an opportunity to adopt radiotherapy on the treatment day. In this thesis, freely

deformable models (FDM) and shape constrained deformable models (SCDMs) were used to

automatically delineate the GTV for brain cancer and prostate cancer.

Level set method (LSM) is a typical FDM which was used to contour glioma on brain MRI. A

series of low level image segmentation methodologies are cascaded to form a case-wise fully

automatic initialisation pipeline for the level set function. Dice similarity coefficients (DSCs)

were used to evaluate the contours. Results shown a good agreement between clinical contours

and LSM contours, in 93% of cases the DSCs was found to be between 60% and 80%.

The second significant contribution is a novel development to the active shape model (ASM), a

profile feature was selected from pre-computed texture features by minimising the Mahalanobis

distance (MD) to obtain the most distinct feature for each landmark, instead of conventional

image intensity. A new group-wise registration scheme was applied to solve the correspondence

definition within the training data. This ASM model was used to delineated prostate GTV on

CT. DSCs for this case was found between 0.75 and 0.91 with the mean DSC 0.81.

The last contribution is a fully automatic active appearance model (AAM) which captures

image appearance near the GTV boundary. The image appearance of inner GTV was discarded

to spare the potential disruption caused by brachytherapy seeds or gold markers. This model

outperforms conventional AAM at the prostate base and apex region by involving surround

organs. The overall mean DSC for this case is 0.85.

iii



Lay Summary

Cancer, more commonly described in terms of a tumour, is an abnormal cell growth with the

potential to spread to other parts of the body. Medical scans such as computed tomography

(CT) and magnetic resonance imaging (MRI) are widely used in the diagnosis and treatment of

cancers. Radiotherapy, which is commonly used to treat cancer, uses a beam of high energy rays

to kill the tumour cells. However, the beams used in radiotherapy can also damage healthy cells

therefore it is very important that the tumour region is accurately defined to prevent the side

effects which could be caused by the treatment. Based on the CT and MRI scan a doctor and a

team of medical physicists will produce a radiotherapy treatment plan indicating where should

be radiated and where should be spared. Because of the limited image resolution and other

disadvantages of the current medical imaging techniques, it is not easy for doctors to produce

the treatment plan. It usually takes a long time (up to two weeks) to prepare a treatment plan

which may be used throughout the course of a 5 to 6 week course of radiotherapy. The aim of

the thesis was to build a computer software system which can automatically identify tumours on

medical images using a series of image processing approaches. The software system developed

was able to process medical images (MRI and CT) and assist in radiotherapy planning in a very

short time (10 to 50 minutes per patient).
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Chapter 1

Introduction

1.1 Cancer

It is estimated that the total number of cells in the human body is 3.7213 [2]. Each of these cells

performs a specific job to maintain the function of organs. Cells proliferate to replace worn-out

cells by cell division and every doubling process consumes small segments of deoxyribonucleic

acid (DNA). This is known as a telomere and can be thought of as the code of cell division.

After many cell divisions, the cells are no longer able to divide again. This is when they reach

the Hayflick limit [3], which is on average 52 times. The Hayflick limit does not apply to certain

types of cells, for example cancer cells which are infinitely replicative. Without the control of

the Hayflick limit the division of cancer cells is allowed to proceed indefinitely, forming a

malignant growth commonly known as a tumour.

The causes of cancer varies and includes but is not limited to, genetic make up, environmental

conditions, lifestyle factors, virus and bacterial infection. There are over 100 types of cancers

which are classified depending on the different organs or body structures within which the

cancer cells develop. The most common cancers are found in the prostate, breast, brain, and

lung. In 2010 in the UK, 49,564 women were diagnosed with breast cancer - approximately

157 cases per 100,000 women; 23,175 men diagnosed with lung cancer - approximately 76

cases per 100,000 men; 2,286 men diagnosed with testicular cancer - approximately 7 cases

per 100,000 men [4]. It is interesting to study cancer statistics among sex, country and ages,

because this could shed light on the causes of different cancers. Breast cancer is the most

common in women, with 31 out of every 100 cancers diagnosed in women. But in women aged

15-24, melanoma and Hodgkin lymphoma are the most common (16% each), with less than

1
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1% women diagnosed with breast cancer in this age group [4]. The lowest incidence of breast

cancer is in Japan accounting for 16.7% of all cases of cancer, which is much lower than in the

USA where it accounts for 30.4% of all cancers. The incidence of breast cancer in Japanese

women living years in the USA is however the same as for the general population of American

women [5]. Genitourinary cancers affect the human pelvic region including the urinary tract,

bladder, kidneys, prostate, testicles and penis. Prostate cancer has emerged as a common cancer

among men within the UK and Europe, with 25 out of every 100 male cancers. For men from

aged 25-49, testicular cancer is the most common (15%), while prostate cancer only accounts

for 4% of male cancers in this age group. There were 41,736 new cases of prostate cancer in

males in the UK in 2011, and 10,793 deaths from prostate cancer in the same year. Within

Europe, the highest prostate cancer mortality rates are in the Baltic region (Estonia, Latvia and

Lithuania) and in Denmark, Norway and Sweden [6].

The aim of cancer treatment is to remove or kill the cancer cells while sparing healthy cells.

This can be challenging because if any cancer cells survive the treatment they have the potential

to reproduce into a new tumour. This includes cancer cells left at the site of original tumour after

treatment and cancer cells that have spread to other sites of the body. The tumour recurrence

rate in brain cancer was reported based on 36 patients treated by Stereotactic Radiotherapy

(SRT), 47% (17/36) recurred over all, 35% (6/17) recurred at the original tumour site, (6/17)

recurred at distant sites within the brain, and 18% (3/17) recurred at both the original and

distant brain sites [7]. Another study reported a median term (45 months) probability of prostate

cancer recurrence after radical prostatectomy, 50% (125/250) patients experienced disease

progression, within which 49 (10%) patients developed distant metastases and 20 (4%) recurred

at the original prostate region [8]. Brain and prostate cancers are the main anatomical sites of

interest in this radiotherapy thesis, where the goal is to improve treatment outcome with the

help of medical image analysis techniques.

The main techniques used to treat cancer are listed below:

Surgery is a common option in which cancer cells are removed by cutting away the tumour

and some tissues. Surgery is often followed by radiotherapy or chemotherapy to ensure that

any remaining cancerous tissue is treated.
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Chemotherapy uses cytotoxic drugs to kill cancer cells. These are given as a tablet, injection,

infusion, or directly into a vein.

Radiotherapy, also known as radiation treatment, can be applied internally or externally.

External beam radiotherapy uses focused X-rays generated from an external source outside

the body to kill cancer cells. Internal radiotherapy, or brachytherapy, uses a radioactive source

placed close to the tumour inside the body.

1.2 Radiotherapy

Radiotherapy is the most widely used treatment for cancer, with 4 out of 10 cancer patients

receiving radiotherapy as part of their treatment. Radiotherapy uses high-energy radiation to

kill cancer cells by damaging their DNA. Plots of the probability of tumour control and normal

tissue morbidity are shown in Figure 1.1. In Figure 1.1(a), the two curves are widely separated

and the ideal treatment dose Do is shown to kill most of the diseased cells while the damage

to healthy cells is kept to an acceptable level. However, in practice shown in Figure 1.1(b), it

is difficult to identify Do and as a result a compromise must be made regarding the amount

of dose delivered to the tumour and the normal tissue that will be affected. Throughout this

(a) (b)

Figure 1.1: Probability of tumour control and normal tissue morbidity plotted against dose for
(a) the ideal case and (b) the practical situation. Do is the treatment dose and response is a
measure of the cells killed.

thesis, radiotherapy specifically refers to external beam radiotherapy. A full radiotherapy cy-
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cle comprises imaging, treatment planning, simulation/verification and radiation delivery. In

treatment planning clinicians provide detailed instructions in the form of contours defining

the gross tumour volume (GTV) and organs at risk (OAR); where should be irradiated; where

should be avoided; and the dose of radiation that should be given to the GTV and OAR based

on a patient’s radiotherapy planning image. Simulation treatment ensures that the plan can

be delivered and the verification process verifies that the treatment doses can be delivered as

planned. In the final treatment delivery phase the pre-defined amount of radiation is divided into

fractions and the patient receives a fraction on a daily or weekly basis. Planning is an important

step in the radiotherapy process, and has a significant impact on the treatment outcome. Within

all the three steps of the radiotherapy process, the treatment planning process is perhaps the

most important and calls for the joint efforts of radiation oncologists, radiation therapists,

medical physicists and medical dosimetrists. The delineation of the GTV is usually the very

first step in the planning process, other target volume definition and dose calculation are based

on the GTV definition. Consequently, even a small bias created from GTV contouring has

the potential to degrade the final treatment plan and the performance of the whole treatment.

The following section explains the role of GTV contouring in target volume definitions in the

radiotherapy planning.

1.2.1 Tumour Volumes in Radiotherapy Planning

The International Commission on Radiation Units and Measurement (ICRU) issued a series

of reports to define appropriate volumes which are useful for radiotherapy planning [9, 10, 11]

(Figure 1.2). In ICRU report 62, the GTV is defined as the malignant growth of the tumour. The

clinical target volume (CTV) is a sub-clinical region including the GTV and margin around

the GTV where there may be microscopic involvement. The planning target volume PTV is

described by specifying the margins that must be added around the CTV or GTV to compensate

for external treatment inaccuracies as the effects of organ, tumour and patient movements,

inaccuracies in beam and patient setup, and any other uncertainties. Consequently, the bias of

a sub-optimal GTV contour will be enlarged multiple times from the corresponding planning

target volume (PTV), and unnecessarily increases the volume of healthy tissue radiated.
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Steenbakker et.al showed that in radiotherapy for lung cancer, within all the geometric uncer-

tainties the inter-observer variability of contouring the target volume are much larger than the

setup variation and organ motion [12]. It is also reported that high inter- and intra- clinical vari-

ability exists in many other medical image interpretation cases for example cervical esophageal

cancer, brain cancer, prostate cancer and bladder cancer [13, 14, 15, 16]. Figure 1.3 shows

a study of the inter-observer variability of contouring for prostate cancer planning. A large

inter-observer variability is expected when the boundaries are not well presented on the image

[17]. Contouring is challenging because often the images on which the clinician is defining the

tumour volume and OARs, suffers from low image resolution and poor soft tissue contrast. As

a result, the definition of the GTV or CTV on pelvic computed tomography (CT) images can be

highly subjective and imprecise, which could lead to the error propagation in the radiotherapy

planning process and compromise the final treatment outcome.

Figure 1.2: Left: Boundaries of the volumes defined by ICRU Report 29: target volume,
treatment volume, and irradiated volume; Middle: boundaries of the volumes defined by ICRU
Report 50, GTV, CTV, PTV, treated volume, and irradiated volume; Right: boundaries of the
volumes defined by ICRU Report 62: GTV, CTV, internal target volume (ITV), PTV, treated
volume, and irradiated volume.

1.2.2 Image Analysis in Radiotherapy

Medical image analysis techniques have the potential to assist clinicians in radiotherapy plan-

ning in many ways.

Image Enhancement: Reduction of observer variability can be achieved by applying image

enhancement to the planning CT [12], or registering multiple imaging modalities [18].

Reproducibility: By identifying the GTV boundary using image statistics and mathematical
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Figure 1.3: Illustration of the inter-observer variability in delineation for prostate cancer
planning, bladder and rectum are contoured as OARs. Illustration of the computer segmented
(thicker line) and 7 radiation oncologists’ contours (thin lines): (A) prostate GTV, (B) rectum as
an OAR, (C) bladder as an OAR [17].

algorithms, it is possible to generated contours which are inherently reproducible. This com-

pletely removes inter- and intra- variation in contouring.

Time Saving: Standard radiotherapy requires a significant amount of clinician time to outline

the target volumes and plan a treatment. With the assistance of powerful computers and com-

puterised contouring algorithms, image contouring time could be efficiently reduced.

Adaptability: Contours defined by a clinician during the planning phase are often used through-

out five or six weeks of treatment delivery. However, during this time the tumour may change

in size and shape, although the ability to change or adapt GTV outlines remains a challenging

task.

1.3 Medical Image Analysis

Medical image analysis is one of the most popular research areas having expanded from the

simple visualization of human internal structure to inspection and analysis of anatomic organ

structures. It has now become a popular tool for surgical planning, intra-operative navigation,

radiotherapy planning, and for tracking the progress of disease. The advances of medical imag-

ing technology, especially the increasing of resolution and contrast, offers new opportunities

for improving radiotherapy treatment. A variety of medical image analysis methods have been

developed, and more accurate and reliable solutions have been produced for sophisticated

medical problems. This has been helped by the development of computing power, with ever
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increasing the computational requirement of algorithms.

1.3.1 Medical Image Segmentation

A very important branch of the medical image analysis is medical image segmentation, par-

ticularly auto-segmentation/delineation. Image segmentation refers to the partitioning of an

image/volume into multiple segments, or extracting the contour/surface of interest from the

image/volume background. Medical image segmentation, also known as contouring, is usually

performed by a doctor or an oncologist, because it is highly specialised and requires a consid-

erable amount of clinical experience and anatomical knowledge. Through years of research,

automatic segmentation algorithms have achieved success in many medical delineation tasks.

However, significant challenges still remain, particularly in brain, head and neck, and pelvic

regions where there are many complicated structures, of which the automatic segmentation of

the GTV and surrounding OAR is the focus of this thesis.

1.3.2 Deformable Models

Shape and appearance are two of the most important and useful properties in a medical image

analysis. Segmentation methods can partition ROIs using image appearance information, ROI

shape prior information, or a combination of these. Methods segmenting ROIs using image

appearance information can be further classified into region based methods and edge based

methods. Widely used edge based methods include edge detection operators and gradient

flow based level set methods [19, 20]. Active contour, clustering, and texture classification

are categorised as region based methods [21, 22, 23]. Shape prior information can also be

used to segment objects, for example the Hough transform is widely used for detecting simple

shapes, such as straight lines, circles or ellipses [24]. Another important category of segmen-

tation methods combining the appearance information and shape prior are deformable models.

Deformable models find the balance between shape change and local appearance difference by

moving the points on a contour/surface. Segmentation methodologies by deformation can be

generally divided into two kinds: freely deformable models (FDM), including active contours

and level set methods [21, 25], whose deformation has no constraint and proceeds until an edge
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of contour is reached; and shape constrained deformable model (SCDM) whose deformation

is constrained by a pre-learnt shape variation, and periodically refines the deformable model to

maintain a reasonable shape. The widely investigated SCDMs refers mainly to the active shape

model (ASM) and active appearance model (AAM) and their extensions [26, 27]. The SCDMs

require a training archive and have the advantage that the target volume has a more stable shape

and predictable variation than the FDMs. The FDMs are capable of segmenting target volumes

with large variations, these methods require careful initialisation to avoid propagation across

weak or missing boundaries. In practice, successful segmentation of a medical image requires a

pipeline consisting of a combination of these methods. The segmentation techniques described

above gather information about shape, appearance or both of them from the segmentation target

to build a mathematical model, which can be used to segment ROIs on new images.

1.4 Objectives of the Research

The aim of this work was to improve radiotherapy by employing medical image analysis

techniques. The main objectives were to:

1. An automatic contouring system for brain cancer radiotherapy planning

At present, manual delineation of the GTV and OARs is still the most widely used

method for creating radiotherapy plans. This requires a significant amount of clinical ex-

perience and is time consuming. It is further complicated by the fact that the volume size

and shape of the GTV may appear different, sometimes quite significantly, depending on

the imaging modality used to visualise the tumour [10, 11]. Often, the boundary between

cancerous regions and healthy tissue is too difficult to be defined accurately. Clinicians

contour the GTV using anatomical knowledge, in addition to their experience, resulting

in significant variability being reported in the manual segmentation in brain cancer [28].

An automatic contouring system would be beneficial in radiotherapy planning in order to

generate objective, accurate and reproducible GTV contours. The first research objective

of this thesis was to build an automatic contouring system for brain cancer based on an

analysis of magnetic resonance imaging (MRI) scans.
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2. An automatic contouring system for prostate cancer radiotherapy planning and

treatment plan update on CT and MRI

There has been significant development in treatment delivery over the past two decades

with intensity modulated radiotherapy (IMRT) delivery using multiple beams with a

highly non-uniform dose across the field. This results in a sparing of normal tissue.

Image guidance is essential in the use of IMRT because the customised non-uniform

dose distribution carries a risk of overdosing the normal tissue. Image guided radio-

therapy (IGRT) has helped with this, where it is now possible to acquire cone beam

computed tomography (CBCT) images before, during and after treatment delivery to

allow positional correction. Real-time contour/shape matching or registration methods

allow corrections to be applied between treatment fractions, leading to an adaptive radio-

therapy planning framework. Consequently, there is now the potential to improve patient

treatment by adapting sub-optimal radiotherapy plans based on the on board imaging

(OBI), using deformable models. The second research objective was to develop two

automatic contouring systems for prostate GTV on CT and MRI respectively.

3. A new framework for radiotherapy treatment using multi-modality image informa-

tion based on automatic contouring systems

Automatic contouring systems can be employed both in original treatment planning and

in updating the treatment plan based on the IGRT information. There is potential to

improve the current radiotherapy protocol by implementing computerised contouring,

IGRT and IMRT, towards a new radiotherapy framework. The new framework takes

advantage of the joint efforts of the contouring systems, designed for inter-patient and

intra-patient contouring, and the patient-specific clinical information. Using deformable

model applications, the new framework is compatible with CT, MRI, CBCT and other

medical imaging modalities. This framework has the potential to produce an optimised

contouring solution and make full use of IMRT and IGRT, leading to an improved

treatment outcome.
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1.5 Contributions

In realisation of the objectives major contributions of this thesis are:

1. Automatic GTV contouring of higher grade glioma on brain MRI (Chapter 4)

Gliomas are the most common primary brain tumours, Grade IV gliomas, also known

as glioblastoma multiforme, are the most rapidly growing where the treatment is made

difficult by the spread within the brain. The field of active contour, also known as a

’snake’, is based on the framework of level set methods (LSM) which have shown

potential in segmenting gliomas on MRI scans of brain cancer patients. Here a series

of low level image segmentation methodologies were cascaded to form a case-wise fully

automatic initialisation pipeline for the level set segmentation of gliomas.

2. A new group-wise shape registration scheme (Chapter 5)

Obtaining dense correspondence across a group of shapes of deformable objects is the

first step of construction of an SCDM. Errors in establishing such correspondences

can lead to large shape variability and meaningless shape models [29]. It is common

practice to perform a pairwise registration of each subject in the group to a reference, or

the group mean. However these approaches lead to difficulties in medical cases, due

to the pronounced anatomic variability between individuals [30]. A new group-wise

registrations scheme is introduced to register multiple subjects, using a combination

of the iterative closest points (ICP) and the coherent point drift (CPD) method. By

registering all subjects in the training set to a unit sphere the group-wise correspondence

is indirectly and accurately defined.

3. An ASM of prostate GTV driven by optimised texture features (Chapter 5)

In genitourinary cancer the treatment of high risk prostate cancer commonly includes the

prostate gland and the seminal vesicles. There is good statistical shape coherence among

a large patient population for this disease [31]. Given a sufficiently large training archive

SCDMs have the potential to capture the shape variation of prostate GTV including

the cancerous invasion adjacent to prostate gland. The conventional ASM methods [26]

drives the landmarks displacement using local image gray level patterns, which may

not be capable of distinguishing GTV exterior and interior on planning CT. Here a
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set of 3D texture features including intensity, derivative, mean, variance, coarseness,

skew, kurtosis, energy and entropy was pre-calculated. Based on the defined points

correspondence, a texture optimisation procedure finds a specific image feature for each

landmark on a GTV surface, which most efficiently distinguishes the GTV interior and

exterior. The segmentation is driven by the optimised texture features which intuitively

contains more information than the statistics of individual pixels.

4. An automatic initialisation & pre-segmentation algorithm for the AAM proposed

(Chapter 6)

The initialisation of conventional AAM is achieved by building a multi-resolution model

of object appearance [27], in which the segmentation starts at a coarse resolution and

iterates to convergence at each resolution level before projecting the current initialisation

to the next level of the model. This scheme produces a reliable initialisation while

increasing the computational cost both in the training and segmentation process signifi-

cantly. Here a novel initialisation scheme is proposed, which take into account regional

image quantile and the AAM appearance variation. The initialisation is applied in a

coarse-to-fine manner, by minimising the regional image quantile difference an estimated

location of the GTV is obtained, which will be refined using the AAM appearance

variation. The GTV scale variation is also fitted in the initialisation to increase the

capture range of the AAM.

5. A narrow band AAM of prostate GTV (Chapter 6)

The unparalleled soft tissue contrast on MRI provides more clinical information by

image appearance, which is the key to building an AAM. Prostate cancer is consid-

ered to be a multi-focal disease, therefore the conventional AAM modelling scheme is

not suited to analysing prostate GTV appearance. Vincent et al. [32] showed that the

conventional AAM method has poor results at the apex and the base of the prostate

and can be improved by involving surrounding structure such as the bladder. A novel

narrow band AAM algorithm is proposed to remedy this issue, which accounts for

the interior appearance near the GTV boundary and the exterior appearance, including

part of neighbouring organs. This is achieved by expanding the GTV surface 1 cm
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perpendicular to the surface, interiorly and exteriorly. The resulted appearance void in

the middle also spares the potential disruption caused by brachytherapy seeds or gold

markers.

1.6 Outline of Thesis

The outline of the thesis is as follows:

In Chapter 2 a detailed background of cancer radiotherapy is presented. This includes imaging

modalities in Section 2.2, anatomical information in Section 2.3, cancer treatment in Section

2.4, and external beam radiotherapy in Section 2.5.

Chapter 3 provides a systematic review of medical image processing and analysis methodolo-

gies relevant to this thesis. In Section 3.2, thresholding, edge indicators, and morphological

operations are introduced as low level segmentation methods. Section 3.3 covers the major

existing image registration methodologies, which include rigid and non rigid registrations. In

Section 3.4, texture analysis is covered, including first order statistics, higher level statistics,

and gray level co-occurrence matrix. Unconstrained deformation models are reviewed includ-

ing, active contour and level set methods. In the last section conventional ASM and AAM are

presented as the constrained deformation models.

In Chapter 4 a level set method for automatic delineation of brain cancer GTV on MRI is

introduced. The data set is defined in Section 4.2 and Section 4.3 covers the work flow of the

proposed algorithm followed by the results and discussion in Section 4.4.

Chapter 5 introduces the extended narrow band AAM method modelling only the GTV bound-

ary regions. Data definition includes the construction of 3D image volumes from MRI stacks in

Section 5.2. The proposed algorithm is described in Section 5.3 and the results and discussion

in chapter 5.4.

Chapter 6 demonstrates an algorithm based on an extended ASM method using selected texture

features instead of image grey levels. This algorithm automatically segments the prostate GTV

on CT images, the pipeline of which is detailed in Section 6.3. Further discussion and result

analysis is covered in section 5.4.

Chapter 7 concludes this thesis with a summary, conclusion and discussions on the future
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direction of this work.



Chapter 2

Background

2.1 Introduction

Radiotherapy quickly followed the identification of X-rays in 1895 by Roentgen [33]. It was

soon recognized that radiation produced dramatic effects on normal tissues and within a few

years it was being used to irradiate tumours. The ICRU was founded in 1925 to standardise

the quantity and accuracy of the radiation delivered. This was long before the major advances

in radiotherapy that have taken place since the 1940s and the discovery of new radionuclides

60co (Cobalt 60) and the invention of the linear accelerator (LINAC). Radiation protection is an

important concern in radiotherapy because when radiation sensitive organs such as the stomach,

rectum, prostate and prostate nodes receive radiation the effect could be fatal. A major LINAC

development was the ability to perform IMRT and IGRT, which can deliver more focused

radiation to the the PTV. By using a combination of several intensity modulated beams from

different directions, IMRT minimises the damage to surrounding radiation sensitive tissues

particularly OARs. Before the invention of IGRT, a larger than necessary PTV would have

been used to compensate for localisation errors. IGRT is possible because of the invention of

OBI which allows the imaging of the treatment field just before, during or after the delivery

of radiotherapy. In theory this allows a radiotherapy plan to be adjusted before each faction of

treatment.

Radiotherapy is a sophisticated and complicated process, which requires a significant col-

laboration between oncologists, physicists, radiographers and engineers, all of whom have

knowledge and experience in their respective fields in order to deliver the optimal treatment. In

this chapter essential background information on the imaging modalities, anatomy of the organs

investigated, with special emphasis on external beam radiotherapy procedures, is presented.

14
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2.2 Medical Imaging

Medical imaging systems create visual representations of the interior of the human body for

clinical analysis and medical intervention. They can provide immediate and accurate digital

information about a patient’s condition in the form of digital images, which can be efficiently

analysed, stored, replicated and communicated. Many different medical image modalities are

used in the treatment of cancer. CT, MRI, CBCT and Positron Emission Tomography (PET) are

the most commonly used modalities in radiotherapy. CT and MRI are discussed here in more

detail because they are the main image modality used in this thesis (refers to [34, 35] for more

information about PET and CBCT).

2.2.1 Computed Tomography

CT is the most widely used imaging modality throughout cancer treatment. The first CT scanner

was developed in 1972 by Godfrey Hounsfield, which consisted of an X-ray tube that rotated

around a patient with an opposing detector to receive the X-ray beam. CT scanners have been

through 4 major evolutions since this time resulting in an increase in detectors, decrease in the

scan time and the geometry of the scanner. The four generations of CT scanner are shown in

Figure 2.1 [36].

A CT machine produces gray levels (CT numbers) image where the values are measured in

Hounsfield units (HU), which corresponds to the X-ray attenuation after going through the

irradiated materials defined by [37],

H =
µtissue−µwater

µwater
×1000 (2.1)

where the µwater and µtissue refer to the X-ray attenuation coefficients of water and the scanned

object. Hence CT inherently provides the electron density information which is necessary for

estimating dose in radiotherapy. The geometric consistency of CT images is preserved from

both the data acquisition and the image reconstruction. CT has less spatial distortion than any

other medical image modality, such as MRI which suffers from significant spatial distortion. It

is important to maintain an accurate relationship between HU and the electron density in order
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Figure 2.1: (A) First-generation CT scanner in which a pencil beam X-ray and detecting
element is translated and rotated around a stationary patient. (B) Second-generation CT
scanner that uses a fan beam X-ray and an array of detector elements. The X-ray source
and detectors translate and rotate as before. (C) Third-generation CT scanner which has a
rotating X-ray source and rotating array of detectors. (D) Fourth-generation CT scanner has a
stationary array of detectors and a rotating X-ray source [36].

to guarantee a precise treatment. This is achieved by scanning a calibration phantom containing

multiple inhomogeneities, which usually are air, water, soft bone, cortical bone and lung tissue

as shown in Figure 2.2. The mean and variance of the CT numbers within each material should

fall in a tight interval defined by international guidelines. Consequently the volume constructed

from CT images is accurate and reliable. The most significant disadvantage of CT imaging is

the poor soft tissue contrast.
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Figure 2.2: Six inhomogeneities calibration containing air, water, soft bone, cortical bone, lung
and a spatial resolution object. The mean CT numbers of each material is indicated by arrows,
while the variance is controlled within a tight interval.

2.2.2 Magnetic Resonance Imaging

MRI is another popular medical imaging modality, making use of the magnetic properties of

certain atomic nuclei. Hydrogen nuclei are present in water and therefore all over the human

body. In acquiring an MRI a strong uniform magnetic field is firstly generated by the scanner

to align the nuclei. The hydrogen nuclei can be rotated using radio waves, and subsequently

oscillate in the magnetic field and simultaneously emit a radio signal, as shown in Figure 2.3.

Radio signals are received by a coil and can be used to make detailed images of the scanned

tissue. The molecular environment of healthy and pathological tissues influence the behaviour

of regional nuclei, which in turn influences the characteristics of the received MRI signal,

giving an unparalleled soft tissue contrast on MRI images [38]. Relaxation time influences

the emitted MRI signals, image contrast of MRI images may be weighted by T1 (spin-lattice)

relaxation time and T2 (spin-spin) relaxation time to highlight anatomical structures or pathol-

ogy of interest. T1 weighted MRI tends to display better contrast on anatomical structures,
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Figure 2.3: The major parts of an MRI scanner [39].

while T2 weighted MRI is more useful for pathological investigation and widely used for

diagnosis. Figure 2.4 shows a series of rigidly registered images acquired on a patient treated

for prostate cancer highlighting the difficulty in interpreting critical structures in different

imaging modalities. These images were re-sampled into the same resolution and geometry,

resulting in a slice-by-slice correspondence. It can be observed that T1- and T2-weighted MR

images (top left and right) provide unparalleled resolution and contrast for pelvic structures

and a more detailed information within the prostate gland on T2 weighted MRI (top right).

Soft tissue matching is difficult because of the atrophy induced in the prostate by the neo-

adjuvant hormones administered between MR and CT acquisition. The hyper-intense gold

markers implanted within the prostate gland and used for positional verification are clearly

visible on CT and CBCT images (bottom left and right). Alignment is complete and treatment

begins when the hyper-intense markers are aligned on CT and CBCT.
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Figure 2.4: Top left and right: T1- and T2-weighted MR images acquired on a Siemens
Symphony 1.5T scanner (Siemens, Munich, Germany). Bottom Left: Radiotherapy planning
CT acquired on a Philips Brilliance Big Bore CT scanner fitted with a flat couch. Bottom right:
Corresponding pre-treatment CBCT image acquired on a Varian system used for positional
verification. Two gold markers are implanted for the use of spatial alignment, which are shown
clearly on CT and CBCT scans.

2.2.3 Other Imaging Modalities

CBCT is a higher resolution, lower scan dose alternative to multi-slice helical CT [40, 41].

A cone shape X-ray is directed through the patient’s region of interest and projected onto an

area X-ray detectors. It requires only one rotation to gather information needed to construct an

image [35], which makes CBCT an useful imaging tool for IGRT.

PET provides functional imaging information by using radioactive tracer in the organ or area

of the body being examined and is usually registered with CT [34].
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2.3 Anatomical Information

It is essential to know anatomy around the suspect tumour regions when creating a radiotherapy

treatment plan, because an optimal radiotherapy plan usually contains definition of the GTV

volume and nearby radiation sensitive OARs. Medical image processing approaches developed

in this thesis were applied to brain and prostate cancer cases, therefore the anatomical proper-

ties of the human brain and pelvic region are presented in this section.

In prostate cancer, cancerous cells usually develop and form multiple small areas of malignant

growth inside the prostate gland, called the ’focus’, and quickly spread within the gland and

invade the surrounding tissues in the genitourinary organs. As a result the GTV defined for

prostate cancer usually contains the prostate gland and its immediately adjacent cancerous

structures. OARs are often very close to the GTV in the pelvis. In prostate cancer treatment,

the rectum and bladder are considered as OARs. The difficulties of prostate cancer planning is

in treating the cancer and sparing the OARs.

The human central nervous system (CNS) is responsible for integrating sensory information

and responding accordingly. It consists of the brain and spinal cord. The brain is the major part

of CNS and performs as the processing unit of the CNS. Therefore in the case of brain cancer

radiotherapy, it is important to maintain the nerve function when radiation is delivered to the

invasive tumour volume.

The remainder of this section, deals with the human coordinates, following by more detailed

radiotherapy-specific anatomy of the brain and pelvis respectively.

2.3.1 Human Coordinates

Human anatomy and anatomical atlases use axial, sagittal, and coronal planes to plot human

anatomy. In a 3D coordinate system this consists of three axes, superior-inferior, anterior-

posterior, left-right, forming three planes as shown in Figure 2.5. The coronal plane goes

through human body from chest (anterior) to back (posterior), the sagittal plane from left hand

to right hand, and axial plane expand from head (superior) to foot (inferior). Medical image

scans are usually acquired axially in 2D from patient superior to inferior plane. These can be

stacked into a 3D volume image for investigation in other planes. This is known as a digitally
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reconstruction radiography (DRR).

Figure 2.5: The coordinate system used for anatomical description (image from [42]). There
are three pairs of directions: superior-inferior (head to feet), anterior-posterior (chest to back)
and left-right. Three planes as indicated: axial, sagittal and coronal. The images can be
stacked together to form a 3D image and the 3D image may then be re-sampled into arbitrary
planes.

2.3.2 Anatomy of the Brain

The human brain is enclosed in the skull and protected by the cranium. As the major part

of CNS it can be considered as the central processing unit for the human body. The brain

analyses sensory information from other parts of the body and passes responses accordingly.

There are 12 pairs of cranial nerves in the head and neck region which are labelled as shown

in Figure 2.6a [43]. These cranial nerves are involved in sensation and control of the muscles.

They are radiation sensitive and where possible should be excluded from the GTV definition.

Damage to the cranial nerves is unrecoverable and may cause a loss of certain sensations and

weakness in muscle control. It is therefore important to consider the immediate and long-term

function of the CNS when making a radiotherapy plan for brain tumour patients. Figure 2.6b
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(a) (b)

Figure 2.6: (a) Labelled cranial nerves from [43], (b) A MRI scan shows the invasion of
glioma into cranial nerves, red contour: GTV volume. Comparing (a) and (b), it is clear that
the oncologist has left the optic nerve out of the GTV contour to ensure that the patient not
lose sight after treatment.

shows an MRI scan of a patient with a grade IV glioma which is invading into the optic nerves

where the red contour denotes the GTV volume defined by an oncologist. In this case the

oncologist delineated the GTV and excluded healthy areas of the optic nerves to preserve nerve

function after radiotherapy.

2.3.3 Anatomy of the Pelvis

The prostate is a walnut sized organ of the male reproductive system, which is located in the

human pelvis. Figure2.7a, taken from [44], shows the prostate anatomy in the transverse (axial)

and sagittal planes. The base of the prostate is attached to the inferior end of the bladder,

where there is no fat plane between the two organs. The bladder is a distensible hollow organ

used for storing urine. The amount of bladder filling changes its volume and shape and the

shape of the adjacent prostate. The bladder as an OAR in radiotherapy also presents another

difficulty in the contouring of the GTV. Due to the limited soft tissue contrast of CT, it is

difficult to define the boundary between the bladder and prostate, as shown in Figure 2.7b. The

rectum is the last section of the gastrointestinal tract, located at the posterior of the prostate.

Similarly, the rectum has an unpredictable shape and appearance on CT and MRI, due to filling
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and digestive movement. Rectal distension and movements can result in a significant anterior-

posterior prostate gland displacement. Planning and delivery of radiotherapy needs to take into

account these organ movements [45]. This may also result in a correlated shape change between

the prostate and other OARs.

2.4 Treatment of Cancer

The standard procedure leading to the treatment of cancer includes: diagnosis, grading, stag-

ing, planning and treatment delivery. Medical imaging plays an essential role throughout this

process. This section reviews the diagnosis, grading, staging and choice of treatment with

respect to brain cancer and prostate cancer treatment at the Edinburgh Cancer Centre (ECC).

Both grading and staging are based primarily on pathology, which provides essential clinical

information for treatment choice and also can be applied as a prior in the whole treatment

process. In this thesis, treatment delivery refers to the delivery of external beam radiotherapy

and will be covered in detail in Section 2.5.

2.4.1 Cancer Diagnosis

Diagnosis is the very first step of cancer treatment. There are many tests that can be applied to a

patient with suspected cancer. Usually, two or more tests are combined to confirm the presence

of a certain type of cancer. The most commonly used method for diagnosis of brain and prostate

cancer are briefly discussed in the following sections.

Brain Cancer Diagnosis

A Physical Examination including a test of the nervous system will firstly be carried out on

the patient when a tumour is considered as a secondary brain tumour, which has spread from

somewhere else in the body. This is followed by a Blood test in which the level of specific

chemical markers in the blood signify certain type of tumours, such as pineal region tumours

or germ cell tumours that change the level of particular hormones. Image based diagnosis

includes the investigation on MRI and CT scans of the patient, where a contrast medium is
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(a)

(b)

Figure 2.7: (a): The axial atlas of human pelvis from [44]. (b): The CT image corresponds to
the position of the atlas [46]. On the CT image it can be seen that the soft tissue resolution and
contrast is limited, and the boundary of bladder and prostate cannot be seen clearly. To define
the extent of tumour growth requires considerable experience, and is subject to significant
inter- and intra-clinical variability.

.
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usually used to make the tumour clear. MRI is more frequently used in the diagnosis of a

suspected brain tumour because of the clear anatomical detail and pathological information it

provides.

Prostate Caner Diagnosis

A Blood Test is widely used to diagnose prostate cancer. Prostate-specific antigen (PSA) is a

protein produced by cells of the prostate gland. High levels of PSA in the blood indicate the

possibility of prostate cancer. Image based diagnosis of prostate cancer usually involves MRI,

CT and transrectal ultrasound (TRUS). In TRUS, a small ultrasound device is inserted into

patient’s rectum to produce sound waves that create a clear picture of the patient’s pelvis. A

Physical examination is also used to diagnosis prostate cancer. This includes the examination

of the breasts, abdomen, and rectum, where a doctor will use a finger to check for signs, such as

a lumpy, hard prostate. A Needle Biopsy is the only sure way to identify tumour type and grade.

It takes samples of tissue for pathological investigation using a needle injected into organs. The

tissues obtained are investigated under a microscope, which gives a definite diagnosis. Prostate

biopsies are normally guided using the TRUS.

2.4.2 Grading

Grading is performed after cancer is diagnosed using pathological information from a biopsy.

The brain cancer can be graded as low, intermediate or malignant. Gliomas are the most

common primary brain tumours with an incidence of six to eight in 100,000 [47]. They are char-

acterised by the range of clinicopathological features defined by the World Health Organisation

(WHO) grading scheme [48]. Grade I gliomas (benign), which are commonly found in children,

are slow growing with good survival after treatment. Total resection is often the only treatment

required, however, this depends on the location of the tumour and the degree of infiltration of

areas controlling vital sensory function. Grade II (malignant) to IV (highly-malignant) tumours

are more diffuse and aggressive and are associated with poor prognosis (WHO grade II, 5-10

years, WHO grade III, 2-3 years, WHO grade IV, 1 year) [47]. Complete tumour resection

is made difficult by the spread within the brain and is usually followed by radiotherapy or
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chemotherapy to ensure that any remaining cancerous tissue is treated. High grade gliomas

Figure 2.8: Extent of Grade II, (left), Grade III (middle) and Grade IV (right) glioma on
registered post-surgical CT (top) and pre-surgical T2-weighted axial MR (bottom) images. The
green contour visible on the CT images is the body contour used for radiotherapy planning.
The outer red contour is the PTV, which takes account variations in size, shape and position,
and the inner red contour is the GTV [10, 11]. The hyper-intense regions on the T2-weighted
MR image volumes show the variability between grade II-IV gliomas.

tend to diffuse into surrounding healthy tissue more rapidly than low grade tumours, which

proliferate relatively slowly. Grade IV tumours, which are particularly aggressive, form new

vascularisation to support growth around a necrotic core. Figure 2.8 shows the MR and post-

surgical CT for Grade II, III and IV brain tumours. The CT images also show the GTV contour

(inner red contour) and the PTV (outer red contour), which takes into account variations in

size, shape and position relative to the treatment beams [10, 11]. An irregular volume of the

glioma can be observed in Figure 2.8, which demonstrates that the volume of glioma is highly

unpredictable.

The Gleason grading system is used to evaluate prostate cancer. Prostate cancer is graded by

its microscopic appearance of the biopsy specimen, by grade 1 to 5. Cancer with a higher

Gleason grade are more aggressive and have a worse prognosis [49]. Pathologists examine
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tumour tissue patterns and usually assign grades to the primary and secondary pattern observed

in the specimen. These grades are then added to create the final Gleason score from 2 to 10.

Gleason grade 3+3 or less tumour are considered as low risk cancer and have little danger of

spreading rapidly. A score of 7 (4+3 or 3+4) is a moderate grade. Gleason scores 8 to 10 are

more aggressive and tend to spread quickly and be associated with seminal vesicle involvement

and node positivity.

2.4.3 Staging

The stage of a cancer defines the extent of the tumour growth and how far the cancer has spread.

It is particularly important to know the stage before a decision is made about a treatment. It is

a trivial job to stage brain tumours because most primary brain tumours do not usually spread

beyond the CNS, hence there is no regularised staging system for brain cancer. The staging of

prostate cancer is usually done by analysing diagnostic CT and MRI scans. Currently the most

popular staging system is the TNM system (tumour, node, metastasis). A T category prostate

cancer remains in the local area of primary tumour, N category cancer indicates enlarged lymph

nodes while M category cancer refers to remote metastasis. In this thesis, only T category

cancer are discussed. In prostate cancer, T category prostate cancer can be further classified

into 4 stages:

T1: The tumour is within a small area in prostate gland, and it cant be felt by rectal examination.

T2: The tumour is larger than T1 stage, and can be felt by rectal examination.

T3: The tumour has spread outside of the prostate gland, invading into the seminal vesicles.

T4: The tumour has spread into the surrounding organs in the pelvic region, such as rectum,

bladder and muscles of the pelvis.

2.4.4 Choice of Cancer Treatment

As previously mentioned, there are many treatment methods available for cancer patients:

surgery, radiotherapy, chemotherapy, biological therapy, and more commonly a combination

of two or more of these.

Surgery refers to the removal of tumours by a surgical procedure. A craniotomy is the most
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Figure 2.9: The stage of a prostate cancer refers to how far the cancer has spread. T1 is the
earliest stage of prostate cancer (top left); from stage T2 (top right), the tumour is larger than
T1, the prostate gland is harder and can be felt by rectal examination; T3 tumour starts to
spread outside the prostate gland, invading to seminal vesicles; T4 tumour (bottom right) has
invaded further to surrounding organs, rectum and bladder etc. [50].

common type of operation for a brain tumour. A small area of the skull is removed providing

an opening where surgeons can operate.

Many prostate cancer patients suffer from difficulty in urinating caused by a tumour in the

prostate pressing on the urethra. Trans-urethral resection (TUR) is carried out by passing a

resectoscope through the urethra, and operating with a resecting loop until the blockage is

removed.

It is likely that surgery will fail to remove all cancerous cells, therefore chemotherapy and

radiotherapy may be used after surgery to further treat any remaining cancerous tissues.

Radiotherapy uses radiation to kill tumour cells by damaging their DNA. Radiotherapy is

increasingly popular in cancer treatment due to advances in IMRT and IGRT, which make

it possible to direct a highly concentrated dose to the tumour whilst sparing the surrounding

healthy tissues. Since this thesis focuses on automatic contouring for radiotherapy, the proce-
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dures of radiotherapy are introduced in detail in Section 2.5.

Chemotherapy uses a combination of drugs to kill cancer cells by damaging their DNA when

they divide. Drugs in chemotherapy can be given either in tablet form or by direct injection

into the blood stream. Chemotherapy only works for certain types of brain tumours because

of the existence of the blood brain barrier. Chemotherapy is used to treat prostate cancer that

has spread to other parts of the body and used mainly if hormone therapy is not controlling the

cancer.

Hormone Therapy works by altering the production of particular hormones in the body.

Cancer of the prostate gland depends on the male hormone testosterone, therefore lowering

the amount of testosterone in the body can consequently reduce the chance of relapse after an

early stage prostate cancer.

Biological therapy refers to enhancing the immune system of the body to eliminate cancer

cells. For example, liquid containing weakened bacteria may be applied to the prostate weeks

after TUR to aid the immune system in killing cancer cells.

2.5 External Beam Radiotherapy

Developments in imaging technology and improvements in computing power have significantly

improved radiation treatment delivery in the past two decade. The delivery of radiation has

moved from conventional radiotherapy using simple rectangular treatment fields to increasingly

conformal radiotherapy techniques such as three dimensional conformal radiotherapy (3DCRT)

and IMRT. The invention of the LINAC built the foundation of the modern external beam radio-

therapy. The LINAC uses microwave technology to accelerate electrons to collide with a heavy

metal target, producing high energy X-rays from the collisions. The high-energy X-rays are

shaped by an exit collimator on the LINAC machine as shown in Figure 2.10a. The LINAC exit

shape conforms to the tumour shape at any angle of view the focused high-energy X-rays are

directed to the patient’s tumour region, as shown in Figure 2.10b. External beam radiotherapy

is the most widely applied radiotherapy treatment in modern hospitals and cancer centres, in

the forms of IMRT, IGRT, stereotactic radiotherapy (SRT) and stereotactic body radiotherapy
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(a) (b)

Figure 2.10: (a): The multi-leaf collimator exit used in LINAC to conform high-energy X-rays to
the shape of tumour definition. (b): Focused X-rays beams are directed to the patient’s tumour
region [51].

.

(SBRT). In this section, the main procedures used in modern external beam radiotherapy are

discussed in 3 steps, including target localisation, dose calculation, and treatment delivery. The

merits brought by IMRT, IGRT and SRT are also covered.

2.5.1 Target Localisation in Radiotherapy Planning

Target localisation or contouring refers to the definition of the tumour on medical images and

includes the definition of radiation sensitive tissues close to the tumour region. Contouring

of GTVs is carried out manually by experienced radiologists or oncologists. As mentioned in

Section 1.2, the ICRU [11] defines important volumes to be defined in the planning of cancer

radiotherapy as shown in Figure 1.2: GTV, PTV, CTV, and OAR which are described below for

brain cancer and prostate cancer, based on ECC radiotherapy protocols.

GTV defines the growth of the malignant tumour, indicating extent and location, which is

delineated manually by oncologists.

CTV contains both the GTV and sub-clinical microscopic malignant spread around the GTV. In

brain cancer this microscopic growth may be difficult to identify on medical images, therefore

the CTV is defined mainly on the tumour grade. For grade II glioma, a margin of 0.3-0.5 cm is

usually added to the GTV, while for grade IV giloma, the margin increases to 2.0-2.5 cm, since

grade IV lesions are more diffuse. The CTV margin for prostate cancer (Gleason score 7 and

higher) is usually 1 cm all around expect posteriorly 0.6 cm, for a more focused dose in fewer
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fraction, the margin reduces to 0.5 cm all around expect posteriorly 0.3 cm.

PTV takes account of all the geometrical motions and variabilities to ensure that the planned

dose of radiation will cover the CTV volume. Patient movement such as breathing, rectal

activity, and equipment setup errors are considered in the definition of PTV. The PTV to CTV

margin for glioma is 0.3-0.5 cm. The PTV for prostate cancer is CTV plus a 1 cm margin

everywhere except 0.6 cm posteriorly in treatment phase one, and 0.5 cm all around in treatment

phase two, if needed.

OAR refers to organs, tissues which are sensitive to radiation, and spatially close to the GTV.

When treating a brain tumour, cranial nerves need to be excluded from the GTV definition.

Bladder and rectum are likely to be considered as OARs in prostate cancer. The definitions

above describes the GTV and the margins added to the GTV to form the final PTV for radio-

therapy treatment delivery. It is easy to understand that the accuracy of GTV contouring has

a significant impact on the treatment performance. CT is the most widely used modality for

tumour localisation as it provides undistorted spatial geometry. However, the key limitation of

CT scans are the soft tissue contrast, which results in the homogeneity in tumours and OARs.

A combination of MRI and CT modalities is recommended for brain tumour delineation for

treatment planning to avoid inter- and intra- observer variability [52]. GTV delineation on the

registered MRI and CT fusion is considered as a better solution than stand-alone CT [53].

2.5.2 Dose Calculation and IMRT

In radiotherapy, dose is the quantity of radiation received by the target volume and the OARs,

and is measured in gray (Gy). Doses from 45 to 60 Gy are commonly used for curative

radiotherapy of brain glioma and prostate cancer. The maximum dose received by OARs must

be considered to prevent side effects. However in planning, the dose constraint for certain OARs

might not be achievable. It is predictable that in the treatment of stage T3 and T4 prostate cancer

the involvement of seminal vesicles will result in a significant amount of the rectum being

covered by the PTV volume. In this case, IMRT will be needed to deliver the dose. Unlike

conventional 3DCRT, IMRT directs multiple intensity modulated beams from different angles

to the GTV. The radiation dose is elevated in the GTV while the radiation in the surrounding
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tissue and OARs is reduced or avoided completely. Using IMRT, the prostate, seminal vesicles

and the pelvic nodes can be irradiated with an acceptable level of dose received by the gastro-

intestinal and genitor-urinary system, significantly reducing the rectal toxicity [54]. In the UK,

the proportion of centres offering IMRT has increased from 46% to 81% between 2007 and

2012 [55]. Figure 2.11 shows a 3D radiotherapy planning application for IMRT.

Figure 2.11: A 3D IMRT plan of prostate cancer. The contoured CT pelvic images in three
planes: axial (upper left), coronal (lower left) and sagittal (lower right) as well as a 3D
visualization (upper right) of the IMRT beams from different angles focus on the PTV while
sparing the OAR. For traditional 3DCRT the intensity of each beam is uniform and as a
result, the accuracy is limited. IMRT uses non-uniform, modulated fluencies of rays (photon,
electron or proton) to irradiate the target volume, the resolution of dose delivery is significantly
increased.
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Figure 2.12: IGRT facility in ECC. Upper: acquisition of CBCT. Bottom: Novalis T XT M linear
accelerator equiped with CBCT and floor/ceiling mounted X-ray imaging units for 2D image
acquisition. By using imaging as a guidance during the treatment time, the GTV and CTV can
be defined instantly and as a result, the accuracy of PTV definition is increased [51].
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2.5.3 Verification, Treatment Delivery and IGRT

Before treatment delivery, treatment verification will be carried out to ensure radiation delivery

is as expected. In Section 2.5.1, it was shown that PTV definition accounts for the uncertainty

from organ movement, patient motion and equipment set up errors. Conventional radiotherapy

uses a larger than necessary PTV to make sure that the tumour volume is irradiated, causing

unnecessary damage to healthy tissues. In certain highly aggressive tumours there may be

growth during the treatment planning stage, which means that the planning CT scans are likely

to be sub-optimal. IGRT can be used to resolve these issues, by acquiring images shortly before

or during the radiation delivery from the OBI device. IGRT information offers the potential to

update the PTV, thereby resolving the uncertainty and improving the quality of treatment plan.

IGRT is often crucial to the use of IMRT because the non-uniform dose across the field carries

a risk of overdose to the normal tissues. Most centres delivery IMRT under the guidance of

IGRT [56].

2.5.4 The Future Advance of Radiotherapy: Computer-guided Real-time Radio-

therapy

With the establishment and continued development of IMRT and IGRT, higher doses can now

be delivered accurately to a smaller PTV even when the target volume is close to radiation

sensitive tissues. SRT and SBRT delivers precisely-targeted radiation at much higher doses, in

only a single or few treatment fractions, compared to traditional radiation therapy. However,

these advanced radiation delivery techniques call for more reliable and accurate GTV contour-

ing than ever, otherwise, the treatment will be significantly compromised or even lead to the

failure of the treatment. GTV delineation is now one of the most important tasks in radiotherapy

and is challenging because the images used for contouring, usually CT, suffer from low image

resolution and poor soft tissue contrast. In modern radiotherapy, GTV contouring is still carried

out manually by experienced oncologists. This can lead to a highly subjective definition of the

GTV with high inter- and intra- clinician variability reported in prostate [15] and brain cancer

[14]. Image enhancement techniques might be helpful in reducing the variability in tumour

contouring. A machine standard definition of the GTV is more likely to be a straight-forward
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solution, by providing reliable and reproducible contours. The availability of a large contoured

archive for a specific tumour type may help in defining an inter-patient GTV standard. This

could be used to supervise the machine outlining, and has the potential to produce more

objective contours. Additionally, manual contouring is still one of the most time consuming

processes in the cancer treatment cycle. Recall the concept of IGRT, when a live visualisation

of the patient tumour region is obtained, however, it is not feasible to have an oncologist

present to contour the new images at the time of treatment. Consequently, the volume and

shape changes of GTV between the treatment planning scan and the treatment delivery, or even

between fractions are ignored. A sub-optimal treatment plan will no doubt compromise any

advantage of IGRT and degrade the quality of the treatment. Hence, a real time computerised

modification of the treatment plan based on IGRT images at the time of irradiation has a

meaningful value in improving the treatment performance. In order to fully utilise IMRT,

IGRT and SRT technologies, a new approach to radiotherapy treatment, brought about by

an automatic contouring system, is required. The flow chart in Figure 2.13 demonstrates the

pipeline of the computer-guided real-time radiotherapy (CGRRT) presented in this thesis. It is

based on an automatic delineation system using computerised deformable models, which could

be the future of modern radiotherapy.

Figure 2.13: The CGRRT work flow, an automatic contouring system is constructed based on
the pre-contoured planning CT scans. This model can be used to segment new patient’s CT
for radiotherapy planning and update treatment plan after fractions based on treatment day
image. Once the updated plan is approved by doctors, treatment day image is stored into the
training archive of the contouring system and revise the contouring systems parameters.
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2.5.5 Summary

In this chapter, the necessary background was introduced to demonstrate the development

and challenges in modern radiotherapy. The advantage and disadvantages of image CT and

MRI modalities have been described. Basic anatomical information on human brain and pelvic

region is illustrated, with an emphasis on the OARs at each site. The treatment choice for brain

and prostate cancer are listed, together with the detail of external beam radiotherapy. IMRT

and IGRT are emphasised to explain why an automatic contouring system is highly desired in

modern radiotherapy.



Chapter 3

Review of Medical Image Processing

Methods

3.1 Introduction

In Chapter 2 the importance and benefits of developing computerised automatic GTV contour-

ing systems for radiotherapy planning was addressed. In parallel with the advances in IMRT,

IGRT and SRT, this has the potential to significantly improve the performance of radiotherapy.

GTV contouring can be defined as the segmentation or partitioning of a medical image into

non-overlapping regions defined as GTV, OAR and other normal tissues. In this chapter major

medical image segmentation techniques are reviewed, together with low level feature extraction

methods, which may be helpful in building a contouring system.

Deformable models have been established as one of the most successful segmentation methods

in the interpretation of medical images and other applications [1]. In this thesis, deformable

models are divided into FDMs and SCDMs, depending on the freedom of the deformation

process as introduced in Section 1.3.3. FDM can be classified as unsupervised segmentation,

because it segments an image based on the natural statistics of the pixels. FDM deformation is

normally driven by certain energy forces, including an external force pushing the parametric

contour towards the object boundary and an internal energy to control the elasticity and rigidity

of the contour. The key limitation of edge based FDM methods is boundary leakage when the

propagation encounters weak or missing boundary. FDM includes the well known active con-

tours method (snake) [21], level set methods [25] and other improved versions of these [57, 58].

SCDM segmentation is constrained by a statistical model of shape variations learnt from image

stacks with contoured target volume. This makes the SCDM a supervised segmentation method,

37
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where the contour or volume is represented by a set of landmarks. Segmentation of a new image

is achieved by matching the position of landmarks to a new image (active shape model (ASM)

[26]) and both the position of landmarks and a representation of object appearance to an image

(active appearance model (AAM) [59]). ASM and AAM have been shown to be efficient in

many application areas, including face recognition [60], industrial inspection [26] and medical

image interpretation [61].

This chapter is organized as follows: Section 3.2 covers the fundamentals of image analysis

and introduces the representation of digital image segmentation. In Section 3.3, low level

segmentation methods including thresholding, edge indicators and morphological operations

are addressed. The potential of these methods for segmentation of high grade gliomas is pre-

sented in Section 4.4. Standalone image gray levels, especially CT images, provide limited

information for the delineation of the GTV. Image texture analysis is reviewed in Section 3.4,

which was introduced to increase the robustness of GTV boundary definition in the construction

of ASM for prostate GTV. Registration based methods have been shown to be successful

in many medical image processing applications. Point set registration and image registration

methods are reviewed in Section 3.5. These play important roles in the accurate construction of

deformable models. A B-spline based free form deformation (FFD) method and coherent point

drift (CPD) non-rigid point set registration method are reviewed. In section 3.5 and Section 3.6,

FDMs and SCDMs are reviewed with expansions, including applications to medical cases.

3.2 The Fundamentals of Digital Medical Image Segmentation

A two-dimensional (2D) digital image can be thought of as a sampled and quantized traditional

film-based image defined as an array function I(x;y), with respect to the spatial index x and

y. A stack of 2D images forms a three-dimensional (3D) or volume image, represented as a

function I(x;y;z) of three variables. Computers are able to reveal ’invisible’ statistical features

of these discreet digital arrays, and interpret them as desired. In a 2D digital medical image,

each sampled element of the image array is called a pixel (voxel for 3D image), the word

pixel is based on a contraction of pix (’pictures’). The size of a pixel in the real physical

world is called the resolution, the spatial indexes of pixels are called the co-ordinate system
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and the functional value of the pixel is called the intensity, or gray level, which are used

interchangeably. Computers are able to read digital images as matrices, interpret the image

using various mathematical operations, and provide useful information on the image. With the

information provided, individual pixels can be grouped based on their similarities, each group

forms a subset of the image S⊆ I representing one semantic entity, where I represents the whole

image matrix. This process of generating semantic entities is called segmentation/classification.

In medical image analysis, segmentation often targets to organs, GTV, or any other region of

interest (ROI).

3.2.1 Segmentation Representation

The border of two segmented semantic regions is known as the boundary, which defines the

extent of the semantic regions. In 2D medical image processing, the boundary of an ROI is

usually called a contour in the form of a simple closed curve (Figure 3.1a) by connecting

points C(xi,yi) (Figure3.2), considering the discrete nature of a digital image [21]. A simple

closed curve is a curve that does not cross itself and ends at where it starts, C(1) =C(end) as

shown in Figure 3.1a. A closed curve might cross itself as shown in Figure 3.1b. While an open

curve have end points which do not join up C(1) 6=C(end) as shown in Figure 3.1c. In the case

of 3D image processing, a close surface of points S(xi,yi,zi) can be used to describe a volume

of interest. The key problem of medical image analysis and in particular image segmentation

is to move these points to the desired position where the edge lies, usually corresponding to

an intensity change or other high level statistical change. The movement is driven by certain

forces, curvature and gradient flow are widely used forces. An example of contour evolution

driven by curvature is demonstrated in Figure 3.2, where points are moved normal to the

contour, at a speed depending on the local curvatures. Grayson et al. [62] proved that no matter

how convoluted a curve might be, local curvatures can quickly relax the curve into a circular

object without crossing over itself (Figure3.3). It is essential that the points on a boundary

C(xi,yi) or surface S(xi,yi,zi) move in profiles perpendicular to the contour or surface. Only in

this case does the contour or surface representation maintain its own point correspondence and

a constant position with respect to surrounding structures. This is particularly important in the
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segmentation of medical images because local image features are not sufficient to distinguish

the ROI interior and exterior.

(a) (b) (c)

Figure 3.1: (a) A simple closed curve is a curve that does not cross itself and ends at where
it starts. (b) A closed curve might cross itself, and (c) an open curve have end points which do
not join up [62].

Figure 3.2: Contour points movement represented by arrows, the direction and length of the
arrow is determined by local curvatures. Curvature is related to the amount by which a curve
deviates from being flat, and the direction or sign of the local curvature is depending on the
whether the curve is locally going clockwise or anti-clockwise as shown above [63].

3.3 Low Level Segmentation Methods

Low level segmentation methods are methods which may not be successful in the definition

of GTV if applied in isolation, however, they may be helpful with deformable models. In this

section the principles of low level segmentation methods including thresholding, edge detection

operator and morphological operations are briefly addressed.
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Figure 3.3: Motions under curvatures: the complicated object in the very left shrinks to a
circular object and it is believed that it will collapse to a point and disappear finally under the
motion driven by local curvatures [63].

3.3.1 Thresholding

Thresholding approaches segment scalar images by creating a binary partitioning of the image

intensities based on an certain intensity value called a threshold. More than one threshold can

also be used, which is called multi-thresholding. Thresholding is a simple yet often effective

method for segmenting images where different structures have contrasting intensities or other

quantitative features. When an image histogram shows clear intensity classes, ’valley’ points

indicate a threshold that is likely to separate the image into two classes. Otsu’s method [64]

is designed to automatically perform clustering-based image thresholding. In an example of

using thresholding to segment rice on an image, T 1, T 2 and T 3 are thresholds provided using

Otsu’s method from the image histogram in Figure 3.4c. The three thresholds partitioned the

original image in Figure 3.4a into four classes in the different colours shown in Figure 3.4b.

Thresholding is not capable of segmenting complex structures when the image histogram does

not contain a significant threshold, which is very likely to happen when dealing with noisy

images. Additionally, thresholding takes no account of spatial information in an image. Due to

the illumination condition, rice grains at the bottom of Figure 3.4b, are misclassified as a fourth

structure. Although thresholding has many drawbacks, it is often used as an initial step in an

image processing approach by providing an estimated location of interested structure.
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(a) (b)

(c)

Figure 3.4: Simple segmentation using Otsu’s thresholding. (a) Original image of rice
being segmented; (b) Segmented structures in 4 different colours, bright background, dark
background, rice on bright background and rice on dark back background; (c) Histogram of
original image and thresholds used in segmentation.

3.3.2 Morphological Operations

Morphological operations are a collection of non-linear operations related to the structure

shape or morphology of features in an image. Basic morphological operations includes erosion,

dilation, closing and opening, which are especially well suited to the processing of binary

images because the operations rely only on the relative ordering of pixel values rather than their

numerical values. Morphological operations can also be applied to grey and colour images for

interpolation purposes, which is beneficial in medical image volume reconstruction [65]. In

this thesis the focus is on applying morphological operations to binary images.

A morphological operation on a binary image creates a new binary image in which the pixel

has a true value only if the neighbouring pixels fit the shape or template called a structuring
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element. The structuring element is a small binary image, i.e. a small matrix of pixels typically

3∗3 or 5∗5, each with a value of zero or one. The structuring element is applied at all possible

locations in the image where it is compared with the corresponding neighbouring pixels with

the same size as the structuring element. For a binary image I(x,y), the erosion of I by a

structuring element s is denoted as I	 s, producing a new binary image Ierosion = I	 s with

ones in all locations (x,y) of a structuring element’s origin at which that structuring element s

matches all the neighbouring pixels from the input image. The dilation of an image I(x,y) by

structuring element s denoted as I⊕ s, producing a new binary image Idilation = I	 s with ones

in all location (x,y) of the origin of the structuring element at which at least one neighbour

pixel matches the corresponding pixel in the structuring element. Erosion with small square

structuring elements shrinks an image by stripping away a layer of pixels from both the inner

and outer boundaries of regions, producing a smoothed shape by eliminating small details.

Dilation and erosion are dual operations and have opposite effects. Dilation adds a layer of

pixels to both the inner and outer boundaries of regions, and might merge small objects into a

larger one.

Erosion and dilation can be cascaded to form compound operations such as closing and open-

ing. The opening of an image I by a structuring element S(denoted by I ◦ s) is an erosion

followed by a dilation,

I ◦ s = (I	 s)⊕ s (3.1)

Closing denoted as I • s on the other hand is a dilation followed by an erosion,

I • s = (I⊕ s)	 s (3.2)

Morphological operations are suitable for processing binary images generated by thresholding

during a segmentation task. Opening is so called because it can be used open up a gap be-

tween two large objects and restore the pixels at the boundary of large objects by the dilation.

Similarly, the closing operation is so called because it can fill in holes inside an object and

remove the added layer afterwards. Morphological operations act as shape filters by filtering

out undesired details that are smaller in size than the structuring element such as small elements
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from noise. The size of the structuring element needs to be carefully defined, in order to

eliminate noisy details and spare objects of interest, for example the GTV from a medical

image. In Figure 3.5, an MRI scan of the brain of a patient with a grade III glioma is used for the

demonstration of morphological operations. The original MRI scan was firstly thresholded to

produce the binary image shown in Figure 3.5b. The closing operation fills holes in Figure 3.5b

to create the binary mask in Figure 3.5c, which may be considered as the binary mask for the

whole skull. While the opening operation eliminates small elements depending on the operation

kernel size, smaller regions are removed leaving the true region of interest, which in this case

is the estimated position of the glioma, as shown in Figure 3.5d.

(a) (b) (c) (d)

Figure 3.5: (a) A sub-image of size 259 ∗ 209 extracted from brain MRI scan. (b) Binary
image mask generated using thresholding of (a). (c) Binary mask constructed from (b) using
morphological closing (kernel size 10∗10). A larger kernel size may be able to fill the hole at
the top right of the mask and smooth the boundary of the mask. (d) Binary mask constructed
from (b) using morphological opening (kernel size 10∗10). A larger the kernel size leads to a
smaller volume of the mask.

3.3.3 Edge Detection Operators

In an image an edge follows a path of change in image intensity. Edges are often associated

with the boundaries of objects in an image. Edge detection operators are actually a series of

high pass filters which capture significant change in intensity or other specific features. The

Canny edge detector introduces the notion of non-maximum suppression, in which edge points

are defined as points where the magnitude of the gradient assumes a local maximum in the

gradient direction [19]. The Canny edge operator is widely used in image analysis as a state-

of-art edge detection operator. However, it is tricky to apply in isolation to segment the GTV
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volume in medical images. As shown in Figure 3.6, Canny edge operator successfully detected

high gradient edges (red) including while matter, glioma and the skull, while the disconnected

edges can not produce a closed contour of the glioma (blue). In this thesis, edge detection

operators, including a Canny edge detector, were used in the pre-processing of T2-weighted

brain MRI.

(a) (b)

Figure 3.6: Two sub-images of size 259 ∗ 209 extracted from an brain MRI scan processed
by a canny edge detector. The red contour denotes the detected boundary, blue contours are
clinical contours. The canny detector is able to detect some segments of true GTV contour,
while it is embedded within other high gradient edges.

3.4 Image Features in Deformable Models

In addition to the edge features captured by edge detection operators, statistical image features

are also heavily used in medical image analysis. The texture of an image is determined by the

gray level distribution over the image. In this section statistical features based on texture are

reviewed as a way of enhancing the saliency at GTV boundary regions.

Statistical methods firstly describe the spatial distribution of image gray levels by computing

local features at each pixel in the image and deriving a set of statistics from the distributions

of the local features. Depending on the number of pixels involved in defining the local feature,

features can be further classified into first-order, second-order and higher-order features. First-

order statistics estimate properties of individual pixel values, ignoring the spatial interaction
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between image pixels. The image features based on first order distribution are by definition

invariant to any permutation of the pixels, in other words, they are rotation and scale invariant

[66]. Second- and higher- order features estimate properties of two or more pixels occurring

at specified locations relative to the centre pixel, for example co-occurrence matrices and run-

length matrices. The key limitation of texture analysis is the computational complexity of the

algorithms and the requirement for building a classifier, particularly in the cases of higher order

features. Texture classification is an important part of texture analysis and is used to assign an

unknown region from a sample image to one of a known texture class. Texture classification

is not however the main focus of this thesis, only first-order features will be reviewed in this

section and interested reader should refer to [23] and [67] for more information about higher-

order features.

3.4.1 First Order Distribution

First order distribution involves only consideration of one single pixel. For gray level i(x,y) on

an image region Ilocal , the distribution of intensity p(i) is defined as:

p(i) =
Ni

NI
(3.3)

Here Ni refers to the number of pixels with gray level i, and NI refers to the total number of

pixels of local image region Ilocal . Equation (3.3) calculates the normalised image histogram.

The first-order distribution is widely used in low-level feature extraction because it is simple

to compute. By neglecting spatial relations, features based on the first order distribution are

rotation and scale invariant, which makes them inherently suitable for a multi-scale modelling.

3.4.2 Low Level Image Features Based on First Order Distribution

Moments and entropy are often extracted from a distribution as statistical features and used for

the segmentation of medical image data. Based on the definition of p(i) in Equation (3.3), the

mean µ and central moments σk of image I are given by,

µ = E[i] =
N

∑
i=1

ip(i) (3.4)
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and,

σk = E[i−E(i)k] =
N

∑
i=1

(i−µ)k p(i) (3.5)

where N is the number of possible gray levels. The most commonly used central moments

are variance, skewness and kurtosis given by σ2, σ3, and σ4 respectively. Central moments

measure the bias of the distribution from the centre mean. The variance is a measure of the

histogram width that measures how far the local gray level is spread out. Skewness measures

the degree of histogram asymmetry around the mean. Kurtosis is a measure of whether the

distribution is peaked or flat relative to a normal distribution. Coarseness, also known as edge

density, measures the number of edges present in the local image region. Energy is a term that

measures the homogeneity of an image, also called uniformity, a large energy value is expected

when local region gray levels are uniform distributed. The energy is calculated based on p(i)

as,

Energy =
N

∑
i=1

p(i)2 (3.6)

Entropy was introduced in information theory by Shannon [68] to quantify the degree of

randomness (information) in a communication. Similarly, given the image histogram p(i), the

entropy is calculated as,

Entropy =−
N

∑
i=1

p(i)log2(p(i)) (3.7)

Textures have been shown to be helpful in improving the original ASM method by investigating

local image texture instead of conventional image gray levels or gradients [69, 70]. On a 5∗5∗5

volume box shifted within the patient’s pelvic region that included the prostate, bladder and

rectum, 3D textural features were calculated. Figure 3.7 visualises the texture images in 2D,

from the top left to bottom right, original CT gray levels, mean, variance, coarseness, skew,

kurtosis, energy and entropy images are listed. A large intensity variation is observed on the

images at the true GTV boundary. An optimisation scheme can be applied to extract the most

distinct features from these textural images to construct an ASM model driven by optimised

texture, this is presented in Section 5.6.
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Figure 3.7: Prostate GTVs (red contour) on first order texture images. Top: Original CT, mean,
variance, coarseness. Bottom: Skew, kurtosis, energy, entropy.

3.4.3 Image Features in Deformable Model Segmentation

Recall that in Section 1.3.2, the segmentation process using deformable models moves the

contour points normal to the model boundary. Deformable models build a model of statistics

and an error function that measures the residuals of the segmented data from the modelled data

[66]. The interpreted image features modelled by deformable models are high level features.

Gradient Vector Flow Field

Gradient vector flow (GVF) proposed by Xu et al. [71] is considered to be a typical high level

image feature widely used in active contour and LSM as shown in Figure 3.8. The GVF field

V (u(x,y),v(x,y)) is a high level image feature derived from minimising the term as,

ε =
∫ ∫

λ (u2
x +u2

y + v2
x + v2

y)+ |∇ f |2|V (u,v)−∇ f |dxdy (3.8)

where λ is a regularisation constant to balance the first and second term in Equation(3.8),

[u(x,y),v(x,y)] is the vector that describes the GVF direction and magnitude at image location

[x,y]. ∇ is the gradient operator and f is the edge indicator as [72],

f = |∇Gσ ∗ I|2 (3.9)
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(a) (b)

Figure 3.8: GVF field calculated based on the local image gradient generates an external that
drives contours towards edges with high gradient in the image.

or

f =− 1
1+ |∇Gσ ∗ I|2

(3.10)

where Gσ is a two dimensional Gaussian function, ∗ is the convolution operator. A high

gradient leads to a strong edge f value. When the image edge f is weak, the first term in

Equation(3.8) dominates and gives an smooth GVF. In the case when the image edge f is

strong, Equation(3.8) is minimised by setting V = ∇ f . The GVF field in Figure 3.8b works as

an external force used in FDMs, driving the contours towards an high gradient edges.

Image Feature in Active Shape Model

In the modelling of ASM, a vector of image gray levels normal to the boundary at a contour

point is extracted from the image known as a profile, as shown in Figure 3.9a. The profile vector

helps to locate the strongest edge along the profile, which is considered as the next movement

for the model point, as shown in Figure 3.9b. In practice, the object boundaries do not always

correspond to the strongest edge. The training archive used in building an SCDM provides

the profile statistics for each contour points, which gives instruction about what to look for in

the target image. The Mahalanobis distance (MD) between target image profile and modelled

profile is used in the conventional segmentation of ASM to find the optimal displacement of

model points [26]. Figure 3.10 gives an example of model points movement using a profile of

length 5 pixels (2 pixels both sides of the model point). Given a model point, an image intensity
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profile of length 14 pixels (10 possible displacement) is sampled from the target image normal

to model boundary (top bar chart). The cost of fitting is calculated using the MD with respect to

the 10 possible displacement along the sample. The model point chooses the one that gives the

best match (lowest in the bottom bar chart). In this iteration, the model point will move 1 pixel

to the left [73]. The MD takes into account the correlation and measures the distance between

two vectors x and y, which has the same distribution with a set of observations (x1,x2, · · · ,xN)

with means (µ1,µ2,µ3, · · · ,µN)
T . Firstly the covariance matrix Σ is calculated as,

Σ =



E[(x1−µ1)(x1−µ1)] E[(x1−µ1)(x2−µ2)] · · · E[(x1−µ1)(xN−µN)]

E[(x2−µ2)(x1−µ1)] E[(x2−µ2)(x2−µ2)] · · · E[(x2−µ2)(xN−µN)]

...
...

. . .
...

E[(xN−µ1)(x1−µ1)] E[(xN−µN)(x2−µ2)] · · · E[(xN−µN)(xN−µN)]


(3.11)

The MD between x and y is defined as [74],

Dm(x,y) =
√

(x− y)Σ−1(x− y) (3.12)

where Σ−1 is the inverse covariance matrix, also known as the concentration matrix.

There is a trade off between the length of the vector (profile length) and the statistical consis-

tency, a longer profile length may reduce the consistency. As mentioned in Section.3.4.2, low

level image statistics can be used in the profile instead of regular image gray levels to increase

the accuracy of the segmentation. More detail about how this is done for an ASM from training

images is addressed later in Section 3.7.1.

3.5 Registration Base Method

The term ’registration’ refers to the determination of spatial alignment between two objects

in the same or different coordinate systems. The registration transformation is referred to as a

spatial mapping in geometry as T , which transforms a point XA in an image IA to another point

as XB in image IB,

XB = T (XA) (3.13)
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(a) (b)

Figure 3.9: A vector containing image gray levels normal to the boundary at a model point
is extracted from the image. This is called a profile. The profile vector helps to located the
strongest edge along the profile, at which is considered as the next movement for the model
point [73].

Figure 3.10: An example of ASM landmark movement using a model profile of length 5 pixels.

Here the image IB is called the reference image (static image), and image A is called the target

image (moving image). In the registration of two objects represented by the points, the spatial

mapping T also provides the alignment and correspondence between two point sets. This is

known as the point set registration. In order to merge the training archive into a model in

building SCDMs, it is very important to accurately align the multiple contours/surfaces. A

more complete mapping Γ maps both the position as well as the image intensity from image

IA to image IB, taking account of the image re-sampling and resolution. The mapping Γ is
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commonly known as image registration and aims to register different image modalities together

for an integrated visualisation and combined analysis. In terms of medical image registration,

MRI and CT are commonly registered because they contain complementary information, and

when combined provide better soft tissue contrast and spatial consistency.

Image registration is highly related to correspondence, if correspondence is known, registration

can be easily performed by computing the best rigid or non-rigid transformation between

two points sets of object. Otherwise, the registration algorithm needs to determine the best

transformation and correspondence simultaneously. This section firstly explains the differences

between rigid, affine and non-rigid registration in Section 3.5.1. In Section 3.5.2 point set

registration methods including ICP and CPD which solve the correspondence between two

or more point sets are presented. Image registration is also covered with an emphasis on the

B-spline based FFD which is presented in Section 3.5.4.
Table 3.1: Summary of Section 3.5

Criteria Classification

Dimensionality 2D/3D

Nature of deformation Rigid, affine and non-rigid

Point set registration ICP, RPM and CPD

Image warping Piece-wise linear, B-spline based FFD

3.5.1 Rigid, Affine and Non-rigid Deformation

The term ’rigid’ means there is no warping allowed in the transformation T only rotation,

translation and reflection. After a rigid transformation the points used to represent objects retain

their relative distance to each other. Rigid registration allows only shape invariant transforma-

tion, hence rigid registration are expected to work very well with rigid objects such as bones

[75]. An affine transformation allows more kinds deformation than rigid transformation such as

scaling and shearing. Affine transform preserves colinearity and distance ratios, which means

that points on the same line remain on the same line and the mid point of a line remains as the

mid point after an affine transformation. Non-rigid deformation allows shape warping and all

the other rigid and affine deformation. The typical requirements of non-rigid deformation are
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smooth and invertible, which means topological change is not allowed [76]. In the segmentation

of organs, non-rigid deformation is more widely used than rigid and affine deformation because

topological change is very rare and change in size and shape are common. The shape alignment

deformation based on rigid, affine and non-rigid deformation is demonstrated, Figure 3.11a

shows the two point sets to be aligned, blue point set is the reference set and the green point set

is the target set, the pixel distance between the two point sets are 206 pixels before alignment.

Figure 3.11b shows the deformation using ICP rigid registration, resulting in the pixel distance

of 105 pixels. Figure 3.11c applied an affine transformation and reduced the distance to 52

pixels. Figure 3.11d shows the non-rigid deformation and the distance reduced to 13 pixels.

(a) (b)

(c) (d)

Figure 3.11: Shape alignment deformation between two point sets based on rigid, affine and
non-rigid deformation.
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3.5.2 Point Set Registration

Point set registration, also known as point matching, is an important process in the construction

of SCDMs, by defining alignment and correspondence between training contours/surfaces,

as shown in Figure 3.12. Despite differences in pixel gray levels, the vertices of points in

Figure 3.12: The correspondence (blue lines) between a set of feature points of each dino-
skeleton (red marker). The large amount of geometric variations between the shapes usually
make the computation of such a correspondence difficult [77].

the image where points are extracted (manually or automatically) are meaningful geometric

features, which need to be accurately preserved before the analysis of object shape variation.

This section presents several popular point set registration methods and a proposed group-wise

registration algorithm for the merge of population data.

Iterative Closest Points (ICP)

The ICP algorithm is a conceptually simple method which performs a rigid alignment between

surfaces represented by points [78]. The algorithm iteratively finds the point-to-point match

that minimises the mean square distance between two point sets, where the cost function is,

MSE =
1
n

n

∑
i=1

(P̂i(x̂, ŷ)−Pi(x,y))2 (3.14)

Here P̂i(x̂, ŷ and Pi(x,y) are two matched points. Zhang et al. [79] proposed a modified K-D tree

algorithm for efficient closest point computation to get points match efficiently. The rotation

and translation matrix is acquired using singular value decomposition (SVD) to transform

the target surface and obtain new P̂i(x̂, ŷ) [80]. The covariance matrix Σ is firstly obtained
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to interpret the variance between two point sets as below,

Σ =
1

n−1

n

∑
i=1

(P̂i− µ̂)(Pi−µ)T (3.15)

where n is the total points number, µ is the mean of the point set and T represents the transpose.

The SVD of Σ in Equation (3.15) is given by,

Σ = uSvT (3.16)

where u and v are orthogonal matrices containing eigenvector of σ , S is a diagonal matrix

containing eigenvectors of Σ. The rotation matrix are computed from [80],

R = udiag(1,1,det(uvT ))vT (3.17)

followed by the translation vector,

d = µ̂−Rµ (3.18)

Here, R is an orthogonal rotation matrix which contains rotation angles of the point set, and d

is a vector that measures the translation. The new P̂i is updated by,

P̂i = R∗ P̂i +d (3.19)

These two steps are repeated until the MSE is minimised.

Robust Point Matching (RPM)

Robust Point Matching (RPM) first introduced by Gold et al. [81] and later well established

by Chui et al. [82], which allows local to global search using deterministic annealing and soft

assignment of correspondences between two point sets. The correspondence definition of RPM

between any two points is firstly assigned within [0,1] and ultimately converges to binary. The

key advance in RPM than ICP is the correspondences found in RPM is always one-to-one,

which is not always possible the case in ICP. The thin plate spline robust point matching (TPS-

RPM) [82] parametrised the non-rigid transformation as a thin plate spine (TPS), which is a
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(a) (b) (c) (d)

Figure 3.13: (a)Two points sets (3 points each, left and right). (b) A smooth coherent velocity
field of the correspondences. (c) and (d) Velocity fields that are less coherent for the given
correspondences.

solution of the interpolation problem in 2D that penalises the second order derivatives. The

method cannot be extended to problems involving four or more dimensions, because the thin

plate spline parametrisation only exists in 3D [83].

Coherent Point Drift

CPD method [84] introduces a new constraint to penalise the derivatives of all orders. This is

called motion coherence, which was proposed in motion coherence theory [85]. It is natural

that points close to each other of a surface should move coherently, resulting in a smooth

transformation, as shown in Figure 3.13. Given two 2D dimensional point sets,

PA(xn,yn), n = 1,2, ...,N (3.20)

and

PB(xm,ym), m = 1,2, ...,M (3.21)

to be registered, PB(xm,ym) is considered as the centroids of a Gaussian mixture model (GMM),

representing point set PA(xi,yi). The alignment of CPD can be understood as a probability

density estimation problem, the correspondence is obtained using the maximum of the GMM

posterior probability. The GMM probability density function for a point an(xn,yn) within point

set PA is as follows,

p(an) =
M

∑
m=1

PB(m)p(an|bm) (3.22)
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where p(a|m) in 2D is the Gaussian distribution centred on point bm within point set PB as,

p(an|bm) =
1

2πσ2 exp−
‖an−bm‖2

2σ2 (3.23)

As mentioned earlier, the transformation of CPD is defined as the initial pose plus a displace-

ment V (PB) constraint by coherent velocity as,

T(PB) = PB +V (PB) (3.24)

A regularisation term of V as is used to regularize the smoothness of V ,

φ(V ) =
∫

RD

Ṽ (s)2

G̃(s)
ds (3.25)

where Ṽ is the Fourier transform of the velocity field and G̃ is the Fourier transform of Gaussian

function G that approaches zero as scaling parameter ‖s‖ is large. In addition to the negative

log-likelihood of Equation (3.23), the following energy function is obtained,

E(V ) =−
N

∑
n=1

log
M

∑
m=1

e−
1
2 ‖

an−bm
σ
‖2
+

λ

2

∫
R2

Ṽ (s)2

G̃(s)
ds (3.26)

where λ is a constant weight. The velocity field displacement V for non-rigid registration,

which minimise the energy function (Equation (3.26)) is [84],

V (c) =
M

∑
m=1

wmG(c−bm) (3.27)

which has the form of basis function, where c indicates the points propagation. For more details

about rigid and affine registration using CPD see [84].
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3.5.3 Image Registration

An important branch of medical image analysis is medical image registration or image fusion,

which is a process that combines complementary information of the same or different med-

ical imaging modality. In clinical practice, radiotherapy planning CT images and diagnostic

T2-weighted MR images are commonly registered to gain the soft tissue contrast and bony

structures [86]. This section skips the image similarity and extraction of feature points in image

registration because the given contour points are used as the feature points of registration in the

study. Readers interested in a more comprehensive discussion of medical image registration are

referred to [87, 88, 89] for more information.

Similar to point set registration, image registration can be categorised into rigid, affine and

non-rigid registration based on the deformation used to register the image. The process that

applies the calculated deformation to the moving image is called the image warping. This

section focuses on a non-rigid image warping method using B-splines based FFD [76], which

can be used to warp images into shape free patches for the analysis of the image appearance. In

Figure 3.14 three image of labelled human faces from labelled faces (blue markers) in the wild

(LFW) data is presented [90]. It is difficult to investigate the facial appearance in Figure 3.14

directly since they have different shapes. These labelled faces are warped into a standard shape

(red markers) as shown in Figure 3.15. These marker performs as the feature points in image

registration and the displacements between them generate a deformation filed based on FFD.

Shape free patches in Figure 3.15 can be conveniently used in the investigation of appearance

analysis of facial recognition [27].

3.5.4 FFD Based on B-spline

B-spline is short for basis spline, which is a function represented as a linear combination of

basis functions. The most commonly used spline is cubic B-spline. Cubic B-splines can be

used to create a smooth deformation of C2 continuous of the images, which means first and

second derivatives of the deformation are continuous. To defined a B-spline based FFD, the

domain of the image volume is defined as Ω = {(x,y,z)|0≤ x≥ X ,0≤ y≥ Y,0≤ z≥ Z}. Let

Φ denote a nx,ny,nz mesh of control points ψi, j,k with uniform spacing dx,dy and dz. The FFD
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(a) (b) (c)

Figure 3.14: Three labelled human faces from LFW data.

(a) (b) (c)

Figure 3.15: The non-rigidly warped shape free patches of Figure 3.14.

with transformation Γ can be written as the 3D tensor product of one dimensional (1D) cubic

B-splines,

Γ(x,y,z) =
3

∑
l=0

3

∑
m=0

3

∑
n=0

Bl(u)Bm(v)Bn(w)ψi+l, j+m,k+n (3.28)

i = bx/nxc−1 u = x/dx−bx/dxc

j = by/nyc−1 v = y/dy−by/dyc (3.29)

k = bz/nzc−1 w = z/dz−bz/dzc
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where Bl represent the lth basis function of the B-splines.

B0(u) = (1−u)3/6

B1(u) = (3u3−6u2 +4)/6 (3.30)

B2(u) = (−3u3 +3u2 +3u+1)/6

B3(u) = u3/6

A least-squares fit of a B-spline deformation grid to this transformation is derived by multilevel

B-spline approximation (MBA) [91]. This deformation can also be achieved by piece-wise

linear warping, leading to a less smooth patch result than B-spline based FFD. Figure 3.16

compares the prostate GTV warped using piece-wise linear image warping and B-spline based

FFD. Discontinuities are observed on the surface warped by linear warping (Figure 3.16a),

while the FFD based warping give a much smoother surface (Figure 3.16b).

(a) (b)

Figure 3.16: (a) An AAM model constructed for prostate GTV based on piece-wise linear
image warping. (b) An AAM model constructed for prostate GTV based on MBA image
warping.
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3.5.5 Registration Based Segmentation Applications

Registration can also be applied to fulfil segmentation based on an atlas. An anatomical atlas

of the brain was first established in 1988 [92]. This is useful for distinguishing regions near

landmarks and structures which have small variability. Atlas based registration methods have

been successful in segmenting healthy structures by using affine or non-rigid registration to

register to corresponding anatomical atlases [93, 94, 95].

There has also been work on implementing the registration methods in the segmentation of

prostate [96] and bladder [97] on CT images. Promising results also have been obtained on

a intra-patient segmentation of prostate cancer [96]. Costa et al. [98] claims that significant

shape, size and intensity variations of GTV are difficult to capture by registration methods, but

remain useful for initialisation purposes. For example pelvic bone registration provides a good

initialisation point for a prostate shape model [75]. Atlas-based approaches have also been

used as a pre-processing step to establish spatial constraints for more locally applied image

segmentation. Prastawa et al. adopted this approach by first registering to an atlas of healthy

brains in their framework for automatically segmenting brain tumours on MR image volumes

[99].

3.6 Freely Deformable Models

This section covers commonly used FDMs with an emphasis on active contour, LSM, and two

expansion of LSM, region based LSM and edge based LSM.

3.6.1 Active Contour

Kass et al. [21] introduced a freely deformed model called ’snake’, in which the contour

evolution is driven by energy forces, an internal energy to impose a smoothness constraint

and an external energy to push the contour to desired features.

Let Ω be a bounded subset of R2, the boundary is defined as ∂Ω, I0 is a given image and

C(s) = (x(s),y(s)),s ∈ [0,1] is the parameterised curve. An edge indicator (Equation (3.9)) is
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used, depending on the gradient of image I0, as a stopping criteria in the evolving of the curve

C(s). The energy function of a conventional snake is written as,

Esnake = α

1∫
0

|C′(s)|2ds+β

1∫
0

|C′′(s)|ds−λ

1∫
0

Eexternal(C(s))ds (3.31)

Here α β and λ are positive weight parameters. The first two terms in Equation 3.31 represent

the internal energy of the curve spline, controlling the smoothness of the curve, while the third

term is an edge indicator function (Equation (3.9)) as an external energy term that drives the

curve towards the object boundary. By minimising Esnake in Equation (3.31), the curve C(s) is

located at points of the image gradient maxima |δΩ|, which is considered as a boundary. It is

easy to understand from the definition of this energy function that it has certain disadvantages,

it can get stuck in a local minimum. It can however be used in semi-automatic image segmen-

tation tasks by placing the initial contour near the object of interest. Xu et al. [71] improves

this snake model by replacing external energy with GVF, resulting in a GVF snake with larger

capture range.

3.6.2 Level Set Methods

Level set methods were proposed by Sethian et al. [100], in which the deformation of the 2D

contour C(t), with respect to time t, is embedded as the zero level set contour of a 3D Lipschitz

function φ by C(t) = {(x,y) | φ(x,y,z, t) = 0}, which is called the level set function (LSF).

This implicit contour representation entitles the level set framework to be capable of solving

topological changes in the contour deformation (Figure 3.18). The LSF φ is usually initialised

(t = 0) as a signed distance function (SDF) as,


φ(x,y,z t = 0) =−d(x,y, CInitial), (x,y) inside CInitial

φ(x,y,z t = 0) = 0 (x,y) on CInitial

φ(x,y,z t = 0) = d(x,y, CInitial), (x,y) outside CInitial

(3.32)

where CInitial corresponds to the contour at time t = 0 and contour C(t) can be obtained any

time as the intersection of the φ(x,y,z, t) at time t and plane z= 0, as shown in Figure 3.17. The
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(a) (b)

(c)

Figure 3.17: (a) The LSF initialised as a SDF. (b) The corresponding contour of (a). (c) The
SDF in 3D view.

deformation of contour C(t) is now interpreted as the evolution of the LSF φ , which amounts

to solving the following partial differential equation (PDE), which derived by differentiate φ

with respect to t,
dφ

dt
=

∂φ

∂ t
+F |∇φ |= 0 (3.33)
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this is a general form of the level set equation, F is the speed function which evolves the contour

in normal direction. It is important to note that, during the evolution, that φ might develop

very sharp or flat shapes, which makes any further computation of the LSF highly inaccurate.

A process called re-initialisation is commonly applied periodically to ensure φ maintain the

property of a SDF whose gradient satisfies the Eikonal equation [101],

|∇φ |= 1 (3.34)

In Sethian’s method, the motion of LSF is driven by local curvature, the stopping criteria does

not depend on the gradient of the image, as in the classical active contour models. As an

Figure 3.18: Top: red cone is the LSF at time t = 0, and the blue circle area is the intersection
with the Z level set. Bottom: The evolving LSF at time t = L, the curve on the Z level set have
merged together [63].

alternative, the evolution PDE of the LSF can be derived by minimising an energy function

defined on the LSF. This is known as variational level set methods, which is more convenient

and natural for incorporating information, when looking for a certain type of edge or contours

[102]. The Chan and Vese [58] region-based model and the Chunming Li [20] edge-based

model have obtained promising results in the segmentation of multi-modality medical image
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data [103, 104, 105, 106].

3.7.2.1 Chan Vese model

The Chan Vese (CV) model is a classic region based active contour segmentation algorithm

within the framework of the level set method. The evolution PDE of the CV model is derived

by minimising an energy function based on the regional image intensity. Assuming an image

I is formed by two regions of approximately constant intensity, ui
0 (inside the object) and uo

0

(outside the object). If the object being detected has an intensity of u0(x,y) and the correspond-

ing contour is denoted as C0. According to Chan Vese’s theory, u0(x,y)≈ ui
o within the C0 and

u0(x,y)≈uo
0 outside the C0, the following fitting energy function is used to drive the level set

contour C ,

F1(C)+F2(C) =
∫

inside(C)

|u0(x,y)− c1|2dxdy+
∫

outside(C)

|u0(x,y)− c2|2dxdy (3.35)

Where C is the level set contour, constants c1 and c2 depend on C0 and are the average of u0

inside and outside C respectively. It is easy to understand that this energy function is minimised

if C = C0, where evolution of the level set contour stops at the object boundary. Figure 3.19

illustrates all the possible cases in the position of the level set contour. In Figure 3.19a C is

placed outside C0, resulting in F1(C)> 0 and F2(C)≈ 0. Figure 3.19b shows the case C inside

C0, resulting in F1(C) ≈ 0 and F2(C) > 0. Figure 3.19c shows the case C is partial inside C0,

resulting in F1(C)> 0 and F2(C)> 0. Figure 3.19d shows the optimum case in which C = C0,

F1(C) ≈ 0 and F2(C) ≈ 0, the fitting energy is minimised in this case. A regularising term is

added to Equation (3.35) to complete the final energy function of the CV model. The energy

function of CV level set is not based on the image gradient as used in the classic snakes and

active contour approaches. Kass et al. [21] claimed that the discrete gradients are bounded and

then the stopping function will never hit zero, consequently, the curve might pass through weak

boundaries easily. The CV model energy function is designed for the minimal partition problem

based on the Mumford Shah function [107], which requires a piece-wise constant ci. There is

no doubt that, this regional based energy function has advantages as it can detect objects whose

boundaries not necessarily defined by gradient. While in many practical medical segmentation
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(a) (b) (c) (d)

Figure 3.19: All the possible positions of the level set contour during evolution.(a) C outside
C0, F1(C)> 0 and F2(C)≈ 0.(b) C inside C0, F1(C)≈ 0 and F2(C)> 0. (c)C is partial inside
C0, F1(C) > 0 and F2(C) > 0. (d) C = C0, F1(C) ≈ 0 and F2(C) ≈ 0, the fitting energy is
minimised in this case [102].

cases it is not possible to find a reliable constant c2 for the object outside (surrounded by

multiple organs), and sometimes a large variation within the ROI (high grade glioma). The CV

model is therefore not used for the segmentation of glioma in this thesis, interested readers are

referred to [102] for more detail.

3.7.2.2 Chunming Li Model

The Chunming Li (CL) LSM model is a typical edge/gradient based snake under the level set

framework. As mentioned earlier, in traditional level set methods periodic re-initialisation of

the LSF to a SDF is required to avoid sharp corners or flat shapes during evolution. In the CL

model, this process can be eliminated by incorporating a penalty term that characterises the

difference between the LSF and Equation (3.34) defined by [20],

ESDF(φ) =
∫

Ω

1
2
(|∇φ |−1)2dxdy (3.36)

Since a SDF must satisfy the desirable property of Equation (3.34) then when minimising the

energy function above, the term Equation (3.36) keeps the LSF φ close to a SDF. In addition

to the term in Equation (3.36) the energy function of the CL model consists of other terms

pushing the contour to a place with specific features similar to the region information used in

the CV LSM model or contour shape-prior information used by Vemuri et al. [108]. Internal

energy drives the zero level set to a target contour for a LSF φ(x,y) which is calculated in the
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CL model as [20],

EInternal(φ) = λLg(φ)+νAg(φ) (3.37)

Lg(φ) =−
∫

Ω

f δ (φ)|∇φ |dxdy (3.38)

Ag(φ) =−
∫

Ω

f H(−φ)|∇φ |dxdy (3.39)

where f is edge indicator function in Equation 3.10, δ is the Dirac function and H is the

Heaviside function. The term Lg(φ) and its constant weight λ perform as the regularising term

to keep the contour tight, and the term Ag(φ) is proposed to expand or shrink the contour

depending on the sign of constant ν . Substituting Equation (3.38) and Equation (3.39) into

Equation (3.37) and add in Equation 3.36, we obtain the total energy function for the level set

evolution as,

E(φ) = µ

∫
Ω

1
2
(|∇φ |−1)2dxdy−λ

∫
Ω

f δ (φ)|∇φ |dxdy

−ν

∫
Ω

f H(−φ)|∇φ |dxdy
(3.40)

A gradient flow can be derived from equation 3.40 by taking the Gateaux derivative [101] as

follows,
∂φ

∂ t
= µ[4φ −div(

∇φ

|∇φ |
)]−λδ (φ)div( f

∇φ

|∇φ |
)−ν f δ (φ) (3.41)

This gradient flow is the evolution equation of the level set function in the proposed method

[20].

3.6.3 Summary

In this section, freely deformable models including snake, active contours, and level set meth-

ods have been discussed. These algorithms have drawn intensive interest in the semi-automatic

and automatic segmentation of medical images [57, 109]. Level set and active contour based

approaches both have significant advantages and potential for automatic brain tumour segmen-

tation [110, 111]. Without shape prior information incorporated they look for edges/boundaries

based on gradient or regional information, driven by certain energy function. On one hand, it

is easy to understand that they require good soft tissue contrast and resolution level from the
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modality processed to avoid propagation across weak or missing boundaries. On the other hand

shape free deformation granted the model being able to segment target volume with large shape

variation, for example brain tumours. In Chapter 4, a case-wise automatic delineation algorithm

for brain glioma on MRI based on CL model level set method is proposed and implemented to

patient data as a pilot study.

3.7 Shape Constrained Deformable Model

Shape constrained deformable models refer here to statistical shape models (SSM) that contain

shape information about the expected shape and corresponding appearance of the structure of

interest. The key difference from FDMs is, SCDMs gather shape information as a prior from

a sufficiently large shape set, which is called a training archive. With inherent shape prior

information incorporated, SSMs are more stable than FDMs against local image artefacts and

missing boundaries in low signal to noise ratio (SNR) image modalities, and have achieved

promising results in segmentation application of industrial objects and human healthy organs

in medical imaging. However, SSM is prone to fail in cases where the GTVs is irregular [98].

The following sections briefly review SSMs, focusing on the training and employing the ASM

and AAM methods.

3.7.1 Active Shape Models

The straight-forward way to gather shape information is to summarise the training shapes by

a statistical mean and shape variations [26]. Shape invariant features can be eliminated from

the training archive by registering all of the shapes. 2D SSM have been in use since the early

1990s, when Cootes et al. introduced ASM [26] and AAM [59] for face recognition.The point

distribution model (PDM) [73] uses a set of landmarks to represent shapes, which is a standard

practice in computer vision, as shown in Figure 3.20. The term ’landmark’ refers to a significant

point between several medical images which are identifiable and useful in the analysis of shape

changes [113]. Cootes et al. manually selects a range of points around object boundaries as

landmarks. The red landmarks in Figure 3.20 includes anatomical landmarks (tip of fingers) and
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Figure 3.20: The PDM of 191 landmarks for hands representation, the image and contour
data is extracted from [112].

mathematical landmarks (curvature maxima), the green landmarks are pseudo landmarks which

evenly interpolated between the first two types of landmarks. However, this manual approach

is considerably more difficult in 3D or higher dimensional cases. 3D model applications have

increased in recent years because of breakthroughs in the automatic definition of surface shape

correspondence (reviewed in Section 3.5.2). After alignment and correspondence definition, an

orthogonal linear transformation called principal component analysis (PCA) [114] is applied

to capture useful shape variation of the training shapes with finite feature dimensions. For a

surface matrix X of size m by n, whose rows are shape vectors stacked by landmark vertices

and n columns are the number of training shapes, PCA fits an N dimensional ellipsoid to the

matrix X , where each axis of the ellipsoid represents a principal component. Each principal

component corresponds to a certain shape deformation and the length of each axis depends

on the contribution of the corresponding deformation within the shape archive. Firstly, the

statistical mean X̄ is subtracted from matrix X . The covariance matrix Σ of the data is then

computed, from which the eigenvalues and corresponding eigenvectors are derived using SVD.

From this point, any shapes from the training archive can then be approximated using the

eigenvalues and eigenvectors as [26],

X = X̄ +Psbs (3.42)

where Ps is the matrix of principal components, also known as shape variation vectors and bs

is the matrix of the corresponding contributions, also known as shape model parameters. The
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number of principal components t required to fully capture the shape variation of the training

archive is chosen to describe a certain percentage fv of variance of the whole training set,

usually in the range from 95% to 98% [27, 1]. The desired number of principal components is

given by the smallest t for which,
t

∑
i=1

λi ≥ fv

n

∑
i=1

λi (3.43)

Figure 3.21 shows the deformation by varying the largest principal component up to three

standard deviations. As introduced in Section 3.4.3, local appearance information is gathered

(a)

(b)

(c)

Figure 3.21: Shape variation of the hand ASM. Red: the mean shape of the hand ASM, blue:
the deformed hand shape using Equation (3.42). (a) One standard deviation, (b) two standard
deviations, (c) three standard deviations.
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as the profiles perpendicular to the contour/surface through inside and outside of the object with

predefined length (normally 3-5 pixel both sides), resulting in an appearance profile g. From

Equation (3.12), the MD between the profile of a potential displacement of Li as an observation

gi and the distribution from trained model for Li is calculated by,

fi =
√
(gi− ḡi)Σ−1(gi− ḡi) (3.44)

where Σ
−1
i is the inverse covariance matrix of the modelled appearance profiles for landmark Li,

and ḡi is the mean vector of the modelled appearance profiles for landmark Li. Shapes are fitted

in an iterative manner, landmark movement starts from the mean shape during the optimisation

process. The landmarks move along the direction perpendicular to the contour/surface to the

location that matches best with the model profiles (see Section 3.4.3). One iteration of the

conventional ASM shape fitting is shown in Figure 3.22. The shaded object represents the true

position and the dotted contour represents the shape model; At the start, the shape model is

initialised at the lower left of the true position. Local texture information of all landmarks are

evaluated along the direction perpendicular to the contour. The best location for each landmark

is the position with the smallest MD shown as a small circle in the middle. Finally, landmarks

are moved to the new best location reducing the cost function and bringing the contour closer

to the true position [1]. From Equation (3.42) the shape model parameters bs can calculated

Figure 3.22: One iteration of ASM searching [1].

after each iteration by,

b = PT
s (X− X̄) (3.45)
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The shape model parameters control the GTV shape within an expected space region, normally

up to three deviations [26]. These shape variation vectors and shape model parameters are

applied periodically during the ASM segmentation evolution, to restrain the shape deformed

with three standard deviations of bs from the training archive.

3.7.2 Active Appearance Models

AAM is another powerful approach related to the ASM algorithm. They are both statistical

models containing the range of shape variations of an object learnt from a training archive

of ground truth shapes, usually represented by landmarks. In addition to the ASM training

the image appearance is combined with the shape model to generate the appearance model in

AAM. Namely, the AAM approach manipulates a combined model of shape and appearance,

which basically represents both shape variation and texture of the object interior. In summary,

ASM seeks to match the model of landmarks to a new image, constrained by the valid range of

shape variation. While AAM match both the position of model landmarks and the appearance

of the object defined by the landmarks.

An important process called appearance alignment is required to build an AAM. Training

shapes including the interior appearance are warped to the mean shape of the AAM bringing

in voxel-wise correspondence to remove the spurious appearance variation brought by shape

difference [59]. This process is also known as appearance normalisation and is normally done

by a piece-wise linear warping or B-spline based FFD warping, which creates a shape free

appearance patch as shown in Figure 3.14 and Figure 3.15. Similar to the ASM approach,

PCA can be used to capture the shape and the appearance variation and the AAM can have

appearance model parameters c controlling the shape and also appearance as,

X = X̄ +Psc (3.46)

and,

g = ḡ+Pgc (3.47)
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where g is the synthesised appearance of the AAM, ḡ is the mean appearance of AAM, Ps and

Pg are matrices describing the model shape and appearance variation respectively. Figure 3.23

shows the effect by varying the shape and appearance model parameters of the largest principal

component up to three standard deviations. In addition to these modes we need to account for

basic operations as translation, scaling and rotation etc. Additional parameter vectors t and u,

resulting in a combined parameter vector U as,

U = [cT , tT ,sT ] (3.48)

where t is the translation parameters, s is scaling parameters.

This differs from ASM model in that instead of searching for an update of each landmark,

AAM seeks to minimise the appearance difference between a new image and the synthesised

appearance by AAM, as demonstrated in Figure 3.24. Initially, the model (contour with land-

marks) is located at the lower left of the true position (solid gray object). The texture beneath

the model is sampled and compared to the region-based appearance model. The corresponding

residuals are shown in the center image and suggest a move of the model to the upper right,

this information is learned during training and encoded in matrix R. The resulting parameter

update will drive the model closer to the correct location [1]. The synthesised image appearance

is acquired from Equation (3.47) as gm and the appearance beneath the model fit is sampled

and normalised, resulting in gs. The residual r of current AAM fit is calculated as,

r(U) = gs−gm (3.49)

and hence, the error of appearance difference can be obtained,

E = rT r (3.50)

where T denotes the transpose. The fundamental of the AAM fitting algorithm is to find the

relationship between appearance residual r(U) and the model parameter update δU , which

here in the theory of AAM, is considered as constant over the entire fitting process. Suppose the

current error is E(U), the desired model parameter update δU minimises the error E(U +δU)
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(a)

(b)

(c)

Figure 3.23: Shape and appearance variation of the hand AAM. Mid: the mean shape and
appearance of the hand AAM, left and right: the deformed hand AAM using Equation (3.46)
and Equation (3.47). (a) One standard deviation, (b) two standard deviations, (c) three
standard deviations.



3.7. Shape Constrained Deformable Model 75

after the current iteration. Using a first order Taylor expansion to update residual r(U + δU)

and set it to zero,

r(U +δU) = r(U)+
∂ r
∂U

δU = 0 (3.51)

The RMS solution is therefore obtained as,

δU =−Rr(U), (3.52)

where

R = (
δ rT

δU
δ r
δU

)
−1

δ rT

δU
(3.53)

which is the pseudo-inverse of δ r
δU . In the first paper by Cootes et al. in 1998 [59], R was

Figure 3.24: One iteration of an AAM search [1].

computed using multivariate linear regression on all the training data, and in 2001 [27], linear

regression was replaced by numerical differentiation, which does not require all the training

data loaded at once in model training. This makes it very useful for confronting a considerably

large image archive.

3.7.3 Comparing Active Shape and Active Appearance Model

In this section, two highly related algorithms were reviewed. ASM and AAM both represent

shape using a set of landmarks, learning the valid ranges of shape variation (ASM) and appear-

ance variation (AAM) from a training set of labelled images. ASM searches along profiles at

current location so that a larger capture range than the AAM is expected [115]. However ASMs

only use data around the model points and the grey-level information available within an object

is discarded. Thus ASMs may be less reliable than AAMs which take advantage of the whole
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image appearance under current location [115].

3.7.4 Summary

SCDMs including ASM and AAM were addressed in earlier sections [115]. In this section,

relative applications based on SCDMs were investigated for the segmentation of prostate and

prostate GTV. Applications of SCDMs varies in many ways, throughout the training and seg-

mentation scheme.

A SCDM trained on an archive containing images of multiple scans from a single patient is

called an intra-patient SCDM [116]; based on scans from multiple patients is an inter-patient

SCDM [117]; Jeong et al. [118] used a training archive of multiple scans of multiple patients,

which is known as a combined SCDM. An inter-patient scheme is clinically more useful and

more challenging because it manipulates an archive containing much larger variation both in

the GTV shape and appearance. A SCDM expected to automatically delineate the GTV for

radiotherapy planning must be based on an inter-patient study, while the intra-patient SCDM is

more likely to be applied in RT for a treatment planning update. In this thesis, the emphasis is

on the inter-patient SCDM, because an inter-patient SCDM can be easily implemented to the

intra-patient data but not vice versa.

AAM are mainly built on MRI images which provides detailed soft tissue information for

appearance analysis. Broadhurst et al. [119] modelled the interior and exterior of the bladder,

prostate, and rectum, within 1 cm of each boundary, with Gaussian weight defining six regions

of interest (ROI). Quantile histograms [120] were used to capture appearance within the ROI, in

order to use Euclidean methods such as PCA. Appearance was characterised using histograms

of the entire organ interior and exterior regions in the work of Chen et al. [121]. Stough

et al.[116] replaced the single Gaussian model of intensity with a number of local region-

type Gaussian models, the local-clustered model capturing the exterior inhomogeneity gives

a boundary partition consistent with anatomy. Rousson et al. [31] modelled the intensities of

prostate interior, bladder interior and the rest exterior. Costa et al. [98] took only a small region

of the prostate interior with a mean gray level way, and used it to move landmarks in the

normal direction of the surface. In Chapter 5 and Chapter 6, SCDMs are further discussed and
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employed in the delineation of prostate cancer GTV of inter-patient data sets.

3.8 Summary

This chapter covered a series of low level segmentation methods, which individually may

not capable of segmenting complicated medical images. However, they can be applied as

pre-processing to increase the robustness and accuracy of deformable model applications.

Registration based methods were reviewed with an emphasis on point set registration and

B-spline based image warping. The methodologies of SDMs are also reviewed, which were

categorised into FDMs and SCDMs. The majority of the FDMs and SCDMs applications

are targeting healthy organs, which have more natural and consistent shape and appearance

deformation. There are fewer reliable and efficient applications focusing on target volume

identification for radiotherapy. In the works presented in later chapters, FDMs and SCDMs

are employed in a fully automatic GTV delineation applications for brain gliomas and prostate

cancer.



Chapter 4

Automatic Identification of Brain

Glioma

This chapter presents an automatic contouring system using edge based LSM for identifying

higher grade (III and IV) glioma on T2 weighted MRI 1. The series of low level image segmen-

tation methodologies reviewed in Section 3.3 are cascaded to form a case-wise fully automatic

initialisation pipeline for the level set function, see Section 4.4.

4.1 Introduction

Surgical operations remains the most major and effective treatment for brain cancer patients.

High grade gliomas tend to diffuse into surrounding healthy tissue at a rate associated with the

tumour grade. Grade II tumours proliferate relatively slowly, however, higher-grade tumours

tend to grow more rapidly. Grade IV tumours, which are particularly aggressive, form new

vascularisation to support growth around a necrotic core. Figure 2.8 shows the post-surgical

CT and the pre-surgical MRI for the Grade II, III IV brain tumours used in the study. The

CT images also show the GTV contour (inner red contour) and the PTV (outer red contour),

which takes account of variations in size, shape and position relative to the treatment beams

[10, 11]. Complete tumour resection is made difficult by the spread within the brain and is

usually followed by radiotherapy or chemotherapy to ensure that any remaining cancerous

1. This chapter is based on the following publications:
i) Cheng K, Feng Y, Steel R, McLaren DB, Erridge SC, McLaughlin S, WH Nailon. Level set identification of
radiotherapy target volumes on magnetic resonance images. In Proc of 5th of International Conference on Advances
in Medical Signal and Information Processing (MEDSIP). Liverpool, UK, 5th-7th July 2012.
ii) Cheng K, Montgomery D, Feng Y, Steel R, Liao H, McLaren DB, Erridge SC, McLaughlin S, Nailon WH.
Identifying Radiotherapy Target Volumes in Brain Cancer by Image Analysis. Healthcare Technology Letters,
Volume 2, Issue 5, October 2015, p. 123 âĂŞ 128

78
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Figure 4.1: Left: Axial CT and corresponding MR image (red) illustrating the significant
translation in the anterior-posterior and right-left directions required to align the images. The
rectangular immobilisation device is visible beneath the images. Middle and Right: Coronal
and sagittal CT and corresponding MR image (red) illustrating the significant rotation required
to align the images.

tissue is treated. The effective delivery of radiotherapy relies on the accurate registration of the

pre-surgical MR with the post-surgical CT image data. CT image data is universally used in

radiotherapy because it provides electron density information that is necessary for calculating

dose. However, defining the post-surgical volume that will receive radiation is made challeng-

ing by the fact that the CT images contains a void where the tumour has been resected. They

also display poor soft tissue contrast compared to the pre-surgical MR images used to determine

the resection volume. This problem is often compounded by the use of a diagnostic (concave)

couch-top for the acquisition of the pre-surgical MR image data and a radiotherapy (flat) couch-

top, including a full head and neck immobilisation device, for the post-surgical CT. The result

is that a significant geometric adjustment is required to achieve alignment. Figure 4.1 shows

an example of the adjustments, which have to be made to the MR (red) images in the axial,

coronal and sagittal planes to align with the reference CT images. Fully- and semi-automatic

image segmentation would therefore be of considerable benefit in the delineation of the GTV

and OAR on multi-modality image volumes.
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4.2 Previous and Related Work

The automatic segmentation of intra-cranial structures on MR image volumes has received

considerable attention in recent years due to the pressing need for a reliable clinical solution to

this problem [122, 123, 124]. However, many of the existing segmentation tools are designed to

operate on image volumes that display natural, or healthy, anatomical topology. One commonly

used method for segmenting normal intra-cranial MR image structures is to register to an

anatomical atlas that contains information on the general shape and form of the structures

of interest. By projecting the MR structures available from the atlas onto the MR volume

under investigation, segmentation is performed [125, 126]. Such tools are ineffective in the

segmentation of brain tumours where the intensity statistics of the tumour and healthy tissue

overlap and oedema results in a lack of boundary clarity [127].

Other researchers have used voxel-based methods for brain tumour segmentation that allow

clinicians to continuously adjust the parameters of the segmentation process. Birbeck et al.

demonstrated using an interactive 2D graph cut method, which incorporates a 3D common

energy function computed over several modalities, that the proposed semi-automatic tool im-

proves segmentation time and inter- and intra-repeatability when compared with conventional

manual segmentation [127]. Corso et al. [128] also used the concept of graph cuts and combined

it with class models to explicitly represent different heterogeneous processes in the brain.

In their work they modelled four classes of data: outside of head; brain matter; tumour and

oedema. The tumour class was further divided into: necrotic; active; tumour infiltration/non-

enhancing tumour. The majority of cases were segmented with accuracies near 70%, which

the authors are improving by using a global context model of normal brain anatomy and

brain tumour. Subbanna et al. [129] use a fully automated hierarchical probabilistic framework

based on multi-window Gabor filters and an adapted Markov random field. In the first stage,

a customised Gabor decomposition is developed, based on the combined-space characteristics

of the two classes (tumour and non-tumour). A Bayesian framework provides a texture-based

segmentation of tumours whose boundaries are refined through a modified MRF framework.

Zhu et al. [111] formulated the tumour boundary detection problem as an optimisation process,

which minimised the energy function of an active contour model. The main advantage of the
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approach is that it requires less computational time than standard active contour approaches

because of the inherent parallel properties of the Hopfield neural network used [111]. Aloui

and Naceur used a 3D level set approach to delineate brain tumours while not comparing the

result with a ground truth segmentation [130]. Schmidt et al. [131] demonstrated that significant

improvement in brain tumour segmentation is possible when using four different alignment-

based features .

Here we present the preliminary findings of an approach, using limited prior information, for

the segmentation of the significant tumour volume on the MR images of five brain cancer

patients (Grade II, III and IV). As discussed earlier in Section 3.6.2, region based CV model

requires constants c1 for object and c2 background in Equation (3.35), neither of them is able

to be defined in this case. The boundaries of the lesions caused by higher grade glioma is

reported to be traceable on T2 weighted MRI [38]. Consequently, edge based CL LSM model

is implemented here for the LSF evolution. The boundary leakage problem shared by most of

the edge based methods is resolved by filtering the image by an anisotropic enhanced diffusion

filter, which is able to remove image noise while preserving edges. A set of MRI images from

5 brain glioma cancer patients were used as test data. The detailed description of data set

is given in Section 4.3. The performance of this proposed algorithm were evaluated by Dice

coefficient (DSC) comparing with ground truth clinical contours and evaluated by a doctor,

which is covered in Section 4.5.

4.3 Data Set Definition

4.3.1 Image Acquisition

T2 weighted MRI scans were used in this study, from 5 patients treated at the ECC (Grade II

two cases, Grade III one case, Grade IV two cases). Each image stack contained 34 to 44 MRI

images of which between 6 to 14 slices were contoured by an experienced clinician, which was

used as the ground truth for evaluation of the study. All MR images were acquired on a Siemens

Symphony 1.5 Tesla scanner (Siemens, Munich, Germany) at 5 mm slice thickness and a 12-

bit grey-level range. The size of each slice was 512∗512, a sub-image of size 251∗209 region
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was sufficiently large to contain the whole human skull, and was therefore cut off the original

image by using the skull boundary as landmarks from each image. Figure 4.2 demonstrates 9

sub-images from three patients (each row), in the superior (first column), mid (second column)

and inferior (third column) range of glioma volume. Ground truth GTVs are also available on

each sub-image.

4.3.2 Ground Truth GTV Contour

Contouring was performed by the experienced radiation oncologist (SE) using the Varian

EclipseTM (v6.5) treatment planning system (Varian Medical Systems, Inc. Palo Alto, CA,

USA). In order to reduce the variability the GTV contouring process strictly follows the ECC

radiotherapy protocol for CNS cancer. Prior to radiotherapy each patient received a CT scan,

which was rigidly registered to a pre-surgical MR scan using the Mirada Medical Systems

platform (Mirada Medical Ltd., Oxford, UK), to establish the optimum tumour volume. The

registered MR scan was reconstructed in the same resolution and geometry as the CT scan

and therefore had a slice by slice correspondence, which substantially reduce the contouring

variability.

4.4 Automatic Delineation of Brain Caner GTV

This automatic contouring algorithm was applied in five stages as shown in Figure 4.3. In

the first stage noise was removed from the MR images using a coherence enhanced diffusion

filter with optimised rotation invariance, as shown in Figure 4.4a. This was chosen because

of its ability to preserve edge information [132], which is an essential feature of the edge

based level set approach. In the second stage the a posteriori tumour intensity was used to set

threshold levels from which a binary image was constructed containing the tumour as well as

other unaffected homogeneous regions on the image, as shown in Figure 4.4b. A morphological

opening kernel was applied to the binary image to remove non cancerous regions whilst it

preserved the integrity of the significant tumour region. Canny edge detection was applied

to extract the tumour edge contour and multiple contours were observed in Figure 4.4c. A
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 4.2: Sub-images of size 251 ∗ 209 were cut off the original image by using the skull
boundary as landmarks from each image. 6 sub-images from three patient, (a)-(c), Grade II
glioma, (d)-(f), Grade III glioma and (g)-(i) grade IV giloma. Figures listed on each column are
taken from the inferior ((a),(d) and (g)), middle ((b),(e), and (h)), superior ((c),(f) and (i)) of
the tumour volume. Blue contours are the clinical GTV delineated by a doctor, which are the
ground truth contour for evaluation of algorithm performance.
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Figure 4.3: Work flow of glioma automatic identification.

initialisation correction method based on tumour centroid was applied to removed the false

tumour contours. The green contour in Figure 4.4d was used to initialise the signed distance

function for the evolution of the level set contour [20, 133]. Figure 4.4e shows the converged

level set contour for the image. Figure 4.4f compares the converged contour with the ground

truth.

4.4.1 Edge Preserving Image Smoothing

The acquisition of high-quality MR image data on indisposed patients is limited by patient

comfort during scanning. This results in a trade-off between resolution and signal-to-noise

ratio (SNR) for acquisition of image data in a clinically acceptable time frame, however,

the effect can be reduced by post-processing noise reduction techniques [134, 135, 136]. A

Rician distribution most accurately models the noise in MR image data [137]. Rician noise

is dependent on the local intensity of the image and may introduce a signal-, or intensity-

, dependent bias that reduces image contrast [134]. This makes noise reduction and image

smoothing particularly challenging. As mentioned earlier, discrete gradients are bounded and

as a result the level set propagating speed based gradient flow will then never reach zero and
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(a) (b) (c)

(d) (e) (f)

Figure 4.4: Work flow of the automatic delineation of brain caner GTV. (a): the smoothed im-
age by coherence enhanced diffusion filter. (b) Binary image generated by active thresholding
method. (c) Initial contours generated after morphological opening and canny edge detection.
(d) Corrected initial contour with centroid constraint. (e) Red contour is the converged level
set contour; green contour is the initial contour. (f) Blue contour is the ground truth and the
red contour is the converged level set contour.

the curve will pass through weak boundaries eventually. It is therefore necessary to smooth

the image while preserving and enhance useful edge information to the maximum extent. The

level set approach used in this work required conspicuous edge information because it uses

gradient flow to evolve the image contours [20]. To remove noise, smooth small gaps in lines

and curves, and to prevent boundary leakage at points of weak gradient, an anisotropic diffusion

filter was used [132]. The advantage of this filter over Gaussian smoothing is that edges are

better preserved whilst smoothing is limited. The significance of this for our approach is shown

in Figure 4.5, which shows the difference between a Gaussian (left) and coherence enhanced

diffusion filtered image and the resulting leakage using the level set approach described in
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(a) (b) (c)

Figure 4.5: (a) Result of smoothing the MR image data using a Gaussian filter. (b) Result
of smoothing using a coherence enhanced diffusion filter. (c) The level set contour obtained
when the Gaussian smoothed (a) was used as input (red contour: evolving level set contour,
blue contour: ground truth GTV).

Section 3.6.2.

Diffusion, the spread of particles or a substance throughout a medium, is described mathemat-

ically in two or more dimensions by Fick’s law [138],

j =−C(∇I), (4.1)

where j is the diffusive flux, the integral of a vector quantity, which is a measure of the rate

of a substance (grey level) flowing through a small area in a small interval of time. C is the

coefficient of diffusion, or diffusion tensor matrix, and ∇I is the gradient concentration within

the image. Since mass is conserved in the diffusion process the transport can be described by

the continuity equation,
∂ I
∂ t

=−∇ j, (4.2)

where t is time. Substituting Equation (4.1) into Equation (4.2) gives,

∂ I
∂ t

= ∇ · (D∇I), (4.3)

in which the gradient concentration in an image is derived from the gray level values. When the

diffusion tensor D is constant, or homogeneous, over the whole image domain, the process is
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termed isotropic. When it is inhomogeneous, or space-dependent, it is termed anisotropic. The

use of anisotropic diffusion directs the flux based on the orientation of the interesting features

of consistent (coherent) structures, which is extremely useful in MR images of the brain.

The diffusion tensor D is derived from the so-called structure tensor, which is given by,

Jρ(∇Iσ ) = Gρ ∗ (∇Iσ ∇IT
σ ), (4.4)

where Gρ is a Gaussian with standard deviation ρ ≥ 0 and Iσ and Iσ = Gρ ∗ Iσ is a regularised

version of Iσ obtained by convolution with Gρ . The eigenvalues of Jρ provide information on

the contrast along the direction of the eigenvectors. These eigenvectors are the same as the

eigenvectors of the diffusion tensor matrix D.

Weickaet and Scharr [132] illustrate how (4.3) can be solved numerically using schemes se-

lected because of their simplicity. They demonstrated the limitations of these schemes in im-

ages containing rotational detail and present a modification to the coherence enhanced diffusion

filter that takes account of rotation invariance. This filter, the coherence-enhanced diffusion

filter with optimised rotation invariance, was used here to condition the MR images prior to

level set evolution.

4.4.2 Case-wise Level Set Initialisation

This section covers the detail of the automatic initialisation pipeline for level set function. The

posteriori intensity level, observed at the core of typical Grade II, III and IV tumuors, was

used to establish two threshold TL and TH . The thresholds were used to create a binary image

from which the tumour annulus was visible. A morphological kernel was used to remove small

binary regions, whilst the boundary of the preliminary tumour region was preserved. Canny

edge detection was applied to extract the initial tumour boundary as a set of points, which will

be used to initialise the level set function.
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Data Training and Active Thresholding

Figure 4.5c clearly shows three intensity groups, white/grey matter, tumour region and other

low intensity tissues, which enable the position of the tumour to be estimated using threshold-

ing. However, it is difficult to establish an intensity level that is suitable for different tumour

grades and for identifying the same tumour region on different slices of the same patient.

Registration to an atlas specifically for tumours may offer a solution to this, however, at the

present time no such atlas exists . Here the approach adopted was to collect over 500,000

pixel intensities from the GTV identified by an experienced oncologist on MR scans of 10

brain cancer patients. From this it was noted that 93.27% of pixels were within the interval

[200,800], which is shown in Figure 4.6. With this approach the initialisation was found to

be more sensitive at lower thresholds, which may include more healthy tissue than higher

thresholds. The left side of the histogram was estimated using a normal distribution, shown

by the red line in Figure 4.6, and a lower threshold established in the range [200,800]. The

selection of a higher threshold was complicated by the variation of intensity with the grade

of gliomas. Here an active thresholding scheme was adopted that searched every slice and

determined the lower and higher threshold using an adaptive scheme based on the intensity of

the potential tumour volume. After searching all slices in the MR volume and establishing the

slice with the target volume as the starting slice the lower and thresholds are calculated from,

TL = µ−σs− (5∗ |s− i|) (4.5)

TH = max(800−10∗ |s− i|, µs +2∗σs) (4.6)

where, s is the starting slice number, i is the current slice number, µs and σm are the mean and

the standard deviation of the potential tumour region on the starting slice of a case. The term

|s− i| indicates the distance from the current slice to the starting slice, it can be observed on

Figure 4.2h and i that, tumour region intensity are expected to be decreasing from the middle

of the tumour to superior and inferior directions. The starting slice i is expected to be in the

middle of the GTV, the selection process is described in the next section.
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Figure 4.6: Histogram of tumour data collected from contoured GTV (µ = 405,σ = 167); Red
line: estimated normal distribution (µ = 310,σ = 60) to fit the left part of tumour histogram.
80% of the overall pixels are included within the intensity range [300,600].

False Positive Contour Correction

Morphological opening might fail to remove all of the small non-tumour binary regions at

the superior and inferior volume to be identified, resulting one or more false positive tumour

contour, as shown in Figure 4.4c. To solve this a complete tumour identification algorithm was

introduced to correct for inaccuracies in the thresholding process using the fact that the foci

of the GTV is similar on two consecutive MR slices. Consequently the centroid information

can be applied during application of the algorithm to remove erroneous contours as shown

in Figure 4.4c. The following steps detail the use of training data and active thresholding to

produce an reliable initialisation of the CL level set, which is further evolved to identify the

GTV of glioma (Figure 4.7).

1. Thresholding all slices with TL = 300 and TH = 600, within which 80% of the tumour

pixels are included, as shown in Figure 4.6.

2. A morphological opening kernel is applied to the thresholded images.

3. Within the slices which return a single object from the binary image, the slice i with the

largest volume is defined as the starting slice.
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4. Start level set evolution (refer to Section 3.6.2) until it converges or boundary leaking

occurs, as shown in Figure 4.8. Calculate the centroid, intensity mean µs and standard

deviation σs of current level set contour.

5. Using the centroid of the starting slice i to initialise level set function on slice i−1 This

process repeated until slice i−m on which initial contour area is less than 400 pixels,

which is considered as initialisation failed.

6. Return to step 3 and repeat the process for slice s+1 to slice s+n.

7. Reinitialise the contour of these slices marked as contour leaking and calculate the

starting slice using TL = 1.1∗TL and the centroid Pl is recalculated by,

Pl =
Pl−1 +Pl +Pl+1

3
(4.7)

Figure 4.7: Case-wise automatic LSF initialisation.
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(a) (b)

Figure 4.8: The 34th slice in case 1 is used for illustration. (a) Green: The initial contour of
the level set function; Red: Converged contour generated by the Level set method proposed
above; Blue: The Gross Tumor contour delineated by an experienced physician. (b) The level
set function of corresponding slice.

4.5 Results and Discussion

4.5.1 Criterion: DSC and Hausdorff Distance

DSC and Hausdorff distance (HD) were used to evaluate the performance if the proposed

methodology against the ground truth contours. DSC is defined using the following equation

[139],

DSC =
2|S1∩S2|
|S1|+ |S2|

(4.8)

where S1 and S2 are the number of pixels within the image region defined by two given

contours C1 and C2. |S1 ∩ S2| refers to the overlap of two image regions. The DSC gives a

direct evaluation of the spatial overlap and similarity and ranges between 0 and 1, DSC greater

than 0.7 is considered as a high level of similarity. HD is on the other hand measures for the

dissimilarity of two contours C1 and C2, which is defined by [140],

HD = max(supp1∈C1
in f p2∈C2

d(p1, p2),supp2∈C2
in f p1∈C1

d(p1, p2)) (4.9)
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where in f represents the infimum and sup the supremum. The HD is the longest of all the

distances from a point p1 in one contour to the closest point p2 in the other contour.

4.5.2 Results Analysis

The DSC was calculated between the automatic and true clinical contours, the results of which

are presented in Figure 4.9. The DSC was found to be between 60% and 80% and the overall

mean DSC is 0.74, which indicates good geometric agreement between the clinical and au-

tomatically generated contours. Since the contours were produced in 2D, Hausdorff distance

(HD) is also calculated. The mean HD was found to be between 0.95 cm and 1.86 cm also

indicating good overall agreement between the clinical and automatically generated contours.

Figure 4.8 shows examples of typical contours produced by the algorithm (red line) and the

corresponding contours produced by the clinical oncologist (blue line). Table 4.1 presents a

comparison of the clinical volume and the volume produced by the algorithm and Table 4.2

shows the computation time required by the Matlab 2009b-based algorithm on a Dell Desktop

with an Intel(R) Xeon(R) Duo processor, 2.66 GHz, 4GB RAM running Windows 7.

Table 4.1: Comparison of the clinical volumes defined by a radiation oncologist and the
automatic volumes generated by the level set algorithm.

Case 1 Case 2 Case 3 Case 4 Case 5
Clinical Volume (cm3 ) 80.84 302.42 157.49 143.25 286.13
AutomaticVolume (cm3) 72.69 265.93 157.38 114.38 213.65
Volume Difference (cm3) 8.15 36.49 0.11 28.87 72.66
Difference (%) 10.08 12.07 0.07 20.15 25.38
DSC(µ±σ ) 0.83±0.07 0.74±0.07 0.66±0.1 0.74±0.12 0.75±0.07
DSC Range (min, max) 0.71,0.92 0.58,0.82 0.51, 0.86 0.56, 0.94 0.71,0.92
HD Range(min,max) (cm) 0.95±0.29 1.15±0.47 1.39±0.44 1.37±0.63 1.86±0.71

Table 4.2: Computational time required by the algorithm to compute the tumour volume
on each case. The total computational time includes execution of the level set algorithm in
addition to the file I/O and data handling. The average computation time was calculated only
on the slices containing a contour.

Case 1 Case 2 Case 3 Case 4 Case 5
Total Computation time (sec) 552 964 1301 907 913
MR slices containing GTV 18 30 38 23 28
Average for each GTV (sec) 29.0 31.4 32.3 36.8 30.4
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The difference between the automatic and clinical tumour volume was most significant in case

4, 20.15% difference corresponding to 28.87 cm3 was recorded, and case 5, 25.38% difference

corresponding to 72.66 cm3. In all cases the automatic volume was smaller than the clinical

volume, a characteristic noted in all cases investigated. For case 5 the volume difference can

be explained by the exceptionally long period of time, 114 days, between the MR and CT data

acquisition. During this time there was a significant change in the tumour burden of the patient,

which was highlighted by the clinician on the radiotherapy planning CT scan. Furthermore,

unlike cases 1 to 4 in which a GTV was defined, a CTV was defined for this patient.

One of the major advantages of this approach is that it is computationally efficient because the

level set does not require reinitialisation during detection of the tumour boundary; a step that

is often associated with slow convergence. The method relied on calculation of the gradient

flow during evolution towards the tumour boundary. With the widespread variation in tumour

intensity with glioma grade, and the difficulty in establishing gradients at the interface between

tumour and normal tissue, there is a need to investigate level set evolution using the statistics

of the region such as in the Chan Vese approach [58]. Furthermore, the performance of the

approach could be improved by modelling the MR intensity variations using non-Gaussian

statistical methods, particularly Rician methods, which have been widely used in MR analysis

[134].

4.5.3 Clinical Evaluation

In March 2012 bespoke software was developed to randomly present the oncologist with the

automatic and clinical contour for all slices of the five patients investigated. With the 3 years

passing of time since SE first outlined the tumour volume on these patients it was assumed

that there would be no conscious bias from this assessment. The quality of the contours, both

automatic and clinical, was graded by SE as excellent, good, acceptable and not acceptable.

For automatically generated contours, which are presented in Figure 4.10, 7% were graded

as excellent, 60% good and 33% acceptable. Figure 4.11 shows examples of typical contours

produced by the algorithm, which were graded by SE as excellent (bottom), good (middle)

and acceptable (top). In each image the red line is the automatic contour and the blue line the
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Figure 4.9: Results analysis by DSC.

original clinical contour. The evaluation results are included in Appendix A.

From the preliminary results presented the algorithm has the potential to be further developed

to assist clinicians in the management of adults with malignant cerebral glioma. For example,

including information on important functional areas would significantly improve the treatment

of low grade glioma patients. However, more comprehensive analysis involving a much larger

data set is required. This will also help to address important issues surrounding the inclusion of

MR data in the radiotherapy planning process, which does not necessarily reduce inter-observer

variability and has been show to result in larger tumour volumes than those produced using CT

alone [52].

4.6 Conclusion

According to the Multimodal Brain Tumor Image Segmentation Benchmark (BRATS) orga-

nized in conjunction with the Medical Image Computing and Computer Assisted Interven-

tion (MICCAI) 2012 and 2013 conferences, quantitative evaluations revealed considerable

disagreement between manual delineation of various tumour sub-regions (DSC in the range

74%-85%), illustrating the difficulty of this task even for human experts [141]. In the latest
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(a) (b)

(c) (d)

(e)

Figure 4.10: Anon Case 1-5: Performance of the automatic image analysis approach
measured against the original contour for all patients where the top line is the DSC between
the automatic and ground truth contours and the bottom line the quality of the automatic
contour judged by the oncologist.

BRATS report [141], for the segmentation of giloma GTV (’core region’ in the BRATS paper),

the highest DSC was achieved is 0.75 by Subbanna et al. [129]. Another work by Guo et al.

[142] gives a fairly quick segmentation (less than 1 minute per case) using a semi-automatic

segmentation based on active contours, a mean DSC of 0.67 is achieved.

The approach presented in this chapter used a posteriori information on glioma GTV intensity

to establish an adaptive active thresholding basis for level set evolution, which allows brain
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Figure 4.11: Oncologist’s grade from bottom to top as, excellent, good, and acceptable.
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GTV for radiotherapy to be estimated fully-automatically. The pilot results (mean DSC 0.74)

presented on 5 patients demonstrate the efficacy of the approach, however, full validation is

required on a much larger data set and using multiple observers to assess the automatically

generated contours.

The ultimate aim of this work is to develop an approach to assist clinicians define the extent of

tumour volume in a reliable and repeatable manner. This will not only save time but may reduce

the radiotherapy fields used to treat brain cancer patients, which may be larger than necessary

because of poor image information at the time of radiotherapy planning. This chapter reports

our progress towards this aim and our ongoing work in this area.



Chapter 5

Automatic Delineation of Prostate

GTV on Planning CT

In chapter 3, both low level image features based on the first order distribution and high level

image features used in ASMs were reviewed. Conventional ASMs use grey level profiles

obtained from the image intensity or image derivative, which are not sufficient for prostate

GTV segmentation on CT images [69]. Here a new scheme is presented for the prostate GTV

delineation based on an ASM with an optimised feature searching profile, which takes into

account the texture statistics of the prostate and surrounding organs 2.

5.1 Introduction

Prostate cancer accounts for approximately 14% of all cancers diagnosed in men and is the

third most common cancer worldwide [143]. External beam radiotherapy remains an important

curative treatment for prostate cancer and with the increasing incidence of disease through

greater prostate cancer diagnosis and an ageing population, it is imperative that treatment is

as efficient as possible. There is a growing interest in radiation oncology on the use of models

of anatomy, which contain information about the expected shape and appearance of structures

of interest, to assist in the segmentation of different anatomical structures. ASMs [26] have

been widely used in medical image analysis for delineation of lungs, heart and pelvic organs

[116, 98, 31]. However, shape models of the GTV in radiotherapy planning CT of the prostate

2. This chapter is based on the following publication:
iii) Cheng K, Feng Y, Montgomery D, Steel R, Liao H, McLaren DB, McLaughlin S, Nailon WH. Active Shape
Models for Prostate Cancer Planning with Optimized Features. Submitted to the International Society for Optics
and Photonics (SPIE) 2014, San Diego.

98
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have not been constructed due to large variations in shape and appearance.

According to a recent survey, 84% percent of the prostate cancer patients include in the study

were diagnosed with multi-focal prostate disease [144], which mean cancerous focuses can

be spread randomly within the prostate [145]. They also justified that the prostate gland must

be included in the CTV volume if the aim is to treat all of the tumour focus. As discussed in

Section 2.5.1, the CTV defined in the ECC radiotherapy protocol for prostate cancer, is formed

by adding a 1 cm margin all around except posteriorly where it is 0.6 cm. Consequently, it is

easy to understand that, the GTV shape of prostate cancer has limited shape variation from the

prostate gland, which is suitable for the segmentation using SCDMs. The shape variation of

prostate GTV is influenced by two major factors: the stage of the disease, for T3-T4 prostate

cancer, seminal vesicles are included in the GTV volume, while not included for cases of stage

T1-T2; patient’s age has a significant impact on the prostate gland volume size, with a larger

GTV volume expected for older patient [146]. The impact of these factors is demonstrated in

the ASM shape variation analysis (Section 5.5).

The difficulty in contouring the prostate GTV on CT image is that the limited resolution and

low soft tissue contrast. This is further complicated by the close proximity of the prostate to

the bladder and rectum, which need to be identified as OARs.

In this chapter a novel solution is proposed to solve these issues that uses an ASM model

trained on 2D contours identified by a radiation oncologist on sequential CT image slices. The

pre-processing of the clinical contour is described in Section 5.3.3, including a new group-

wise shape registration algorithm. To train the model the shape deformation was learnt using

the conventional ASM approach [26]. In a novel development to the ASM model, a profile

feature was selected from pre-computed texture features by minimising the MD to obtain the

most distinct feature for each landmark, which is covered in Section 5.6. In Section 5.7, the

interior of the GTV was modelled using quantile histograms to initialise the shape model on

cases being segmented. The proposed model was initialised automatically based on appearance

quantiles with shape model parameters summarised in Section 5.8 followed by an evaluation

of the results in Section 5.8.1.
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5.2 Previous and Related Work

There has been research on the segmentation of healthy prostate based on ASM. Before the

publication of this work, limited application was found about the segmentation of prostate

GTV on CT images because of the difficulty of this task. Relative studies on prostate gland

(seminal vesicles not included) segmentation are reviewed here.

The delineation of prostate usually includes the segmentation of the bladder as an OAR, which

is difficult because of a low intensity gradient at the prostate-bladder junction, especially on CT

images. Studies have been done to overcome this obstacle towards a reliable and accurate GTV

delineation. Due to the high shape correlation between pelvic organs, the SCDMs of prostate

may be built for prostate only [147, 75], or a combination of organs such as prostate and rectum

[121], prostate and bladder [116, 148]. Compared to the prostate, the bladder shape is much

less predictable due to filling inside the bladder and consequently the bladder is not suitable

for segmenting using shape models. Costa et al. [98] segmented the bladder using a region

growing method and the prostate model was constructed incorporating the shape of bladder as

a prior. Rousson et al. [31] simultaneously segmented the bladder and prostate with an non-

overlapping constraint and a level set framework was used to segment the bladder. Ginneken

et al. [69] replaced the gradient profile in conventional ASM by histogram based features in

which each landmark profile using different features to train a KNN classifier best classify the

interior and exterior points. In the initialisation of the model, Rousson [31] queried by human

interaction, Chen et al. [121] put anatomical constraints using pre-located pelvic bone, and as

mentioned before, affine registration was used in the work of Costa et al. [98].

DSCs of prostate GTV in inter-patient study have been reported by Chen et al [121] (0.82

median DSC), Costa et al [98] (0.77 mean DSC), Song et al [149] (0.80 mean DSC) and

Rousson et al [31] (0.81 mean DSC). In terms of intra-patient study, the DSC reported are

significantly improved to the range between 0.84 and 0.92 [98, 150, 151, 152].

In a more recent study, Martinez et al. [153] used a deformable shape model under a Bayesian

framework, the segmentation is obtained by mapping a set of multi-scale edge observations to

the space of organs with a customised likelihood function, a mean DSC of 0.87 was achieve

on an inter-patient data set. Shao et al. [154] introduced a local boundary regressor based on
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regression forest to vote the entire boundary of a target organ, bypassing the diffusivity in

defining the 3D correspondences. The prostate segmentation was driven by both the regression

forest map and a ASM model, a mean DSC of 0.88 was achieved.

5.3 Data Set Definition

5.3.1 Image Acquisition

Planning CT scans from from 42 prostate cancer patients treated at the ECC were investigated

in this study. Each image stack contained 63 to 105 CT images of which between 16 to 28 slices

were contoured. All CT images were acquired on a GE Medical System HiSpeed CT scanner

at 3 mm slice thickness and a 12-bit grey-level range. The size of each slice was 512 ∗ 512, a

sub-image of size 260∗410 region was sufficiently large to contain the whole pelvis, and was

therefore extracted from the original image using the body boundary as landmarks from each

image.

5.3.2 Ground Truth GTV Contour

In order to reduce the variability The GTV contouring process strictly follows the ECC radio-

therapy protocol for prostate cancer. Contouring was performed by the experienced radiation

oncologist (SE) using the Varian EclipseTM (v6.5) treatment planning system (Varian Medical

Systems, Inc. Palo Alto, CA, USA). As shown in Figure 5.1, the points at which the mouse was

clicked by the clinician on the clinical contours are not evenly spaced along the GTV boundary.

5.3.3 Data Conditioning

The data conditioning refers to constructing an isotropic prostate GTV shape and its corre-

sponding 3D volume image for the training of the ASM. Binary masks are generated from the

clinical contour and duplicated superior to inferior between the original CT images to form an
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Figure 5.1: An axial CT scan of the pelvis in which the prostate GTV (red), bladder (green) and
rectum (blue) have been contoured. Contours were delineated based on clinical knowledge
and what you are looking at is the points at which the mouse was clicked by the oncologist.

isotropic binary volume. Isotropic prostate shapes represented by finite points are obtained by

an iso-surface extraction algorithm and the corresponding image volume shown in Figure 5.2.

(a) (b)

Figure 5.2: (a) An iso-surface of the prostate GTV represented by 2604 points. (b) The
corresponding isotropic image volume obtained from stacking the CT images.
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5.4 Group-wise Shape Alignment and Correspondence Definition

5.4.1 Group-wise Registration of Point Sets

The main purpose of point set registration is in establishing correspondence among more

than two groups of objects. Consequently, a group-wise registration scheme is required to

efficiently and accurately register the whole group together. It is common practice to perform

a pairwise registration of every subject in the group to a reference subject, or the group mean,

based on: ICP [75], minimum description length (MDL) [155] and shape context followed by

ICP [156]. These approaches are believed not fully persuasive in medical cases, due to the

pronounced anatomic variability between individuals [30]. CPD method outperforms ICP and

RPM algorithms in the presence of noise and outliers [84] and is more effective at dealing

with non-rigid transformation. The disadvantage of the CPD method lies in the large in-plane

rotation, which is believed can be compensated using other method before CPD is applied.

A new group-wise registrations scheme is introduced to register multiple point sets, using the

combination of ICP and CPD, for the training of ASM model for prostate GTV segmentation,

as demonstrated in Section 5.4.2. Compared with the methods in [75, 155, 156], the proposed

scheme is more memory efficient because it does not require all training shapes to be loaded at

a time.

5.4.2 A New Group-wise Registration Scheme

Shape alignment (point set registration) is an indispensable component in the construction of

SCDMs. As a geometric feature, the mean shape and its variation of the prostate GTV need to

be well preserved in the merge of the training data set. Consequently, an accurately defined

correspondence between the training archive is fundamentally important in the training of

the ASM. In terms of 3D shapes, it is difficult to predict the length of the point set acquired

using iso-surface method, as it depends on the surface geometrical complexity. However, shape

analysis using PCA requires that the input shape vectors have an identical length. Group-wise

registration scheme which register the group to a reference shape can solve this problem easily,

it can be understood as the group is re-sampled into the same size of the reference shape. Here
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a new group-wise registration scheme is introduced to solve the correspondence definition and

shape vector length regularisation simultaneously as shown in Figure 5.3.

A test set of 4 prostate GTV shapes extracted from the isotropic binary volume are used

Figure 5.3: A new group-wise point sets registration scheme

here to explain how the registration scheme works. Variation in rotation and translation is first

removed using rigid ICP registration to compensate for the weakness of CPD in dealing with

large rotation. As shown in Figure 5.4, the 4 prostate shapes are rigidly aligned. Instead of

registering all other cases to a selected shape or the group mean, as the common practice does, a

unit sphere (Figure 5.5) represented by 2562 points is non-rigidly registered to the pre-aligned

prostate GTVs using the CPD algorithm non-rigid deformation, as shown in Figure 5.6 and

Figure 5.7. Consequently, the group-wise correspondence between all shapes are implicitly de-

fined through the unit sphere vertices. Figure 5.8 demonstrates the group-wise correspondence

in different colours. Compare with the scheme used in [155, 156], the proposed algorithm has

a larger variation tolerance and is more memory friendly.

Figure 5.4: A group of 4 prostate GTV extracted from binary volume mask, which provides
as the ground truth segmentation. From left to right, prostate GTV is represented by N1, N2,
N3 and N4 points. These shapes have been aligned rigidly using ICP method to remove large
variation in rotation and translation.
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Figure 5.5: A unit reference sphere to be registered with other shape.

Figure 5.6: CPD non-rigid registration after 1, 5, 12, 24 iterations (left to right).

Figure 5.7: Converged CPD registration of unit sphere and shapes in Figure 5.4.

Figure 5.8: The group-wise correspondence defined through the unit sphere (left).

5.5 Shape Variation Analysis

The shape variation of a prostate GTV is expected to be larger than the healthy prostate,

as described in Section 5.1. The shape training used here followed the convention for the

ASM method [26] proposed by Cootes et al as introduced in Section 3.7.1. The shape model

parameters control the GTV shape within an expected space region, normally within two
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Figure 5.9: The middle shape is the mean shape of the ASM, the left and right shape are
deformations by varying the first shape parameters by ±2σ .

.

standard deviations [26]. In this model, 95% of the shape variation of the GTV, including

the prostate and seminal-vesicles, was retained. This was represented by the largest 18 shape

deformation and the corresponding shape parameters according to Equation (3.43). Figure 5.9

shows the mean shape of the model and two deformations by manipulating the largest shape

parameter. The physical meaning of the first shape deformation in Figure 5.9 is considered

to be composed of two parts, a volume change and a shape change. Recall Section2.4.3, T3

and T4 prostate cancer involves the seminal vesicles which is reflected by the left shape in

Figure 5.9. The prostate volume is influenced by the patient’s age [157], however in this study,

the patients’ age information was not included in the training of the model. These two factors

presented 34.77% of the overall shape variation in our model, as shown in Table 5.1.

Table 5.1: Shape Variation of the First 5 PCs

1 2 3 4 5

Eigenvalue 108976 58447 33835 23589 18508

Individual Contribution 34.77 18.65 10.80 7.53 5.91

Cumulative Contribution 34.77 53.43 64.22 71.75 77.66
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5.6 Texture Optimisation

The difficulty in segmenting prostate GTV based on CT image intensity has been stated in

earlier sections (Figure 2.7). In this section, a novel development to the conventional ASM is

described. Recall Section 3.4.3, Figure 3.7 showed the potential to use image texture features

to segment prostate GTV on CT images. Based on the defined correspondence, the texture

optimisation procedure here intends to find a specific image feature which most efficiently

distinguishes between the GTV interior and exterior at each landmark on a GTV surface. As

discussed in Section 3.4.3, 3D texture features includes: intensity, derivative, mean, variance,

coarseness, skew, kurtosis, energy and entropy was pre-calculated. Only one out of these nine

features were selected for each specific landmark, which best classified the GTV interior and

exterior. This was known as the most distinct feature and was selected by minimising the overall

MD among the training data set.

The assumption made here is, the built ASM is optimised if it gives the same segmentation

as the ground truth GTV. As introduced in Section 3.4.3, MD is used in the segmentation of

ASM to find the optimal displacement of landmark points. Consequently, the texture selection

is based on minimising the MD among the training archive. The pipeline of the algorithms is

shown in Figure 5.10 and is described as follows:

The kurtosis feature is used here as an example, for landmark Xi(xi,yi,zi) (i = 1,2...,n) from

the case j ( j = 1,2...,m), the corresponding Kurtosis feature profile vector gi j, was extract from

the pre-calculated and normalised kurtosis texture image. Since the group-wise correspondence

between shapes are defined already, a distribution of Kurtosis profiles for ith landmark from

all training cases can be constructed as [gi1, ...,gim], as shown in Figure 5.10 (left row). The

Kurtosis MD between a individual case gi j and the modelled distribution [gi1, ...,gim] was

calculated using Equation (3.44) as MDi j, as shown in Figure 5.10(second to the right). The

overall MD of the landmark Xi using the kurtosis feature was formed from,

MDi(Kurtosis) =
m

∑
j=1

MDi j(Kurtosis) (5.1)
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Figure 5.10: The pipeline of feature optimisation algorithm.
.

The optimised feature for landmark i was defined by the texture feature with the smallest

MDi(Textures) calculated by Equation (3.44), as shown in Figure 5.10 (first to the right). For

improved accuracy and robustness, the MD in Equation (5.1) involves 4 adjacent landmarks

perpendicular to the shape surface on both sides, with a Gaussian weighted voting as,

MDi(m) = α1MDi(m)+α2MDi(m±1)+α3MDi(m±2) (5.2)

where α1, α2 and α3 are the Gaussian weights. MDi(Textures) contains 9 MD for each texture

features, the one with the lowest MD is selected as the most significant feature. The optimi-

sation process went through all the m landmarks and gives a landmark-wise feature selection

vector L, indicating the optimised feature number for each landmark as function of i,

Textures = [intensity,derivative,mean,variance,coarseness,skew, ...

kurtosis,energy,entropy] (5.3)

Texture = Textures(L(i)) (5.4)
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Figure 5.11: Most-significant feature identified for each landmark of the GTV model. Where
the prostate is adjacent to the bladder kurtosis is most significant. Variance dominates at other
locations because of the large intensity variations in the surrounding tissue.

Figure 5.11 indicates the selected feature for each landmark on the GTV surface. On the

prostate surface where adjacent to the bladder, the kurtosis feature is most significant. The

variance feature dominates at other locations because of the large intensity variations in the

surrounding tissue. This feature vector is a key component of the proposed ASM. During

the search of ASM, a specific feature image is obtained using the feature vector and the

corresponding feature image is used to drive the landmark displacement. The selected feature

for individual landmarks is the most appropriate for distinguish between the GTV interior and

exterior and maximise the posterior-probability of segmenting prostate GTV based on the given

training set.
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5.7 Automatic Initialisation Using Regional Intensity Quantile Func-

tions

Regional Intensity Quantile Functions (RIQF) is a probabilistically representation of the image

appearance, which is derived from the intensity histogram within a region of interest. Assuming

two continuous distribution q and r, with cumulative distribution Q and R, the Mallow distance

(earth mover’s distance)(MaD) measures the similarity between q and r and is calculated by,

MaD(q,r) = (
∫ 1

0
|Q−1(t)−R−1(t)|pdt)1/2 (5.5)

An n-dimensional RIQF is actually the inverse cumulative distribution function represented by

n quantiles, each storing the average of 1/n of the distribution. Distribution q and r can therefore

be represented as vectors in Euclidean space as q̂ = (q̂1, ..., q̂n) and r̂ = (r̂1, ..., r̂n). The Mallow

distance between q and r is defined as,

MaD(q̂, r̂) = (
1
n

n

∑
i=1
||q̂i− r̂i||)1/2 (5.6)

Histogram distributions are interpreted by RIQF as points in an n-dimensional Euclidean space

in which the similarity of distribution corresponds to the M2 metric. The mean shift and vari-

ance scaling of a distribution are then represented as linear change in the RIQF feature space,

where PCA can be employed. RIQF is considered to be a regional based feature, which was

implemented in many regional based statistical modelling applications [116, 120].

In this study, the appearance of the GTV interior was modelled using RIQF and applied as prior

to initialise the trained ASM into new images. PCA was applied to retain 98% of the appearance

variation, as shown in Figure 5.12. The mean shape of the model is moved across the whole

pelvic region to determine the lowest quantile difference with the approximate initialisation

location P(x,y,z). A multi-start initialisation is performed at locations offset by 5 pixels in x,y

and z to P(x,y,z), and matched shape texture profile to the model. The displacement with the

lowest MD is taken as the true start location.
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Figure 5.12: The red lines show the mean and ±1.5σ along the direction of the 1st principal
direction of variation of the GTV interior. The other color lines are the quantiles of the GTV
interior of each case.

5.8 Automatic Contouring the Prostate GTV

The searching scheme of the landmark-wise shape model is similar to the conventional ASM

scheme, only differing in the profile extraction. For a new image to be segmented, 9 texture

images are firstly calculated and profile used to displace the landmark i are extracted from the

corresponding texture image defined by Equation (5.4). During the search, feature profiles are

sampled at intervals of 3 pixels either side and the current landmark. The quality of the fit is

tested by calculating the MD as in Equation (3.44). Landmarks are moved to new positions

to give the best match (lowest MD) within a step size of 3 pixels. After each iteration, the

GTV shape parameter is calculated and constrained to make sure that the active shape model

is deformed within the pre-trained shape variation, until reaching convergence or maximum

iterations. The parameters used in this landmark-wise texture optimised ASM are summarised

in Table below.
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Table 5.2: Landmark-wise texture optimised ASM parameters

Paramet Value Information

n 2562 Number of points used to represent GTV

nl 5 Texture profile length

nt 9 Texture image

ns 3 Searching step size

nsearch 20 Number of iterations

m 3 Shape constraint within m
√

bs

5.8.1 Evaluation Using DSC

On patients previously treated at the Edinburgh Cancer Centre for prostate cancer 42 cases

were selected for this study. From these 32 cases were randomly selected and used for training

and the remaining 10 cases for testing. Results were evaluated by comparing the gold standard

clinical contour to the automatically generated contour. The model achieved an overall Dice

coefficient of 0.81 over all the test cases. Performance was increased to 0.87 when the volume

size of the new case was similar to the mean shape volume of the model as shown in Table 5.3

and Table 5.4. Figure 5.13 shows examples of the automatic contour against the clinical

contour in 2D.

Case Number Case 1 Case 2 Case 3 Case 4 Case 5
Clinical Volume (Voxels) 67467 69237 46377 97755 51615
ASM volume (Voxels) 67348 69158 51778 64172 63745
Clinical Volume (cm3) 65 67 45 94 50
ASM volume (cm3) 65 66 50 52 61
Dice Coefficient 0.91 0.78 0.75 0.71 0.75

Table 5.3: Volume of clinical shape and ASM shape, and the DSC, from Case 1 to Case 5.
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Figure 5.13: Clinical contour in green, ASM result in red. Bottom: a apical slice taken form
inferior part of the GTV shape, contoured the seminal vesicles. Middle: central slice of the
GTV shape, also the middle of prostate gland. Top: basal slice from the superior of the GTV,
contoured the bottom of prostate gland. A thresholding process was applied on the CT images
to show the structures in pelvis more clearly.
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Case Number Case 6 Case 7 Case 8 Case 9 Case 10
Clinical Volume (Voxels) 51211 73452 60877 63101 86874
ASM volume (Voxels) 53800 69120 65111 64678 67331
Clinical Volume (cm3) 49 71 59 61 84
ASM volume (cm3) 52 67 63 62 65
Dice Coefficient 0.89 0.82 0.89 0.87 0.75

Table 5.4: Volume of clinical shape and ASM shape, and the DSC, from Case 6 to Case 10.

5.8.2 Result Analysis

As shown in Table 5.3 and 5.4, the mean of the clinical volume is 64.6 cm3 and the ASM

volume is 60.6 cm3. Degenerated performance is observed on the cases with larger volume

variation. The ASM algorithm shows its disadvantage in finding global optimisation and could

stick in local minima, it is because the ASM is naturally an edge based segmentation method.

A study on the volume healthy prostate and prostate GTV reported that [158] a larger range of

volume of prostate GTV (9-177 cm3) is observed than the volume range of healthy prostate (15-

140 cm3). The patients’ age involved in the study is between 42 and 90. Consequently, in order

to improve the segmentation of prostate GTV, the volume variation has to be considered more

seriously. This can be done by including the patient age during the training of the ASM and

use age information as a prior in the segmentation of new images. While this requires a much

larger training archive, which need be categorised into multiple groups based on the age.The

training the ASM is employed to each groups and constructed a multi-scale or multi-age model.

5.9 Conclusion

This chapter presents a novel method for optimising an ASM that takes into account the

statistics, in the form of texture features, of the important image structures. The results shows

that the model performs well as in a inter-patient study (Dice = 0.81), particularly when the

mean volume of the model is close to the volume of the case being matched (Dice = 0.87).

As a summary, the proposed landmark-wise texture optimised ASM for automatic contouring

prostate GTV has the potential to improved the radiotherapy performance, by providing reliable
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auto-contours for the prostate radiotherapy planning. More work is required however, particu-

larly on how to incorporate additional patient-specific clinical features such as age, stage, grade

and PSA to improve performance. The performance of this algorithm is somewhat constrained

by a limited amount of training, an increased number of training images is expected to improve

the performance to some extent.



Chapter 6

Active Appearance Model for Auto

Delineation of Prostate Cancer GTV

on MRI

In clinical practice, MRI has become more widely used for the diagnosis and treatment plan-

ning of prostate cancer [159, 160]. There has also been increasing research interest into use of

MRI for the segmentation of prostate and prostate GTV and for tracking disease progression

[161]. The unparalleled soft tissue contrast on MRI is the key to building an AAM. In Chapter 5,

the ASM model for prostate GTV on CT was shown to suffer from the small capture range,

which is shared by most edge based methods. AAM utilise a region based metric in the training

and segmentation, which has the potential to increase the capture range over the ASM method.

The B-spline based FFD image warping algorithm (Section 3.5.4) was employed here to gather

appearance information from training MRI data for the construction of an prostate AAM. In a

novel development of the AAM, the image appearance of a smaller region around the ground

truth GTV, is retained and used to segment the prostate GTV on new images.

6.1 Introduction

MRI provides sufficient pathological information required to automatically delineate the prostate

GTV. Taking advantage of MRI the AAM method is capable of producing a reliable and

reproducible segmentation of the prostate GTV.

116
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6.1.1 Weakness of Conventional AAM in the Segmentation of Prostate

A conventional AAM models the image appearance of the contoured prostate GTV interior. In

this chapter an extended AAM algorithm is introduced and applied on the planning MRI for

automatic contouring of the GTV for prostate cancer radiotherapy.

As discussed in Section 2.4.4, brachytherapy is normally applied to early stage prostate cancer

(PSA level is 10 ng/ml or less, Gleason score less than 6 and stage is T1 - T2a) [162]. With a

PSA of between 10 and 20 and a Gleason score of 7, brachytherapy may still be an option as

long as tests show that the cancer is unlikely to have spread outside of the prostate. However,

external beam radiotherapy remains the mainstay treatment for prostate cancer and is usually

used when brachytherapy fails to control tumour growth. In low dose rate (LDR) brachytherapy

small radioactive seeds are inserted into the prostate gland and left to release their radioactivity

for up to a 6 month period. Additionally, the GTV interior appearance is also influenced by

the location of the focus of the cancerous growth within the prostate gland and the stage of the

cancer. The inserted seeds and the multi-focal feature could cause a distorted appearance within

the prostate on MRI images and make the conventional AAM model capture an inaccurate

appearance, as shown in Figure 6.1. The brachytherapy seeds on CT (left) is very bright and

can be easily identified, but appears as signal void with MRI (right) [163]. Additionally, recall

Figure 2.4, gold markers are usually implanted into prostate gland for alignment, which benefits

the treatment simulation and delivery and the fusion of modalities. The implanted gold markers

has a similar impact on the image appearance as the brachytherapy seeds. It is therefore easy

to understand that the conventional AAM modelling scheme, which includes the whole object

interior, is not optimum for analysis of prostate GTV appearance.

Despite all of these, Vincent et al. [32] also claims that the conventional AAM method shows

poor segmentation results at the apex and the base of the prostate. This is because of the

continuous change of tissue without strong edge or texture and can be improved by involving

surrounding structure such as the bladder and rectum. Coupled models (prostate and bladder

[116], prostate and rectum [121]) are not considered here because they significantly increase

the computational cost and require the clinical contour for other organs, which are not always

available.
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Figure 6.1: Post-implant CT and MRI images of a prostate cancer patient treated by
brachytherapy. The brachytherapy seeds on CT (left) is very bright and can be easily identified,
but appears as signal void with MRI (right) [163]. These seeds will cause a distortion in image
appearance within the prostate gland and result in difficulties in modelling the prostate interior
using AAM.

6.1.2 A Narrow Band Appearance Extraction

An extended AAM algorithm for segmenting prostate GTV, known as a narrow band AAM

(NBAAM), is presented later in this chapter to overcome the disadvantages of conventional

AAM. The NBAAM algorithm accounts for the interior appearance near GTV boundary to

avoid potential appearance distortion as shown in Figure 6.1 and Figure 2.4. In addition to that,

an exterior appearance including part of neighbouring organs is also included in the appearance

analysis. This is achieved by expanding the GTV surface perpendicular to the surface. A 2D

example is shown in Figure 6.2, where the clinical contour (blue) is expanded to from a belt

shaped region indicated by the expanded contours (green). It requires further investigation to

find the optimal amount of the expansion shown in Figure 6.2. While in this case the margins

between blue contour and green contours are set to 1cm for both interior and exterior. It

follows the definition of a CTV margin added to GTV (Section 2.5.1), which is based on a
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clinical judgement taking into account sub-clinical malignant disease. The NBAAM captures

a comparatively smaller region of appearance than the conventional AAM and the potential

CTV is contained and analysed within this patch and can be used to segment prostate GTV

effectively on the new image.

The remainder of this chapter is organised as follows, data conditioning including data re-

Figure 6.2: A 2D example of NBAAM appearance patch. The NBAAM appearance patch is
defined by green contours and used to extract the image appearance for the blue clinical
contour.

sampling and reslicing are described in Section 6.2. In Section 6.3 details about the NBAAM

appearance extraction and training is presented. A customised automatic initialisation algo-

rithm for NBAAM is proposed in Section 6.4, which was inspired by the CV level set model

optimisation (Section 3.6.2). The performance of the proposed model for segmenting a new

image and the important parameters used are summarised in Section 6.5. This is followed by a

results evaluation in Section 6.6.
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6.2 Data Set Definition and Conditioning

The data investigated in this chapter was downloaded from the MICCAI grand challenge:

prostate MR image segmentation 2012 (MICCAI PROMISE 12) website. The training set pro-

vided contains 50 cases pre-contoured transversal T2-weighted MR images of the prostate.The

data is multi-centre and multi-vendor and has different acquisition protocols (e.g. differences

in slice thickness, with/without endorectal coil). The set was selected to ensure that there is a

sufficient spread in prostate sizes and appearance [32]. Figure 6.3 shows sample slices from 4

centres to illustrate differences in appearance. The details of the acquisition protocols are listed

in Table 6.1.

Table 6.1: Details of the acquisition protocols for the different centres

Centre Field Strength Endorectal coil Resolution (mm/pixel)

Haukeland 1.5 T Yes 0.5/0.5/3.6

Brigham 3 T Yes 0.25/0.25/2.2

UCL 1.5 T and 3T Yes 0.5/0.5/3.6

Radboud 3 T Yes 0.5/0.5/3.6

Ground truth segmentation was provided as a binary volume, a slice of the segmentation and the

corresponding MRI is shown in Figure 6.4. An iso-surface algorithm can be applied to trans-

form the mask into contours as shown in Figure 6.4b. Before the analysis of the segmentation

and image appearance, it was necessary to re-sample and re-slice the training image volume and

the segmentation volume. The image re-sampling process was guided by the image resolution

and in this data set all training images were re-sampled into a 1 ∗ 1 ∗ 1 mm/pixel isotropic

frame. The re-sampling and re-slicing process was repeated on the corresponding segmentation

volume. Table 6.2 summarises 3 types of image volumes before and after re-sampling and re-

slicing.

http://promise12.grand-challenge.orG
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Figure 6.3: MRI scans from 4 centres, top left: Haukeland University Hospital, Norway, 1.5T
with endorectal coil; top right: Brigham and Womens’ Hospital. USA, 3.0T with endorectal coil;
bottom left, University College London, United Kingdom, 1.5T and 3.0T without endorectal
coil; bottom right: Radboud University Medical Centre, The Netherlands, 3.0T without
endorectal coil.
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(a) (b)

Figure 6.4: An example image from the training set. (a) Segmentation provided as a binary
mask extract from the 3D volume of size 320∗320. (b) An example T2-weighted MRI of size
320∗320, image spacing is [0.6250.6253.6].

Table 6.2: Details image re-sampling and re-slicing

Volume Size Resolution New Volume Size New Resolution (mm/pixel)

512*512*54 0.25/0.25/2.20 140*140*118 1.00/1.00/1.00

320*320*24 0.625/0.625/3.60 200*200*86 1.00/1.00/1.00

512*512*23 0.39/0.39/3.30 200*200*75 1.00/1.00/1.00

6.3 Narrow Band Active Appearance Modelling

This section provides details of the NBAAM algorithm, with an emphasis on the appear-

ance training based on image appearance near the GTV surface. Group-wise registration (Sec-

tion 5.4.2) and shape variation analysis (Section 3.7.1) were firstly carried out before the

appearance modelling. The appearance patch in Figure 6.2 was extended to 3D. A 3-layer

binary mask generated by displacements perpendicular to the GTV mean shape, which is

defined as ŜE , ŜM and ŜI from the exterior to the interior, are shown in Figure 6.5c. This 3-

layer surface is similar to the mean shape used in the conventional AAM and the training
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shapes including their appearance are warped towards it and generates the shape free patch for

the NBAAM appearance analysis.

Given an image volume Vi and its corresponding segmentation indicated by a shape S. The

(a) (b) (c)

Figure 6.5: (a) Mean GTV shape ŜM (green) and the surface ŜI displaced 10 pixels interiorly
(red). (b) Mean GTV shape ŜM (green) and the surface ŜE displaced 10 pixels exteriorly (red).
(c) The 3-layer surfaces including ŜE , ŜM and ŜI from the exterior to the interior.

extended GTV volume VE including its image appearance were firstly sampled by SE , which

was a 10 pixels displacement of S in the direction of the exterior, from the training image

volume Vi. The image volume VE was then warped into the reference shape ŜE shown in

Figure 6.5, using the B-spline based FFD introduced in Section 3.5.4, resulting in the shape free

volume V̂E . The inner volume of V̂E defined by the interior surface ŜI is removed and formed the

final NBAAM shape free patch V̂i. The shape free patch of NBAAM V̂i has a similar shape with

a "pitted avocado". The captured appearance variation involves pathological growth between

GTV definition and the potential CTV definition and also surrounding parts of adjacent organs.

The appearance void in the middle spares the potential disruption caused by brachytherapy

seeds or gold markers.

The image appearance in V̂i were extracted to construct the appearance feature vector gi. The

appearance vectors extracted from the training images were stacked into a appearance matrix

and analysed following the conventional AAM method using PCA. The appearance captured

are a "belt shaped" in 2D in the central slice of the "pitted avocado", as shown in Figure 6.6b.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 6.6: (a)-(c) Mean GTV appearance of apical, central and basal slices. (d)-(f) The first
principal component of trained GTV appearance of apical, central and basal slices. (g)-(i) The
second principal component of trained GTV appearance of apical, central and basal slices.
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Figure 6.6d, e and f are the apical, central and basal slices of the first principal component of the

trained NBAMM. Figure 6.6g, h and i were taken from the second principal component. It is

worth noting that the appearance images shown in Figure 6.6 can be considered as a expanded

GTV contour, which is expected to contains inhomogeneities. Firstly in the mean appearance

patches (first row), salient boundaries are observed which gives a good segmentation of GTV

interior and exterior. Recall that in Figure 6.4b, the appearance differences in the exterior of

Figure 6.6a and c result from the different soft tissues adjacent to prostate apex and base. This

is also reflected by the large variation in the upper region (dark regions) of the first principal

component patches (second row), where the prostate is adjacent to the bladder and the lower

region (bright regions) where the prostate is adjacent to the rectum. The second principal

component shows variation in both interior and exterior, which contains information about

the pathological growth near the GTV boundary.

The variation of shape and appearance was next combined together to obtain the shape appear-

ance parameters in Equation (3.52), 95% of the shape and appearance variation of the GTV

was represented by the largest 27 shape appearance deformation and its corresponding shape

parameters.

Table 6.3: Combined Shape Appearance Variation of the First 5 PCs

1 2 3 4 5

Eigenvalue 27274 19526 13460 11398 9617

Individual Contribution 16.41 11.75 8.10 6.86 5.78

Cumulative Contribution 16.41 28.16 36.27 43.13 48.9

3D shape patches show the shape and appearance variation more intuitively and Figure 6.7

shows the effect by varying the first component shape appearance parameter of the NBAAM

model up to 2 standard deviation [27]. This segmentation did not include the seminal vesicles,

the major shape variation is the volume change. In terms of image appearance, Figure 6.7a, b

and c show the superior-anterior part of the NBAAM patches, in which the appearance variation

was caused by the surrounding tissue of the bladder and possible pathological invasion. Fig-

ure 6.7d, e and f are the patches from the anterior view and their appearance are influenced
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(a) (b) (c)

(d) (e) (f)

Figure 6.7: The effect of varying the first component shape and appearance parameters by
up to 2 standard deviation. (a) and (d) are the appearance patches generated by subtracting
2 standard deviation from the mean patch. (b) and (e) are the mean of the appearance patch.
(c) and (f) are generated by adding 2 standard deviation to the mean patch. (a), (b) and (c)
are plotted from the superior-anterior view, where the prostate is adjacent to the bladder. (d),
(e) and (f) are in the anterior view.

by the rectum. As discussed in Section 2.5.1, a CTV of prostate cancer adds a posterior

margin of 0.6 cm for sparing the rectum from CTV definition. As the 1 cm expansion used

here in this study, the NBAAM patch involves the rectum in posterior, resulting in a prostate-

rectum junction in the second row of Figure 6.7. It is interesting to see that there is an area of

inhomogeneity on Figure 6.7d, e and f, which reflects the volume of rectum tissue captured by

the patch. A smaller region of inhomogeneity is observed in Figure 6.7d indicates that a smaller

patch could involve less tissues from the rectum. While in Figure 6.7f a larger patch produces a

large area of inhomogeneity, which influences nearly the whole posterior region. The distance

between prostate and rectum is also a key factor influencing this homogeneity issue and the

performance of the segmentation on new image , which is discussed in Section 6.7.

Figure 6.7 summarises the appearance captured by the NBAAM, which contains useful appear-

ance information from the prostate and the surrounding rectum and the bladder. The appearance
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extraction and training focus on the GTV neighbourhood region, which contains the boundary

of either the prostate gland (T1 and T2) or the pathological growth (T3 and T4). NBAAM

discards the inner prostate appearance which may contain distortions from multi-focal feature

and brachytherapy seeds or the gold markers. The degraded performance of conventional AAM

at the apex and base of the prostate can be improved using this appearance extraction scheme.

6.4 NBAAM Automatic Initialisation

As described in Section 6.3, the NBAAM captures the image appearance around the prostate

GTV boundary in the shape of a belt as shown in Figure 6.6b. Recall the optimisation concept

in the CV level set algorithm (Section 3.6.2), where Equation 3.35 is minimised when the level

set contour C = C0. Inspired by this, an initialisation scheme for the NBAAM is proposed,

considering the NBAAM as a surface with thickness of 2 cm (1 cm either side of the prostate

surface). The mean shape of the NBAAM is moved across the new image to find the initial-

isation location P(x,y,z) by minimising the RIQF and NBAAM appearance difference. The

cost function is minimised only when the model surface matches with the prostate surface in

the new image. Unlike in Section 5.7, prostate volume variation is taken into account in this

approach. A 17% volume variation was observed among the training data set and the initial

shape of NBAAM were rescaled into 3 different volumes as 87%, 100% and 117% of the mean

shape.

The searching algorithm proceeds in a coarse-to-fine manner as described in Figure 6.8. Firstly

the mean shape is moved around the pelvis in a step size of [10,10,10] to find top three P1(x,y,z)

with the lowest RIQF difference. The mean shape is then rescaled into 87%, 100% and 117%

and RIQF recalculated around location P1(x,y,z) with a smaller displacement step size [3,3,3].

The corresponding scale S and location P2(x,y,z) from the refined RIQF optimisation is stored

and used as the input of the final refinement using a multi-scale NBAAM appearance with

step size [1,1,1], as shown in Figure 6.9. In Figure 6.9a and b, the mean shape was displaced

around P2(x,y,z) and the appearance difference was calculated as 1039. In Figure 6.9c and d,

the mean shape was rescaled to 87% and displaced around P2(x,y,z), the appearance difference

was calculated as 671. In Figure 6.9e and f, the mean shape rescaled to 113% and displaced
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Figure 6.8: NBAAM coarse-to-fine initialisation scheme.

around P2(x,y,z), the appearance difference was calculated as 1322. Consequently, the scale

87% and the displacement of P3(x,y,z) is stored and used to initialise the NBAAM model.

6.5 Automatic Segmentation Using NBAAM

An AAM based segmentation seeks to match both the position of the model points and a

representation of the appearance of the object to an image. The proposed NBAAM seeks to

match the GTV contour and the appearance of the region near the GTV. In the segmentation

of a new image, the mean shape or the scaled mean shape SM is displaced into the image at

P3(x,y,z).

Recall Section 3.48, the model parameters consisted of combined shape and appearance pa-

rameter c, translation parameter t and scaling parameter s. The initialisation discussed in Sec-

tion 6.4 gives a reliable positioning of the model. Consequently, the translation parameter
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(a) (b)

(c) (d)

(e) (f)

Figure 6.9: (a) and (b), mean shape displaced in P2(x,y,z), appearance difference calculated
1039. (c) and (d), mean shape rescaled to 87% and displaced in P2(x,y,z), appearance
difference calculated 671. (e) and (f), mean shape rescaled to 113% and displaced in
P2(x,y,z), appearance difference calculated 1322. The scale 87% and the displacement of
P2(x,y,z) is stored and used to initialise the NBAAM model.
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is eliminated in the NBAAM searching procedure. The model parameters update matrix R

is obtained by calculating δ r
δU and substituting in Equation (3.53). Each parameter in U is

perturbed from its optimal value with [-1, -0.5, 0.25, -0.1, 0.1, 0,25, 0.5, 1] standard deviations.

δ r
δU is then calculated as the weighted average of the resulting appearance difference r caused

by the 8 perturbations.

In the segmentation of a new image, the image appearance at the initialisation is extracted using

SE and warped to the shape free appearance patch. The appearance difference r is calculated

and used to update the model parameter U by Equation (3.52). The model parameters are

updated by with step size of k as:

U =U + kδU (6.1)

The landmarks of the GTV are moved by updating the model parameters U ; the new appearance

difference is calculated as E ′G. If E ′G < EG, the shape update is accepted, otherwise, a smaller

k = 0.5 or k = 0.2 is tried. This procedure is repeated until no improvement in error EG is found

and convergence is assumed. The initialisation scheme introduced in Section 6.4 is considered

as a pre-segmentation step, which provides a robust estimated location of the prostate and

also a size of the volume. This results in fast converge of the NBAAM in the segmentation of

new images, usually 3-5 iterations, as shown in Figure 6.10. The initialisation of the NBAAM

takes an average time of 15 minutes and the segmentation of NBAAM converges in 2 minutes.

An example of the NBAAM segmentation iterations is illustrated in Figure 6.10. It is worth

noting that the color of the patch indicates the mesh distance (mm) between the ground truth

segmentation and the evolving NBAAM shape.
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(a) (b)

(c)

Figure 6.10: Distance meshes of 3 iterations of the NBAAM search against the clinical shape,
the distance is calculated using a pairwise Euclidean distance (mm) based on the point
correspondence. The mesh is coloured using this distance error. The NBAMM appearance
difference for each iteration is (a) 491, (b) 311 and converged at (c) 197.

Table 6.4: Parameters Used in NBAAM

Paramet Value Information

n 2562 Number of points used to represent GTV

ne 10 Landmark exterior displacement

ni 5 Landmark exterior displacement

Box [120, 80,100] Texture warping box

nsearch 20 Maximum number of iterations

S(x,y,z) [17%,17%,17%] Variation of volume scale

C [1,0.5,0.2] Step size of parameter update
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6.6 Evaluation using DSC

Six test image volumes of different image resolutions (0.25/0.25/2.20, 0.625/0.625/3.60 and

0.39/0.39/3.30, 2 of each resolution), which have been excluded from the training set are used

to evaluate the performance of the NBAAM. The performance of the segmentation is evaluated

using DSC metric by comparing with the ground truth segmentation, summarised in Table 6.5.

The segmentation shape was reconstructed into 2D contours for clarity. Figure 6.11 shows the

Case Number Case 1 Case 2 Case 3 Case 4 Case 5 Case 6
Clinical Volume (cm3) 45 42 28 87 65 58
MBAAM volume (cm3) 44 45 32 77 65 62
Dice Coefficient 0.88 0.77 0.84 0.79 0.93 0.89

Table 6.5: The NBAAM segmentation performance evaluation by calculating DSC against the
ground true segmentation.

comparison of clinical contour (blue) and NBAAM contour (red), the DSC of Figure 6.11a is

0.87 and the DSC of Figure 6.11b is 0.85.

6.7 Discussion

Comparing this work with the related work based on the conventional AAM application on

prostate segmentation of Vincent et al ([155] overall mean DSC 0.88), the proposed NBAAM

offers marginal improvement in segmentation performance at the prostate apex and base as

shown in Figure 6.11 and Figure 6.12. The NBAAM results show the robustness at the weak

GTV boundary at the prostate apex and base where the performance of conventional AAM

significantly degenerate. This is due to the novel NBAAM appearance extraction and training

scheme, which involves the bladder and rectum and uses them to drive the segmentation.

Another advantage of the NBAAM algorithms is that, the segmentation spares the bladder

and rectum from the GTV volume effectively. The inhomogeneity of appearance caused by

the involvement of rectum and bladder shown in Figure 6.7 has a strong influence on the

appearance error EG, which can be easily picked up by in the segmentation and used as the

stopping criteria of the model deformation. With 1 cm interior to the patch, the inhomogeneity

region of bladder and rectum will be excluded from the GTV definition.
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(a)

(b)

Figure 6.11: The segmentation results for (a) prostate base and (b) prostate apex. Red
contour is the segmentation of NBAAM and blue contour is the clinical contour. The showing
MRI is down-sampled from the original scan to [1,1,1] and the resolution is lost.
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A draw back of the approach is that a contour shift towards the rectum is observed, as shown

in Figure 6.11. This shift also influenced the middle area of prostate shape and result in a

degradation in overall performance. The overall mean DSC of NBAAM was 0.85 with a large

standard deviation of 0.06. This is considered as a "side effect" of the expanded appearance

extraction. The contour somehow caused by the strong intensity field of the rectal coil, which

usually have a intensity of 2000+, as shown in Figure 6.13. It is shown in Figure 6.2 that, the

1cm expansion of the NBAAM appearance patch involves this strong intensity field near the

boundary of the SE . In the segmentation of new images, the model may seek a region with

this higher intensity as the stopping criteria in the model landmarks propagation. While the

distance between the prostate and rectum varies, which results in the shift towards the rectum

when the prostate and rectum are close. This influence is believed to be improved or completely

resolved on a intra-patient data set, which has a comparatively fixed distance between prostate

and surrounding structures and a consistent scanning protocol (with / without rectal coil).

6.8 Conclusion

The chapter introduces the NBAAM algorithms that can be applied to MRI images scans and

automatically delineate the prostate GTV. The major advantage of the proposed NBAAM lies

in the fast and reliable initialisation and the improved performance on prostate based and apex.

The improved performance takes advantage of the anatomical structure in pelvis by expanding

the appearance extraction 1cm to the GTV.
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(a)

(b)

Figure 6.12: The segmentation results of Vincent et al. for (a) prostate base and (b) prostate
apex. Red contour is the automatic segmentation and gold contour is the clinical contour [155].
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Figure 6.13: Image histogram of Figure6.11b, the rectal coil creates a much higher intensity
region at around 2000.



Chapter 7

Conclusions

7.1 Summary

The thesis presents a series of automatic contouring algorithms for radiotherapy using de-

formable models, with preliminary results presented for a range of images and diseases. This

research has the potential to reduce the inter- and intra-clinical variability in the delineation

of the GTV in radiotherapy planning. The advantages of IGRT and IMRT can also be fully

utilised by adding these algorithms into the system, providing the opportunity to contour the

treatment day images in real time. The radiation dose can thus be more accurately and effec-

tively delivered and improve the treatment outcome.

Chapter 1 of the thesis discussed the context of the research by connecting cancer radiotherapy

and medical image analysis.

In Chapter 2, the background information of the thesis is described. CT MRI and PET were in-

troduced as the major imaging modalities in radiotherapy, followed by the important anatomical

information on the human brain and pelvis. Cancer diagnosis, staging, grading and treatment

options were also discussed and IMRT and IGRT emphasised and the concept of CGRRT

introduced as a future advancement of modern radiotherapy. The importance of an automatic

contouring system in the CGRRT was also addressed.

Chapter 3 briefly reviewed image processing techniques related to this work, in particular seg-

mentation was reviewed as a fundamental component of the process. Several low level segmen-

tation methods were reviewed for their potential in the image pre-processing. Image features

including first order distribution based features, GVF and image profiles were discussed. Image

and point set registration methods were reviewed as registration based methods. Deformable

models including FDMs and SCDMs were reviewed followed by their applications.

137
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Chapter 4 demonstrated a LSM in the automatic delineation of high grade glima on brain MRI.

The main contribution of this chapter was the series of low level image segmentation method-

ologies, reviewed in Section 3.3, cascaded to form a case-wise fully automatic initialisation

pipeline for the level set function.

Chapter 5 starts with an new scheme of group-wise point registration for the correspondence

definition of SCDMs. An ASM with an optimised feature searching profile, which takes into

account the texture statistics of the prostate and surrounding organs, was implemented in the

delineation of prostate GTV on CT. The optimised texture profiles showed their advantage over

standalone pixel intensity, which is the contribution in this chapter.

In Chapter 6 fully automatic delineation algorithm of prostate GTV on MRI was proposed.

The segmentation performance at the prostate base and apex area was shown to be improved

by extending the appearance extraction 1 cm exterior the prostate shape. The novel appearance

modelling scheme also spares the OARs from the GTV definition, which is the contribution in

this chapter.

7.2 Conclusion

It can be concluded that deformable models including LSM, ASM and AAM have the ability to

automatically delineate the GTV in brain and prostate radiotherapy. Depending on the disease

and imaging modality, an accurate GTV definition is achievable by utilising the appropriate

deformable model and pre-processing techniques. An automatic and accurate GTV definition

can reduce inter- and intra-clinical variability and fully facilitate IGRT and IMRT, resulting in

an improved radiotherapy outcome.

The work in this thesis focused on segmentation accuracy, which fits nicely to the new radio-

therapy framework of CGRRT proposed in Section 2.5.4. In the delineation of glioma GTV on

MRI, the most time efficient LSM algorithm of CL model [20] was employed, initialised using

a fast but reliable active thresholding method. The ASM segmentation of prostate GTV on CT

image uses a texture optimisation scheme to overcome the poor resolution of CT, first order

distribution statistics is used instead of computationally expensive higher order statistics to

ensure the segmentation can be obtained in almost real time. The NBAAM method improved
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the segmentation at the prostate apex and base by extending the appearance extraction 1 cm

exterior to the GTV, which is usually done by a coupled segmentation of prostate and bladder

or rectum [98, 31]. The training of SCDMs including ASM and NBAAM was done in the

offline phase, while the segmentation phase takes only a few minutes. The time efficiency of

SCDMs can be further increased in the intra-case studies, the training of a much smaller data

set can be done in real time and used immediately to match radiotherapy plans to OBI images.

This has the potential to eliminate the work of patient immobilisation and take advantage of

four-dimensional radiation therapy (4DRT) [164].

With the progress in the applications of deformable models, the CGRRT framework (Fig-

ure 2.13) can be extended as shown in Figure 7.1. Firstly, the new CGRRT is a unified frame-

work for all medical imaging modalities, for example CT, MRI, CBCT, PET and TRUS and not

limited to radiotherapy. For a specific modality and disease, a corresponding deformable model

is optimised and employed in the automatic contouring. In the planning stage, a inter-patient

deformable model containing larger variation is constructed, in which, clinical input includ-

ing patient specific information, stage and grade of the disease, ground truth segmentation

(SCDMs) are imported into the system. The priority of the inter-patient contouring system is

accurate and robust against large shape and appearance variation. Treatment day images from

previous fractions are stored and used to construct a patient-oriented automatic contouring

system of the intra-patient data. The intra-patient contouring system utilises a time-efficient

deformable model because of the significantly smaller shape and appearance variation. The

clinical input imported into intra-patient contouring system could be more patient specific, for

example biopsy data, faction interval length and treatment dose etc. The priority of the intra-

patient contouring lies in the time efficiency, the segmentation need be done in real time to

fully utilise the advantage of IGRT and IMRT.

The pilot results of Chapter 4, Chapter 5 and Chapter 6 shows the potential of deformable

models in the contouring of brain and prostate cancer GTV. Leveraging the increasing accu-

racy, automatic contouring systems based on deformable models have the potential to assist

clinicians define the extent of radiotherapy tumour volume in a reliable and repeatable manner.

The further development of automatic contouring, particularly real time automatic contouring
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is essential for the next generation of modern radiotherapy, probably the CGRRT.

Figure 7.1: The extended CGRRT workflow.

7.3 Future work

Until today, manual contouring is still the first choice in the planning of radiotherapy, although

it has many disadvantages. There is no doubt that the automatic contouring systems cannot

replace the oncologist at this stage. The major reason for this is that experience oncologists

have a perfect merge of clinical, pathological, anatomical and medical imaging knowledges

which optimises contouring of the GTV. While the reproducibility, adaptability and time effi-

ciency will make the automatic contouring a major future development in the next generation

radiotherapy.

In the future more clinical and pathological information will be merged into the construction

of deformable models. An anatomical atlas can be used to overcome the local minimum issue

of FDMs. Staging, grading, and biopsy information may significantly improve the accuracy,
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robustness and efficiency of the initialisation, particular for a inter-patient planning. Patient

specific information, for example age, gender and treatment history, are also valuable for

improving the efficiency of intra-patient planning update.

Additionally, a much larger data set contoured by multiple observers has the potential to

improve the model significantly. Leveraging the development of computational power and

storage, particularly cloud computing technology, the training data now can be not limited

to a single cancer centre but available worldwide.

Moreover, the accuracy of contouring for radiotherapy planning need be further improved,

particularly on CT images. Higher order image features have the potential to achieve that, at

the cost of more computational time.

Finally, more research is required to adapt the contouring system to other popular modalities

and registered modalities. The utilisation of features of different modalities is also useful in the

development towards an CGRRT radiotherapy framework.
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Background To establish the optimal radiotherapy fields for treating brain cancer patients the tumour volume is often outlined on magnetic
resonance (MR) images, where the tumour is clearly visible, and mapped onto computerised tomography (CT) images used for radiotherapy
planning. This process requires considerable clinical experience and is time consuming, which will continue to increase as more complex
image sequences are used in this process.
Purpose Here the potential of image analysis techniques for automatically identifying the radiation target volume on MR images, and thereby
assisting clinicians with this difficult task, was investigated.
Material and Methods A gradient-based level set approach was applied on the MR images of five patients with grade II, III and IV malignant
cerebral glioma. The relationship between the target volumes produced by image analysis and those produced by a radiation oncologist was
also investigated.
Results The contours produced by image analysis were compared with the contours produced by an oncologist and used for treatment. In 93%
of cases the Dice similarity coefficient was found to be between 60% and 80%.
Conclusions This feasibility study demonstrates that image analysis has the potential for automatic outlining in the management of brain
cancer patients, however, more testing and validation on a much larger patient cohort is required.

1. Introduction: Radiotherapy is the core treatment modality in
the management of high and low grade glioma but the radiation
doses required to optimise local control have the potential to
affect adjacent normal tissues [15, 16, 12]. Consequently, accurate
delineation of the radiotherapy target is particularly important.
A number of studies have been performed that highlight the
challenges of delineation of the gross tumour volume (GTV) and
clinical target volume (CTV) in patients with brain cancer [25, 26,
11, 19, 43]. Not only does the abnormality on the radiotherapy
planning CT and registered MR images need to be accurately
defined, but also the areas of likely anatomic spread need to be
appreciated. The level of difficulty faced by clinicians in carrying
out this task is evident in Figure 1. This shows the extent of grade
II, (left), grade III (middle) and grade IV (right) gliomas on MR
images where disease can be identified, and on CT where it is more
difficult to identify. At present clinicians must use their experience
to define the GTV or CTV from analysis of both data sets, a process
that is complicated by the fact that the size and shape of the GTV
may appear different, sometimes quite significantly, depending on
the imaging modality used to visualise the tumour [21, 22]. As
a result, significant variability has been reported in the manual
segmentation of brain tumours: intra-rater, 20± 15%; inter-rater,
28± 12% [29].

Image analysis approaches have the potential to assist clinicians
with this difficult task by improving the consistency of target
delineation and providing solutions for automatic segmentation
of intra-cranial structures on MR image volumes. This has
received considerable attention over the past two decades with
comprehensive coverage of the important contributions in the field
prior to 2007 available in [1]. Contributions thereafter until the
present day can be found in [3]. One commonly used method for
segmenting intra-cranial MR image structures is to register to an
anatomical atlas that contains information on the general shape

and form of the structures of interest. By projecting the MR image
structures available from the atlas onto the MR image volume under
investigation, segmentation is performed [44, 14]. Prastawa et al
adopted this approach by first registering to an atlas of healthy
brains in their framework for automatically segmenting brain
tumours on MR image volumes [33]. Cuadra et al used a similar
approach by first registering to an atlas and including a model
of lesion growth. The method proved useful in the segmentation
of grossly deformed cerebral structures [13]. Wang et al also
used prior probabilities from the International Consortium for
Brain Mapping (ICBM) together with normalised Gaussian mixture
models (NGMM) of grey and white matter and cerebrospinal fluid
to establish a Gaussian Bayesian classifier (GBC). The GBC was
used to initialise a three-dimensional (3D) fluid vector flow (FVF)
algorithm, which was used for brain tumour segmentation [40].
The approach was validated on publicly available datasets and the
Tanimoto distance metric used to assess performance. The findings
reported closely matched those of Corso et al [10].

When a suitable atlas is not available, as is generally the case
with tumour segmentation, pixel- or voxel-based methods such
as level sets [20] or active contour based approaches [45] can
be used. However, these methods require careful initialisation to
avoid propagation across weak or missing boundaries, as shown in
Figure 2 (left) [36]. Here we present the preliminary findings of
a pilot study investigating a level set-based approach, which uses
limited prior information, for the segmentation of the significant
tumour volume, or GTV, on the MR images of five brain cancer
patients. Using this approach the GTV could then be mapped to the
corresponding CT for radiotherapy planning.
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  ABSTRACT 

 Background. Prostate cancer is now the only solid organ cancer in which therapy is commonly applied to the whole gland. 
One of the main challenges in adopting focal boost or true focal therapy is in the accurate mapping of cancer foci defi ned 
on magnetic resonance (MR) images onto the computerised tomography (CT) images used for radiotherapy planning. 
 Material and methods. Prostate cancer patients (n    �    14) previously treated at the Edinburgh Cancer Centre (ECC) 
were selected for this study. All patients underwent MR scanning for the purpose of diagnosis and staging. Patients 
received three months of androgen deprivation hormone therapy followed by a radiotherapy planning CT scan. The 
dominant focal prostate lesions were identifi ed on MR scans by a radiologist and a novel image analysis approach was 
used to map the location of the dominant focal lesion from MR to CT. An offl ine planning study was undertaken on 
suitable patients (n    �    7) to investigate boosting of the radiation dose to the tumour using a stereotactic ablative body 
radiotherapy (SABR) technique. 
 Results. The non-rigid registration algorithm showed clinically acceptable estimates of the location of the dominant 
focal disease on all CT image data of patients suitable for a boost treatment. Standard rigid registration was found to 
produce unacceptable estimates of the dominant focal lesion on CT. A SABR boost dose of 47.5 Gy was delivered to 
the dominant focal lesion of all patients whilst meeting all dose-volume histogram (DVH) constraints. Normal tissue 
complication probability (NTCP) for the rectum decreased from 1.28% to 0.73% with this method. 
 Conclusions. These preliminary results demonstrate the potential of this image analysis method for reliably mapping 
dominant focal disease within the prostate from MR images onto planning CT images. Signifi cant dose escalation using 
a simultaneous integrated SABR boost was achieved in all patients.   

  Prostate cancer, which accounts for 25% of new male 
cancers, is now the only solid organ cancer in which 
therapy is applied to the whole gland [1]. Traditionally 
whole gland ablative treatment with radiotherapy or 
surgery has been utilised due to the perception that 
disease is multifocal within the prostate. There has 
however been signifi cant progress in detecting loca-
lised low-risk prostate cancer through prostate-specifi c 
antigen (PSA) screening and in identifying its location 
within the prostate gland using trans-rectal biopsies, 

template mapping biopsies and multi-parametric MR 
imaging. Identifi cation of early disease with small 
dominant focal volumes opens up the possibility of 
truly focal treatment of the cancer within the prostate 
using techniques, such as radiotherapy, thus preserv-
ing genitourinary and rectal function in low- to mod-
erate-risk prostate cancer patients [2]. Alternatively a 
boost may be applied to the tumour whilst a tumou-
ricidal lower dose is delivered to the rest of the pros-
tate gland providing that dose constraints to the 
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Identifying the dominant prostate cancer focal lesion using image
analysis and planning of a simultaneous integrated stereotactic boost
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Abstract 

There is now considerable interest in radiation oncology on the use of shape models of anatomy to improve 

target delineation and assess anatomical disparity at time of radiotherapy. In this paper a texture based active 

shape model (ASM) is presented for automatic delineation of the gross tumor volume (GTV), containing the 

prostate, on computed tomography (CT) images of prostate cancer patients. The model was trained on two-

dimensional (2D) contours identified by a radiation oncologist on sequential CT image slices. A three-

dimensional (3D) GTV shape was constructed from these and iteratively aligned using Procrustes analysis. To 

train the model the shape deformation variance was learnt using the Active Shape Model (ASM) approach. In 

a novel development to this approach a profile feature was selected from pre-computed texture features by 

minimizing the Mahalanobis distance to obtain the most distinct feature for each landmark. The interior of the 

GTV was modelled using quantile histograms to initialize the shape model on new cases. From the archive 

(num=42) of contoured CT scans 32 cases were randomly selected for training and 10 for evaluating 

performance. The gold standard was taken as the contour defined by the radiation oncologist. The shape 

model achieved an overall dice coefficient of 0.81 for all test cases. Performance was found to increase, mean 

DC of 0.87, when the volume size of the new case was similar to the mean shape of the model. With further 

work the approach has the potential to be used in real-time delineation of target volumes.  

 

Description of purpose 

Prostate cancer accounts for approximately 14% of all cancers diagnosed in men. External beam radiotherapy 

remains an important curative treatment for prostate cancer and with the incidence of disease set to rise 

through greater prostate-specific antigen (PSA) testing, an aging population and fewer competing causes for 

death, it is imperative to maximize the efficiency of treatment. There is a growing interest in radiation 

oncology on the use of models of anatomy, which contain information about the expected shape and 

appearance of structures of interest, to assist in the segmentation of different anatomical structures. Automatic 

segmentation in this way has the potential to increase accuracy and be used on images acquired at time of 

radiation treatment where it is vital that any analysis is done as quickly as possible to ensure that the patient 

does not move. ASMs have been widely used in medical image analysis for delineation of lungs, heart and 

pelvic organs. However, shape models of the GTV used in radiotherapy planning of the prostate have not 

been constructed due to large variations in patient shape and appearance. This is further complicated by the 

close proximity of the prostate to the bladder and rectum. In the proposed scheme an ASM with an optimised 
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Introduction: 

Image registration is the process of aligning two or more images of the same scene acquired at different times, 
viewpoints, and/or by different sensors.  A registration framework was designed to include both a rigid registration 
algorithm based on the scale invariant feature transform (SIFT) and mutual information (MI), and a non-rigid 
registration algorithm based on manually defined features and robust similarity function. This method has been 
developed to register multi-modality image data from computed tomography (CT), magnetic resonance (MR) and 
histology to plan focal radiotherapy of the prostate. Our hypothesis is that this framework is suitable for other multi-
modality image registration problems. 

Materials & Methods 

SIFT is a method that can find key points and their descriptors in scale space and extract robust image features. 
Calculation of the MI of these features is a powerful indicator of image match. In the approach developed a rigid 
registration algorithm extracts feature points from the reference and target image data based on the SIFT algorithm 
and finds the best affine match by optimizing the MI of the SIFT features. Next a non-rigid registration algorithm is 
applied that uses the Euler distance between contour points and the MI between pathologically identified points as a 
robust similarity function. A fuzzy-to-deterministic approach is used to establish the match between feature points and 
a cubic B-spline method is applied after non-rigid transform. A posteriori weights for different data sets are used to 
adjust the similarity function and optimisation performed using simulated annealing and the Broyden–Fletcher–
Goldfarb–Shanno (L-BFGS) method. Rigid registration performance was assessed using CT and MR image data 
acquired on the Radionics Phantom 2 (Radionics, Inc., Burlington, MA), a geometric verification phantom used for 
quality assurance in stereotactic radiotherapy. EPID and DRR images acquired from human prostate cancer patients 
were used. The non-rigid registration algorithm has been assessed on manually warped test images. The whole 
framework is additionally being tested on contemporaneous CT and MR series from dogs with sinonasal tumours. 

Results 

The mean error of the rigid method applied on the phantom data was less than 1.5% and was 10x faster than 
conventional MI-based registration. EPID and DRR images were registered within clinically acceptable limits. The 
similarity function provided a clear peak at the position of the best match between the reference and target images. 

Conclusion 

The rigid and non-rigid registration algorithms developed performed well on test image data. Preliminary evaluation 
supports the use of this framework for registration of canine nasal tumour CT and MR images and may prove useful in 
other tumour types. This approach is currently being investigated to establish the widespread applicability in radiation 
therapy. 
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Abstract In 13-37% of cases, lung cancer patients treated with radio-
therapy suffer from radiation induced lung disease, such as radiation in-
duced pneumonitis. Three dimensional (3D) texture analysis, combined
with patient-specific clinical parameters, were used to compute unique
features (n=2138). Principal component analysis (PCA) was used to re-
move highly correlated features and a series of support vector machines
(SVM) were used for classification in a leave one out scheme. On radio-
therapy planning CT data of 57 patients, (14 symptomatic, 43 asympto-
matic), the classifier obtained an area under the receiver operating curve
of 0.873 with sensitivity, specificity and accuracy of 92%, 72% and 87%
respectively. The combination of texture and clinical features demon-
strates a statistically significant performance increase over the use of
the clinical features alone. With further development the approach has
the potential to be used to predict the likelihood of patients developing
radiation induced pneumonitis in a clinical environment.

1 Introduction

Over the last two decades lung cancer has accounted for the majority of cancer
attributable deaths and in Scotland the incidence of lung cancer is amongst the
highest in the world [7,12]. Patients with stage I and stage II disease are treated
with radical radiotherapy if they are inoperable or decline surgery. For stage III
disease radical radiotherapy often combined with chemotherapy is the treatment
of choice. The exposure of lung tissue to ionising radiation during radiotherapy
can lead to physiological changes in the lung tissues and subsequently, radi-
ation induced lung injury. Radiation induced pneumonitis develops in 13-37% of
∗ This work is generously supported by NHS Lothian, Edinburgh and Lothian Health
foundation (charity number SC007342), the James Clerk Maxwell Foundation, the
Jamie King Uro-Oncology Endowment Fund and Darwin Awards from the University
of Edinburgh.
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Introduction 
Gliomas are the most common primary brain tumours with an incidence of six to eight in 100,000. Grade 
I (benign) gliomas are slow growing with good survival after total resection. Grade II (malignant) to 
Grade IV (highly malignant) tumours are more diffuse and aggressive and associated with poor 
prognosis [1]. Radiotherapy is applied after complete tumour resection to ensure that any remaining 
cancerous tissue is treated. It is therefore essential that the gross tumour volume (GTV) is accurately 
defined to preserve the immediate and long-term function of the central nervous system from the effects 
of radiation. This is a complex and specialist process that is further complicated by the fact that the size 
and shape of the GTV may appear different, sometimes significantly, depending on the imaging 
modality used to visualize the tumour (e.g. Computerised Tomography (CT) or Magnetic Resonance 
(MR) imaging). Here we present preliminary findings of an approach, using limited prior information, for 
segmentation of radiotherapy planning MR images. The approach developed is based on Chunming 
Li’s variational level set formulation of the active contour without re-initialization [2]. 
 
Methodology 
Here, a level set-based algorithm was applied in three stages to identify the GTV on MR images of brain 
cancer patients [2]. In the first stage a coherence enhanced diffusion filter with optimised rotation 
invariance [3] was applied to remove noise whilst preserve edge information, as shown in Fig.1. Edge 
information significantly affects level set evolution because boundary leakage may occur when the level 
set function encounters weak edge points. In the second stage intensity information was extracted from 
contoured MR images as prior information. An intensity interval was set to construct binary images 
containing possible tumour regions as well as comparatively smaller unaffected brain regions. The 
threshold was updated for each MRI slice, based on the statistics of potential tumour region, a 
technique more commonly known as active thresholding. A morphological opening kernel was applied 
to the binary images to remove the non-cancerous regions and preserve the integrity of the significant 
tumour region. The centroid of GTV on previous slice was incorporated as a constraint to keep the 
morphological operation robust to all MRI slices. In the final stage a signed distance function was 
constructed from the tumour region located in the second stage and the level set evolution, based on 
the Chunming Li approach, started. This method is based on the variational level set formulation of the 
active contour without re-initialization. This formulation consists of an internal energy term, which 
eliminates the need for re-initialization by penalizing the deviation of the level set function by a signed 
distance function, and an external energy that drives the motion of the zero level set contour to the 
potential tumour contour. This level set model is computationally more efficient than the classic level set 
method and insensitive to weak boundaries and noise [2]. The whole identification algorithm is 
presented in Fig.2. 
 

 
 

Fig(1). Left: Result of smoothing the MR image data using a Gaussian filter. Middle: Result of smoothing using a coherence 
enhanced diffusion filter. Right: The level set contour obtained when the Gaussian smoothed (left image) was used as input 
(red line: level set contour, blue line: GTV). Significant contour leakage results because of the weak edge gradients produced 
by the Gaussian smoothing kernel.  
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Introduction: Structural and functional imaging can provide disease-specific insights and assist in the 
management of cancer patients. In radiotherapy of the prostate, computerized tomography (CT) 
images are acquired to provide structural information and electron density information for dose 
calculation [1]. Positron emission tomography (PET) images and/or magnetic resonance (MR) images 
provide functional information to identify the biological features of tumour regions [2]. Planning CT 
data can be reconstructed to form digital reconstructed radiographies (DRR) which are direct 
representation of the planned treatment position [3]. Electronic portal imaging devices (EPID) provide 
a view of the patient at the treatment position. Mapping EPID images to DRR images will ensure that 
the patient is positioned in the correct location for treatment. However, it is difficult to map the 
information in images on different modalities. Image registration is the process of aligning two or more 
images of the same scene acquired at different times, viewpoints, and/or by different sensors [4]. In 
this paper a rigid registration method based on the scale invariant feature transform (SIFT), and 
mutual information (MI) approach, is presented. This method has been developed to register multi-
modality image data from CT, MR, DRR and EPID to plan focal radiotherapy of the prostate. However, 
it is suitable for other multi-modality image registration problems. 
Methodology: Matching common features in the source and target image can reduce computation in 
an image registration approach. However, it is difficult to identify suitable features acquired on 
different modalities because of differences in resolution, scale and position. SIFT is a method that can 
find key points and their descriptors in scale space and extract robust image features. Calculation of 
the mutual information of these features is a powerful indicator of image match. The method 
presented contains four stages: pre-processing; feature extraction with SIFT; calculation of MI; and 
optimization. The pre-processing stage includes segmentation of the regions of interest, de-noising, 
resampling of the original data set and the down-sampling of the resulting images. Each pre-
processed image was selected as a flow data set and SIFT features extracted. The SIFT threshold for 
feature extraction was set to generate 50 features on every image slice. Therefore the problem of 
physical background and reconstruction field background pixels, which can significantly affect the 
accuracy of the MI-based method, was removed [5]. An affine transform was applied to the flow data 
set to alter the position of the features. The MI of the key feature points on the source image and the 
neighbouring points on the target image were calculated using (1), where  and  are the marginal, 
and  the joint, probability distributions. 

,

( , )( , ) ( , ) log
( )* ( )
AB

AB
a b A B

P a bI A B P a b
P a P b

=∑                                                     (1) 

Simulated annealing optimization was performed on the 7-dimensional parameter space (Tx  Ty  Tz α β 
γ scale) over a 1 pixel, 1°interval to find the global maximum representing the best match. 

Results: Registration performance was assessed using CT and MR image data acquired on the 
Radionics Phantom 2 (Radionics, Inc., Burlington, MA), a geometric verification phantom that is used 
for quality assurance in stereotactic radiotherapy. The CT and MR data were mapped with an average 
error rate of 1.5% (Figure 1). The method was found to be x10 faster than conventional MI-based 
registration because fewer feature points are acquired (figure 2). EPID and DRR images from patients 
with prostate cancer are included in the test data as well. They can be appropriately registered as 
shown in figure 3. 

      
Figure 1. Left: CT (left) and MR image (right) acquired on the Radionics Phantom 2，which is 
configured with a cone, cylinder, cube and sphere. The lines show corresponding SIFT features 
between CT and MR. Right: Affine transform parameters and results. 

 Tx Ty Tz α γ β 
Actual 0 0 0 90 -90 0 
Calculated 0 0 9 90 -90 0 
Shift 
Range 

100 100 100 / / / 

Rotation 
Range 

/ / / 180 180 18
0 

Error Rate 0 0 9% 0 0 0 
Average 
Error Rate 

1.5% 



Appendix B

Clinical Review

B.1 Sequence of the Randomised Contours

Case No.3

Slice Number Blue Contour Red Contour

22 Clinical Automatic

23 Clinical Automatic

24 Automatic Clinical

25 Clinical Automatic

26 Automatic Clinical

27 Automatic Clinical

28 Clinical Automatic

29 Clinical Automatic

30 Clinical Automatic

31 Automatic Clinical

32 Clinical Automatic

33 Clinical Automatic

34 Clinical Automatic

35 Clinical Automatic

36 Clinical Automatic

37 Clinical Automatic

38 Automatic Clinical

39 Automatic Clinical

151



B.1. Sequence of the Randomised Contours 152

Case No.4

Slice Number Blue Contour Red Contour

15 Automatic Clinical

16 Clinical Automatic

17 Clinical Automatic

18 Clinical Automatic

19 Clinical Automatic

20 Automatic Clinical

21 Automatic Clinical

22 Clinical Automatic

23 Automatic Clinical

24 Clinical Automatic

25 Clinical Automatic

26 Clinical Automatic

27 Automatic Clinical

28 Automatic Clinical

29 Clinical Automatic

30 Clinical Automatic

31 Clinical Automatic

32 Automatic Clinical

33 Automatic Clinical

34 Automatic Clinical

35 Clinical Automatic

36 Automatic Clinical

37 Automatic Clinical

38 Clinical Automatic

39 Clinical Automatic

40 Clinical Automatic

41 Automatic Clinical

42 Clinical Automatic

43 Automatic Clinical

44 Clinical Automatic
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Case No.5

Slice Number Blue Contour Red Contour

6 Clinical Automatic

7 Clinical Automatic

8 Automatic Clinical

9 Automatic Clinical

10 Clinical Automatic

11 Clinical Automatic

12 Clinical Automatic

13 Clinical Automatic

14 Automatic Clinical

15 Clinical Automatic

16 Automatic Clinical

17 Automatic Clinical

18 Clinical Automatic

19 Clinical Automatic

20 Clinical Automatic

21 Clinical Automatic

22 Clinical Automatic

23 Automatic Clinical

24 Clinical Automatic

25 Clinical Automatic

26 Automatic Clinical

27 Clinical Automatic

28 Automatic Clinical

29 Automatic Clinical

30 Clinical Automatic

31 Automatic Clinical

32 Clinical Automatic

33 Clinical Automatic

34 Automatic Clinical
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Case No.5 Continued

Slice Number Blue Contour Red Contour

35 Automatic Clinical

36 Automatic Clinical

37 Clinical Automatic

38 Clinical Automatic

39 Automatic Clinical

40 Automatic Clinical

41 Clinical Automatic

42 Clinical Automatic

43 Automatic Clinical
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Case No.6

Slice Number Blue Contour Red Contour

25 Automatic Clinical

26 Clinical Automatic

27 Clinical Automatic

28 Clinical Automatic

29 Automatic Clinical

30 Clinical Automatic

31 Clinical Automatic

32 Automatic Clinical

33 Clinical Automatic

34 Clinical Automatic

35 Clinical Automatic

36 Clinical Automatic

37 Clinical Automatic

38 Automatic Clinical

39 Automatic Clinical

40 Automatic Clinical

41 Clinical Automatic

42 Clinical Automatic

43 Clinical Automatic

44 Automatic Clinical

45 Clinical Automatic

46 Clinical Automatic

47 Clinical Automatic
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Case No.9

Slice Number Blue Contour Red Contour

10 Automatic Clinical

11 Automatic Clinical

12 Clinical Automatic

13 Clinical Automatic

14 Clinical Automatic

15 Automatic Clinical

16 Clinical Automatic

17 Automatic Clinical

18 Automatic Clinical

19 Automatic Clinical

20 Clinical Automatic

21 Clinical Automatic

22 Clinical Automatic

23 Automatic Clinical

24 Clinical Automatic

25 Automatic Clinical

26 Clinical Automatic

27 Clinical Automatic

28 Clinical Automatic

29 Clinical Automatic

30 Automatic Clinical

31 Automatic Clinical

32 Automatic Clinical

33 Clinical Automatic

34 Automatic Clinical

35 Automatic Clinical

36 Clinical Automatic

37 Automatic Clinical
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B.2 Original Grades by SE
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